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GENERAL PREFACE

Dov Gabbay, Paul Thagard, and John Woods

Whenever science operates at the cutting edge of what is known, it invariably
runs into philosophical issues about the nature of knowledge and reality. Scientific
controversies raise such questions as the relation of theory and experiment, the
nature of explanation, and the extent to which science can approximate to the
truth. Within particular sciences, special concerns arise about what exists and
how it can be known, for example in physics about the nature of space and time,
and in psychology about the nature of consciousness. Hence the philosophy of
science is an essential part of the scientific investigation of the world.

In recent decades, philosophy of science has become an increasingly central
part of philosophy in general. Although there are still philosophers who think
that theories of knowledge and reality can be developed by pure reflection, much
current philosophical work finds it necessary and valuable to take into account
relevant scientific findings. For example, the philosophy of mind is now closely
tied to empirical psychology, and political theory often intersects with economics.
Thus philosophy of science provides a valuable bridge between philosophical and
scientific inquiry.

More and more, the philosophy of science concerns itself not just with general
issues about the nature and validity of science, but especially with particular issues
that arise in specific sciences. Accordingly, we have organized this Handbook into
many volumes reflecting the full range of current research in the philosophy of
science. We invited volume editors who are fully involved in the specific sciences,
and are delighted that they have solicited contributions by scientifically-informed
philosophers and (in a few cases) philosophically-informed scientists. The result
is the most comprehensive review ever provided of the philosophy of science.

Here are the volumes in the Handbook:

Philosophy of Science: Focal Issues, edited by Theo Kuipers.

Philosophy of Physics, edited by Jeremy Butterfield and John Earman.

Philosophy of Biology, edited by Mohan Matthen and Christopher Stephens.

Philosophy of Mathematics, edited by Andrew Irvine.

Philosophy of Logic, edited by Dale Jacquette.

Philosophy of Chemistry and Pharmacology, edited by Andrea Woody, Robin
Hendry and Paul Needham.



vi Dov Gabbay, Paul Thagard, and John Woods

Philosophy of Statistics, edited by Prasanta S. Bandyopadhyay and Malcolm
Forster.

Philosophy of Information, edited by Pieter Adriaans and Johan van
Benthem.

Philosophy of Technology and Engineering Sciences, edited by Anthonie
Meijers.

Philosophy of Complex Systems, edited by Cliff Hooker.

Philosophy of Ecology, edited by Bryson Brown, Kent Peacock and Kevin
de Laplante.

Philosophy of Psychology and Cognitive Science, edited by Paul Thagard.

Philosophy of Economics, edited by Uskali Mki.

Philosophy of Linguistics, edited by Ruth Kempson, Tim Fernando and
Nicholas Asher.

Philosophy of Anthropology and Sociology, edited by Stephen Turner and
Mark Risjord.

Philosophy of Medicine, edited by Fred Gifford.

Details about the contents and publishing schedule of the volumes can be found
at http://www.elsevier.com/wps/find/bookseriesdescription.cws home/BS HPHS/
description

As general editors, we are extremely grateful to the volume editors for arranging
such a distinguished array of contributors and for managing their contributions.
Production of these volumes has been a huge enterprise, and our warmest thanks
go to Jane Spurr and Carol Woods for putting them together. Thanks also to
Lauren Schulz and Gavin Becker at Elsevier for their support and direction.
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PHILOSOPHY OF MEDICINE:
INTRODUCTION

Fred Gifford

The philosophy of medicine, as conceived of here, encompasses the topics con-
nected to the philosophy of science that arise in reflection upon medical science
and practice. The chapters in this volume span a broad range of such topics.

Considering medicine in the context of science, one obvious question is that of
the comparison of medicine with the other sciences: is medicine distinctive, and
if so, in what way? And insofar as it is seen as distinctive, is it in some way
second rate, such that we should find its explanations less compelling than those
in the physical sciences, or recommend to those pursuing medical science that they
emulate — or give way to — the physical sciences?

Whether the question is distinctiveness or inferiority, this line of thought urges
us to reflect further on just what our domain here is. On the one hand, these com-
parisons come up for biological science in general : it is sometimes asked whether
biology lives up to the other sciences, or whether its forms of explanation are
unique, etc. Here the worry — or insight — might not be something specific to
medicine, but something about biology more generally. But we can also ask these
questions about medical science more specifically. Is something distinctive about
medical science vis-à-vis biological science, and if so, how does this reflect on med-
ical science, and what does it mean for the kind of endeavor it is? Finally, there is
also a distinction between medical science and the practice of medicine, so perhaps
at least some of the distinctive aspects of medicine (and hence of the philosophy
of medicine) come from its being a practice, where the goal is the improvement of
health rather than the achievement of theoretical understanding.

In any case, while it may be useful to distinguish medical science and medical
practice, this volume deals with both, as both raise epistemological, conceptual,
and methodological issues that belong to the philosophy of science.

There are, represented here, a variety of topics and a variety of kinds of topics.
In some cases, some well-known meta-scientific concept that applies across all of
science is considered in relation to medicine or medical science in particular. This
is true, for instance, in the cases of discovery, reduction, theories and models, and
causal inference. Other chapters focus on some particular domain (psychiatry,
public health, nursing). Some discuss some key concept that comes up specifically
in medicine (diagnosis, health and disease, brain death).

Medical science and medical practice are, of course, activities in the real world,
and hence they are often connected with a number of ethical and policy issues.

Handbook of the Philosophy of Science. Volume 16: Philosophy of Medicine.
Volume editor: Fred Gifford. General editors: Dov M. Gabbay, Paul Thagard and John Woods.
c© 2011 Elsevier BV. All rights reserved.



2 Fred Gifford

Such normative considerations or implications can almost always be discerned in
the background in the following chapters, and in some cases they are more directly
in view. Indeed, these normative issues can quite often be a significant motivation
for addressing the conceptual, epistemological, and methodological questions con-
stitutive of the philosophy of science. But it is the philosophy of science issues, not
the ethical and policy questions, that constitute the central purpose and content
of the diverse chapters in this collection.

The collection begins with “Concepts of Health and Disease”, where Christopher
Boorse takes up what is sometimes thought of as the central conceptual question
for medicine. What is health? What does it mean to say that something is a
disease? Can we give a general account that captures all of our usage here? Do we
or can we make such assessments in an objective way? Or does asserting that some
condition is pathological necessarily involve the making of a value judgment, and
relatedly, is it necessarily relative to a particular culture? Are “mental” diseases of
a different sort than “physiological” diseases, or will one account fit both? (Note
that this question of the distinction between health and disease, or normality and
abnormality, is distinct from the nosological question of how conditions are to be
categorized into particular diseases (and whether that is objective).)

Further, what are the criteria for judging whether an analysis of the term
‘health’ or the term ‘disease’ is adequate? Is it a matter of what fits with the
language of medical textbooks? The linguistic intuitions of lay people? The nor-
mative decisions we need to make (concerning treatment or insurance coverage,
for instance) based on whether something is determined to be a disease?

The concepts of health and disease appear to be quite fundamental for medicine,
as we take medicine to have the goals of diagnosis, prevention and cure of diseases
or the advancement of health. And yet there has been a great deal of disagreement
in the literature in philosophy of medicine on this topic.

Boorse presents and evaluates his own non-normative, “biostatistical” theory,
according to which health is normal functioning, a matter of one’s biological organs
and systems functioning at or above species-typical efficiency; and he also presents
and evaluates Wakefield’s “harmful dysfunction” analysis, which asserts that a
normative element enters in the judgment that some state is harmful, but which
also requires the presence of dysfunction, something determined by the biological
facts. He then goes on to deal with two important “action-theoretic” accounts,
those of Fulford and Nordenfeld, which understand health and illness in terms of
the ability or inability to act, and relatedly in terms of ordinary concepts applied
to the person as a whole, rather than more medical concepts that could apply to
component organs. Finally, Boorse provides a detailed treatment of the approach
of Lawrie Resnek, and then briefer treatments of several other views.

Jeremy Simon’s chapter, “Medical Ontology”, takes on a different set of ques-
tions about this central concept of disease. Here the question is not (as in the
previous chapter) how to draw a line between healthy and diseased states, or the
normal and the pathological. Simon is concerned instead with how we should un-
derstand the nature, ontologically speaking, of diseases — the individual entities
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or processes as well as the disease categories. The question is whether disease
entities and categories pick out something objective or real, or whether, for exam-
ple, the categories are just conventional labels used for grouping certain patients
together. Thus the question is how the realism/anti-realism debate — a long and
rich one in the philosophy of science — plays out concerning diseases.

‘Realism’ and ‘anti-realism’ have denoted a wide range of positions in the phi-
losophy of science, and there are various arguments for and against each of these.
Simon surveys a number of such positions and evaluates them in light of their impli-
cations for realism about disease. Disease and disease categories play a somewhat
different role in medicine than do entities and categories in other sciences, and so
the application of these positions and arguments are not always straightforward.

In the case of the realist positions, Simon discusses arguments such as that
concerning inference to the best explanation, as well as the counterarguments
concerning causal complexity, the lack of law-like regularity in medicine, and the
pessimistic meta-induction from the history of science. Amongst the anti-realist
positions, Simon focuses especially on constructivism as the most promising form
of anti-realism about disease. He distinguishes a number of subtypes of this view
and outlines the arguments for and against it.

The problem of “extremal diseases” (such as hypertension), where the difference
from the normal state is only quantitative and the exact cut-off seems so clearly
conventional, is worth special mention. Not only is this quite common phenomenon
interesting and challenging, it is an example that raises questions simultaneously
about the reality of the categories and about the distinction between health and
disease.

In his chapter, “Theories and Models in Medicine”, Paul Thompson describes
and analyzes the construction and use, in medical science, of models (which pro-
vide descriptions, sometimes mathematical ones, of systems) and theories (large,
general models that integrate submodels). In so doing, he illustrates both their
importance in medical science and how this is quite in line with such construction
and use in the natural sciences (and, interestingly, in engineering). He utilizes
as his examples some models of different levels of generality — Bolie’s insulin-
glucose model, the menstrual cycle, and the mathematical modeling of epidemics
— to illustrate the role of theories and models in various scientific endeavors. In
particular, he shows their ability to integrate large bodies of knowledge and sup-
port counterfactuals, leading to predictions and explanations, and their ability to
manipulate nature and interpret and correct empirical observations.

Concerning the mathematical modeling of epidemics, he shows how this has been
used in explanation and testing. In particular, a sub-model called the Reed-Frost
chain binomial model has yielded very important insights concerning the Black
Death, narrowing the range of possible causes and providing evidence against the
widely held Bubonic plague hypothesis. Relatedly but more immediately impor-
tant, such modeling is relevant to critical practical questions concerning present-
day epidemics about what interventions are likely to be effective.

Thompson also distinguishes the sort of explanatory power of models and theo-
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ries from the kind of narrow information obtained from randomized clinical trials,
since, without an account of the dynamics provided by an appeal to theory, a
randomized clinical trial yields evidence for an isolated causal claim at best.

Another important philosophical topic for the biomedical sciences is reduction-
ism, and the set of issues that arise from considering the relationship between
fields, questions, theories and entities at different “levels” of organization, such
as those of molecules, cells, organs, organisms, etc. The philosophical questions
that arise here span ontological ones concerning what items should be said to exist
and methodological ones concerning whether biology and medicine ought to take
up the methods of physics and chemistry. Ken Schaffner’s chapter, “Reduction in
Biology and Medicine”, addresses the fact that there do appear to be reductive ex-
planations taking place in biomedicine in terms of underlying phenomena, and yet
there is controversy about this and about how it should be conceptualized. Much
of the debate has been on the question of whether the account of inter-theoretic
reduction inherited from the logical empiricist tradition, with its emphasis on the-
ories in the physical sciences, should be seen as the appropriate model for other
sciences, and how to respond if the complexity of the biomedical cases seems to
prohibit reduction in those terms.

Schaffner is interested in how this will play out for the scientific investigation
of complex and higher level traits of organisms like humans. But he starts small.
He reviews in detail the underlying explanations of some specific behaviors of the
roundworm, C. elegans, and shows that even in such a simple case, the reduction
that is carried out is very partial and incomplete, and that we cannot expect to
fill it in. Obviously this sort of patchiness and incompleteness will be much more
pronounced once we consider the higher level and more complex phenomena of
human biomedicine and psychiatry.

But first, it must be borne in mind that the robust sort of reduction referred to
here very rarely occurs in physics either, so the above-mentioned patchiness and
incompleteness is not a function of their having to do with biology or medicine per
se. And second, Schaffner also insists that these fragmentary patchy explanations
stand as important scientific achievements, not as scientific failures. But we gain
a better understanding of them if we think of them and their success in terms of
explanation, not inter-theoretic reduction. So Schaffner goes on to give an analysis
of what such micro-explanation involves and why it is explanatory and worthwhile,
connecting it to other ideas about explanation. One of those ideas involves the
fact that these explanations are in terms of interlevel mechanisms, so one line of
investigation would be to clarify the role of “mechanism” in explanation.

Dan Steel’s chapter, “Causal Inference in Medical Experiments”, discusses causal
inference in medicine, focusing on the context of medical experiments (as opposed,
for instance, to observational studies). Steel first reviews the various general philo-
sophical accounts of causation (probabilistic, counterfactual, mechanistic and ma-
nipulation) and what virtues they have in relation to medicine. He shows in some
detail how facets of medical experimentation can be illuminated by appeal to a
“Bayesian networks approach” to causal inference, which involves utilization of
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a set of nodes connected by arrows for representing causal claims. Such an ac-
count enables the derivation of statistically testable predictions and helps us to
determine what to conclude from a given test and thus to make recommendations
about what tests to perform. With this as background, he addresses a number
of methodological issues — including issues of internal and external validity —
concerning medical experiments, and concerning randomized clinical trials in par-
ticular. These include methodological aspects of some of the ethical issues associ-
ated with such clinical trials. His discussion of the external validity of experiments
focuses on animal research aimed at drawing conclusions about humans, and he
evaluates the challenges for making and assessing such extrapolations.

Discovery in the biomedical sciences is addressed by Paul Thagard’s chapter,
“Patterns of Medical Discovery”. The topic of discovery has received substantial
attention in recent years, though it was for a long time left aside by philosophers.
From the perspective of logical empiricism, it was alleged that normative philo-
sophical analysis could be provided only for questions concerning the evaluation or
justification of theories once they were created, whereas questions of discovery and
generation of new concepts and theories involved an unanalyzable creative process
that could only be given a descriptive analysis by the psychologist, for there was no
“logic of discovery”. This sharp distinction between the context of discovery and
the context of justification has now long been challenged, and Thagard’s writings
constitute part of the work generated by this.

Thagard offers a taxonomy for classifying medical breakthroughs, including both
the generation of new hypotheses (about basic biological processes, about the
causes of diseases, about treatments of diseases, and about the utility of new
diagnostic instruments) and new methods (such as Koch’s postulates or controlled
clinical trials). Focusing especially on a detailed case analysis of the discovery
that stomach ulcers are caused by a bacterial infection, Thagard then shows how
a number of psychological patterns of discovery in the medical sciences can indeed
be discerned, and how these patterns can be made sense of in a naturalistic account
conceived in terms of cognitive neuroscience. Further, he argues that the study
of patterns at this level — as well as of the role of computers in the discovery
process (as used in the Human Genome Project and in the use of robotics in drug
discovery) — should be studied by philosophers of science interested in developing
an account of scientific discovery and the growth of knowledge.

“Evidence-based medicine” (EBM) can be seen as part of an effort to make
medicine more “scientific” in its method of evaluation. It is a practice and move-
ment that arose in the 1990’s in response to the significant problem of unwar-
ranted variation in medical practice and the need to work out systematically how
we should assess the appropriateness of various therapies in a way that both is
warranted and will convince practitioners to act according to the evidence rather
than hide behind clinical judgment. Analysis of EBM and the debate surround-
ing it is both very practically important for addressing the problems of medical
policy, and also philosophically rich, as it links with the theoretical understanding
of medical evidence, reasoning and judgment, and how we should in fact assess
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diverse evidence.

In “Evidence-Based Medicine”, Robyn Bluhm and Kirstin Borgerson present
an analysis of this practice and movement of EBM. They provide a history of how
it came to be, a description of the specific components of EBM, and an account
of the controversies that exist within it (including the contentiousness of different
definitions and conceptions of EBM). They argue that following this program as
it has come to be practiced is not warranted. They are especially critical of the
“hierarchy of evidence” that exists within it, which privileges randomized clinical
trials on large populations over all else. While there are methodological advantages
to the use of such trials when they can be done, the arguments for their overall
superiority are far from determinative (as noted in the chapters by Steel and by
Teira), and the conclusion that we can be dismissive of all non-randomized evidence
is farther still. There are in addition ethical costs to the performance of RCTs,
a topic that Bluhm and Borgerson also discuss. This sort of connection between
ethics and epistemology in medicine is suggested, along with theories of evidence
and social epistemology, as an important direction for future research connected
to EBM.

In “Group Judgment and the Medical Consensus Conference”, Miriam Solomon
also analyses an important social practice or institution related to medical knowl-
edge — namely, the NIH Consensus Development Conferences, begun in the late
1970’s.

Like the creation of Cochrane reviews and guidelines tied to the project of
evidence-based medicine, this is a social enterprise justified by the goal of improv-
ing medical practice. In this case, the objective is to take particular questions of
practice and subject them to a systematic process of evaluation — one in which
the best, most recent evidence is presented to a number of experts, during a period
of two to three days, and they are asked to come to an agreement about what the
most reasonable position is.

Solomon analyses these consensus conferences from the point of view of social
epistemology, demonstrating that in fact they do not yield objective decisions
about these matters. This is in part because of the various ways that bias will
arise in such a context, despite the claim that this is controlled for, and in part
because of the timing of such conferences: Given that there is so much at stake in
coming to agreement, and given the time necessary to arrange the conference, this
ends up being late enough for there already to be a consensus in the community.
Instead of their playing an epistemic role, it is more plausible to see consensus
conferences as playing a rhetorical and political role, making results well-known
and convincing the community to change their practice. These things are obviously
important for us to understand if we want to consider whether such institutional
mechanisms ought to be reformed or eliminated. Exploration of these matters is
also significant because of their ties to important theoretical issues concerning the
nature of (group) judgment and concerning social epistemology.

In “Frequentist vs. Bayesian Clinical Trials”, David Teira discusses a central
debate concerning the proper methodology of clinical trials — that between the
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frequentist and Bayesian approaches to trial design and interpretation. (The focus
of this chapter is drug trials, but the analysis is of more general relevance.) This
is a debate that connects both to deep questions concerning the proper interpre-
tation of probability and the debate about what counts as evidence in general,
and also to practical and ethical dilemmas that arise concerning the performance
of clinical trials. Teira describes each of these methodologies and their interpre-
tations in detail, in part via a detailed recounting of certain important trials that
have occurred.

Teira also argues that while the philosophical debate concerning Bayesianism
and frequentism has been played out in terms of epistemological and ethical cri-
teria, in fact there is another dimension that ought to be considered. This is the
regulatory dimension: how does each approach fare with respect to how adequately
the goals of regulation are achieved? While the Bayesian approach has much to
recommend it, taking seriously this regulatory dimension, and in particular the
desideratum of impartiality, makes this judgment much more complicated. This is
explored in part via an examination of the decision process of certain regulatory
bodies involved in the adoption of the frequentist standard.

“Uncertainty in Clinical Medicine”, by Djulbegovic, Hozo and Greenland, ad-
dresses another topic concerning which there is a great deal of theoretical unclarity
and yet at the same time a great deal of practical importance. Physicians find
themselves in contexts where the data are incomplete, and from various sources,
and where it can be said of each source that there are epistemological difficulties in
inferring something about the medical case before them at the moment. Yet those
physicians need to act. Further, as mentioned above in the discussion of EBM,
there is a great deal of (presumably unwarranted) variation in clinical practice as a
result. A clear understanding of this uncertainty would be welcome, but there are
diverse meanings of uncertainty and diverse theoretical accounts of how it should
be understood.

Djulbegovic, Hozo and Greenland provide an overview and analysis of this idea
of uncertainty in medicine and the theories that have been put forward to un-
derstand it. They provide a taxonomy of the many ways this term is used and
defined, its types and sources, and its connections to other concepts, such as (var-
ious conceptions of) probability. They describe a variety of theories, means of
measurement, and areas of empirical work (e.g., psychological studies on judg-
ments under uncertainty) which have been appealed to in what has been written
about this topic, and in each case they provide one or more medical cases which
illustrate how the ideas can be or have been applied to medical reasoning or med-
ical problems. Finally, they consider some of the implications of this discussion
for how uncertainties need to be managed, how they need to be communicated to
patients, and what sort of training is appropriate for health care professionals who
will be dealing with these phenomena of uncertainty.

In “The Logic of Diagnosis”, Kazem Sadegh-Zadeh uses the tools of logic and
analytic philosophy to provide a reconstruction of the concept of medical diagnosis,
with the goal of clarifying and improving this concept and improving the quality
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of medical decision-making, research and clinical practice. The discussion provides
insight concerning both how to conceptualize the diagnostic activity and what to
think of the prospects for improvement in diagnostic ability.

Sadegh-Zadeh begins by examining the syntax and semantics of diagnosis and
then explores various methods that have been proposed for generating those di-
agnoses (such as hypothetico-deductive, Bayesian, similaristic and fuzzy logic rea-
soning). He also examines the pragmatics of diagnosis, ultimately arguing for an
account that makes diagnosis relative to a complex context — the patient, the
person doing the diagnosis, and the knowledge and method of reasoning utilized.
He is also concerned to show that diagnosis is a social act. (For instance, it brings
about a social fact by imposing the sick role.) Further, while the process of diag-
nosis is computable, it should be conceived as a deontic act, with the implication
that it is to be understood as part of practical ethics.

Sadegh-Zadeh argues that there is no “logic of diagnostics”, yet it must also be
said that the process of medical diagnostics will include a number of logics. While
in principle these various logics can be used, normatively, to improve the diagnostic
process, for various reasons this will not be a matter of helping human physicians
to perform this reasoning themselves, but rather will involve the increasing use of
engineered medical knowledge-based systems. One reason for this is the fact of
the continued and increasing explosion of medical knowledge, such that the logical
operations which must be carried out will be ever-more complex. Another is the
fact that medical language is inherently fuzzy (one of the sources of uncertainty
identified by Djulbegovic, Hozo and Greenland), necessitating the use of fuzzy
logic. Yet another is the fact that any sizable knowledge base, constructed from
different domain experts, will not be consistent, necessitating paraconsistent logic.
Hence, even if physicians were skilled in classical logic (which they are not) this
would not be sufficient. All this means that the doctor will become less and less
involved in the process of diagnosis, something that will surely have important
social consequences.

The motivation behind Dominic Murphy’s discussion of philosophy of psychia-
try in “Conceptual Foundations of Biological Psychiatry” is the trend in modern
psychiatry to become more biological. He addresses the question of whether (or to
what extent or in what ways) the “medical model” appropriately captures psychi-
atry, and the implications of this for how we conceptualize psychiatric explanation
and for the way in which mental illnesses are to be classified.

Of course, one of the tasks is to clarify what is meant by the “medical model”.
Murphy endorses what he calls the strong version of the medical model of psychia-
try, according to which mental illnesses are caused by particular pathophysiological
processes in the brain (so mental illness is disease of the brain). But, even though
he argues that classification of psychiatric diseases should be based on causal hy-
potheses, he does not endorse the common view that their explanation must be
given in terms of some specific level, such as that of molecular biology or genetics.
On the one hand he doesn’t want the endorsement of this version of the medical
model to entail anything about what processes must be appealed to in these expla-
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nations. In fact, Murphy does have a view here about the appropriate approach
for conceptualizing psychiatry and mental illness: psychiatry is to be viewed as an
“applied branch of the cognitive neurosciences.”

The task he sets for himself of course ties to several other chapters from this
volume; it deals with the nature of (mental) illness, the question of realism about
disease categories, the nature of explanation, the levels of explanation and the
temptations of reductionism. His examination of the nature of explanation in
psychiatry, involving models which explain exemplars, utilizes the work of Giere
and others on models, and Thagard’s work on diseases as causal networks.

John Lizza’s chapter, “Brain Death”, addresses the philosophical debate gener-
ated by controversy over conceptual and definitional questions about death. Con-
troversy arose once medical advances made it possible to keep people alive, but
only ambiguously so (for instance, someone without discernable neurological ac-
tivity, having spontaneous heartbeat but with respiration continuing only because
of a mechanical respirator). This sort of case challenged the traditional definition
of death, especially in the face of practical, ethical and legal questions such as
those concerning when one could remove organs for transplantation. This chal-
lenge forces upon us a whole range of questions — epistemological, conceptual and
ethical. Indeed part of the philosophical task concerns how to tease apart different
questions, such as those concerning the concept, the definition, and the criteria
for the determination of death.

Lizza begins by describing these discoveries, practices and legal cases, and then
proposals that were made, such as those of the Ad Hoc Committee of the Harvard
Medical School to Examine the Definition of Brain Death in 1968 and the Presi-
dent’s Commission for the Study of Ethical Problems in Medicine and Biomedical
and Behavioral Research in 1981. The latter concluded that death could be es-
tablished by showing “irreversible cessation of all functions of the entire brain,
including the brainstem.” These proposals had a substantial impact, but they left
certain questions unresolved; for some, it was still difficult to accept, and it was
terminologically quite complicated and confusing.

The philosophical debate that Lizza recounts concerns why, exactly, we should
accept such a change. And why shouldn’t we go further and take persons in
persistent vegetative state (who lack function of the “higher brain”, exclusive of
the brain stem) to be dead? We are further led to consider: To what extent, and in
what ways, is this a biomedical matter? What is meant by, and how do we assess:
integration of the functioning of the organism as a whole, mere artificial support,
the claim that a certain part of the brain supports consciousness? Must all brain
function cease in order to say that brain function has ceased in the relevant sense?
And how are all these connected to what death is?

The debate shares with that concerning the concepts of health and disease that
different ways of conceptualizing these things have different practical – ethical and
legal — implications. This is surely an important part of why they are controver-
sial, why some might say that the judgments are ineliminably normative, or that
there is worry about whether one’s normative position is inappropriately driving
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one’s conceptual choice.

Health care is the concern and activity of a wide variety of health and health care
practitioners — not only physicians. The term ‘medicine’, whether in ‘philosophy
of medicine’ or in ‘medical intervention’, can obscure this; note the term ‘medical
school’. This is relevant to the next chapter, “Nursing Science”. This topic has not
been given much attention by philosophers of medicine, and yet, as Mark Risjord
shows, nursing and nursing science present a rich set of important issues, ones
with direct connection to the philosophy of science. These arise in part because of
the kind of field that nursing is (practical, interdisciplinary, and in a very specific
institutional role in the health care system), and in part because those involved
in the new nursing research have been self-conscious in their attempts to create a
new discipline.

The questions raised and debated have included: How should we deal with
the fact that a wide range of phenomena are investigated, via a wide range of
methods? To what extent does there need to be some unique or overarching
theory for nursing? How are the various theories related to one another? For
a practical discipline like nursing, how is the relationship between theory and
practice, and between science and values, to be conceived? What is to be the
relationship between quantitative and qualitative research? Those involved in
the debates concerning nursing research and trying to establish the legitimacy
of nursing science have been mindful of the complex goal of demonstrating the
scientific credibility of nursing science, while at the same time making it maximally
relevant to nursing practice.

Risjord describes how these matters have been dealt with over the history of
debate about nursing research, and how these have interacted with positions in
the philosophy of science of the time, whether that of the logical empiricists or
of Kuhn and the post-postivists. Important developments in the thinking which
Risjord discusses include methodological triangulation, middle-range theory and
evidence-based practice.

Finally, Risjord argues that understanding nursing science from the perspective
of “standpoint epistemology”, as developed by feminists in recent years, can help
us better address the philosophical issues that have arisen for nursing science.

It might be said that in the final chapter, “Public Health”, Dean Rickles takes
on a particular branch or field of medicine (or, better, of the health sciences),
but it is of course somewhat different from and broader than taking on a branch
of medical science like genetics, immunology, or even psychiatry, and this for a
number of reasons. First, it’s said that public health is not so much a scientific
domain as a practice — defined in terms of certain practical problems — but
of course this is could be said to be true of medicine as well. Moreover, rather
than constituting some unique science, it utilizes a number of other sciences (such
as epidemiology, demography, statistics, and various social sciences). Further, it
tends not to be recognized as medicine when the latter is conceptualized as tied
to individual doctors treating individual patients. For public health is concerned
with the health of populations, as well as population-level interventions. So public
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health would appear to be about health, but not (at least not always) about health
care.

A wide range of philosophical questions are raised by public health. One was just
raised: what is meant by population health? Even the definition of public health is
controversial (what counts as public, what counts as health, and what connection
should there be to social issues?), and it has been so historically. And of course
most of the “standard” issues arise, concerning, for instance, the statistical nature
of its subject matter, the nature of its evidence, and the use and interpretation of
a variety of kinds of study designs.

One especially important question is that of how health is to be measured.
For instance, we want to measure the impact of disease on populations, in or-
der to address various matters related to policy decisions: we want to compare
populations, to track changes over time, to measure “health inequalities”, and to
determine where intervention would be most appropriate. But what “summary
measures” can most appropriately be used for these things is a complicated and
controversial topic. This is one place Rickles puts forth a pragmatic position, that
there won’t be some one answer to the question, but rather it will vary depending
on the theoretical or practical purposes at hand.

Finally I would like to say just a few more words about this particular collection
of articles, and about the range of approaches and the range of medical examples.
Of course, not all topics of importance have been provided a chapter here. Some
topics are examined by multiple authors, without having their own chapters. Ex-
planation, for example, is taken up in several places, such as in the chapters on
models and theories, reductionism, and psychiatry. Randomized clinical trials are
discussed by several authors. Even the more specific topic of ethical issues con-
cerning RCTs (that is, the methodological issues underlying them) is dealt with
briefly by each of Teira, Steel and Bluhm and Borgerson. It is also worth noting
other examples of connections between chapters. Obviously the concepts of health
and disease are discussed by a number of the authors. Meta-analysis comes up
in discussions of evidence-based medicine and of public health. Clearly medical
inference and judgment are brought up by the majority of the contributions.

These chapters come at the subject of philosophy of medicine from quite dif-
ferent angles. Obviously they take up different topics, but also they use different
approaches and have different sorts of emphasis or means of analysis. Some at-
tempt to provide a philosophical analysis of certain terms, concepts, or practices,
such as health and disease, diagnosis, or medical experiment. All utilize reference
to substantive cases from the science or practice of medicine, but they do this to
different degrees and in different ways, sometimes more as illustration, sometimes
more as evidence. It is also worth noting the range of biomedical cases that are
utilized across the chapters, indicating the breadth of the field. In some ways, it
is noteworthy the extent to which the same features or issues apply across such a
wide variety of cases; of course, it is also true that there are sometimes differences,
such that one has to keep in mind that certain claims really only apply well to a
certain sub-domain of medicine or medical science.
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Some, like Thagard, pull together and categorize a wide variety of scientific
examples. Some (actually including Thagard) analyze a particular case in some
detail. Schaffner, for instance, provides a quite detailed description of the line of
argument given in certain scientific papers.

Several chapters provide substantial historical detail in order to make their case:
in particular, those on Bayesianism and frequentism, evidence-based medicine, con-
sensus conferences, nursing, psychiatry and public health. Finally, as mentioned
at the outset, all to varying degrees connect with or at least have some of their mo-
tivation in value questions of some sort, but, again, it is the philosophy of science
issues that constitute the focus.



CONCEPTS OF HEALTH AND DISEASE

Christopher Boorse

1 SIGNIFICANCE

Basic to many clinical disciplines are the concepts of health and of its various
defects — illness, disease, disorder, pathology, injury, disability, and so on. Philo-
sophical analysis of these ideas can clarify many issues, both in the health pro-
fessions and in their relations to society. Such internal or external issues may be
either specific to a particular disorder or general, touching a class of them.

As to specific internal issues, both ordinary medicine and psychiatry need a
clear view of normality to decide whether some disputed diagnoses are disorders,
or, for those that are, to fix their boundaries. Many such debates concern contro-
versial treatments, such as giving children growth hormone for shortness [White,
1993; Tauer, 1995] or Ritalin for ADHD (cf. [Hawthorne, 2007]), or inducing preg-
nancy in postmenopausal women (cf. [Cutas, 2007]). Many people assume that if
a child’s shortness is due to normal variation, not disease, then drug treatment is
medically inappropriate. Similarly, if ADHD diagnosis is, as some say, often based
on behavior normal for boys, its control by drugs is widely viewed as unethical.
Moreover, even such well-established disorders as deafness are now sometimes de-
nied to be such. Some disability advocates call deafness a normal variant on which
a separate deaf culture is based, and so they oppose cochlear implants in children
to cure it (cf. [Sparrow, 2005; Broesterhuizen, 2008; Shaw, 2008]).

The most famous controversies over normality involve sexual psychopathology.
The best-known recent example is the 1973 decision [Bayer, 1981] by the Ameri-
can Psychiatric Association (APA) to delete homosexuality from the third edition
of its official Diagnostic and Statistical Manual of Mental Disorders (DSM). This
decision, by vote of APA members, was influenced by explicit definitions of mental
disorder (see section 5.5) offered by Robert Spitzer and his coworkers on the APA
nomenclature committee. The change dramatically affected clinical practice, as
well as society at large. Before it, some doctors used treatments as radical as
electric shock to try to prod homosexual men into heterosexuality [Reznek, 1987,
8]. Now, professional organizations condemn even psychotherapy for homosexuals
who wish to change [Cooper, 2005, 34]. In a transitional period, for such pa-
tients, DSM included the category ‘ego-dystonic homosexuality’, consisting not in
homosexuality itself but in conflict over it. This category was later dropped —
not, however, on the grounds that a patient’s or society’s attitudes to a condition
should not determine its normality. Indeed, the rest of the classic perversion list
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remained in DSM, but only, as of DSM-IV [APA, 1994], for people whose sexual
desires caused them problems. Critics claimed that, say, pedophilia is a perversion
however a pedophile feels about it. The APA replied that moral judgments should
not be confused with psychiatric classification [Cooper, 2005, 28]. But can they
be separated? In any event, DSM-IV-TR [APA, 2000] changed the rules again:
acting on one’s urges, with a child or other nonconsenting partner, now suffices
for a diagnosis of pedophilia, voyeurism, exhibitionism, or frotteurism.

An earlier parallel to contemporary sex debates was medical views about, and
therapy for, masturbation. Much of mainstream 19th-century medicine viewed
masturbation as not only a cause of many diseases, but also a disease in itself
[Comfort, 1967; Engelhardt, 1974]. Some physicians took it to justify a long list of
gruesome and painful treatments, including clitoridectomy for many women and
castration for a few men. In the 20th century, the medical consensus reversed to
count masturbation normal. Many writers use this change to argue that disease
categories rest on social value judgments. Interestingly, however, the change was
independent of the practice’s most influential moral critics, conservative Christian
churches, whose views were unaltered.

Outside the realm of sex, the existence of many other specific mental disorders,
or their boundaries, are also controversial. The long-standing debate over the ‘dis-
ease concept of alcoholism’ (cf. [Fingarette, 1988]) reveals much uncertainty about
what it means to call alcoholism a disease. Even if we grant the category, to sep-
arate alcoholism from normal drinking raises definitional issues about normality.
Wakefield [1997a, 640] criticizes the current DSM definition for letting a wife’s
reaction to her husband’s drinking determine whether he has a mental disorder.
Another line-drawing problem is to distinguish depression from normal sorrow.
Again, Horwitz and Wakefield [2007] accuse DSM of nearly obliterating the latter
category — a timely issue in an era when millions of people take daily antide-
pressants. Interestingly, these writers assume that, e.g., a typical grief reaction
after the death of a loved one is normal, not pathological. Yet some psychiatrists
argue that grief, a reaction to an emotional wound, is transient pathology, like
the body’s reaction to a physical wound (cf. [Kopelman, 1994]). At the opposite
emotional pole, some writers ask how the energy and euphoria of hypomania — as
opposed to full-blown mania — can be pathological. Did Handel need a psychiatric
drug, as a pharmaceutical ad once suggested, to guard him from the excitement
of composing Messiah in 24 days?

As for general internal issues about health, some arise in ordinary somatic
medicine. Is ‘normal aging’, with its countless functional deficits, really normal —
and, if so, does that make it wrong to prevent or treat it if we can? Is whatever
raises the risk of disease itself a disease, as seems to be assumed in current diag-
noses, such as hypercholesterolemia or hypertension, based solely on risk factors
[Schwartz, 2008]? Regarding gene therapy, should we accept the popular bioethical
view that it should be aimed only at diseases, not at ‘enhancement’ — and, if so,
how do we draw this distinction (cf. [Daniels, 2000; Malmqvist, 2006])? Very gen-
erally, is health a purely negative concept, the absence of disease, or can there be
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‘positive health’? The World Health Organization (WHO) constitution endorses
a positive view: ‘Health is a state of complete physical, mental, and social well-
being and not merely the absence of disease or infirmity’. Some people use positive
health to help distinguish other health professions, such as nursing or dietetics,
from medicine. Conceivably, though, the WHO definition means that medicine it-
self should move beyond its 19th-century model, of local pathophysiology causing
manifestations of disease, to more ambitious ‘holistic’ goals of human flourishing.
But is the definition plausible? Or does it falsely merge all possible values into
health?

The greatest professional debates are, again, over mental health. Over several
decades, a large literature grew on the ‘medical model’ of mental illness [Macklin,
1973]. Many writers, in disciplines such as clinical psychology, found nonmedical
models a better fit to various kinds of psychotherapy. But this literature shows
scant agreement about what a ‘medical model’ is. For each of the following theses,
at least some writers took it to be part of the medical model: that individual, not
group, therapy is the best mode of treatment; that all treatment should be done
by physicians; that drugs are better than psychotherapy; that there are classical
disease entities in psychology; and that all mental diseases are physical diseases.
Yet these theses all seem independent [Boorse, 1976b, 62]. Most famous of all is
the attack on the very idea of mental health by ‘antipsychiatrists’ such as Thomas
Szasz. Szasz [1960; 1961; 1970; 1987] argued that mental illness is a myth, because
genuine disease, in ordinary medicine, is identifiable by objective science, whereas
the boundaries of psychopathology are set by value judgments. Hence, psychiatry
is an illegitimate medical specialty — a mode of medical oppression of society’s
troublesome members. A great deal of later analysis of concepts of health and
disease aims to answer Szasz’s arguments, which also led to reforms in the DSM.
Other critics of psychiatry, such as Laing [1967], portrayed mental illness as a
sane adaptation to an insane environment. But cannot adaptations to stressful
environments be genuine disorders? Perhaps the most complete survey of, and
rebuttal to, psychiatry’s critics is Reznek [1991].

Extraprofessional issues about health and disease begin with payment for health
care. Private health insurance is usually limited to abnormal conditions, excluding
such medical treatments as cosmetic surgery and abortion. Any such exclusion
presupposes a general concept of health and disease. Similar questions arise more
urgently for those who believe publicly funded health care an important right in
a just society (cf. [Daniels, 2008]). Should government restrict such coverage to
genuine diseases, as defined by some test, or extend it further — perhaps to all
biomedical enhancements of people’s lives? Reznek [1987, 2-3] mentions stuttering
and nicotine addiction as specific conditions raising controversy over government
funding of their treatment. In the private sector, anti-impotence drugs are a recent
example.

Health, quite apart from its funding, also has legal significance in various con-
texts. Several times, the U.S. Supreme Court has ruled whether specific conditions
are disorders. In Robinson v. California, 370 U.S. 660 (1962), it held that heroin



16 Christopher Boorse

addiction was a disease and its punishment therefore unconstitutionally cruel and
unusual. In Powell v. California, 392 U.S. 514 (1968), four dissenting justices said
the same of alcoholism, with an apparent majority taking Robinson to bar con-
viction for acts ‘irresistibly compelled’ by disease. In General Electric v. Gilbert,
429 U.S. 125 (1976), the Court examined the issue whether pregnancy is a disease
for purposes of private employee-disability benefits. Among reasons to say no, the
majority noted that pregnancy is often a voluntary and desired condition. More
recently, in Bragdon v. Abbott, 524 U.S. 624 (1998), the Court ruled, with no
dissent on this issue, that HIV infection is, at every stage, an ‘impairment’ for
purposes of the 1990 Americans with Disabilities Act (ADA).

These examples illustrate some general ways in which health has legal impor-
tance. The basic kind of disability defined in the ADA is an impairment that
substantially limits a major life activity, and ‘impairment’ may be best taken
to mean nearly the same as ‘pathological condition’ [Boorse, 2010]. In constitu-
tional abortion law, from Roe v. Wade, 410 U.S. 113 (1973), through Gonzales v.
Carhart, 550 U.S. 124 (2007), the Court has held that states must allow therapeu-
tic abortions — those necessary to the woman’s health. And in Roe’s companion
case, Doe v. Bolton, 410 U.S. 179 (1973), it said that ‘all factors — physical, emo-
tional, psychological, familial, and the woman’s age — relevant to the well-being
of the patient’ may relate to health. This inclusion of emotional well-being under
health recalls the expansive WHO definition. Significantly, in the pre-Roe period,
92% of all California abortions were justified under state law on mental-health
grounds [Wardle and Wood, 1982, 35].

More familiar legal applications of psychiatry are judgments of civil incompe-
tence or criminal insanity. All current insanity tests in Anglo-American law make
psychopathology a necessary condition. For example, by the M’Naghten rule, a
defendant is insane if his mental disease kept him from knowing what he was do-
ing or that it was wrong; control tests excuse him if mental disease kept him from
controlling his actions; and the ALI test is essentially a disjunction of these two
[LaFave, 2003, ch. 7; Reznek, 1997]. Interestingly, a solely health-based rule, the
simple ‘product test’ — that any act caused by psychopathology is excused — is
now in general disrepute. On the most extreme views, such as Menninger’s [1968],
that rule would excuse nearly all crime whatsoever.

Enough has been said to illustrate the important issues that health judgments
may be assumed to decide. But one result of philosophical analysis is to show
how complexly these issues truly connect with disease status. Summarizing the
importance of analyzing disease, Reznek writes:

The classification of a condition as a disease carries many important
consequences. We inform medical scientists that they should try to
discover a cure for the condition. We inform benefactors that they
should support such research. We direct medical care towards the con-
dition, making it appropriate to treat the condition by medical means
such as drug therapy, surgery, and so on. We inform our courts that
it is inappropriate to hold people responsible for the manifestations of
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the condition. We set up early warning detection services aimed at
detecting the condition in its early stages when it is still amenable to
successful treatment. We serve notice to health insurance companies
and national health services that they are liable to pay for the treat-
ment of such a condition. Classifying a condition as a disease is no idle
matter. [1987, 1]

But some or all of these relations are far from simple. In a later book [1991],
Reznek himself offers a theory of criminal insanity much more complex than the
simple product rule above. And recent medical practice hardly fits his ringing
declaration on disease and treatment: ‘Judging that some condition is a disease
commits one to stamping it out. And judging that a condition is not a disease
commits one to preventing its medical treatment’ [1987, 171]. As to the latter
point, current medicine accepts cosmetic surgery and contraceptive drugs, but it
does not call the conditions so treated disorders. Conversely, are there not also
diseases that we should not treat? Perhaps it is at least as important to know
what disease judgments do not imply as what they do. So let us consider analytic
issues about health in more detail.

2 CONCEPTUAL ISSUES

One might hope, at least, for an analysis of health concepts to answer the following
questions.

• interrelations of health concepts How do the concepts health, disease,
disorder, illness, injury, disability, abnormality, pathology, and so on relate
to each other? Are some primary, with others defined in their terms?

• scientific vs. lay concepts Which of these health concepts are purely
medical? Which lay? Which, if any, are the same in both medical and lay
usage?

• vagueness What are health concepts’ limits of precision? Are there con-
ditions, such as sickle trait, that cannot be clearly labeled as normal or
pathological? If so, how does this matter?

• normality vs. positive health To what degree is health a kind of nor-
mality? Insofar as disease is abnormality, can there also be positive health
beyond the absence of disease — e.g., unusual fitness, happiness, or achieve-
ment?

• reference class What fixes the reference class for medical normality? Is
whether a condition is normal relative to species? To age? Race? Environ-
ment? Other factors? Is it relative to a particular population? E.g., why are,
or are not, pygmies [Reznek, 1987, 85], homosexuals [Kingma, 2007, 132], or
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elderly female Masai mountain bikers [Cooper, 2005, 14] appropriate refer-
ence classes for judging normality? Might normality, indeed, be different for
each person, based on his or her typical performance?

• protodiseases Is whatever makes illness more likely a disease? E.g., which
of the following should be considered pathological: early localized cancer;
precancerous tissue changes, e.g., cervical dysplasia; a latent virus infection,
e.g., HIV; an abnormal gene, e.g., BRCA; a clinical risk factor, e.g., high
cholesterol?

• nosology and natural kinds Is the demarcation problem — to divide the
normal from the pathological — independent of nosology, the taxonomy of
individual diseases? As for nosology, how should diseases be defined and
classified — by clinical features, etiology, pathology, or some combination?
What is the best model of disease causation? Are health and disease natural
kinds? Are individual disease entities?

• organisms besides adult humans Is the concept of health the same for
babies as for adults? More generally, do health and disease exist for all
organisms, including lower animals and plants — or, perhaps, only for those
we care about? Is health the same for human beings, badgers, sparrows,
salmon, cicadas, sycamores, lawn grass, and bacteria?

• disease and treatment What is the relation between disease judgments
and medical treatment? Does calling X a disease mean medical treatment
(i) must, or (ii) may, or (iii) prima facie should or may be given? Does
calling X a non-disease mean treatment (i) need not, (ii) must not, or (iii)
prima facie may or should not be given? Should medicine actually discard
the concept of disease — or even health as well [Hesslow, 1993]? Also, what
makes a treatment medical — its nature, or who gives it? If a condition is a
disease, does that mean physicians are best qualified to treat it?

• values If we assume a fact/value distinction, are health judgments pure value
judgments, pure factual judgments, or a mixture? If they involve values,
what kind — i.e., how do health evaluations relate to other sorts? Should
value judgments about health be made by patient, physician, or society?
Must a disease be bad for its bearer, or can it suffice that, like psychopathy,
it is bad for others?

• mental vs. physical health Can there literally be such a thing as mental
health, and mental disease or illness? Or are these dangerous metaphors
[Szasz, 1960]? Must mental health be a species of the same genus as phys-
ical health? Or can mental health be conceptually independent of physical
health, or at least of medicine? What makes a disorder mental rather than
physical — e.g., signs and symptoms, etiology, pathology, treatment, or some
mixture? Are the two classes mutually exclusive, or can a disorder be both?
Does it matter whether we call a disorder mental or physical?
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• cultural relativism about health How significant is it that disease judg-
ments vary with culture? Some diseases in current Western medicine have
been seen as normal elsewhere: measles in rural China [Topley, 1970], in-
testinal worms in Africa [Reznek, 1987, 93], dyschromic spirochetosis in a
South American tribe [Dubos, 1965, 251]. Some of our most serious disorders
were highly valued by other cultures: epilepsy in classical Greece, hallucina-
tions among Plains Indians. Countless societies inflict wounds during rites
of passage. Conversely, what we view as normal, such as lefthandedness or
the female orgasm, our own ancestors called pathological. Given cultural
variation in disease judgments, is there any fact of the matter? Or must we
accept cultural relativism? Can we say only that masturbation was a disease
in 19th-century America and homosexuality in 20th-, but neither is today,
and a clitoris is normal or abnormal for a woman depending on where in
Africa she lives?

3 SOME ASPECTS OF HEALTH ANALYSES

3.1 Methodology

3.1.1 Target

Some writers, such as Boorse [1977, 543], aim to capture a concept of health —
freedom from pathological conditions — in theoretical scientific medicine. Other
writers adopt a similar goal, but believe that this concept of disease is shared by
medicine and common sense [Wakefield, 1999a, 375-6; Reznek, 1987, 67]. Both
Wakefield [1999b, 470] and Reznek [1987, 67] cite empirical research on what con-
ditions clinicians and laymen count as diseases or disorders. Boorse, by contrast,
finds lay concepts of disease of no interest [1997, 62]. Other writers aim at an
ordinary concept of health broader than medicine’s. Thus, for Nordenfelt [1987,
110-1], freedom from medical disorder is only one aspect of health; besides medical
illnesses, there are also nonmedical ones.

Also important is whether a writer has one target concept or several. Wake-
field sticks almost exclusively to the term ‘disorder’. Reznek’s first book [1987]
distinguishes ‘disease’ from ‘pathological condition’, but has no separate category
‘illness’; in his second and third books [1991; 1997], he freely interchanges ‘disease’
and ‘illness’. By contrast, Fulford, Nordenfelt, and Boorse all distinguish ‘disease’
from ‘illness’, though Boorse changed his mind about the difference [1975; 1987].
Both Fulford [1989, 62-9] and Nordenfelt [1987, 110-11] describe multiple concepts
even within medical theory, while, in the practical sphere, Boorse [1997, 100]
proposes an array of ‘disease-plus’ concepts for pathological conditions meeting
various criteria of importance.
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3.1.2 Method

Some writers pursue conceptual analysis, based on current usage of key terms.
Boorse claims merely to seek a lexical definition of ‘pathological condition’ in
physiological biomedicine; thus, he stresses, definitions wider or narrower than the
set of recognized somatic disorders are wrong [1987, 366]. Yet he himself ends up
disqualifying some members of this set: purely structural disorders and universal
diseases [1977, 565-8]. Thus, as Nordenfelt [2001, 26] notes, Boorse’s view may be
best described as a rational reconstruction of a scientific concept in the style of
Carnap, Hempel, or Quine, with stipulative precisifications and exclusions.

Likewise, Wakefield [1999a, 376-7] claims to be doing philosophical analysis of
an existing concept. Like most writers, he makes considerable use of hypothetical
cases, or ‘thought experiments’, about what we would or would not call a disorder.
He also has a strong reformative aim: to correct the existing psychiatric classi-
fication’s infidelity to the notion of disorder in ordinary medicine. By contrast,
Boorse says little about DSM, except to express skepticism about its value [1987,
382], and he avoids using mental disorders as examples.

Clouser, Culver, and Gert [1997] set out to analyze a common concept (‘mal-
ady’) unifying a group of medical terms. However, they end up with some great
divergences from usage in ordinary nonpsychiatric medicine. Another highly re-
formative analyst is Reznek, who seems to conclude [1991, 12, 157] that medicine
misunderstands its own concept of the pathological.

Other writers, notably Worhall and Worhall [2001], Murphy [2006], and Nordby
[2006], reject conceptual analysis altogether. Worhall and Worhall call the attempt
to define disease ‘a degenerative project’ [2001, p. 55]. To Murphy, the best
characterization of mental disorder must emerge from scientific theorizing, not
analysis of usage. Boorse and Wakefield, he charges [2006, 51-3], illegitimately
limit psychiatric science by folk psychology. This methodological contrast between
Murphy and Boorse, Wakefield, or Reznek resembles the one between Millikan
[1984] and Neander [1991a] on biological functions.

3.2 Common Ideas in Health Analyses

3.2.1 Medical treatment

Kräupl Taylor [1971] defined disease as any statistical abnormality that doctors
treat. Though Reznek’s analysis [1987] is more complex, he holds that a condition
merits medical treatment if and only if it is pathological. Yet, for some time, the
realm of medical treatment has been both wider and narrower than disease. It
has been narrower throughout medical history in that many diseases were wholly
untreatable, except by palliative measures to reduce suffering. Doctors before 1900
had no beneficial treatments for most serious diseases, such as cancer, diabetes, and
coronary atherosclerosis, or even for infections like syphilis and smallpox. Even
until very recently, nothing effective could be done against symptomatic rabies,
metastatic melanoma, muscular dystrophy, or congenital blindness or deafness, to



Concepts of Health and Disease 21

name only a few. As for palliation, what is distinctively medical about it, given
that many painkillers are sold today without prescription — as is alcohol, and as
were morphine and heroin in the past?

Conversely, only an ultraconservative medical ethics rejects treatment by physi-
cians for all nondiseases. That view would condemn contraceptive pills, obstetrical
anesthesia, and all cosmetic surgery, including circumcision. Interestingly, even in
19th-century America, when nearly all baby boys were circumcised, not even the
operation’s most enthusiastic advocates called the male foreskin pathological (cf.
[Darby, 2005]). And, today, when many doctors endorse nontherapeutic abortion,
a merely unwanted pregnancy is still not classified as a disorder. Anyway, much
of obstetricians’ work involves normal pregnancy, delivery, and ‘well-baby’ care.
The fact is that medicine distinguishes, among conditions it treats, between some
it considers pathological and others it does not.

There is also no doubt that genuine diseases can be effectively treated by non-
physicians — e.g., nurses, dentists, podiatrists, and dieticians — not to mention
the corrective measures of optometrists or physical therapists.

3.2.2 Pain, discomfort, disability

Many diseases are painful or cause other kinds of physical discomfort, such as nau-
sea, dizziness, shortness of breath, coughing, sneezing, itching, or general ‘malaise’.
Yet many pathological conditions cause no uncomfortable sensations at all — e.g.,
hypertension, blindness, deafness, aphasia, mental retardation. Inability to feel
pain is a symptom of some diseases, such as leprosy and syringomyelia, and total
unconsciousness is a feature of comas. At the same time, many normal conditions
are painful or uncomfortable, such as teething, pregnancy, labor, adolescence, and
living with the opposite sex.

Since pain and discomfort interfere with one’s activities, one might think the
most general element in disease, embracing the above counterexamples, to be
disability. Among other objections, this runs into a major problem for many
analyses: most diseases are asymptomatic in early stages. Even if asymptomatic
disease is clinically detectable, it may not reduce any of a person’s gross abilities,
as with dental caries or early cancers. Is what makes purely local pathology disease
that it will cause gross disability or death later? This is often false for diseases of
old age, and probably not even true for all disease types. Most prostate cancers
are subclinical, discovered, before the PSA-screening era, only after death, if at all.
Even in life’s prime, a small infection, of skin or an internal organ, quickly cured
by the immune system, is self-limiting pathology that may never have gross effects.
Possibly any infection raises the risk of systemic illness; but so does pregnancy, or
having an appendix.

3.2.3 Statistical abnormality

Since the antonym of ‘pathological’ is ‘normal’, one might suppose health to be
normality of some kind. Yet many statistically abnormal conditions are not dis-
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orders. Unusual physical strength, endurance, intelligence, or creativity is not
pathological. It is not a physical disorder to be lefthanded, red-haired, or green-
eyed, nor a mental disorder to speak Navajo, enjoy morris dancing, or play the
accordion.

Conversely, it seems that a disease or disorder can be typical, or even universal,
in the human population. There may be actual examples. Pathology books say
that atherosclerosis begins in childhood, thus affecting nearly all human beings’
arteries. It is also said that most human lungs suffer minor irritation by atmo-
spheric pollutants, and that most human mouths have gum disease or tooth decay.
Certainly most people, at any time, have a cut, bruise, or other skin lesion. Also,
many writers offer hypothetical cases of universal disease. After a nuclear war,
all surviving human beings might be blind [Neander, 1983, 86-7] or have Hunting-
ton’s chorea [Reznek, 1987, 93]; yet, it is claimed, these conditions would remain
disorders. If we discovered that we all suffer slight copper poisoning that reduces
average human IQ by 30 points, we would consider that an environmental injury
[Reznek, 1987, 93]. Or, if we found a drug that gives us a lifespan of 200 years, we
would call it vitamin F and view normal aging, though previously universal, as a
vitamin-deficiency disease [Reznek, 1987, 97; Margolis, 1976, 247].

Considering such scenarios, many writers take medical normality to be an ideal
state, not a statistically average one. Nevertheless, medicine does often relativize
normality to a reference group, indeed to a fraction of our species. A five-year-old
child who cannot walk or talk is abnormal, but not a one-year-old — and it is
hard to see how this judgment rests on any ideal. Likewise, a 25-year-old woman
who fails to menstruate is abnormal, but not a man of the same age. To age and
sex, some writers add race: Reznek [1987, 85] says that insensitivity to growth
hormone is normal for pygmies, but not for Masai. Is normality relative to yet
other classifications?

3.2.4 Disvalue

Nearly all writers make health judgments value judgments, in whole or in part.
This thesis is called normativism about health, and its denial descriptivism, objec-
tivism, or (most commonly) naturalism. Normativism is at least a widespread and
confident intuition. Some writers support it by the false claim that the English
prefix ‘dis’ always has evaluative meaning, and so does in ‘disease’. However, it is
true that the ‘ill’ in ‘illness’ usually does. At any rate, pure or strong normativism
holds that a disease is just a condition bad for a person, whether physical or men-
tal. On this view, ‘disease’ is a bit like ‘weed’. A weed is merely an unwanted
plant; no botanical characteristics are necessary or sufficient. In fact, the same
plant — daisy, dandelion — can be a weed in one garden and a valued flower in
another [Cooper, 2005, 26]. According to mixed or weak normativism, a disease is
a bad condition satisfying further descriptive properties. On this view, ‘disease’
is more like ‘mutt’ or ‘nag’, pejorative terms restricted to dogs and horses, re-
spectively. For a more fine-grained classification of views about health and values,
see [Simon, 2007].
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Apparently espousing strong normativism is Sedgwick, who writes:

Outside the significances that man voluntarily attaches to certain con-
ditions, there are no illnesses or diseases in nature. ... Are there not
infectious and contagious bacilli? Are there not definite and objective
lesions in the cellular structures of the human body? Are there not
fractures of bones, the fatal ruptures of tissues, the malignant multi-
plications of tumorous growths? ... Yet these, as natural events, do not
— prior to the human social meanings we attach to them — constitute
illnesses, sicknesses, or diseases. The fracture of a septuagenarian’s
femur has, within the world of nature, no more significance than the
snapping of an autumn leaf from its twig.... Out of his anthropocen-
tric self-interest, man has chosen to consider as ‘illnesses’ or ‘diseases’
those natural circumstances which precipitate the death (or the failure
to function according to certain values) of a limited number of biolog-
ical species: man himself, his pets and other cherished livestock, and
the plant-varieties he cultivates for gain or pleasure. ... Children and
cattle may fall ill, have diseases, and seem as sick; but who has ever
imagined that spiders and lizards can be sick or diseased? [1973, 30-1]

Weak normativism is more plausible, since so many bad physical conditions,
even among human beings, are not medical disorders. It is disadvantageous, but
not pathological, to be fairly short, stupid, or ugly, and especially to be all three.
For that matter, it is bad to need regular food, water, and sleep, and bad to be
unable to fly, breathe underwater, or smell carbon monoxide, but these are normal
conditions. African ancestry was a huge disadvantage in the prewar American
South, but medicine, then or now, never classified it as a disorder. Note that these
normal conditions can be far worse for a person than minor disorders like myopia,
ringworm, or baldness.

A converse challenge to normativism, weak or strong, is that disorders are some-
times helpful. In war, flat feet may save a young man’s life by exempting him from
a military draft. Oviduct blockage is a blessing to a young woman who wants no
more children. Cowpox, a mild disease, once conferred immunity to smallpox, a
lethal one. For virtually any disease not instantly fatal, one can imagine a sce-
nario where it protects someone from something worse. Still, one can defend weak
normativism — at the cost of possible departure from medical usage — by saying
that beneficial cases of a disease type are not disease. Cooper [2005, 26] says that
an artist who adapts to his loss of color vision, and comes to prefer seeing in black
and white, then has no visual disorder. Similarly, Reznek [1987, 161] denies that
cowpox was a disease in the smallpox era, because it caused no net harm.

Worth special mention is a sometimes value-laden type of definition that one
may call ‘3-D’, since it defines diseases as conditions tending to cause a specific
list of evils, such as death, disability, discomfort, or deformity. For example, one
psychiatry text defined disease as
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any condition associated with discomfort, pain, disability, death, or an
increased liability to these states, regarded by physicians and the public
as properly the responsibility of the medical profession. [Goodwin and
Guze, 1979, 68]

Another example is by Engelhardt:

[A]ny physiological or psychological processes or states not under the
immediate control of a person which (1) preclude the goals chosen as
integral to the general life of humans (inability to engage in the range
of physical activity held integral to human life); (2) cause pain (if that
pain is not integral to a process leading to goals held to be integral
to human life); (3) preclude a physical form that other humans would
hold to be normal (not deformed) — will count as diseases. [1976a,
136]

Whenever any of the ‘D’ concepts is value-laden, so, too, one might think, will
the 3-D definition be. In Engelhardt’s definition, the disability and discomfort
clauses rest on a value judgment of what is ‘integral’ to human life. The deformity
clause refers to social value judgments about appearance. For that very reason,
however, it is descriptive. To say that X is bad is a value judgment. To say that
X is considered bad by some group is descriptive, not normative, if we assume,
as most philosophers do, that cultural relativism is a false metaethical view. (For
this reason, it is inaccurate to describe normativism about health — even pure
normativism — as ‘social constructivism.’) Even on a nonrelativist view, of course,
whose value judgments doctors should rely on — their own, their patients’, or their
societies’ — is an important issue of medical ethics.

3.2.5 Specific biological ideas: homeostasis, fitness, adaptation

Some writers equate health to some idea of theoretical biology. Such a view allows
disease judgments about many, or even all, species of organism. By contrast,
on many other analyses, health makes sense only for a fairly narrow range of
organisms. E.g., medical treatment is given only to a few species, and it is unclear
what value or disvalue can be for nonsentient beings like bacteria, protozoa, or
plants.

Homeostasis Much of any organism’s physiology aims at homeostasis, or con-
stancy in its ‘internal environment’ (Bernard’s milieu intérieur), as to variables
like temperature, blood pressure, and blood acidity, osmolarity, nutrient content,
and so on. Still, many functions are not directly homeostatic (vision, locomotion),
while others are not so at all (growth, reproduction). The latter aim to upset an
equilibrium, not to preserve one. Not surprisingly, then, while many disorders do
disrupt internal equilibrium, others, such as deafness, quadriplegia, or sterility, do
not mark homeostatic failures.
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Fitness A more adequate general account of physiological goals than homeosta-
sis is what we might call fitness, viz., individual survival and reproduction. (This
is a loose usage of a term which, in evolutionary theory, refers to reproduction
only, i.e., to the expected number of offspring.) Writers tying health directly to
fitness include Scadding, who defines disease as

the sum of the abnormal phenomena displayed by a group of living
organisms in association with a specified common characteristic or set
of characteristics by which they differ from the norm of their species in
such a way as to place them at a biological disadvantage. [1988, 121]

Likewise, Kendell [1975] argues that psychiatric conditions such as schizophre-
nia, manic-depressive psychosis, and homosexuality are genuine diseases simply
because they reduce life-expectancy or fertility.

Critics complain that no similar evidence exists for many disorders. Kendell
himself admits [1975, 451] that shingles or psoriasis does not make people die
sooner or have fewer children. In current human environments, even total anosmia
(inability to smell) may not reduce longevity or fertility. Conversely, many forms
of behavior which raise the risk of early death — mountaineering, race-car driving
[Fulford, 1989, 44], joining the Marines in wartime — do not count as mental
disorders, nor do the personality traits typically underlying them. Also, do we
really wish to say that there cannot be a healthy mule or seedless-grape plant
[Cooper, 2005, 37], or that parents become healthier with each successive child?

Adaptation Many writers see health as environmentally relative — as a matter
of fitness in, or adaptedness to, a specific environment. The basic idea is that a
trait healthy in one environment is unhealthy in another. We find a version of this
idea in Ryle:

The small stocky Durham miner — poor though his general physique
may appear to be from the combined effects of heredity, malnutrition
in childhood, and occupational stress in adolescence — is probably
better adapted to underground work and life than would be the more
favoured and robust candidate for the Metropolitan police force.

...what we call normal or (better) normal variability in biology and
medicine must always be related to the work required of the organism
or of its parts and to the medium in which they have their being. [1947,
3-4]

But this quotation contains the seeds of its own criticism, by suggesting that some
of the Durham miner’s adaptations to his work are effects of disease. Indeed,
much pathology in environmental disease is an organism’s desperate adaptations
to physically extreme conditions.

Nevertheless, many writers offer examples like these: a light-skinned Norwegian
travels to sub-Saharan Africa, where intense sun gives him a skin disease he would
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never have gotten at home [Engelhardt, 1986, 169]; lactase deficiency is a disorder
in Sweden, where milk is an important part of the diet, but not in North Africa,
where it isn’t [Nordenfelt, 1987, 107]; sickle trait is a disease in the mountains,
where it can cause a sickling crisis, but not in the lowlands, where it protects one
from malaria [Reznek, 1987, 85 ]. If X is a type of condition, these authors hold
that the basic concept is not X is a disease, but X is a disease in environment E.
A problem for this thesis is that even a serious disease — e.g., severe combined
immune deficiency — may be harmless in a special environment, like a sterile
plastic bubble. In general, medical books do not call controlled or compensated
cases of diseases, like diabetes or hemophilia, normal.

4 FIVE MAJOR ANALYSES

4.1 Dysfunction-Requiring Accounts

Another biological idea, part-dysfunction, is crucial to analyses of disorder by sev-
eral writers, including Boorse and Wakefield. For both, it is a necessary element.
To Boorse it is also sufficient: he defines a pathological condition simply as one in-
volving statistically subnormal part-function as compared with a certain reference
class. To this, Wakefield adds a harm requirement: disorder is harmful biological
dysfunction. Thus, Boorse takes theoretical health to be value-free, while Wake-
field makes it a mix of biological facts and social values. They differ, as well, in
their analyses of biological function and on a few other minor points.

4.1.1 Boorse’s biostatistical theory (BST)

The best-known philosopher espousing naturalism about health is Christopher
Boorse [1975; 1976a; 1976b; 1977; 1987; 1997; 2002]. A similar position was later
taken by Ross [1979; 1980]. In medicine, naturalist writers include Scadding [1967;
1988; 1990], Kendell [1975; 1976], Klein [1978], and, of course, Szasz [1960; 1961;
1970; 1987]. Writers inspired by, but modifying, Boorse’s views include Schramme
[2000], Schwartz [2007], and Ananth [2008].

Analysis Because Boorse’s analysis rests on statistical normality of biological
part-function, Nordenfelt [1987, 16] calls it the ‘biostatistical theory’. Boorse
takes Western scientific medicine to rest on one basic theoretical concept: the
normal/pathological distinction. Initially, his contrast was health/disease, with
the term ‘disease’ used very broadly for any sort of condition violating perfect
health, including injuries, poisonings, growth disorders, static defects, environ-
mental stresses, and so on [1977, 550-1]. Later, he switched to ‘pathological con-
dition’, conceding the broad usage of ‘disease’ to be atypical of medical writing,
though found in some reference books and presupposed by the slogan ‘Health is
the absence of disease’ [1987, 364].
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What unifies all pathological conditions, says Boorse, is (potential) biological
dysfunction of some part or process in an organism. In most disease states, parts at
some organizational level — organs, tissues, cells, organelles, genes — totally fail
to perform at least one of their species-typical biological functions. But Boorse also
allows for mere statistical subnormality of function, under some arbitrarily chosen
minimum level below the mean. In either case, the reference class for statistical
normality is a fraction of a species — specifically, an age group of a sex of a
species (e.g., 7-9-year-old girls), perhaps further subdivided by race. Finally, since
many functions, like sweating or blood clotting, are performed only on suitable
occasions, what health requires is functional readiness of every part to perform all
its normal functions if such occasions arise. Boorse’s original definition [1977, 567]
had a special clause to cope with universal environmental injuries. Later, however,
he expressed doubt about it [1997, 86], so it is best to stick to his simpler account:

Health in a member of the reference class is normal functional ability :
the readiness of each internal part to perform all its normal functions
on typical occasions with at least typical efficiency.

A disease [later, pathological condition] is a type of internal state which
impairs health, i.e., reduces one or more functional abilities below typ-
ical efficiency. [1977, 562]

Boorse bases this statistical-functional view of health on a view of biological
function sometimes called the cybernetic analysis [1976, 77-80]. It views func-
tions as causal contributions to goals of a goal-directed system, as described by
Sommerhoff [1950; 1969] and Nagel [1961]. A physical system has the purely phys-
ical, nonintensional, property of being directed to goal G when disposed to adjust
its behavior, through some range of environmental variation, in ways needed to
achieve G. On this account, the physiology of any organism is a hierarchy of goal-
directed systems, the goals at each level contributing to those of the next. Boorse
suggests that, for physiology, the highest-level goals, of the organism as a whole,
are individual survival and reproduction. But physiological function statements
are typically made not about individual organisms, but about a class of them. So
the physiological functions of a part-type are its typical causal contributions to
individual survival and reproduction in a whole species, or fraction thereof in the
case of functions limited to one age (bone growth) or sex (lactation). Collectively,
all such functions constitute the ‘species design’, against which part-tokens are
judged normal or abnormal.

[T]he subject matter of comparative physiology is a series of ideal types
of organisms: the frog, the hydra, the earthworm, the starfish, the
crocodile, the shark, the rhesus monkey, and so on. The idealization
is of course statistical, not moral or esthetic or normative in any other
way. For each type a textbook provides a composite portrait of what
I will call the species design, i.e. the typical hierarchy of interlocking
functional systems that supports the life of organisms of that type.
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Each detail of this composite portrait is statistically normal within
the species, though the portrait may not exactly resemble any species
member. Possibly no individual frog is a perfect specimen of Rana
pipiens, since any frog is bound to be atypical in some respect and to
have suffered the ravages of injury or disease. But the field naturalist
abstracts from individual differences and from disease by averaging
over a sufficiently large sample of the population. [1977, 557]

Regarding individual differences, the discrete, equally functional variants of a poly-
morphism — blood type, eye color — are equally normal alternatives in the species
design. Likewise, statistical variation in any part’s performance is also normal if
not too far below the population mean.

Cybernetic analyses of function are only one of at least four main types in
the literature. Others are etiological accounts [Wright, 1973], especially, as to
biology, selected-effects theories [Neander, 1991a; 1991b; Millikan, 1984; 1989];
value-centered views [Bedau, 1991; 1992a; 1992b]; and causal-role accounts [Cum-
mins, 1975]. For surveys of the function debate, see [Melander, 1997; Nissen, 1997;
Wouters, 2005]. Boorse’s biostatistical analysis of health could instead be based on
alternate function analyses, with varying success in fitting medical judgments of
pathology. Note that a causal-role account choosing individual survival and repro-
duction as system outputs — sometimes called an ‘S&R analysis’ — is equivalent,
for biological functions, to Boorse’s function analysis.

At least on cybernetic, etiological, or S&R accounts of function, the species
design is a biological fact, making theoretical health judgments as value-free as
biological science itself is. Theoretical health, on this view, belongs to the life-
death family of biological concepts, not to the welfare-harm family of evaluative
ones. But medicine is a clinical as well as a theoretical science, and its therapeutic
decisions do depend on values. Originally, Boorse used the concept of illness to
contrast value-laden clinical judgments with value-free theoretical ones. A disease
is an illness, he said, ‘only if it is serious enough to be incapacitating, and there-
fore is (i) undesirable for its bearer; (ii) a title to special treatment; and (iii) a
valid excuse for normally criticizable behavior’ [1975, 61]. Shortly thereafter, he
withdrew this analysis of illness, replacing it by a vague but value-free concept
of illness as systemic disease, affecting the organism as a whole. Still, he stresses
the existence of a wide range of ‘disease-plus’ concepts [1997, 100]: disease with
specific normative features important in medical or social contexts. In medicine,
such value-laden concepts include diagnostic abnormality (a clinically apparent
pathological state) and therapeutic abnormality (a diagnostic abnormality merit-
ing treatment) [1987, 365]. Value-laden social concepts include criminal insanity
(mental disorder that negates criminal guilt), civil incompetence (mental disorder
that invalidates civil decision-making), and, in many contexts, disability [2010].
The key point remains: a bare disease judgment per se entails no value judg-
ments, either about medical treatment or about social status. And since ‘positive
health’ is often indeterminate without an evaluative choice among incompatible
excellences, Boorse suggests that this concept has only limited application [1977,
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572].

Boorse’s basic analysis of normality vs. pathology applies unaltered to mental
health on one condition: that physiology have a parallel in psychology [1976, 63-4].
Mental health exists if, and only if, the human mind can be divided into psycholog-
ical part-functions with species-typical contributions to survival or reproduction.
Since mind-body materialism — an ontological thesis — does not require psycho-
logical concepts to be physiologically definable, on Boorse’s view mental disorders
need not be physical disorders. Nonetheless, species-atypical mental dysfunctions
are literally disorders, contrary to Szasz and other critics, and their status as
such is value-free. Examples of psychological theories that sufficiently anatomize
the mind into part-functions to support a concept of mental health are classical
psychoanalysis [Waelder, 1960; Brenner, 1973] and, more recently, evolutionary
psychology [Stevens and Price, 1996; Baron-Cohen, 1997; McGuire and Troisi,
1998; Buss, 2005] . Both disciplines are controversial in philosophy of science
[Grünbaum, 1984; Kitcher, 1992; Buller, 2005]. An example of a theory that does
not do so is Skinnerian behaviorism. In any case, without assuming some, possi-
bly future, theory of mental part-functions, one cannot, on Boorse’s view, speak of
mental health. In an early article, he also suggested ways in which, even if mental
disorder exists, it could be misleading to speak of mental illness [1975, 62-66]. But
it is unclear which of these ideas survive his change of view on illness.

Criticisms Boorse [1997] is a nearly complete reply to his prior critics on health;
a less complete one to critics on function is his [2002]. For a lengthy critique of
Boorse’s rebuttal on health, as well as a detailed analysis of his position, see Ananth
[2008]. Other recent critiques as yet unanswered are DeVito [2000], Amundson
[2000], Stempsey [2000], Nordenfelt [2001, ch. 2], Cooper [2005, 12-18], Schwartz
[2007], Kingma [2007], and Giroux [2009].

Attacks on the biostatistical theory (BST) fall into several categories. First
are technical objections to the definition. Scadding [1988] charges that on it, a
disease cannot explain its symptoms. Hare [1986] and several other writers attack
the BST for vagueness in its component concepts, quite apart from the admitted
vagueness of the notion of statistical subnormality. Very popular are charges of
covert normativism: that the BST account of disease is not, either in theory or in
practice, value-free. Fulford [1989, 37-8] cites Boorse’s use of terms like ‘hostile’,
‘deficient’, ‘interference’, and ‘incompetent’ to show that he constantly slips from
descriptive to normative terms. Engelhardt [1976b, 263-66] argues that the choice
of survival and reproduction as the goals in relation to which function is defined
rests on a value judgment — indeed, one contrary to medical values. Recently,
critics argue that the BST’s choice of reference class for normality — an age
group of a sex of a species, with or without race — is either too large for correct
judgments of normality [Cooper, 2005, 14-5] or scientifically arbitrary, so that
its disease judgments fail to be objective and value-free [Kingma, 2007]. DeVito
[2000] argues that the BST is value-laden in other ways as well. Boorse has not
yet answered these criticisms, nor Schwartz’s [2007, 375-6] points: that, on the
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BST, necessarily some members of every age group are unhealthy, and the same
statistical threshold for dysfunction seems to apply at any age — both implausible
views of youth vs. old age.

A second line of criticism alleges that the BST uses bad biology [Engelhardt,
1976b; 1986; van der Steen and Thung, 1988]. Specifically, critics charge that
Boorse’s notion of ‘species design’ rests on an outdated Aristotelian view of species,
ignoring the ubiquity and normality of intraspecific variation, as well as the en-
vironmental relativity of adaptation. Boorse [1997, 28-41] replies, first, that if
the BST well fits the medical notion of disorder, then these criticisms show, at
most, that medicine rests on bad biology. That would be an objection to medicine,
perhaps suggesting that we should abandon the concept of disease [Engelhardt,
1984; Hesslow, 1993], but to have shown this would be a success for the BST.
In reality, Boorse argues, the BST — designed as an ‘aseptic substitute’ [1977,
554] for ancient notions — is not essentialist in any objectionable sense, but fully
consistent with modern populationist biology. Quoting a leading anti-essentialist,
Ernst Mayr, Boorse notes that the BST is explicitly an empirical statistical model
of normality, with none of the features of essentialism described by Sober [1984].
It assumes no single species design, since it accepts polymorphic traits as normal
variants. Lastly, the BST, like medicine, distinguishes health from adaptation:
both judge Engelhardt’s Scandinavian in Africa and Nordenfelt’s African in Scan-
dinavia to be wholly normal, though at greater risk of disease [1997, 41]. Here
Boorse uses his triple distinction [1987, 387 n. 14] among the pathological (consti-
tuting disease), the pathogenic (causing disease), and the pathodictic (indicating
disease). Despite these replies, Amundson [2000] argues that normal function is a
biological myth, comparable to race, which serves to ground disability discrimina-
tion.

A third line of criticism alleges that the BST is bad medicine, either in some
general feature or by failing to match specific medical judgments of normality.
Among general features, many writers reject Boorse’s very broad usage of ‘dis-
ease’ to cover any pathological condition, including injuries, deformities, static
abnormalities, poisonings, environmental effects, etc. Boorse reacted by changing
terminology from ‘disease’ to ‘pathological condition’, while noting [1977; 1997]
that a broad usage of disease is required by the slogan ‘Health is the absence
of disease’, and also that conditions called diseases lack any uniform nature, as
Reznek [1987, 73] agrees. Other critics deny that pathological conditions form a
theoretical category. Some say that there is no such thing as medical theory, since
medicine is not a science. Hesslow [1993] argues that ‘disease’ is a theoretically use-
less concept. Margolis [1976], Brown [1985], Agich [1982], and Engelhardt [1986],
among others, insist that the essence of medicine is clinical practice, not scientific
theory. Accordingly, they define disease by its relation to illness, the ‘reverse view’
[Fulford, 1989, 67] to the BST. Given the contrast between pathology and clinical
disease, several authors claim that the BST’s view of health as complete freedom
from pathological conditions is too demanding. Wulff et al. [1986, 48] complain
that, by the BST, anyone given enough lab tests will be proved abnormal; Nor-
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denfelt [1987, 28] notes that the BST makes one dead cell pathological. Boorse
embraces these conclusions. He says that, to a pathologist, essentially everyone
is diseased, but there is no paradox here. One dead neuron is ‘a trivial piece of
pathology’: ‘[T]o call a condition pathological implies nothing about its impor-
tance. To think otherwise is to confuse theoretical and clinical normality’ [Boorse,
1997, 51]. Finally, many writers hold that, even given the BST, disease remains an
evaluative concept, either because science in general is value-laden [Agich, 1982,
39], or biology is [Toulmin, 1975, 62], or biological function [Schaffner, 1993; Be-
dau, 1991; 1992a; 1992b].

Critics also claim that the BST misclassifies many specific conditions, actual
or hypothetical. Hare [1986, 175] uses such examples as skin diseases and lice to
criticize the BST’s view of disease as an ‘internal state.’ But his main argument
(178) is that disease must be an evaluative concept because baldness in men counts
as disease, but naturally hairless legs in women would not. Following Engelhardt
[1974], many writers take the 19th-century examples of masturbation or drapeto-
mania (the running-away disorder of slaves) to show that disease judgments rest on
social values. By the BST, however, these were simply false disease judgments —
as false, in the former case, as the associated causal claims about masturbation’s
effects. Writers such as van der Steen and Thung [1988] and Nordenfelt [1987,
29-30] criticize the BST for ignoring the way normal levels of function continually
vary with the organism’s activities and environment. Boorse replies [1997, 83-4]
that the BST fully accommodates all such variation, with, at most, one added
reference to statistically normal environments. Nordenfelt [1987, 30] says that the
BST mishandles defense mechanisms, e.g., inflammation and the immune response
to infection. Boorse answers [1997, 85-6] that the defense mechanisms are normal
functions, though triggered by the cellular dysfunctions caused by infection, and
the infection would be more abnormal without them. Nordenfelt [2001, 17] replies
that since this is not exactly the standard medical view, the BST is, again, a revi-
sionist account, not a purely analytic one. A harsher judgment by a pathologist is
Stempsey’s, who argues that pathology is itself a value-laden science making “no
sharp division between theoretical and practical aspects of disease” [2000, 329].
Many authors claim that the BST cannot handle cases of heterozygote superior-
ity, such as sickle trait. Boorse replies [1997, 89] that it classifies sickle trait as a
disease, just as do medical references.

Last are criticisms relating to aging and to goal conflict. Writers like Margolis
[1976, 247] and Reznek [1987, 97] say that if we found out how to treat normal
aging, it would be proper to do so, and we would count it as disease. Boorse
replies [1997, 92] that there is no need to classify aging as disease in order to
treat it, since medicine does, and should, treat many nondiseases. Authors like
Goosens and Reznek also stress cases where the goals of survival and reproduction
conflict. The female octopus dies of starvation while guarding her eggs, because
she has an endocrine organ that functions to suppress her appetite; the male
praying mantis must lose his head to ejaculate [Reznek, 1987, 103, 111]. Similarly,
Goosens imagines scenarios in which, by evolved mechanisms, an intelligent and
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reflective species must endure horrible pain and early death, or metamorphose into
a ‘sluglike creature’ [1980, 112-3], in order to reproduce. Boorse answers [1997, 93-
4] that it is impossible for a species-typical stage of development, or reproductive
mechanism, to be pathological. Such cases show only that to reproduce may be
deeply damaging to parents, who might wish medical treatment to avoid doing so.
That would parallel contraceptive pills, tubal ligation, or vasectomy today, all of
which destroy normal functional ability in the patient’s best interests.

4.1.2 Wakefield’s harmful-dysfunction analysis (HDA)

From 1992 onward, Jerome Wakefield added to the BST’s element of biological dys-
function the element of harm, found in analyses by writers like Robert Brown [1977]
and Reznek [1987]. Many other writers, without using the specific term ‘harm’,
hold that diseases are bad things to have. Wakefield’s ‘harmful-dysfunction’ analy-
sis has had a powerful influence on American mental-health professions, as a result
of his prolific applications of it to the DSM classification.

Analysis Wakefield aims to analyze ‘the general concept of disorder used in
physical medicine’ [1992b, 233], which he sees as shared by physicians, mental-
health professionals, and, ‘largely’, the general public [1992a, 374]. This category
is to cover ‘every pathological condition’, whether or not it is ‘currently an object of
professional attention’ [1992b, 234]. Also, ‘disorder’ is ‘the generic medical term of
art for all medical conditions, including diseases and traumatic injuries’ [2000b, 20].
At first sight, then, Wakefield seems to have the same target concept, pathological
condition, as Boorse and Reznek. But his arguments for the harm clause, as will
be seen, raise some doubt about this. His view of disorder as a ‘practical concept’
that is ‘supposed to pick out only conditions that are undesirable and grounds for
social concern’ [1992b, 237] suggests that he has a partly clinical — not purely
pathological — idea of medical disorder.

Why must dysfunctions, to be disorders, be harmful? Originally, Wakefield ar-
gued for the harm clause via cases of nonharmful dysfunctions that, he said, were
not disorders. If one of a person’s kidneys is diseased or missing due to organ
donation, his overall renal function may be intact. Likewise, albinism, dextrocar-
dia, and fused toes may not adversely affect a person’s life [1992a, 383-4]. More
recently, Wakefield uses the example of a redundant immune receptor, the absence
of which supposedly protects one against AIDS [2001, 352]. As to what harm is,
Wakefield, unlike Reznek [1987, 134-53], offers no lengthy analysis. But he takes
harm to be a normative category determined by social values. It is part of the
‘constructed social world,’ not the ‘given natural world’ of biology, and so disorder
lies ‘on the boundary’ of the two [1992a, 373]. He summarizes his view:

A condition is a disorder if and only if (a) the condition causes some
harm or deprivation of benefit to the person as judged by the standards
of the person’s culture (the value criterion), and (b) the condition
results from the inability of some internal mechanism to perform its
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natural function, wherein a natural function is an effect that is part
of the evolutionary explanation of the existence and structure of the
mechanism (the explanatory criterion). [1992a, 384]

As this quotation shows, Wakefield uses an etiological analysis of function, of
the type introduced by Wright [1973] and popularized, for biology in particular, by
theorists like Neander [1991a; b] and Millikan [1984; 1989]. Wakefield elaborates
his specific view by taking biological function to be a natural kind of the Kripke-
Putnam type, the explanatory essence of which is an empirical discovery.

Organisms are unique in the way their functions are complexly related,
hierarchically organized, remarkably beneficial, and produce a viable
overall pattern of life and reproduction. There is no other natural con-
text where recursive causal processes are so puzzlingly miraculous. ...
. . . A natural function of a biological mechanism is an effect of the
mechanism that explains the existence, maintenance, or nature of the
mechanism via the same essential process (whatever it is) by which pro-
totypical nonaccidental beneficial effects — such as eyes seeing, hands
grasping, feet walking, teeth chewing, fearing danger, and thirsting for
water — explain the mechanisms that cause them. ...
. . . It turns out that the process that explains the prototypical non-
accidental benefits is natural selection acting to increase inclusive fit-
ness of the organism. Therefore, a function of a biological mechanism
is any naturally selected effect of the mechanism. [1999b, 471-2]

Besides the harm clause, this etiological analysis of function is a second contrast
with the BST. A third is that Wakefield, like Clouser, Culver, and Gert (see section
5.1), requires a disorder not to have an ‘environmental maintaining cause’ [1992b,
240, 242]. A fourth apparent divergence is over statistically subnormal function.
In most of Wakefield’s examples, a part or process exhibits total failure of an
evolved function. Where dysfunction is less than total, he suggests that natural
selection determines a normal range. Prior [1985, 320] and Boorse [2002, 101-2]
argue against Neander [1991b, 454] that this is not so. Likewise, Schwartz [2007,
370] raises two new problems for Wakefield’s solution: most disease states are not
produced in the first place by genetic variants subject to differential selection, and,
for those that are, evolutionary theory offers no way to divide variants into selected-
for and selected-against. In reply to Lilienfeld and Marino [1999], Wakefield agrees
with the BST that a disorder like diabetes has ‘fuzzy boundaries’ [1999b, 467]. But
he rejects purely statistical criteria, as in his complaint that DSM-IV ‘allows the
top third, say, of the normal distribution of reactivity to stress to be diagnosed as
disordered’ [1997a, 638]. A normal range can be determined by selection pressures,
Wakefield thinks, and still have fuzzy boundaries.

In any event, Wakefield deploys the HDA to mount a devastating critique of
DSM’s diagnostic criteria for specific disorders [1992b; 1997a]. In case after case,
he proves them to be overinclusive, counting all sorts of normal conditions as dis-
ordered. Major Depressive Disorder fails to state an exclusion for normal reactive
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depressions to losses other than death of a loved one [1997a, 637]. Worse yet,
anyone who has a crush for more than four days, but, after rejection, is intensely
sad for at least two weeks, suffers from Bipolar II Disorder (641). Antisocial Per-
sonality Disorder includes as much as 80% of career criminals (638). Personality
Disorder, defined as a culturally unexpected personality trait causing distress or
impairment, ‘covers a vast range of normal personality variation,’ including ‘fool-
ish, selfish, nonconformist, or irreverent’ people, as well as political activists like
Alexander Solzhenitsyn or Martin Luther King, Jr. (639). Child and Adolescent
Disorders embrace ‘normal but rambunctious children,’ and even those with very
bad handwriting (639). Adolescents ‘who are responding with antisocial behavior
to peer pressure, to the dangers of a deprived or threatening environment, or to
abuses at home’ have a Conduct Disorder (639). Whether a pot smoker has a Sub-
stance Abuse Disorder can depend simply on his wife’s attitude to it, or on local
police behavior (641). For a comparable book-length attack on current psychiatric
views of depression, see Horwitz and Wakefield [2007].

Wakefield’s diagnosis of the cause of this and other DSM defects is its failure to
apply its own definition of mental disorder. This definition, he believes, is essen-
tially editor Robert Spitzer’s ‘sophisticated analysis’ [1997a, 643; see section 5.5],
which, in turn, Wakefield sees as a version of his own later HDA (ibid.; [1992b]).
But Spitzer also believed that specific disorders must be operationally defined in
purely symptomatic terms, so as to make DSM a reliable, theory-neutral tool for
therapy and research. Unfortunately, operational definition is incompatible with
dysfunction-based mental disorders: ‘ ‘Dysfunction’ is a theoretical concept that
refers to internal processes that explain surface, descriptive features’ [1997a, 645].
As a result, DSM’s diagnostic criteria end up systematically sacrificing validity
to reliability and theory-neutrality. Wakefield thinks this problem can be some-
what ameliorated ‘by giving up purely symptomatic criteria, and contextualizing
diagnosis’ (633). Ultimately, however, ‘theory-guided psychological research into
normal mental mechanisms is critical to an understanding of pathology’ [1992b,
245] — a thesis common to the HDA and the BST.

Criticisms

1. Harm All but one of Wakefield’s original examples of harmless dysfunctions
are, in fact, disorders in ICD-10 [WHO 1994]: albinism (E70.3), dextrocardia
(Q24.0 or 89.3), fused toes (Q70.3), and unilateral kidney disease under its ap-
propriate number. Only surgically produced absence of a kidney is placed in a
nondisease Z-category — a judgment open to obvious criticism. People with such
conditions, have, perhaps, no abnormality on clinical tests and need no treatment;
yet their conditions are classified as pathological. As for the missing immune
receptor, this dysfunction could be a disease that protects you against another,
like cowpox and smallpox. From these examples, one might hypothesize that
Wakefield’s target concept is really not disorder, but disorder significant in some
way, perhaps resembling Boorse’s categories of clinical or therapeutic abnormality.



Concepts of Health and Disease 35

Wakefield calls it ‘an important truth’ that ‘disorders are negative conditions that
justify social concern’ [1992a, 376]. Yet he agrees with the BST that judgments
of pathology entail no therapeutic or social ones: ‘the status of a condition as dis-
ordered or nondisordered from the HD or any other perspective has no necessary
implication for the priority the condition deserves with respect to treatment, pre-
vention, or policy’ [1999a, 374]. Still, this may just mean that disorders, though
always prima facie worthy of treatment, need not be so on balance. Why a dys-
function, to be a disorder, must be harmful at all remains unclear. DeBlock [2008],
for his part, argues that the harm clause is redundant given dysfunction.

A further difficulty is that Wakefield, like Boorse, applies the disorder concept
literally to all organisms, across the whole biological realm. Two of his examples
of true disorder, as opposed to environmental maladaptation, are a mutant white
moth in a sooty environment and a mutant bacterium oriented toward the wrong
geomagnetic pole [1999a, 385-6]. There is little ‘social concern’ and no cultural
standards for moths and bacteria. In these examples, Wakefield either ignores the
harm requirement (374) or assumes a concept of harm independent of social values.
Since Reznek offers such a theory of harm, the issue of how lower organisms and
plants can be harmed is more fully discussed below, along with the problems of
essential and contrasentient pathology. In general, Wakefield’s harm clause faces
the same difficulties as Reznek’s, plus any extra ones arising from Wakefield’s
appeal to social values. Note that what values a given society has, though not
a biological fact, is a fact nonetheless. Thus, Wakefield is no normativist about
health, except on a cultural-relativist metaethics. Rather, his HDA makes disorder
status a mixture of two kinds of facts, biological and social.

2. Dysfunction As Wakefield notes [1999a, 374], HDA critics attack almost
exclusively the dysfunction clause, not the harm clause. To such objections he
replies at length. First, several writers attack Wakefield’s evolutionary analysis of
function. Sadler and Agich [1995], Fulford [1999], Murphy and Woolfolk [2000a],
and Houts [2001] argue that this analysis is value-laden in various ways. More-
over, Murphy and Woolfolk [2000b] charge that Wakefield ignores an alternative
Cummins-type analysis that some philosophers claim to be commonly used in bi-
ology as well. Wakefield replies to these critics in his [1995; 1999b; 2000b; 2003],
respectively.

A host of writers deny that evolutionary dysfunction is a necessary condition
of disorder, and only some of their reasons can be mentioned here. Lilienfeld
and Marino [1995] argue that where evolution yields a continuously distributed
function, no clear boundary defines dysfunction; that many disorders are of non-
selected functions, such as biological or cultural exaptations; and that many other
disorders, such as emotional disorders, are themselves naturally selected. In the
same vein, Murphy and Woolfolk [2000a] argue that failed spandrels, inflamed
vestigial organs, design mismatches, and learned responses to abnormal environ-
ments all illustrate disorder without malfunction. Wakefield argues that all these
examples tend to confirm, not refute, the HDA. For example, failures of cultural
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exaptations are not usually considered disorders, and when they are, as in amu-
sia, acalculia, or reading disorders, it is because of a hypothesized malfunction of
some evolved mental system [1999a, 382-3]. Likewise, he says, when an evolved
function — e.g., male aggression or the fight-or-flight response — is maladaptive
in a new environment, it does not count as a disorder (384-5). As to Murphy and
Woolfolk, Wakefield says that appendicitis involves tissue, not organ, dysfunction;
that mechanism-environment mismatches are not, in fact, viewed as disorders; and
that ‘conditions acquired through normal learning processes can involve dysfunc-
tions and are considered disordered only when they do’ [2000b, 253]. As one more
objection, both Lilienfeld and Marino and Spitzer charge that the HDA classifies
many medical symptoms, such as coughing, pain, inflammation, and the immune
response, as normal — an objection Nordenfelt made to the BST. Wakefield replies
[1999a, 393] that, insofar as they are selected defense mechanisms against disease
or injury, these phenomena are, in fact, normal, and when medicine has judged
the opposite, as with fever, it has been confusedindexamusia

A common claim in the clinical literature is that disorder is indefinable because
it is a Roschian prototype concept, attributed to new objects on the basis of their
overall similarity to paradigm cases, much as in Wittgenstein’s example of games.
Wakefield argues that only the dysfunction clause correctly predicts actual and
hypothetical disorder judgments, while mere resemblance makes incorrect predic-
tions. For example, summarizing the HDA’s verdict on ‘designed responses to
threat,’ he writes:

...(a) designed reactions to threat (e.g., fever, anxiety) are not in them-
selves considered disorders; (b) designed reactions to threat that occur
in response to underlying dysfunctions (e.g., fever in response to in-
fection, swelling in response to a sprain) are considered symptoms of
disorder but not disorders; (c) designed reactions to threat that are
not responses to dysfunctions (e.g., sneezing due to dust, uncompli-
cated grief, fear in the face of danger) are considered neither disorders
nor symptoms of disorder; (d) designed reactions to threat that do not
operate as designed (e.g., when they occur without the appropriate
triggering threat or at undesigned levels of intensity) are dysfunctions
of the relevant mechanisms and, if harmful, are disorders (e.g., panic
disorder, generalized anxiety disorder, pathologically high fever); (e)
designed disruptions in the functioning of one mechanism by another
mechanism are not disorders (e.g., muscular inhibition during sleep;
inability to concentrate due to a normal fear response; and (f) inap-
propriate responses are not considered disorders when they are due to
design rather than to dysfunction (e.g., fear at harmless snakes, startle
response to a shadow). The HD analysis explains this very complex
web of shared beliefs about disorder and nondisorder .... [1999a, 397]

In the end, Wakefield draws much the same conclusion from his critics as Boorse
[1997, 2] drew from his:
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critics’ proposed counterexamples fail to disconfirm the HDA and in
fact provide more nuanced evidence for it. The critics’ alternative
accounts of disorder confuse disorder with social deviance, personal
unhappiness, maladaptiveness, treatability, and problems in living —
all the errors that have been the targets of professional and lay crit-
ics from the 1960s antipsychiatrists to current opponents of insurance
parity for mental health care. [1999b, 472]

For critiques of Wakefield by authors in section 4.2, see Fulford [1999] and Nor-
denfelt [2003].

We turn now to non-dysfunction-requiring accounts. Since most criticisms below
have not been published before, there are usually no authors’ replies to report.

4.2 Action-Theoretic Accounts

Both K.W.M. Fulford and Lennart Nordenfelt ground their accounts of health in
philosophical action theory. Thus, both offer what Fulford [1989, xix, 260] calls
‘reverse views,’ defining disease or other kinds of malady via ordinary holistic
concepts of health or illness, rather than the other way around, which he sees as
the conventional medical approach. Fulford begins with illness, Nordenfelt with
health. But Nordenfelt [2001, 72-3] finds the following common theses, among
others:

1. Health is a kind of ability to act; illness is a kind of disability or
failure of action. The basic notion of action, at least, is intentional
action as analyzed by action theory.

2. Physical and psychiatric medicine share the same basic health
concepts.

3. Health and illness are primarily holistic concepts: a human being
as a whole is healthy or ill, with component organs healthy only
in a derivative sense.

4. Health and illness are the primary concepts; disease, injury, and
defect are derivative concepts.

5. A good analysis of health concepts should be a practically useful
conceptual basis for medical science and practice.

Another common thesis — endorsed by all writers in section 4 except Boorse —
is:

6. Professionals and laypeople share the core medical concepts of
health and illness.

Let us survey Fulford’s and Nordenfelt’s individual accounts and objections specific
to each, then consider four objections affecting both.
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4.2.1 Fulford

Analysis Fulford, like all other writers in this section except Boorse, aims to
analyze an ‘everyday usage’ [1989, 27] of medical concepts largely common to
physicians and the lay public. Unlike other writers, he identifies his method as
the ‘linguistic analysis’ (22) practiced by such figures as Wittgenstein, Austin,
Urmson, and Hare (xv, 22-3, 54, 121-22). One major goal is to illuminate con-
ceptual problems in, specifically, psychiatry. Hence, Fulford begins by relating his
project to the controversy over Szasz’s claim that mental illness, as a conceptual
impossibility, is a myth. In his first chapter, he argues that we need to recast
that controversy by rejecting two assumptions and a form of argument shared by
both sides in this dispute, antipsychiatrists and psychiatrists. The assumptions
are that mental illness is conceptually problematic, but that physical illness is not.
The form of argument is to test alleged mental illnesses against properties thought
essential to physical ones (5).

Fulford next seeks to undermine the ‘conventional’ view of medical concepts, as
represented by Boorse. A brief chapter 2 identifies features of common medical
usage that the BST allegedly fails to capture. Then chapter 3 offers a debate
between a metaethical descriptivist and a nondescriptivist over ‘Boorse’s version
of the medical model’ (37). One of the main conclusions of this debate is that
‘dysfunction’ is a ‘value term,’ i.e., has evaluative as well as descriptive content.
The main argument for this thesis, in chapter 6, proceeds by comparing functions
in artifacts and organisms. In artifacts, functioning is doing something in a special
sense, ‘functional doing’ (92 ff). Fulford argues by a rich array of examples that
the function of an artifact depends on its designer’s purposes in two ways, both
as to end and as to means: ‘for a functional object to be functioning, not only
must it be serving its particular ‘designed-for’ purpose, it must be serving that
purpose by its particular ‘designed-for’ means’ (98). Moreover, ‘purpose’ is ‘an
evaluative concept,’ i.e., ‘evaluation is ... part of the very meaning of the term’
(106). From this Fulford concludes that claims of biological function also rest on
value judgments.

Fulford’s own positive account can be summarized as follows. Not only are
‘illness’ and the various ‘malady’ terms such as ‘disease’ negative value terms, but
they express a specifically medical kind of negative value involving action failure.
As the ‘reverse-view’ strategy requires, ‘illness’ is the primary concept, from which
all the others are definable. To motivate his account of illness, Fulford uses the
point that bodies are dysfunctional, yet persons ill. To what, he asks, does illness
of a person stand in the same relation as bodily, or artifact, dysfunction stands to
functional doing? Since artifacts and their parts function by moving or not moving,
Fulford considers illnesses consisting of movement or lack of movement. Using
action theory’s standard example of arm-raising, he suggests that the concept of
illness has ‘its origins in the experience of a particular kind of action failure’: failure
of ordinary action ‘in the apparent absence of obstruction and/or opposition’ (109).
By ordinary action, he means the ‘everyday’ kind of action which, as Austin said,
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we ‘just get on and do’ (116). He next suggests that this analysis also suits
illnesses consisting in sensations or lack of sensations. Pain and other unpleasant
sensations, when symptoms of illness, also involve action failure. That is because
‘pain-as-illness,’ unlike normal pain, is ‘pain from which one is unable to withdraw
in the (perceived) absence of obstruction and/or opposition’ (138). Finally, the
analysis covers mental illness as naturally as physical illness. As physical illness
involves failure of ordinary physical actions, like arm-raising, so mental illness
involves failure of ordinary mental actions, like thinking and remembering.

From this basic illness concept, Fulford suggests, all the more technical medical
concepts are defined, and in particular a family of concepts of disease. He begins by
separating, within the set I of conditions that ‘may’ be viewed as illness, a subset
Id of conditions ‘widely’ viewed as such (59). ‘Disease’, he thinks, has various
possible meanings in relation to Id. In its narrowest meaning (HDv), ‘disease’
may merely express the same value judgment as ‘illness’, but in relation only to
the subset Id, not to all of I (61). A variant of this idea is a descriptive meaning of
‘disease’ (HDf1) as ‘condition widely viewed as illness,’ which, of course, is not an
evaluation, as is HDv, but a description of one (63). Two other broader descriptive
senses of ‘disease’ are then derivable from HDf1: condition causally [HDf2] or
statistically [HDf3] associated with an HDf1 disease (65, 69). Fulford provides no
comparable analyses for other ‘malady’ terms such as ‘wound’ and ‘disability’, nor
for ‘dysfunction’. Nevertheless, he seems to hold that their meaning depends on
the concept of illness in some fashion.

Fulford judges his account of illness a success by two outcome criteria. The first
is that it find, if possible, a neutral general concept of illness, then explain the
similarities and differences of ‘physical illness’ and ‘mental illness’ in ordinary usage
(24). The main difference is that people disagree much more in evaluating mental
features, e.g., anxiety compared with pain. Using the example of alcoholism, he
tries to show how clinical difficulty in diagnosing mental illness results from the
nature of the phenomena, which the concept, far from being defective, faithfully
reflects (85,153).

Fulford’s account succeeds equally, he thinks, by his second criterion, clinical
usefulness. In psychiatric nosology, it suggests several improvements: (1) to make
explicit the evaluative, as well as the factual, elements defining any disease for
which the former are clinically important; (2) to make psychiatric use of nondis-
ease categories of physical medicine, such as wound and disability; and to be open
to the possibilities that (3) mental-disease theory will look quite different from
physical-disease theory and (4) in psychiatry, a second taxonomy of kinds of ill-
ness will also be required (182-3). Fulford claims three specific advantages for
his view over conventional psychiatry. By revealing the essence of delusions, it
vindicates the category of psychosis and explains the ethics of involuntary medical
treatment. First, delusions can be seen as defective ‘reasons for action,’ whether
cognitive or evaluative (215). Second, since this defect is structural, psychosis is
the most radical and paradigmatic type of illness (239) — ‘not a difficulty in do-
ing something, but a failure in the very definition of what is done’ (238). Third,
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that is what explains, as rival views cannot, both why psychotics escape criminal
responsibility and why only mental, not physical, illness justifies involuntary medi-
cal treatment (240-3). Finally, Fulford thinks his theory promotes improvement in
primary health care, as well as closer relations both between somatic and psycho-
logical medicine and between medicine and philosophy (244-54). He pursues the
themes of “values-based” medicine in his [2004] and in Woodbridge and Fulford
[2004].

Criticisms One possible criticism of Fulford’s book is methodological. Half a
century after the heyday of English ordinary-language philosophy, its theories
of meaning, on which he relies, now seem undisciplined — the product of an
era largely innocent of formal semantics or the semantics-pragmatics distinction.
Likewise, it is unclear how Wittgenstein’s idea of family resemblance (121-2) can
answer attacks like Szasz’s on the concept of mental illness. How could an ‘ev-
eryday’ (27) term ever be ruled illegitimate by ordinary-language philosophy, the
basic assumption of which is that all such terms are legitimate, philosophical prob-
lems being mere symptoms of our ‘distorted view’ (23) of their meaning? But cf.
Fulford [2001].

Substantively, some difficulties arise in applying Fulford’s account to psychosis.
Even if the essence of delusion is practical irrationality, why is irrational inten-
tional action any the less intentional action? That the criminally insane lack intent
(242) is an old account of the insanity defense exhaustively criticized by Fingarette
[1972] and others. The more recent consensus seems to be that most insane killers
fully intend to kill their victims, and fully act in doing so. In that case, as Norden-
felt says [2001, 91], far from Fulford’s account’s revealing the essence of psychosis,
it is unclear that it covers psychosis at all. There is no ‘failure of ordinary doing’ if
psychotics can do all the ordinary actions they decide to do. In fact, manics may
do them even more effectively. It is unclear how Fulford can simultaneously hold
(i) that the ‘logical origin’ of the concept of illness is ‘in the experience of failure
of ‘ordinary’ doing’ ’ (121) ‘in the (perceived) absence of obstruction and/or oppo-
sition’ (138) and (ii) that psychosis is the most paradigmatic form of illness (239),
yet grant (iii) that psychotics usually do not see themselves as ill (194). Assuming
psychotics have the ordinary concept of illness, if they do not see themselves as
ill, then they do not experience action failure without external obstruction, and so
are at best atypical examples of illness. In any event, experience of action failure
— or of anything at all — is not necessary for illness, as Nordenfelt’s example
[2001, 83] of coma shows.

Cooper [2007, 34-5] charges that Fulford’s view of disease is too narrow, exclud-
ing, e.g., disfiguring conditions and such ‘pathological sensations’ as distortion of
the visual field. That is because diseases must be linked to illness, which in turn is
failure of normal action, including actions to remove unpleasant sensations. But
disfigurement fits neither category, and there is no normal way to stop sensations
that are not normally experienced at all.

Further objections touching both Fulford’s and Nordenfelt’s analyses are dis-
cussed in section 4.2.3.
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4.2.2 Nordenfelt

Analysis Lennart Nordenfelt’s action-based theory of health is a descendant of
earlier ones by Caroline Whitbeck [1978; 1981] and Ingmar Pörn [1984]. As we
saw, Nordenfelt shares with Fulford six important theses about medical concepts.
Nordenfelt [2001, 73-4] also names key differences, including the following. Where
Fulford uses English ordinary-language philosophy, Nordenfelt’s style of conceptual
analysis is the rational reconstruction of theory typical of logical empiricism. He
is less centered than Fulford on psychiatry; and he begins with health rather than
illness. Finally, as to result, the ability that Nordenfelt takes to constitute health
is defined not via ordinary action, but in terms of vital goals.

Like Fulford’s, Nordenfelt’s is a ‘holistic’ account at the level of the whole per-
son — not the ‘analytic’ [1987, xiii] level of part-function. He begins with an
‘everyday’ idea of health: ‘a person is healthy if he feels well and can function in
his social context’ (35). But he immediately replaces feelings by abilities, assum-
ing that major pain or suffering conceptually entails disability, but not conversely.
Consequently, his task is to describe that kind and level of ability which constitute
health. Moreover, his target is ‘complete’ or ‘absolute’ health (97-8) — that per-
fect health which is the total absence of illness, as opposed to some idea of minimal
health, or health adequate for some practical purpose like hospital discharge.

Nordenfelt [1987] begins with concepts of action theory, here omitted but for
one point. Ability is the set of internal factors required for doing something.
For the practical possibility of action, one also requires opportunity, or favorable
external circumstances. All talk of ability, therefore, presupposes some background
environment. For health judgments, Nordenfelt calls this environment ‘standard’
— more recently, ‘accepted’ [2000, 72-3] — circumstances, and he usually takes it
to be relative to a particular time, place, and society.

Given the standard background of one’s society, what abilities constitute health?
Nordenfelt reformulates this as a question about goals, in the (noncybernetic)
sense of ends chosen by a conscious being [1987, 53]. What goals must a healthy
person be able to achieve? He first considers two unsatisfactory answers. One
is that health is a person’s ability to fulfill his basic human needs (57-65). A
serious problem here is that a need, as opposed to a want, must be necessary for
some special goal. Unfortunately, writers on human needs usually define them
in relation to not just survival, but also health, making the first theory circular.
The second view, adopted by Whitbeck [1981] and Pörn [1984], is that health is
a person’s ability to attain his own chosen goals (65-76). To this view Nordenfelt
sees three fatal objections. A person with very low ambitions — e.g., one who has
accepted death from terminal cancer — will be perfectly healthy. So will a person,
like an alcoholic, with irrational, self-damaging goals. And, since plants, lower
animals, and even babies cannot choose goals at all, only adult higher animals can
be healthy.

Nordenfelt now proposes his own theory, the ‘welfare theory,’ combining some
elements of the other two. His basic intuition is that to be healthy is to have the
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abilities required for a certain level of welfare, which, for human beings, is happi-
ness. Thus, to be healthy is to be able to fulfill all one’s ‘vital goals’: ‘those goals
which are necessary and jointly sufficient for a minimal degree of happiness’ (78).
A person’s vital goals are partly objective, partly subjective. They are subjective
in that people vary greatly in the goals they find crucial to their happiness. Still,
we evaluate the fulfillment of very low or primitive goals as not ‘minimal human
welfare’ (79), hence not real happiness (78). So vital goals have an objective side
as well. Nordenfelt notes that his account

implies neither that health is sufficient for minimal happiness, nor that
it is necessary. Health is not sufficient, since the ability to fulfill one’s
vital goals does not imply that one actually fulfills them. (78)

For example, one might be in nonstandard circumstances — locked up by kidnap-
pers. Or one might simply choose not to be minimally happy, in sacrificing for
others. And ‘health is not necessary, since the vital goals can be fulfilled by other
means, for instance by the actions of someone else’ (78).

Finally, the abilities at issue are second-order, not first-order, ones. Nordenfelt
adopts this view to handle the case of a healthy person moved to a new environ-
ment. For example, an uneducated African farmer moves to Sweden as a political
refugee. Initially, he can no longer support himself and his family (49). To avoid
counting this first-order disability as illness, Nordenfelt appeals to a second-order
ability: the ability to acquire the first-order abilities, such as reading and speaking
Swedish, needed for a happy life in Sweden. Thus, in a sense, the essence of health
is not so much ability as adaptability. Nordenfelt’s final formulation is as follows:

A is healthy if, and only if, A has the second-order ability, given stan-
dard circumstances, to realize all the goals necessary [and jointly suf-
ficient] for his minimal happiness. [1987, 79, 148]

Any deficiency in health so defined — any second-order disability in realizing
one’s vital goals — is illness (109). Thus, illness can be medical or non-medical. It
is medical when it results from one of the types of conditions discussed in medical
books, for which Nordenfelt adopts Culver and Gert’s [1982, 66] umbrella term
‘malady’. Maladies include diseases, impairments, injuries, and defects [1987, 105].
In each case, a malady is essentially a type, not a token. Thus, a disease is a type of
internal process instances of which, in a given environment, ‘with high probability’
cause illness (108). The various kinds of maladies differ ontologically: disease is a
process, impairment an endstate of disease, injury an externally caused event or
state, and defect a congenital state (149). A family of technical medical concepts
of health can now be defined via maladies. For example, one could define three
different medical concepts of health as follows: lack of disease; lack of malady; lack
of in-principle curable malady (110-1). Still, there is a whole realm of nonmedical
illness. This seems to be one of two things: an impairment of universal vital goals
by a process that does not usually impair them, or an impairment of idiosyncratic
vital goals not shared by most people. An example of the latter might be muscle
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weakness in an Olympic weightlifter who has his heart set on a medal (cf. 122).
Another example is unwanted pregnancy (114).

Pregnancy is one of four disputed cases that Nordenfelt uses his analysis to
clarify. Despite involving discomfort and physical disability, pregnancy is not a
disease because most cases of it are chosen to satisfy the woman’s vital goal of
motherhood. At worst, its negative aspects involve the common phenomenon of
goal conflict. But pregnancy with a baby that will never make its mother happy
is illness (113-4). In somewhat parallel fashion, grief, and most other negative
emotions, are not illness, since the disability caused by grief is a nearly inevitable
effect of the emotional sensitivity required for a happy life (116). There are two
possible ways, Nordenfelt suggests, to view old age. If senile degeneration is in-
curable in principle, one might again call it nonmedical illness in the sense just
defined. Alternatively, insofar as the aged adjust their vital goals to their dimin-
ished abilities, it is not illness at all (113). Finally, homosexuality is not a disease
or pathological condition, but it may be an illness in some cases. The reasons it is
no malady are as follows. First, the evidence that most homosexuals are unhappy
and disabled is weak; moreover, those who are unhappy may be so because of the
‘severe circumstances’ of social condemnation (136). Second, reproduction and
family life are not universal vital goals, nor are homosexuals, in general, unable to
pursue them. Still, those homosexuals who do have these goals, but cannot pur-
sue them, have nonmedical illness (139). Nordenfelt applies his account to other
psychiatric conditions in [2007b].

Criticisms Nordenfelt relativizes disease to environment, and, as noted below
regarding Reznek, it is questionable whether medicine does the same. In any case,
Nordenfelt’s treatment of the African in Stockholm will not apply to irreversible
disabilities. But not all of these seem to be defects of health. Suppose Sweden were
a less tolerant country, and the new African were forever socially handicapped by
his accent, which, like most adults, he could not easily lose. Then he might be
forever unable to earn a good living. Yet it seems no more plausible to call him
ill in this scenario than in Nordenfelt’s own.

Arguably, Nordenfelt’s theory also diverges sharply from medical judgments, by
allowing a person with a systemic disease not to be ill, while a person frustrated by
a normal physical condition may be seriously ill. Illustrating the first possibility
is Albert, a mathematician, whose overriding vital goal is to prove the Riemann
conjecture. After years of rich, exciting work, he finally does so. During this
period, he also suffers from malaria, or progressive diabetes, or cystic fibrosis. In
both lay and medical usage, Albert is ill. Yet he may be happier than he would
have been with neither the disease nor the creative success. It seems Nordenfelt
must deny that Albert is ill, because his particular set of vital goals, unlike most
people’s, allows minimal — indeed, great — happiness despite crippling disease.
There are, in fact, real cases of the necessity of medical illness to a goal. For
example, early microbiologists deliberately gave themselves infectious diseases in
their search for a cure. On Nordenfelt’s theory, it seems impossible to sacrifice one’s
health to achieve goals one prefers to it, at least if the need for such a tradeoff is a
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standard feature of one’s environment. Clearly, in any case, on Nordenfelt’s view
a person with a dangerous disease, like early cancer, may be perfectly healthy
[Nordenfelt, 2004, 151]. This reflects his choice to make health the absence of
illness, not of disease.

About the second possibility, nonmedical illness, Nordenfelt is frank. An exam-
ple might be Lily, an athlete, one of whose vital goals is to win a Olympic medal
in high jump [Nordenfelt, 1987, 122; Schramme, 2007, 14]. Despite struggling her
whole adult life to reach this level, she cannot do so even with the finest training,
and ends up sad and angry. It seems that Nordenfelt must say that Lily is ill, at
least to some degree, though no English speakers, even laymen, would call her so.
In such cases, it is as though Nordenfelt’s ‘welfare theory of health’ treats illness
as ‘illfare’ — a considerably broader usage than normal. Schramme concludes that
Nordenfelt has a stipulative definition of health which, lacking the bulwark of a
dysfunction requirement, invites the ‘medicalization of all kinds of problems in
life’ (15). Nordenfelt [2007c, 30] replies that, though Lily’s health is ‘somewhat
reduced,’ it may well be high enough still to need no medical treatment.

4.2.3 Objections to both Fulford and Nordenfelt

Illness too narrow a holistic concept to define disease In modern English,
the gross effects of many diseases or other ‘maladies,’ even when full-blown, are
not called illness or sickness. Cataract and macular degeneration are diseases
that cause partial or total blindness; but blindness is not illness. Nor is deafness,
due to degeneration of the hair cells of the inner ear. A sprained ankle or a
snapped Achilles tendon is an injury or disability, but not illness. Even purely
local inflammatory or infectious disease is not illness: laryngitis, athlete’s foot,
conjunctivitis, cystitis, gum disease. Probably most conditions treated by some
whole medical specialties — ophthalmology, otolaryngology, dermatology — are
not illness. Examples like these suggest that what Nordenfelt calls maladies cannot
be, as he says, conditions that usually cause illness. Likewise, none of Fulford’s
three disease concepts — conditions widely viewed as illness, or causes of them, or
statistical correlates of them — seems able to cover all medical diseases. Ringworm
or myopia is not widely viewed as illness, and it neither causes nor is associated
with any condition that is.

Can any holistic concept define disease except via part-dysfunction?

Perhaps the previous point is a linguistic quibble, and we need only start with
a broader holistic concept. Certainly both Fulford’s and Nordenfelt’s notions of
disability are intended to cover examples like those above. More important is that
it is false that most cases of every disease have gross effects. There are diseases
the vast majority of cases of which are, and remain, subclinical. Most carcinoids
are discovered as incidental findings at autopsy. So were most prostate cancers, at
least of the slow-growing type, before PSA screening. Most diverticula do not cause
diverticulitis, yet diverticulosis remains a disease. The obvious weaker criterion —
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some cases cause gross effects — is not proposed by Fulford or Nordenfelt, and is
far too weak anyway. Many normal conditions sometimes cause illness, but are not
diseases. Pregnancy can lead to eclampsia and heart failure, or death in childbirth.
Having an appendix can lead to appendicitis. And to search for some probabilistic
test of intermediate strength is not promising. Is the average diverticulum, or even
diverticulous colon, more likely to become infected than an average appendix? It
is also hard to imagine how a holistic notion can distinguish the ill effects of local
pathology from those of normal variation. Many men would rather have Harrison
Ford’s face with a small scar, and many women Cindy Crawford’s with a small
mole, than their own without one. What makes a skin lesion pathological is only
local dysfunction of skin cells, not gross effects. Any dermatology atlas raises
doubt that what makes the listed conditions pathological, but unlisted ones not,
is any holistic effects.

At the same time, nearly all major accounts of biological part-function have their
holistic side. Nearly all, that is, define the functions of a part or process in terms of
some effect on the whole organism. Perhaps, then, Nordenfelt’s contrast between
holistic and analytic views of health should be between accounts that are (i) only
holistic and (ii) both holistic and analytic. What Boorse and Wakefield claim is
that a specific kind of relation to holistic effects — biological part-dysfunction —
is essential to any accurate account of such basic concepts of scientific medicine as
disease or pathological condition.

Relativity to, or relativism about, social values As both Fulford and Nor-
denfelt explicitly note, to describe values is not to evaluate. Both hold, however,
that medical concepts span both possibilities. The resulting issues are too com-
plex for quick summary. Fulford’s view seems to be that to call a condition illness
is always to evaluate it yourself, while to call it a disease is to report an evalua-
tion by others or some relation to such an evaluation [1989, 62-4]. At least two
independent elements in Nordenfelt’s analysis of health, minimal happiness and
reasonable circumstances, require evaluation. He apparently holds (2001, 107-8)
that either a first-person statement (‘I am healthy’) or a third-person statement
(‘A is healthy’) can be either evaluative or descriptive, depending on whether the
speaker is expressing his own evaluation or describing his own, A’s, or society’s
evaluation.

This ambiguity thesis of Nordenfelt’s seems implausible, for reasons familiar
from the metaethics of cultural relativism. Even if speaker X and patient A belong
to the same society S, there is a gulf between X’s saying that patient A’s happiness
is subminimal and saying that it is considered subminimal by S. X may be a harsh
critic of his society’s values. If X belongs to a different society, S′, from A, the
contrast between these two statements is more obvious still. Logically, X might
judge A’s minimal happiness either by the values of S′ or by those of S. But, in
either case, whether medicine ever properly makes health judgments in this way
is debatable.
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How can health concepts apply to babies, lower animals, and plants?

Fulford admits that, on his account, with lower organisms there is ‘often ... a
distinct element of ‘as if’ in our use of the medical concepts in respect of them’
[1989, 122]. But to be as if diseased is not a way of being diseased; it is a way of
not being diseased. In Fulford’s example, if leaf-mold on a plant is a disease (122),
yet plants cannot be ill (123), then ‘disease’ is not, in fact, definable via ‘illness’
in any of the ways he says it is.

Nordenfelt says that his own analysis cannot literally apply to plants and lower
animals (for short, PLA), or even to human babies, without ‘reconstruction’ [1987,
104]. First, as to babies: they have no abilities, he says, and cannot realize their
vital goals without adult aid. Hence, he suggests calling a baby healthy when its
internal state is suitable for its minimal happiness ‘given standard adult support’
(104). But why is need for other people’s care consistent with babies’ health,
but not with adults’? As Nordenfelt emphasized, ill adults can reach minimal
happiness with others’ support (78). Moreover, his account is based on action
theory. It seems, therefore, that to deny that babies have abilities means that
babies cannot, in fact, be healthy or ill, except in a fundamentally different sense
from adults.

As for adult higher animals, Nordenfelt thinks that his welfare theory of health
applies to them ‘in all its essentials’ (141). But lower animals and plants, which are
incapable of happiness (141), can be healthy or diseased only in some ‘parasitic’
sense based on ‘incomplete analogies’ to human beings (143). He suggests two such
analogical health concepts for PLA. One is that the same biological processes,
such as ‘steady growth, reproduction and development of potentialities,’ which
support human happiness also occur in PLA and so can be taken as ‘criteria’ for
their ‘welfare’ (142). Another possibility is to use the benefit of PLA to man
to define their health. Milk cows, beef cattle, hunting dogs, wheat crops, berry
bushes, medicinal plants, and ornamental flowers will be ‘ill’ if they cannot, in
standard circumstances, ‘fulfill the goals for which they have been cultivated and
trained’ (142-3). These two concepts of PLA health are, of course, different and
can conflict. Farm animals, even pets, are often treated in ways, like castration
and other mutilations, that make them more useful to us, but would impair the
health of a human being. A perfect example of such conflict is medical research.
An ‘animal model’ of disease D is useful to humans precisely by having disease
D, so here health in the one sense is disease in the other. Health writers disagree
whether the two disciplines concerned with PLA health — veterinary medicine
and plant pathology — employ the human-centered conception, or not. In any
case, it is not an attractive line for Nordenfelt, since a view that defines health in
terms of the healthy organism’s welfare is hardly analogous to one that defines it
in terms of the welfare of other entities.

In later writing on nonhuman health [2007a], Nordenfelt downplays the human-
centered view. Instead, he expands his previous remarks on how PLA show ana-
logues to the biological basis of human abilities. Besides the capacity of higher
animals for suffering, emotion, and even intentional action, he says that all animals
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have goals and engage in goal-directed behavior. We may use these ‘factual’ goals
[1987, 17] as the vital goals defining their minimal welfare, and say that internal
obstacles to achieving these goals are illness. For plants as well as animals, we can
define their quality of life, or welfare, by the notion of vitality or flourishing. By
this move, Nordenfelt’s view approaches more closely to Boorse’s or Wakefield’s.
Nordenfelt uses this framework to develop a systematic account of animal welfare
in his [2006].

4.3 Reznek

The last of our five writers, Lawrie Reznek, is, like Fulford, both a psychiatrist
and a philosopher. His work, which has not received the critical attention it
deserves, combines sophisticated philosophical analysis with an unmatched array
of provocative examples. His first two books [1987; 1991] compose one sustained
argument, applied by his third [1997] to the insanity defense.

4.3.1 Analysis

In his first book, although Reznek begins with the term ‘disease’, he soon notes
that the most general term for ‘negative medical conditions’ (65) is ‘pathologi-
cal.’ Pathological conditions include not just diseases, with their associated signs,
symptoms, and pathologies, but also injuries, poisonings, and miscellaneous states
like heat stroke and starvation (65-7). After a general discussion of taxonomic
realism in and out of science, he concludes that, unlike many other scientific cate-
gories, diseases share neither a real nor a nominal essence. That is, ‘disease’ does
not refer to a natural kind. Nor, in fact, can one even find qualities separating
pathological conditions called ‘diseases’ from those that are not. Likewise, patho-
logical conditions in general fail to be a natural kind. But one can analyze the
meaning of ‘pathological’. One hundred pages later, Reznek concludes:

A has a pathological condition C if and only if C is an abnormal bod-
ily/mental condition which requires medical intervention and for which
medical intervention is appropriate, and which harms standard mem-
bers of A’s species in standard circumstances. (167)

In his second book, Reznek states one further requirement on disease, which he
would presumably also apply to pathological conditions in general: that one cannot
acquire or remove the condition by a direct act of will [1991, 92]. In addition, in
both [1991] and [1997], Reznek adopts Culver and Gert’s requirement [1982, 74-
5] that a disease not have a distinct sustaining cause. But this seems to be a
requirement only on diseases, not on pathological conditions in general.

How does Reznek arrive at this analysis? In broad outline, he first concludes
that a condition is ‘pathological if and only if it has an explanatory nature that is
of a type that is abnormal and that causes harm or malfunctioning’ [1987, 91]. The
normality in question is ideal rather than empirical. The norms of health ‘cannot
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be theoretical,’ since, as he has already argued, ‘there is no natural boundary to
be discovered between normal and pathological conditions’ (95). Nor can they
be merely statistical. Whole populations already suffer from diseases — dental
caries in the West, dyschromic spirochetosis or intestinal worms in Africa. And
our whole species might be judged abnormal. For example, we might discover that
we all have a slight copper poisoning that lowers our IQ by 30 points, or a nuclear
war might kill everyone lacking Huntington’s chorea. Instead, we choose norms of
health by their ‘practical consequences’ (97).

[W]e wish to create certain priorities in dealing with all those conditions
that we would be better off without. We would all be better off if we
did not age, if we did not suffer from a need to sleep for 8 hours a day,
if we did not synthesize uric acid and thereby be liable to gout, etc.
But we are not diseased because of this — we are not diseased because
we are not supermen! ... [W]e regard [dental caries] as an abnormal
process because we choose to give its cure the same priority as we give
to the cure of TB and multiple sclerosis. ... We regard the process of
ageing as normal, because we consider that it is more important first
to rid ourselves of those processes we take to be abnormal. . . .

An important factor that will influence whether to regard some process
as normal is the ability we have to treat the condition medically. We
are unlikely to regard ageing as a disease, even though we would be
better off without it, because we are at present unable to do anything
about it. However, if we discovered a drug that enabled us to live
healthy lives to 200-years-old, would we not come to view the drug as
vitamin F, and regard our present ageing process as abnormal and as
a vitamin-deficiency disease? [1987, 94, 97]

Reznek next finds harm, not dysfunction, to be the second element of a patho-
logical condition. Endorsing an etiological account of function (ch. 6), he argues
that dysfunction is neither necessary nor sufficient for pathology. It is not nec-
essary because lack of a trait with no biological function — the female orgasm,
perhaps, or life itself after one’s last reproductive contribution — could still be
pathological, since harmful (131). It is not sufficient because functions can be
harmful, in which case their lack is not pathological. Here Reznek’s examples
are functions that harm, even kill, the individual to serve reproduction or group
survival. Adults of many species must die to reproduce, such as the male praying
mantis, who loses his head to ejaculate (111), or the female gall-midge, whose
young eat her alive (121). Hypothetically, we could imagine equally painful and
lethal self-destruct mechanisms favored by group selection. Lack of any of these
functions would benefit the individual, and would not, Reznek thinks, be patho-
logical. What makes an abnormality pathological is not dysfunction, but harm
(133, 170). After surveying various ‘theories of human good,’ he settles on a ‘nor-
mativist’ account of harm: ‘X does A some harm if and only if X makes A less
able to lead a good or worthwhile life’ (153). For human beings, good or welfare
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‘consists in the satisfaction of worthwhile desires and the enjoyment of worthwhile
pleasures’ (151). But all organisms, even those with no desires or pleasures, have
some sort of good or welfare defined by their flourishing (135).

To a first approximation, then, pathological conditions are harmful abnormal-
ities. But Reznek’s final analysis includes several amendments. First, reference
is made to species because ‘one species’ disease [is] another species’ adaptation’
(160). Malformed wings harm mainland flies, but, on a windy island, a different fly
species may be better off flightless. Second, standard circumstances are included
because diseases can be harmless to individuals in special environments. A victim
of hemophilia or immune deficiency may be lucky enough never to encounter the
danger against which he is defenseless (160). And, third, pathological conditions
harm only standard species members, not necessarily all of them. A man set on
being a jockey may welcome pituitary dwarfism; a woman who wishes no children
may be glad to be infertile (161-2). Finally, for pathological conditions, medical
treatment is both necessary and appropriate. It must be necessary because various
harmful abnormal conditions, such as starvation or being very cold, are not consid-
ered pathological, presumably because they can be treated by nonmedical means.
By contrast, hypothermia, which requires medical intervention, counts as patho-
logical (163). And medical treatment must be appropriate. If we discovered that
all criminals have a specific neurologic abnormality treatable by frontal lobotomy,
we might still reject such surgery, because we regarded criminal behavior as freely
chosen. Then we would not consider the neurologic state pathological, medical
treatment being inappropriate for it (167). Reznek reasserts this strong semantic
link between the pathological and medical treatment in the last two sentences of
his chapter: ‘Judging that some condition is a disease commits one to stamping it
out. And judging that a condition is not a disease commits one to preventing its
medical treatment’ (171).

In sum, Reznek’s analysis, at least in his first two books, is that condition C in
a member A of species S is pathological iff it satisfies five requirements:

1. C is abnormal

2. C is harmful to standard members of S in standard circumstances

3. Medical treatment of C is necessary

4. Medical treatment of C is appropriate

5. A cannot acquire or remove C by direct act of will.

Moreover, all five conditions, even the last, turn out to be value judgments, on
Reznek’s view. A final feature of his account is his thesis that, within a species, a
condition can be a disease in one environment but not another (85).

In his second book [1991], Reznek uses this analysis to defend the concept
of mental disease against all its leading critics, such as Eysenck, Laing, Szasz,
Sedgwick, Scheff, and Foucault. At the outset, the book describes ‘the medical
paradigm,’ consisting of eleven theses:
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T1. The Causal Thesis: A sub-class of abnormal behaviour is caused by dis-
ease.

T2. The Conceptual Thesis: A disease is a process causing a biological mal-
function.

T3. The Demarcation Thesis: A mental illness is a process causing a malfunc-
tion predominantly of some higher mental function.

T4. The Universality Thesis: Diseases are not culture- or time-bound.

T5. The Identification Thesis: Scientific methodology enables us to identify
diseases.

T6. The Epistemological Thesis: Scientific methodology enables us to discover
the causes and cures for these diseases.

T7. The Teleological Thesis: Psychiatry’s goal is the prevention and treatment
of mental disease.

T8. The Entitlement Thesis: Having a disease entitles a patient to enter the
sick role.

T9. The Neutrality Thesis: Besides the values implicit in the goal of preventing
and treating disease, psychiatry is neutral between any ethical or political
position.

T10. The Responsibility Thesis: Having one’s behaviour caused by a mental
illness in a certain way excuses one from responsibility.

T11. The Guardianship Thesis: Having a serious mental illness entitles the
psychiatrist to act against the patient’s will. (12)

But not all these theses, he finds, fit his own analysis. T2 and T9 are false, and
T7 needs revision.

4.3.2 Criticisms

Normality As Nordenfelt notes [2001, 40], the abnormality clause in Reznek’s
analysis of pathological condition looks redundant. It cannot mean statistical
abnormality, since Reznek is clear that disease can be typical and that the atypical
— e.g., Einstein’s brain — need not be disease [1987, 89]; but cf. [1997, 203, 212].
Nor can ‘abnormal’ have its special medical meaning of ‘pathological,’ since that
would make the other elements of the analysis superfluous. ‘Abnormal’ is also
redundant if it means the ‘prescriptive content’ (95) of disease judgments, since
that content is just elements (2)-(4). That leaves only the political dimension of
disease judgments, discussed below.
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Environmental relativity Reznek embraces the environmental relativity of
disease: “whether a process is pathological or not depends not just on its na-
ture, but on the relation of the organism to the environment in which it lives —
‘one environment’s adaptation is another’s disease’” [1987, 85]. As with similar
claims by Engelhardt and Nordenfelt, some critics say this confuses disease with
what causes disease. In medical thought, does a Masai’s black skin become patho-
logical if he moves to a region of low sunlight, where it causes rickets [1987, 86]?
Would a pygmy’s size be pathological if he began living with the Masai? Reznek
embraces the converse point that genuine diseases — e.g., hemophilia or immun-
odeficiency [1987, 160] — can be harmless in special environments. That is why he
requires a disease to be harmful ‘in standard circumstances.’ But if nonstandard
circumstances are just a different environment, this point seems to contradict the
environmental relativity of disease.

A special case of this issue is Reznek’s claim that pathology depends on social
values. Patterned scars in African culture, or European noblemen’s dueling scars,
are not pathological, he says, because the African scars are considered attractive
and the European ones enhanced a nobleman’s status [1987, 158]. On this view, it
would seem that the effects of African clitoridectomy are likewise not pathological,
at least if they make the girls better off within their own societies.

Medical treatment Reznek holds that we should define disease not, like Kräupl
Taylor, ‘as what doctors treat,’ but ‘in terms of what doctors ought to treat’ [1991,
165]. Specifically, a condition is pathological only if medical treatment of it is nec-
essary, appropriate, and fits our priorities. As to priority, are we really giving
tooth decay a higher priority than normal aging? Of course, we have better treat-
ment for it; but it is unclear that we are more likely to find a cure for cancer, or
genetic diseases, than for aging. That medical treatment must be necessary for a
genuine disease ill fits disorders like heat exhaustion or altitude sickness, which are
treated by moving the patient to a friendlier environment, or nutritional disorders,
which are treated by dietary change. This, of course, invites the question: what
treatments are medical? In his first book, Reznek said medical treatment can be
defined enumeratively, as drugs, surgery, ‘and so on’ [1987, 1, 163]. In his sec-
ond book, his thesis that rival views of mental illness all fit the medical paradigm
forces him to a broader view of medical treatment, encompassing psychoanalysis,
behavior therapy, cognitive therapy, and even education [1991, 49]. Moreover,
Reznek stresses that organisms human beings do not care about can still be dis-
eased: ‘Desert grass and pestilent [Australian] rabbits can have infectious diseases
(even though we have no interest in their survival) because the infection does them
harm’ [1991, 100]. So nothing about medical treatment is, in fact, necessary for
wild grass and rabbits to be diseased. Thus, Reznek sometimes ignores clauses (3)
and (4) in his later work.

Harm If to be harmed is to be made worse off, any analysis requiring harm faces
at least two problems: diseases of lower organisms and essential pathology. First,
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many philosophers, including all utilitarians, agree with Singer [1994, 200] that
nonsentient beings have no interests. Beings without interests cannot suffer harm
or benefit. Yet biologists freely attribute diseases to plants and lower animals.
Even harm-requiring writers like Wakefield and Reznek discuss disorders of bac-
teria or grass. Presumably, lower organisms can in some sense be damaged, as by
mutilation, or destroyed. But that is equally true of artifacts like cameras, cars,
or robots, to none of which health or disease is attributed. Unlike artifacts, lower
organisms can be killed; but this is of little aid, since not all diseases are lethal.
To explain harm and benefit for plants and lower animals, Reznek [1987, 135],
like other writers, appeals to von Wright’s doctrine [1963, 45] that every living
organism has a good of its own. But a further worry about univocality is raised
by Reznek’s account of human good in terms of ‘the satisfaction of worthwhile
desires and the enjoyment of worthwhile pleasures’ [1987, 151]. Can the lives of
viburnums, slime molds, or bacteria fail to be worthwhile?

Second, given what Feinberg [1986] called ‘the counterfactual element’ in harm,
no essential property can be harmful. On some views, such as Kripke’s [1980], one’s
genotype, or aspects thereof, are essential to one’s identity. Then genetic diseases
such as phenylketonuria — especially those involving gross genetic abnormality,
like Down’s or Turner’s syndrome — cannot make their bearers worse off. With-
out them, their bearers would not have existed at all (cf. [Kahn, 1991; Zohar,
1991]). An interesting issue combining both problems is raised by Roy Sorensen:
contrasentient pathology. Not only does, say, anencephaly prevent all conscious-
ness, but one even wonders if there is a definite human being who would have
been sentient without it. If not, then, again, anencephaly is not harmful, since it
has no victim. To accommodate essential pathology, writers could, of course, try
replacing harm with another disvalue category missing the counterfactual element.

‘Political dimension’ of disease judgments In all three books, Reznek says
that what conditions we call pathological should be affected by the social effects
of so doing. In choosing what is normal, we choose not only ‘what sort of people’
we ought to be, but also ‘what sort of society we ought to create’ [1991, 169].
Illustrating the former choice is our decision to call grief normal. To illustrate
the latter, Reznek uses examples of male baldness, black skin, and homosexuality.
Suppose that homosexuality is intrinsically harmful, and medical treatment for it
appropriate; in other words, suppose that homosexuality fits all elements (2)-(5)
of Reznek’s analysis. Still, he says, it should not be called pathological, since to
do so would create a social ‘stigma,’ perpetuating prejudice (169). To Nordenfelt,
this pragmatic view of nosology ‘undermines all the sharp theoretical analysis that
Reznek performs at other places’ [2001, 41].
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5 SOME OTHER ACCOUNTS

Other philosophers who have written at length on health concepts, are often cited,
or both, are as follows. The list is far from complete.

5.1 Clouser, Culver, and Gert

K. Danner Clouser, Charles M. Culver, and Bernard Gert [1981; 1997; see also
Culver and Gert, 1982] define ‘malady’. They wish this term to have the common
content of all the ‘disease words,’ such as ‘injury’, ‘illness’, ‘sickness’, ‘disease’,
‘trauma’, ‘wound’, ‘disorder’, ‘lesion’, ‘allergy’, ‘syndrome’, and so on [1997, 177].

Individuals have a malady if and only if they have a condition, other
than their rational beliefs or desires, such that they are incurring, or
are at a significantly increased risk of incurring, a harm or evil (death,
pain, disability, loss of freedom, or loss of pleasure) in the absence of a
distinct sustaining cause. [1997, 190]

On this analysis, the authors say, malady is a normative concept because harm
is. But since only ‘basic harms’ are at stake — death, pain, disability, loss of
freedom, and loss of pleasure — and on these there is general agreement, the
disvalue of malady is universal and objective (184). Only increased risk of such a
harm is required, since many conditions, such as HIV infection or hypertension,
are maladies before they have ill effects. A malady must be an internal condition
of the individual — not, for example, being in jail or falling off a high building
— and also not sustained by an external cause, like a wrestling hold or a hot sun
(186-90). Finally, a rational belief (e.g., that one has lost a fortune in the stock
market) or rational desire (e.g., to climb mountains) is not a malady.

Abnormality is neither necessary nor sufficient for malady (190). Its nonneces-
sity is illustrated by several of the authors’ ‘troublesome borderline cases.’ Preg-
nancy, menopause, and teething are definite maladies; still, the authors say, ‘plau-
sible changes’ (205) in their definition would exclude them. For medicine, of course,
as for biology, nothing is more normal than an uncomplicated pregnancy. Men-
struation, moderate shortness, and old age are already nonmaladies on the current
definition (205-210).

5.2 Whitbeck

Caroline Whitbeck [1978; 1981] defines health as ‘the psychophysiological capacity
to act or respond appropriately in a wide variety of situations,’ meaning ‘in a
way that is supportive of, or at least minimally destructive to, the agent’s goals,
projects, aspirations, and so forth’ [1981, 611]. One thing that can reduce health
is diseases, i.e.,

(i) psychophysiological processes which
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(ii) compromise the ability to do what people commonly want and
expect to be able to do,

(iii) are not necessary in order to do what people commonly want to
be able to do, and

(iv) are either statistically abnormal in those at risk or there is some
other basis for reasonable hope of finding means to effectively treat
or prevent them. (615)

But the concepts of health and disease are ‘concepts of different orders.’ Health is
‘much more than the absence of disease,’ and ‘a high level of health is compatible
with having some disease’ (624). Moreover, besides medical conditions, there is
another class of conditions that often reduce health: ‘self-alienation conditions’
(625), such as weakness of will, self-deception, and self-hatred.

5.3 Pörn

Ingmar Pörn [1984; 1993] calls his theory of health ‘the equilibrium theory.’ A
person is healthy when his repertoire, the sum of all his abilities, is adequate to
his personal profile of goals [1984, 5]. That is, he has the right internal resources
to reach his goals; of course, the right external opportunities for action may not
exist. A person who is not healthy is ill. Diseases are processes with a ‘causal
tendency to restrict repertoires and thereby compromise health’ (6).

5.4 Richman

Kenneth Richman [2004], extending Richman and Budson [2000], offers a theory
of health of the same kind as Whitbeck, Pörn, and Nordenfelt, but with at least
two novel features. One is to distinguish, for human beings, between health of
the person and health of the organism (28), as some writers do for death in the
literature on defining death. A second new idea is to use a person’s “objectified
subjective interest” (45), as judged by an epistemically idealized version of himself,
to fix the goals that define his health.

5.5 Spitzer and DSM

In response to 1970’s gay activists’ challenge to the pathological status of homosex-
uality, the American Psychiatric Association’s Task Force on Nomenclature and
Statistics asked Robert L. Spitzer to study the concept of mental disorder [Spitzer
and Williams, 1982, 16-7]. Ultimately, Spitzer and Jean Endicott proposed a gen-
eral definition of medical disorder, which, in a ‘highly abbreviated form’ omitting
many interesting provisos, is as follows:

A medical disorder is a relatively distinct condition resulting from an
organismic dysfunction which in its fully developed or extreme form is
directly and intrinsically associated with distress, disability, or certain
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other types of disadvantage. The disadvantage may be of a physical,
perceptual, sexual, or interpersonal nature. Implicitly there is a call
for action on the part of the person who has the condition, the medical
or its allied professions, and society.

A mental disorder is a medical disorder whose manifestations are pri-
marily signs or symptoms of a psychological (behavioral) nature, or if
physical, can be understood only using psychological concepts. [1978,
18]

The authors go on to offer detailed ‘operational criteria’ to apply this definition,
with many examples of disorders and nondisorders, including the sexual orienta-
tions that prompted the exercise.

Notable in the short version are (i) a dysfunction requirement and (ii) a dis-
advantage requirement, which together are very like Wakefield’s later harmful-
dysfunction analysis. In one way the definition looks weaker than the HDA, since
the dysfunction need only be harmful in fully-developed or extreme form. In an-
other way, it looks stronger, since a disorder ‘calls for action’ by patient, doctor,
and society. This feature seems similar to DSM’s restriction (see below) to ‘clini-
cally significant’ conditions.

Neither the Task Force’s original proposal nor Spitzer and Endicott’s analysis
was incorporated into DSM. But, beginning with DSM-III, which Spitzer edited,
each edition has stated some version of a closely related analysis. Here is the
DSM-IV version:

In DSM-IV, each of the mental disorders is conceptualized as a clini-
cally significant behavioral or psychological syndrome or pattern that
occurs in an individual and that is associated with present distress
(e.g., a painful symptom) or disability (i.e., impairment in one or more
important areas of functioning) or with a significantly increased risk
of suffering death, pain, disability, or an important loss of freedom. In
addition, this syndrome or pattern must not be merely an expectable
and culturally sanctioned response to a particular event, for example,
the death of a loved one. Whatever its original cause, it must cur-
rently be considered a manifestation of a behavioral, psychological, or
biological dysfunction in the individual. Neither deviant behavior (e.g.,
political, religious, or sexual) nor conflicts that are primarily between
the individual and society are mental disorders unless the deviance or
conflict is a symptom of a dysfunction in the individual, as described
above. [APA 1994, xxi-xxii]

We lack space for detailed discussion of this analysis, except to note that to
require clinical significance means that DSM’s target concept may be, not patho-
logical condition, but pathological condition of a certain severity. Spitzer and
Williams write:
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The phrase ‘clinically significant’ acknowledges that there are many
behavioral or psychological conditions that can be considered ‘patho-
logical’ but the clinical manifestations of which are so mild that clinical
attention is not indicated. For this reason, such conditions are not in-
cluded in a classification of mental disorders. ... [The] syndrome of
caffeine withdrawal never leads to seeking professional help. There-
fore, it is not included in DSM-III as a mental disorder . . . . [1982,
19-20]

If so, DSM may differ from, say, ICD’s concept of nonmental disorder [WHO,
1994]. To mention only skin disorders, there is no need for cellulitis (L03), freck-
les (L81.2), sunburn (L55), male-pattern baldness (L64), prematurely gray hair
(L67.1), acne (L70.0), or scars (L90.5) to be severe, or to be a ‘call to action’ by
anyone. For further discussion of the DSM classification, see, among many other
sources, Wakefield [1992b; 1997a; b], Sadler, Wiggins, and Schwartz [1994], Sadler
[2002], Horwitz [2002], Cooper [2005], Sadler [2005], and Bolton [2008].

5.6 Cooper

Rachel Cooper holds that ‘a condition is a disease if and only if it is a bad thing
to have, sufferers are unlucky, and it is potentially medically treatable’ [2005, 41].
First, mere abnormalities, such as ginger hair or genius, are not diseases since they
are not bad. Moreover, being bad for society cannot make a condition a disease;
it must be bad for the individual who has it (23). Cooper finds it irrelevant
whether or not most cases of a condition are bad. If sterility were advantageous to
most sterile people, it would still be a disease for the rest. Conversely, recognized
disease-types are not diseases in individuals for whom they are a net benefit; e.g.,
if a schizophrenic enjoys his hallucinations, or an artist his color-blindness, their
conditions may not be pathological for them (26).

To be diseased, a person must also be unlucky, in that he ‘could reasonably
have hoped to have been otherwise’ (29). That is, there must be a ‘good number
of possible worlds consistent with the laws of human biology where people like
[him] are in a better state’ (30). Since human biology requires teething, it is
not a disease; but human biology does not require blindness. Nor does it require
conditions that may be universal, such as tooth decay now, or leprosy after a
nuclear holocaust (30, 32). To the problem of essential pathology, Cooper replies
as follows. Even if Fred, who has Huntington’s chorea, has it in all possible worlds,
he is still unlucky in that ‘[t]here are many possible people like him who are better
off’ (31).

Thirdly, diseases must be potentially medically treatable. If no cure is available
now, there must be reasonable hope for a future one. Sometimes, when a medical
cure becomes available, a condition becomes a disease, as when shyness became
treatable by paroxetine (32). But bad, unlucky conditions easily treatable by
nonmedical methods, like fatness or a poor haircut, are not diseases. Cooper
suggests defining medical treatment not enumeratively, like Reznek [1987, 163],
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but sociologically, by stating who are ‘doctors and other medical personnel’ (33).
Finally, what is medically treatable is not only a technical question, but also a
social one. Thus, homosexuality ‘ceased to be considered a disease as it became
socially unacceptable to treat it’ (34).

Cooper notes that insofar as each of her three criteria is vague, her account is
too (35). Answering other objections, she holds that unwanted pregnancy due to
contraceptive failure is, in fact, a disease. She believes that her account applies
unchanged to higher animals; but, for plant diseases and some animal diseases, the
badness requirement needs reinterpretation along the lines of Nordenfelt’s human-
centered account. A condition is bad for a plant if it makes the plant deviate from
the ‘ideal standards’ of its breeders. Similarly, a female dwarf rabbit, who has
more problems giving birth, does not have a genetic disease, since ‘she is as the
rabbit breeder wants her to be’ (37).

6 AFTERWORD

Three final points about our summary of health literature are worth making. First,
we can see clear differences among writers’ target concepts. Among those taking
health to be the absence of disease or disorder, Boorse claims to analyze a pathol-
ogist’s concept, whereby many pathological conditions are wholly local and trivial.
By contrast, Spitzer says that not all pathological states are disorders, and Wake-
field excludes from medical disorder various conditions listed as such in ICD-10,
because they do not harm the person as a whole ‘in the practical sense relevant
to disorder’ [1992a, 384]. This suggests some tension between pathological and
clinical views of disease in ordinary medicine. Other writers, such as Nordenfelt,
make health the absence of illness, so that a person with early cancer can be in
perfect health.

Second, our summary wholly omits the topic of nosology, the division of the
field of pathological conditions into individual entities. Though Reznek has two
chapters on nosology [1987, ch. 10, 11], writers discussed above have less to say
about how disease entities should be identified and distinguished than about what
makes a condition pathological in the first place.

Third, the authors we have surveyed mostly lack any systematic treatment of
the crucial topic of health comparisons. In most practical contexts, one needs to
know not just whether a condition is pathological, but how severe it is. Doctors
must judge not only whether a patient has a disease, but whether it needs treat-
ment, and, if so, when its treatment is making the patient healthier absent a full
cure. Given limited resources and the constraints of liberty, social policy on dis-
eases, mental or physical, always requires an estimate of how important specific
conditions are to patient or society. One may hope that, years hence, a survey
article like this one will be able to discuss a wide range of theories, not just of
pathology and health, but of their degrees as well.
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7 FOR FURTHER READING

The easiest entry points to the writings of the authors in section 4 are as follows.
Boorse’s most concise summary of his view is [1987], covering roughly the same
material as [1976b] and [1977]. Wakefield states his basic position on disorder
in [1992a], elaborating on function in [1999b]; he applies these ideas to DSM in
[1992b] and [1997a; b] and replies to manifold critics in [1999a; b]. The basic source
for Nordenfelt’s account is his book [1987; rev. ed. 1995]; for Fulford, [1989]; for
Reznek, [1987; 1991].

Among various works not discussed above, book-length treatments of the topic
of mental health include Svensson [1995], Tengland [2001], Pickering [2006], and
Bolton [2008]. An influential older classic on health and disease by a physician is
Canguilhem [1966/1978]. Wachbroit [1994] argues that a unique kind of normality,
neither statistical nor evaluative, is central to biology. Nesse [2001], drawing on
Nesse and Williams [1994], presents an evolutionary perspective on defining dis-
ease. And Vácha [1985; 2004] offers stimulating essays on the pitfalls of normality
in biology and medicine.

Finally, two interesting anthologies on health and disease are Caplan, Engel-
hardt, and McCartney [1981] and Caplan, McCartney, and Sisti [2004].
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MEDICAL ONTOLOGY

Jeremy R. Simon

A prime desideratum in any field of philosophy is a clear understanding of the
entities under consideration. (I use “entity” in the most general sense. Entities
may be real, constructed, mind-dependent or even non-existent, or at least fic-
tional.) In philosophy of medicine, this calls for an understanding of the nature
of individual diseases. By “disease” here, I mean, very roughly, the diagnoses
physicians apply to their patients: melanoma, tuberculosis, cystic fibrosis, etc.
Posing the question using the standard realist/anti-realist dichotomy, are these
real entities or not, and, whether real or not, what exactly are they?

We shall return soon to these questions and spend the bulk of this chapter
considering the various responses to them. Before we do this, however, we must
spend some time clarifying two ambiguous usages in the last paragraph. First,
what do we mean by “disease”? What is the relationship, if any, between this
topic and the question of distinguishing disease from health? Second, we should
be clear on what we mean by realism and anti-realism, which are hardly univocal
terms in philosophy.

1 PRELIMINARIES

1.1 Disease, Diseases, or Conditions?

It might appear that before we can address the primary question of this chapter we
must first settle the difficult problem of distinguishing between disease and health.
(See chapter by Christopher Boorse in this volume for a discussion of this issue.)
After all, how can we consider the nature of diseases without being able to properly
identify them, and how can we do that without knowing what “disease” means —
that is, without having an account that picks all and only diseases? Fortunately,
this appearance is deceptive, and we can indeed consider the nature of individual
diseases without first knowing how to distinguish disease and health. Instead of
beginning with diseases as such, we can begin simply with those entities actually
of interest to medicine, i.e., the various diagnoses that are made. Our question
will then be, to what do these diagnosis names refer and what is the nature of
these referents? When a doctor says that a patient has X, where X is lung cancer
or cystic fibrosis, etc., what is the nature of that X? The word “disease” does not
enter in at all.

Even once we clarify that we can talk about diseases without a clear sense of how
disease differs from health, using “disease” to refer to the entities we are discussing
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in this chapter may still be problematic. First, there are many conditions whose
ontological status we might be interested in, such as broken bones (or, better,
particular types of broken bones, such as Laforte II or Colles’ fractures), that we
would not ordinarily think of as diseases. We should not preemptively exclude such
diagnostic entities from our analysis. Second, use of “disease” would obscure the
fact that the entities we are interested in here need not necessarily be diseases under
any account of the distinction between disease and health or even be of interest
to therapeutic medicine. Therefore, a more neutral term might be desirable to
denote the entities in question here — those entities which are either themselves
disease entities or have the same ontological nature as disease entities. One term
that might do is “medical conditions.”

On the other hand, virtually all of the writers who have discussed the ontology
of what we might now call “medical conditions” have used “disease” to denote the
entities they are considering. Changing the terminology makes it difficult to enter
into dialogue with these writers. Therefore, despite the above complications, I too
will use “disease” to denote the subjects of our inquiry. I ask the reader to keep
in mind, however, the various caveats that must implicitly be raised each time I
use this term.

1.2 Realism and Anti-realism

We are now ready to shift to our primary focus. But before addressing the ontology
of diseases in particular, with its emphasis on realism and anti-realism, we should
make clear how we will understand these terms, which can be used in so many
different philosophical contexts.

When people feel ill, they go to the doctor for a diagnosis or diagnoses. We can
describe this interaction as follows. After hearing about what troubles the patient,
the doctor determines which of the patient’s particular complaints can be joined
together into a single diagnosis, or disease token (perhaps identifying more than
one such token, if not all of the patients complaints seem to be related to the same
problem) and then identifies the type or types to which the patient’s disease token
or tokens belong. In this setting there are then two questions on which realists and
anti-realists about diseases disagree. First, is there a correct answer, independent
of any classificatory decisions by the physicians or others, as to which of a patient’s
complaints, findings, etc., belong to an individual token? According to the realist,
if the doctor is correct when she says that her patient’s cough and abdominal pain
are part of the same disease (token), then there is some underlying physical entity
that unites these symptoms. The anti-realist, however, believes that even at this
level the doctor has made a subjective, perhaps pragmatic, choice.

The second question that distinguishes medical realists from anti-realists is, are
the types into which we organize disease tokens real? Do they represent features of
the underlying structure of the world, essentially, natural kinds, or do we arrange
tokens and choose means of identifying the types to which they belong based
on various subjective criteria? As a slogan, we can say that the realist believes
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that diseases are discovered, the anti-realist, that they are invented. To be more
concrete, for our purposes, the realist about diseases answers yes to both of the
above questions and the anti-realist answers no to both.1 This dichotomy, of
course, leaves open space in the middle. It is possible, at least in principle, to have
a mixed theory, realist about disease tokens but not about types. The relevant
disease token may be given to us by the outside world without there necessarily
being a real type to which it belongs. This would be analogous to acknowledging
the reality of individual organisms, that is, saying that individual creatures can
be distinguished from their surroundings in a way which we would call realist,
and not based on pragmatic or other anti-realist criteria, but denying that any
collection of these real individuals form real species. (It is much more difficult to
see how one could be a realist about types without being one also about tokens.
One would have to hold that the tokens do not exist until we create them, but
that, once we do so, Mother Nature swings into action and creates objective types
to cover these tokens.) For most of this chapter, we will restrict the term realist to
those who are realists about both types and tokens and anti-realist to those who
are anti-realist about both. Mixed theories will be considered separately, after we
have understood realism and anti-realism as defined here.

The preceding two paragraphs provide only the most basic sketch of what it
means to be a realist, anti-realist, or mixed theorist about disease. The remainder
of this chapter will be devoted to elaborating and evaluating these positions. How-
ever, before proceeding to the body of our analysis, we must note some questions
that we will not discuss in this chapter. First, we will not engage the epistemo-
logical problems of metaphysical realism as we have defined it. Even assuming
that disease types and/or tokens are objective features of the real world, and even
assuming that we grant that we can have epistemic access to the external world
in general, can we have the epistemic access to diseases necessary to justify the
statements we make about them, and if so, how? This is certainly an important
question for metaphysical realists about diseases, for, as we will discuss in the next
section, diseases differ metaphysically in significant ways from simple objects even
for realists about both. However, answering this question requires a detailed con-
sideration of medical epistemology and methodology, an inquiry which is beyond
our scope here. For our present purposes, we will simply grant the realist that if
there are real diseases we can have access to them.

Second, what follows is written with somatic medicine, as opposed to psychiatry,
in mind. This is not because the analysis is necessarily inapplicable to psychiatry,
but because there are many relevant issues in the philosophy of psychiatry that are
still unsettled. At some point, we may be able to see whether our current analysis

1It will not be necessary, however, for a realist to claim that disease tokens are material,
causally efficacious, entities that impinge on bodies, which are then said to “have” the disease in
question. There is a sense in which such an account of diseases might be called realist, and any
other, anti-realist. We shall consider this question briefly when we examine realist accounts of
diseases, as there are some such accounts which are best understood in this way, but ultimately,
we will conclude that there is no serious question in this regard. Whatever a disease is, you
cannot capture it in a box and display it.
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applies to psychiatric diseases as well. If it can, then no further work will need
to be done. If not, it will be clear that psychiatric diseases are not ontologically
similar to somatic diseases, and require a chapter (or book) of their own.

2 REALISM

We shall begin our consideration of medical ontology with realist accounts of dis-
eases. First, we will enumerate various positions and identify their defenders. This
will be followed by a consideration of arguments for and against these accounts.
Of course, arguments for realism are often also arguments against anti-realism,
and vice versa, so that a given argument is often relevant to our discussion of both
positions, albeit for the prosecution in one place and the defense in the other. To
avoid needless redundancy, I have distributed the material as follows. Any point
that can be fully understood within the context of the discussion of realism I have
placed in this section, with a reference to it later at the appropriate place in the
discussion of anti-realism. Any point that could be best understood only after
considering some issues specific to anti-realism I have deferred to that section.

2.1 The Positions

A survey of various realist theories that have been proposed is complicated by
two factors. First, even those who explicitly identify themselves as realists about
diseases often fail to specify what they mean by “realist,” although sometimes a
partial explication is implicit in their writings. Second, we have ourselves combined
two questions — those of type and token realism — that are not necessarily dealt
with by any single author. This failure to deal with both issues is usually due to a
lack of clarity, and not an excess of focus, on the part of these authors. However,
this lack of clarity can make it difficult to unambiguously identify most writers as
realists in our sense of the term (i.e., about both types and tokens). Therefore,
most of the positions below must be seen as reconstructions of possible positions
suggested by the literature, rather than as definitively attributable to specific
authors. I will nonetheless indicate which authors appear to be advocating, or at
least suggesting, the various positions.

The best place to begin our discussion is with realist accounts of disease tokens.
A realist about disease tokens holds that, in at least some people, there are diseases
present and these individual diseases are real parts of the external world. For the
moment, this statement will not be at issue. But, granting that these individuals
exist, the question remains, what is their nature? What do disease tokens consist
of for the realist?

Probably the most venerable form of disease token realism might be called
concrete realism. For the concrete realist a disease is a (non-abstract) entity that
can exist separate from a host. When a host encounters and acquires such an
entity, he then has the disease in question. Thus, when we say “Charlie has a
cold” we mean this in the most concrete sense of the word “has,” just as we do
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when we say “Charlie has a dog.” The disease is entirely separate from the patient
and not even partially a state the patient enters into. The earliest examples of this
type of account would probably be ancient theories that diseases were evil spirits
invading the body. More recently, early adherents to the germ theory of disease,
who thought that one had a disease if and only if one was infected with the relevant
bacterium, may well have held such views. More recently still, it seems safe to say,
this position has been discarded. It requires the postulation of ghost-like disease
entities, separate from the causes commonly identified for diseases. While there is
no proof that such ghosts do not exist, their material and causal natures are so
mysterious as to take us back to the days of evil spirits. Nothing in our current
scientific worldview would lead us to believe that such entities exist.

Leaving such ontologically extravagant accounts of disease tokens aside, then,
we can examine instead accounts of disease tokens which, while granting diseases
reality, do not grant them independence from the body of the patient. In giving
such an account of the nature of disease tokens, realists seek not to grab hold
of some mysterious entity that explains and indeed constitutes the presence of
a disease, but rather to identify those features of a patient in which a disease
consists. Such accounts could allow us to admit diseases into our ontology without
expanding it in a fundamental way. There are, as far as I can tell, six variations on
this position. The first identifies a disease with a bundle of signs and symptoms; to
have a disease is to have the relevant signs and symptoms. The second identifies a
disease with the underlying physiological state of the body in question. The third
identifies a disease with a process the body is undergoing. Finally, these three
can be turned into six by creating compound positions by saying that a disease
is a bundle of signs and symptoms, a state or a process plus a cause, that is, by
requiring that the given signs and symptoms, state or process be brought about
by a specific cause.

1) Concrete realism — diseases are entities wholly separable from
the person bearing them.

2) Diseases as a bundle of signs and symptoms.

3) Diseases as a bundle of signs and symptoms plus a cause.

4) Diseases as an underlying physical state of the body in question.

5) Diseases as an underlying physical state of the body in question
plus a cause.

6) Diseases as a bodily process.

7) Diseases as a bodily process plus a cause.

Figure 1. The varieties of disease token realism
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We noted earlier the difficulty in interpreting realist writers — their failure to
clearly indicate what they mean by realism. However, citations from a few authors
who at least appear to hold these views may help flesh them out a bit.

Keeping this in mind, we can examine examples of at least the three primary
positions we identified. Let us start with the view that signs and symptoms play
the essential role, to which L. J. Rather appears to adhere. Rather’s disease-entity
“is a discrete, orderly pattern of [clinical] events” [1959, p. 366]. In explicating
the type of events he means he quotes at length Sydenham’s classic description of
gout, a description that consists for the most part of signs and symptoms, along
with a few epidemiological observations, and summarizes Sydenham’s description
as containing “everything which . . . has] any bearing on the [clinical] problem”
[p. 367]. In sum, what we have been calling a signs-and-symptoms view identifies
diseases with a constellation of observations which can be made by and about the
patient — complaints the patient makes, such as pain, nausea, etc., and observa-
tions the physician makes, such as swelling, rashes, pulse, temperature, etc. These
are the observations ordinarily made in the clinical course of events, at least at
the current time, and thus the signs-and-symptoms view ties diseases to the notice
we take of them. For example, the entity (untreated)-type-1-diabetes might be
the combination of low insulin production, elevated blood glucose, excessive thirst
and urination and perhaps generalized fatigue.2

The next class of positions, the disease-as-state view, is exemplified by Rudolph
Virchow, who wrote that “the disease entity is an altered body part, or . . . an
altered cell or aggregate of cells, whether tissue or organ” [1895/1958, p. 192].
The disease, for Virchow, does not consist in a particular set of observable man-
ifestations or in the functional state they represent. Rather, it is the underlying
disordered state of the body. The disease is whatever has altered, or gone wrong.
Ultimately, this is to be assessed at the lowest possible level, which, for Virchow,
was the cell. More generally, the disease-as-state view holds that the underlying
state of the body is the disease, however it is manifested and however we mea-
sure it. The description is secondary; what matters is the state of the patient,
which, given our current understanding of the world, can only truly be given at

2Note that although this example refers to a disease type, we are here concerned with disease
tokens. At this point in the discussion, we have taken no position on the nature of the types
into which these diseases are grouped, that is, whether they are real or not. The only realist
assertions we are now considering is that the disease tokens of individual patients are real parts
of our ontology. It is, however, extremely difficult to talk about a disease token that has no name,
i.e., type. Therefore, here, and for the rest of this section dealing with disease tokens, reference to
particular disease types in examples should be understood only as a way to more easily identify a
particular token which is ordinarily considered to belong to the named type, without making any
assertion about the nature of the type itself. In other words, the last sentence of the text may
be read as shorthand for: “For example, the disease of a hypothetical patient (one who, were he
to be seen by a contemporary physician would probably be diagnosed) with (untreated)-type-
1-diabetes, might comprise the combination of low insulin production, elevated blood glucose,
excessive thirst and urination and perhaps generalized fatigue,” and mutatis mutandis elsewhere.
The reference to type 1 diabetes here only serves to focus the reader on certain common knowledge
to make the example more readily understandable. It is not necessary, however, for stating the
position or giving an instance of it.
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the elementary particle level. Thus, for the state view, one way of describing the
entity (untreated)-type-1-diabetes is to refer to altered structural or biochemical
features of the insulin producing parts of the pancreas and the overall state of
glucose metabolism in the patient. However, this description is at best a partial
substitute for the true description of the disease, which would describe the changes
in the patient at the lowest level without reference to higher levels of organization,
which may or may not truly reflect the underlying states; whatever has changed
in the patient is the disease.

The final view, disease-as-process, is proposed by Whitbeck [1977]. She ex-
plicitly refuses to identify a disease either with its cause or with a static state of
the individual. Diseases, unlike abnormal conditions (hare-lip is her example) are
characterized, at least in part, by following a specific course. Therefore, to ignore
the temporal aspect of a disease is to mischaracterize it. Rather, we must acknowl-
edge disease as consisting of a sequence of signs and symptoms and of pathological
changes. Thus, for her, type 1 diabetes is not merely decreased insulin produc-
tion, increased thirst, and structural and biochemical alteration of the pancreas.
Rather, it essentially includes diachronic features such as the process leading up
to the change in pancreatic insulin production as well as the effects the change in
glucose metabolism has on the patient, such as, perhaps, blindness and vascular
disease. It is not just the state of the patients, but their course, that matters.

In addition to deciding which of these three views, diseases as signs-and-symptoms,
as states or as processes, to accept, realists about disease tokens have one more
decision to make. Any of the three positions sketched above can be modified by
adding the specification of a particular cause to the account of diseases. Thus, to
a signs-and-symptoms account we would add to our account of the nature of the
disease in question the fact that these signs and symptoms were brought about
by a particular cause. For example, to move away from diabetes for the moment,
sickle-cell anemia may be anemia and painful crises caused by a particular genetic
mutation.

We have seen now seven total positions among which a realist about diseases
may choose in describing the nature of tokens of these real diseases. To be a
realist in the full sense we identified, however, it is not enough to choose one of
these accounts of disease tokens and maintain that they describe the nature of
real tokens. One must further hold that that in addition to real tokens, there are
also real disease kinds. That is, the external world imposes a correct sorting of
disease tokens into kinds, although we will say no more here about what those
kinds consist in. Any one of a variety of realist accounts of natural kinds could
potentially serve, especially essentialist ones of the Kripke-Putnam variety [Kripke,
1980; Putnam, 1975], or even of the sort championed by Ellis [2001; 2002].

2.2 Arguments for Realism

Now that we understand within a range of options what it is to be a disease
realist, we can examine various arguments for and against these positions. In
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general, arguments for realism tend to run downhill from types (higher-level) to
tokens (lower-level), but not all the way. That is, they generally make a case for
the reality of disease types, thus implying the reality of the tokens. They do not,
however, provide differential support for any particular account of tokens.

The first argument, with which any account of realist arguments must begin,
is a version of Putnam’s “no-miracles” argument [1979, originally due to Smart
[1963]. Temkin [1961, pp. 646-7] appears to have something like this in mind. The
general form of this argument is that unless the terms of scientific theories refer,
and the theories themselves are at least approximately true, there is no explanation
for the fact that our theories succeed in describing the world we see around us. In
the absence of realism, we would have to consider it a miracle that our scientific
theories accurately describe and predict what we see.

In the case of medicine, this might be explicated as follows. Medicine is clearly
successful, at least in the twenty-first century, in treating certain diseases and in
developing therapies for others that we were previously unable to treat. If diseases
are real entities, we can easily explain this success. By identifying a real disease,
we identify an entity whose features are fixed by nature and therefore repeat
each time it is instantiated. We can then study these features, learn how they
fit into the causal structure of the world, and thus predictably manipulate them
in research, diagnosis and treatment. The anti-realist, it seems, can tell no such
story. If the types of diseases we identify are not given to us by the natural world
but rather are selected by us, e.g., to meet certain pragmatic goals, why should
we expect that they would obey any set of predictable rules that would allow
us to reliably control them? In the absence of an underlying structure tying the
various tokens together into a type, what could explain the predictable response
to stimuli by the various tokens? Another way of understanding the realist’s claim
is as follows. If our disease terms do not, for the most part at least, successfully
refer to natural law-abiding kinds, how can a practice based on the use of these
terms allow us to make accurate predictions of the type that underlie our successful
medical research, diagnoses and therapies? What else other than these kinds could
explain our success?

Related to the no-miracles argument are appeals to inference to the best expla-
nation (IBE), such as that of Reznek [1987]. Reznek states that “possession of a
distinct cluster of properties is evidence that objects [such as diseases] belong to a
natural kind — most objects that share a significant cluster of properties will also
be members of the same natural kind” [p. 175, emphasis in the original]. However,
although related to no-miracles arguments, IBE is much easier to dismiss as an
argument for realism. For, it is not truly an argument for realism so much as a
statement of realist methodology. The appropriateness of IBE is precisely what is
at stake between realists and anti-realists generally. What the realist sees as onto-
logical conclusions based on evidence, the anti-realist sees as merely ungrounded
metaphysical speculation. The fact that an explanation is good, or even the best,
does not make it true for the anti-realist; more direct evidence is needed for that.
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Returning to a consideration of Temkin’s work, we find that he brings a second
argument for the existence of real disease types as well. He notes that many who
work at combating specific diseases never see a patient, and do not think in terms
of individuals. For example, Pasteur, who developed a vaccine to protect against
rabies, never saw a patient with rabies prior to the vaccine’s first, successful,
use. Pasteur was a chemist, working in a laboratory. How could he have created
a treatment for sick individuals (as opposed to a particular disease), as Temkin’s
anti-realist claims he did, without ever seeing a sick individual or knowing anything
about them? Rather, argues Temkin, there must be a disease type, separable, at
least in some sense, from the patient, which Pasteur could study in the laboratory
without any patients being present.

Although related to the no-miracles argument, this version of the argument
seems to suffer from some unique weaknesses. Pasteur may have worked in a lab,
but he did not work in a social vacuum. The anti-realist could well argue that even
though Pasteur himself did not encounter or consider any patients in his studies,
the notion of rabies he used was not arrived at in complete isolation from, and with
no relationship to, individual patients. Rather, it developed out of others’ experi-
ence with many particular patients and then entered general medical use, whence
Pasteur clearly had access to it. Thus, the anti-realist may claim that Pasteur’s
rabies concept was ultimately, if indirectly, derived from actual patient contact,
even if he had none. His success against rabies could just as well be described
as success regarding a pragmatic grouping of patients as it could be described as
success regarding a real grouping. Furthermore, in claiming that the ability to
study a disease separate from any patient argues for realism, Temkin seems to be
relying on a concrete realist account of disease ontology, whereby the disease can
be physically separated from the patient. We noted above many problems with
this view. Finally, we have the much less abstract objection that although Pasteur
may not have treated humans, he certainly had access to sick animals. Placing
the burden of the argument on his separation from human patients assumes that
human and animal diseases, at least in cases like rabies, do not belong to the same
type. Although this may be true, the claim certainly needs further argument.

Turning again from Temkin to Reznek, we will find another argument from
medical practice. Reznek believes that our criteria for differentiating diseases
show that it is analytically true that diseases form natural kinds, and he cites the
case of gout vs. pseudogout as an example [p. 178]. Both gout and pseudogout are
inflammatory reactions to the deposition of microscopic crystals in joints. Until
recently, all patients with the symptoms characteristic of these depositions (par-
ticularly, joint pain, tenderness and swelling) were considered to have gout. It was
then discovered that in some cases the crystals were made of urate and in other
cases calcium pyrophosphate.

Reznek argues that at this point, having discovered that either one of two
different explanatory natures (which is Reznek’s term for what distinguish natural
kinds one from another), the presence of urate or calcium pyrophosphate crystals,
could account for a given case of gout, medicine had two options. Either it could
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decide that the disease gout, having two different explanatory natures, was not
after all a natural kind, but could nonetheless continue to be counted as a single
disease, or it could conclude that there are two diseases with different explanatory
natures here — gout, with inflammation due to urate crystals, and pseudogout,
a reaction to calcium pyrophosphate crystals. Since the latter course was chosen,
and according to Reznek “whenever a syndrome does not have a single nature,
it is concluded that it consists of more than one disease entity” [p. 178], Reznek
concludes that diseases are natural kinds. In other words, if diseases are not real
kinds, why break up a perfectly useful one just because it was found to have more
than one explanatory nature. Only the fact that diseases must be real kinds,
argues Reznek, could motivate the abandonment of the old gout.

Beyond the ambiguity of what Reznek means by “explanatory nature,” there
are two further problems with this argument. First, he provides no evidence that
the decision to distinguish gout from pseudogout was made on realist grounds as
opposed to pragmatic ones. Perhaps medicine suspected that patients falling into
these two groups may be susceptible to different therapies and should therefore be
considered separately. This would certainly seem to be adequate reason to distin-
guish between gout and pseudogout even if one did not think that diseases must
be real kinds with only one explanatory nature. If this were the case historically,
the example would not show that realism is analytically true, as Reznek claims it
does, since gout and pseudogout would be artificially constructed, and not natural,
kinds. Rather, it would provide an example of anti -realist construction. Reznek
does not provide enough information to distinguish these two possibilities. How-
ever, even if we grant that those who separated gout from pseudogout did so on
realist grounds, attempting to distinguish distinct real kinds with distinct explana-
tory natures, we cannot draw any ontological conclusions from this fact. At best,
we could conclude that the medical community believes that diseases form natural
kinds and that the discovery of multiple natures necessitates the division of dis-
eases. They may, however, be mistaken. Distinctions between individual diseases
may not in fact reflect, or even attempt to reflect, distinctions in the underlying
nature of reality but rather (unrecognized) pragmatic choices. A racist’s belief
that whites have a different nature from other races does not make it so, and the
medical community is no more ontologically powerful. Belief does not generate
reality. Ontology does not recapitulate psychology.

The next argument for realism, which we might call the consilience argument,
comes from Rather [1959, p. 368]. Over the course of history, through any number
of changes in scientific theories, therapeutic tools and goals, and diagnostic meth-
ods, certain diseases have remained persistently identifiable and identified. Thus,
for example, we may note the Hippocratic descriptions of epilepsy and mumps,
both of which are clearly recognizable today, as well as Sydenham’s account of
gout. If disease types are only recognized as a result of various pragmatic con-
cerns, what explains this historical persistence?

Although this argument for realism is plausible, it ultimately relies on inference
to the best explanation. The real existence of diseases is cited as the best expla-
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nation for the observed consilience. However, as we noted above, the anti-realist
denies that this is a legitimate mode of argumentation. Even though it may in-
deed be true that real existence is the best explanation of the phenomenon, the
anti-realist does not allow that this fact is evidence for such existence. The point
here is not that there is a specific objection to the argument; disease realism may
indeed provide the best explanation for consilience. However, since the argument
ultimately relies on the discredited (according to the anti-realist) mode of argu-
ment (IBE), they will not gain the realist further traction against the anti-realist,
who has already rejected out-of-hand such forms of evidence for realism.

Rather [1959, p. 369] presents a second argument as well, one which prefigures
Fodor’s [1974] account of the special sciences and which applies not to realism
generally, but specifically to Rather’s preferred state-and-symptom view. Here,
Rather is responding to the argument against realism, to which we will return at
the end of the next section, that it is impossible to say that two people have the
same disease given that there will always be countless similarities and differences
between any two people, even those who supposedly have “the same” disease, and
that it is impossible to non-arbitrarily identify the similarities in virtue of which
they “really” have the same disease. Whereas it may be true, Rather responds,
that at the deepest micro-level no two people, even sufferers from the same disease,
are ever identical, reduction to this level may not be appropriate for medical
science, and therefore, these differences cannot be held against the claim that two
patients have the same disease. At the more appropriate macro-level there are
relevant similarities/identities that make the identification of disease types non-
arbitrary. As it stands this “argument” is more of a statement of one realist’s
faith than a proof for the existence of diseases; Rather gives no evidence of these
higher level identities. However, it does provide the framework for a more complete
argument supplemented with an identification of such similarities or identities.

2.3 Arguments against Realism

Having seen the arguments in favor of realism, let us now turn to arguments against
realism. Unlike arguments for realism, which, as we noted, tend to support realism
generally, the arguments we will present here often militate against accepting
only a particular account or type of account within realism. Thus, we must pay
attention not only to the quality of the arguments, but also to their particular
targets.

The first few objections we will consider only apply to causal realisms, accounts
that identify diseases at least partially with their causes, that is, those types of
concrete realism, such as nineteenth century germ theory, which identify diseases
entirely with their causes, as well as those versions of the disease-as-state, -process
and -signs-and-symptoms views which included causes in their disease specifica-
tions.

The most obvious objection to causal realism comes from the complexity of the
causal tree and is raised by Whitbeck [1977, p. 635]. No diseases are the result
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of one-to-one interaction between a host and a pathogen. As with any effect, the
causal network behind a disease is more complicated than that. We know that for
any putative disease cause there are genetic and environmental factors affecting
host susceptibility. To take a contemporary example, HIV is not the cause of AIDS.
Infection with HIV and the presence (or absence) of as yet unidentified host factors
causes AIDS. Witness such long-term non-progressors as the novelist and critic Ed-
mund White, who was found to be infected with HIV twenty-five years ago but has
not developed full-blown AIDS, despite beginning anti-retrovirals only four years
ago [Teeman, 2006]. Likewise, the amino-acid phenylalanine is toxic only to those
with a specific genetic mutation, causing severe mental retardation. Conversely,
this genetic mutation causes mental retardation only if the host ingests phenylala-
nine (whence the warnings on aspartame-flavored drinks). Vaccination may be the
simplest case in point. Infection with the variola virus only results in smallpox
in patients who have not previously been exposed to the vaccine. Certainly, HIV,
variola or a certain genetic mutation may often be the most explanatorily salient
causal feature in the patient’s history. But explanatory salience, being interest-
relative, is not metaphysically significant, at least not for a realist. Since no part
of the causal tree can be picked out as metaphysically significant by itself, no part
can be included in the disease. (The option of including the entire causal tree is
clearly not plausible, as the disease would then extend temporally and spatially
far away from the current patient.)

We must note that, rhetoric aside, the problem here is not that there is no
way to identify HIV as causally responsible for AIDS. On a probabilistic account
of causality, such as that advanced by Suppes [1970] and Cartwright [1983], it
is enough that the presence of HIV increases the probability that a person will
have AIDS. This is indisputable; the chance of having AIDS without HIV is zero.
However, since some people with HIV never develop AIDS, there must be some
other factor involved. A plausible theory, and one which will do for our current
purposes, is that non-progressors lack a certain protein, present in those who
progress to full-blown AIDS, that gives the virus access to the parts of the body it
must reach for AIDS to develop. In that case, the extra protein is also a cause of
AIDS; no protein, no AIDS. But, Whitbeck would argue, from among the causes
they might consider, causal realists mean to include only HIV in the essence of
AIDS. They do not mean, and no reasonable person could want, to include this
proposed protein, which has been present in the patient from birth, as part of
the essence of AIDS. Whitbeck’s objection is that there is no ontologically salient
difference between the virus and the protein. Since the latter is not part of the
disease, neither is the former. We can strengthen the objection by noting that it is
unlikely in general that there is only one additional factor (“the protein”) beyond
the conventional cause (“the virus”) involved in most diseases. The number of
factors is vast, and including all of them in the cause would blur beyond reason
the distinction between the disease and the causal history of the person who has it.

When we consider the objection in this light, one possible response for the
causal realist presents itself. Although the causal tree is vast, there are ontologi-



Medical Ontology 77

cally significant distinctions. One could consider as part of the disease only those
causally relevant factors which actually enter the body of the patient, or, if one
wants to include the protein, which are present in the body of the patient at the
time that the disease is present. Spatially (and temporally) limiting the disease is
not ontologically arbitrary and would presumably limit the number of causes that
must be considered.

Engelhardt [1985] and Severinsen [2001] also argue against realism by consider-
ing the problems of identifying causes. They note that we recognize diseases, such
as rheumatoid arthritis, with unknown etiologies and which we are not even sure
have a single etiology in all cases. This implies that we have a means other than the
cause of identifying the disease, and therefore we cannot define a disease based on
its etiology. Likewise, they, as well as Whitbeck [1977] and Temkin [1961], cite dis-
eases with multiple possible etiologies against (causal) realism. Temkin’s example,
appendicitis, is merely the infectious inflammation of the appendix. Any number
of different types of bacteria can lead to this inflammation, which is nevertheless
generally acknowledged to constitute a single disease-entity.

The causal realist could plausibly respond to many of these arguments. Some of
the arguments presented above beg the question against the realist who identifies
diseases with, or at least partially in terms of, their causes. Part of the point of
considering the nature of diseases, at least for the realist, is to determine which
of them are real. Perhaps appendicitis, if not all cases have the same cause, is
not a single real disease. As for the complaint that there is no objective way of
identifying the cause of a disease, a causal realist might respond that if we could
find a single causal feature common to all and only cases of a single disease, we
might be justified in calling this the unique ontologically salient cause, even if it is
not the cause, full stop. For example, if (apparently contrary to fact) all and only
those exposed to HIV developed AIDS, then perhaps we could (at least partially)
ontologically identify AIDS with the HIV virus. Finally, the causal realist could
respond to Engelhardt and Severinsen’s objection from rheumatoid arthritis by
saying that until its cause is identified, its status as a real disease is only tentative,
and if no cause is found in common to all cases, it will be stricken from the roll of
diseases, all appearance that it may belong there notwithstanding.

Despite the room for these responses by the causal realist, it might seem wiser
for realists in general to avoid these problems altogether by renouncing causal
versions of their positions, as it is not clear why a realist should feel constrained
to adopt causal realism. Let us therefore consider now objections that apply to
realism more generally, regardless of the place of causal factors in their accounts.

The first of these, which may be called “the problem of extremal diseases,”
comes from Reznek [1987]. “Extremal disease” is Reznek’s term for those dis-
eases, such as essential hypertension or anemia, which differ from a state of health
quantitatively, but not qualitatively [p. 179]. Thus, everyone has a blood pressure,
but some people’s is too high; everyone has red blood cells, but some people have
too few. If we accept that if there are any natural kinds there ought to be joints
between them at which we can carve nature, how can hypertension, which is es-
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sentially continuous with normotension, form a natural kind? On the other hand,
if realists admit that extremal diseases do not form natural kinds and are therefore
not diseases, we may ultimately find that there are no diseases, as it is possible
that all diseases, even those that appear to be discontinuous with health, could
turn out to be extremal, with the appearance of discontinuity, where it arises,
being the result of threshold phenomena or other such illusions.

Reznek does not intend this to be a general attack on realism; he himself is
basically a realist. He simply intends to show that some diseases are not natural
kinds. However, the argument seems to apply to realism in general, for if, as he
acknowledges is possible, all diseases are extremal, there would then turn out to
be no real diseases.

The solution to this problem, for the realist, seems to be to acknowledge that
extremal diseases are not diseases without agreeing that the risk that there will
be no realistically acceptable diseases is a problem. The fact that it could turn
out that, on a realist account, there were no real diseases is not an adequate
argument against the realist. The acceptance of any sort of natural kind is always
an empirical claim. The fact that a theory does not logically imply that there are
at least some natural kinds is neither a problem nor surprising. Empirical claims
cannot support that type of burden, nor are they designed to.

The next problem to consider is a version of Laudan’s [1981] “pessimistic meta-
induction.” As we saw above, the realist, in the no-miracles argument, claims that
the success of our medical practices provides evidence for the assertion that our
disease terms refer to real, natural, kinds. For, if our practice was not based on
an understanding of the underlying nature of the world, how could we successfully
predict and manipulate the future in medical contexts, i.e., research, diagnose and
treat diseases? The response to this claim, according to the meta-induction, is to
point out the many disease types that we now dismiss as spurious, but which, in
their time, played a role in apparently successful medical practices. Thus, fever
was, for many physicians for many years, a disease. Likewise, at least for John
Hunter, syphilis comprised both the disease we now recognize as syphilis as well
as the one now known as gonorrhea. As a third exhibit we may note that before
Sydenham, gout covered many arthritic inflammations and not just hyperuricemic
ones. We would not grant that Sydenham’s successful treatment of gout (as he
understood it) and fever warranted the conclusion that they were real entities,
since we now know that they are not. Yet if Sydenham would have been wrong
in his success-to-reality inference, why are we more justified in the twenty-first
century?

We should note that although this argument is based on Laudan’s, there is one
significant difference. The traditional meta-induction, most commonly applied to
various physical sciences, concerns the reality not just of the entities the theory
posits, but also the truth of the theory itself. Thus, quantum physics not only
implies the existence of electrons, but it also purports to describe the laws of the
universe in which these electrons are embedded. In the medical case, however, we
have only the entities in question — disease types. With only a few exceptions,
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such as Brunonian medicine of the eighteenth century, medical theories do not
themselves provide laws the entities they recognize are subject to. Even such
quasi-scientific approaches to medicine as seventeenth century iatrophysics and
iatrochemistry pointed more to the types of laws they believed were relevant than
to specific laws. At any rate, modern medicine seems to have no place for unified
theoretical structures like those of physics, and so can only be judged on the failure
of past nosographies and not on past theorizing.

This distinction between medicine and the usual targets of the meta-induction
closes off some realist responses to it while freeing medical realists of other apparent
difficulties. Thus Worrall’s [1989; 1994] structural realism, with its allegiance to
the structure of past successful theories but not the entities they posit, will have
no relevance to theory-free, and entity-rich, medicine. Likewise, it is difficult to see
how to apply Kitcher’s distinction between presuppositional and working posits
(see [1993, pp. 143-9]). Kitcher’s response to Laudan is to distinguish between
entities that were critical to a theory’s success (working posits) and those that
served a merely heuristic purpose but could have been eliminated from the theory
without reducing its success (presuppositional posits). In medicine, the absence
of an overall structure (or theory) in which reference to logically unnecessary
but heuristically helpful entities can be embedded makes this distinction highly
problematic.

If Kitcher’s and Worrall’s approaches do not seem relevant to defending medicine
from the meta-induction, Psillos’s [1996] “divide et impera” strategy takes on new
strength when applied to a theory-free domain. Psillos suggests that we rescue
realism from the meta-induction by granting the realist imprimatur only to those
constituents of a theory that were responsible for past sciences’ empirical successes.
If these and only these features of past sciences have been retained in our current
science, we can then block the meta-induction. For, in that case, the success
of past sciences did not in fact rely on false claims. The empirically productive
parts of science will have remained constant and realistically viable. The historical
embarrassments to realism which Laudan relies on, such as ether and phlogiston,
can be safely ignored. They never really were part of the theory in the first place.

Clearly, the success of Psillos’s defense of realism relies on the truth of the
empirical claim that the essential features of past sciences have been retained in our
current practices. Prior to assessing this claim, however, we must have a criterion
for distinguishing between essential and idle constituents of a theory. Furthermore,
this criterion must be applicable in real-time and not only in hindsight. Otherwise,
in assessing current science, we will have no way to reliably bestow the status “real”
only on the real constituents that our science correctly identifies and thus no reason
in general to believe in the constituents of our current accounts. Psillos claims that
such a criterion is readily available. We have but to ask the leading scientists of
the day. Thus, according to Psillos, the leading physicists of the early eighteenth
century, such as Laplace, Lavoisier and Carnot, themselves withheld full belief
from the notion of caloric, viewing it as too unsupported to fully accept. This is in
contrast to their attitude towards, e.g., the adiabatic propagation of sound in air,
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to which they committed fully. Of course, the division between caloric heat and
adiabatic sound propagation is precisely the distinction we would, in hindsight,
want them to make, since we still accept the latter, and Psillos claims that at least
prominent scientists reliably and more or less explicitly withhold (full) belief from
all, or almost all, of the idle constituents of their theories while bestowing it on
those constituents that are indeed essential to the theories’ empirical successes.
Thus, to avoid believing in unreal entities (and laws), we have only to pay more
attention to the scientists themselves.

Psillos’s response to the meta-induction has recently been attacked by Stanford
[Stanford, 2003a; 2003b]. Stanford argues that in finding the scientists of the past
to be reliable judges of essentiality, Psillos relies on a selective reading of history.
Thus, although it is true that in the nineteenth century many scientists expressed
skepticism about the ether, as Psillos asserts, this in general was confined to the
specifics of various mechanical models of the ether. This limited skepticism, how-
ever, is not enough for Psillos’s purposes. He needs there to be skepticism about the
very notion of any sort of mechanical medium being necessary for the propagation
of electromagnetic waves, since this is what was dropped with the abandonment of
the ether, not particular models like Green’s elastic solid or Stokes’s elastic jelly.
Unfortunately, we find that even Maxwell himself was committed to the idea that
a material medium was necessary for the propagation of electromagnetic waves:

In fact, whenever energy is transmitted from one body to another in
time, there must be a medium or substance in which the energy exists
after it leaves one body and before it reaches the other, for energy,
as Torricelli remarked, “is a quintessence of so subtile a nature that
it cannot be contained in any vessel except the inmost substance of
material things.” [Maxwell, 1955, vol. 2, p. 493, quoted in Stanford,
2003a, p. 560]

If Maxwell himself did not see that the ether was problematic, it would appear
that scientists are not reliable judges of which constituents of their own contem-
poraneous theories are idle. No useful distinction can be drawn by considering the
views of scientists themselves, who were often fully committed to the theoretical
constituents we now know to be false, or unreal. Thus, according to Stanford,
Psillos’s criterion fails the real-time test.

At this point we see medicine’s strength in opposing the meta-induction. For,
rather than relying on the perhaps implausible, and according to Stanford, false,
claim that leading scientists have a reliable nose for reality, we can, in the case of
medicine, make use of a much simpler, and less tendentious, criterion for distin-
guishing in real-time between those theoretical constituents, i.e., diseases, which
are essential for medicine’s success and hence real, and those which are not. That
criterion is success. In order to determine, at any point in history, which of our
disease entities we ought to believe are real, we have but to ask ourselves, which
of them do we use successfully? Which of them are we able to diagnose and treat
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effectively?3 This criterion can be used at any time, in real-time, to determine
which disease entities then in use ought to be believed in and retained. If past
generations failed to do this, it is not because the criterion is only applicable in
retrospect, but because they lacked the requisite epidemiological concepts. If they
had more closely examined the clinical utility of their disease entities, they would
have known which entities to withhold belief from. Conversely, by examining these
past utilities ourselves, we could identify which, if any, historically discarded diag-
noses we ought to reintroduce into our nosology. Of course, it may emerge that no
disease entities of the past meet this criterion for essentiality. In that case, how-
ever, the meta-induction has been completely neutralized, as there would then be
no past successes with which to challenge current medicine. However, even assum-
ing the ancients did know a true thing or two about medicine, the meta-induction
would simply prod us to enlarge our current ontology, not abandon it.

If such a simple argument from success is available to counter the meta-induction
here, why can the realist not use it to diffuse the general meta-induction? The
reason, again, lies in the theoryless-ness of medicine. In medicine, each individual
entity can be used on its own, independent of other specifically medical beliefs (as
opposed to biological or physiological ones). If the entity malaria meets our success
criteria, no other constituents (i.e., diseases) are even apparently implicated in this
success. Malaria’s success is not used to support belief in skin cancer. In theoretical
sciences, however, this is not the case. On the surface, at least, any successes the
caloric theory had must be imputed to the theory as a whole, caloric substance
and all. It is possible that certain parts of a theory may be otiose, but there is
no reason for anyone who has adopted the theory as successful to believe that. A
simple argument from success would affirm the reality of the caloric fluid. Teasing
out the otiose elements in real time, therefore, requires more subtle tools, such as
those suggested by Psillos. Unfortunately, as we saw, these tools are neither easy
to come by nor particularly resistant to the elements.

If medical realists are particularly well equipped to deal with the meta-induction,
let us see how they fare against other general anti-realist attacks. The next objec-
tion to disease realism we will consider can be called “the strangeness objection.”
This is the claim that diseases are simply not, ontologically, the sort of things that
can be considered real either as tokens or in being subject to laws of nature/able
to form natural kinds. The prototypical law-obeying entities, elementary particles,
are all strictly identical, and this is at least part of what makes them susceptible
to being covered by unchanging universal laws of nature. Members of biological
species, which are neither identical with each other nor evidently subject to their
own particular laws, are at least bound together materially, through biological de-
scent, and thus have a naturalistically understandable means of being connected as
a kind. Although neither of these conditions is clearly necessary for forming a nat-
ural kind, and their applicability may be arguable even in the cases we just raised,

3Although I do not intend to propose a formal account of medical success here, as a rough
approximation, we may apply the standards now applied in clinical research for deciding what
therapies and diagnostic tests to use.
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they at least provide a way of understanding the connection between members of
these sorts of kinds. Disease tokens of a given type, however, are neither identical
with one another nor connected in a historical-material manner. It is thus unclear
what binds them together as kinds. Related to this argument is the claim that
disease tokens are not even the sort of entity which can be considered real. For,
unlike all other real entities, they are not physically contiguous and independently
existing objects. They may be embedded in such an object, a human body, but,
be they processes, states or sets of signs and symptoms, disease tokens cannot be
separated from a body and displayed on their own. It is not clear wherein their
reality lies. This argument that diseases are not real tokens incidentally provides
a further argument that they cannot form natural kinds given our argument above
that one cannot be anti-realist about tokens and realist about types. Diseases are
thus too strange to form natural kinds or even to be granted reality as individuals.
(Note that this objection is most specifically not applicable to causal realism, since
such accounts can identify and connect diseases based on their causes, which may
be legitimate candidates for belonging to natural kinds.)

The obvious response to this objection is that it merely restates the conclusion
of the disease anti-realist (but scientific realist). If we can identify patterns in
human bodies which repeat themselves in different times and places, and which
respond in predictable ways to outside influences, why shouldn’t these count as
real entities? To restrict in this way the kinds one might admit to one’s ontology
is to prejudge the issue.

The final set of arguments against realism is perhaps the most traditional and
general. First, if diseases are real parts of the natural world, we would expect them
to behave with the (law-like) regularity we expect from the rest of the natural
world. If this is the case, why do different people with the “same” disease respond
differently to the same “effective” treatment? The regularity expected of nature is
difficult to discern in medical practice and research. The medical generalizations
that doctors use to guide their practice appear to be mere rules of thumb next
to what we know of physiology, let alone physics. Furthermore, how could we
possibly identify diseases based on the similarity between cases? There will always
be countless similarities and differences between any two disease tokens, be they
of the same type according to the realist or different. (This second question is
raised by Severinsen [2001].)

These two objections highlight the difficulty realists have in identifying the rel-
evant similarities and differences among cases. Treatment failures, for a realist,
have three realistically acceptable causes. The first possibility is that heteroge-
neous cases have incorrectly been included under a single disease type. That is,
what appeared to be cases of the same disease were in fact instances of different
disease types. The second explanation the realist can avail herself of is that the
failure is due to our missing relevant differences in the “experimental situation”
of two different cases of the same disease. Although we were correct to identify
both cases as representing the same disease type, we did not take into account
differences in the diseases’ environment, i.e., in the patients’ physiology or envi-
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ronment, that alter the diseases’ responses to the intervention in question. The
relevant laws may be more complicated than “Disease X + Therapy A = cure.”
The third possibility, which is really a version of the second, is that the relevant
regularities are probabilistic generalizations and not strict laws. Of course, some
realists may balk at the notion of a universe governed to this extent by probabilis-
tic laws (even if quantum weirdness is acceptable, medical weirdness may not be).
Nevertheless, the route is available to them as realists.

Despite these potential responses, the anti-realist surely has a serious challenge
to the realist here. Even if the realist is right that the underlying structure of
the universe sets out disease kinds, how could we ever know this? What sort of
objective findings could lead us to the knowledge that such complicated entities
as diseases form kinds and how they do so? How could we ever come to the
conclusion that diseases are real entities? Certainly the realist needs to provide
an epistemology to answer this question, and this will be no trivial task. As we
noted at the outset, however, it is not the task we face here. At this point we
are only trying to describe the world according to the realist, however it is that
we come to know about it. Furthermore, even without an epistemology, realists,
at least by their own lights, do have some evidence that the challenge can be
met. The no-miracles argument we encountered before indicates that somehow or
another we in fact are successful at sorting these tokens into diagnostically and
therapeutically effective groups (which are real, or natural, kinds). The problem
the last two anti-realist objections pose for the realist is thus not whether we can
do this, but how. The anti-realist’s epistemic challenge only works if one does not
believe that one has evidence that the task can in fact be done. Realists believe
they have this evidence.

3 ANTI-REALISM

3.1 Preliminaries

In the preceding section, we examined, under the heading “Realism,” accounts
of the nature of disease entities that grant existence to both disease types and
tokens. With this criterion for being realist, it should be enough for a position
to refuse real status to either disease types or tokens to be classified anti-realist.
However, as we indicated above, we will only consider accounts that are anti-
realist about both types and tokens as anti-realist. In addition to providing a
“purer” form of anti-realism for initial consideration, this restricted anti-realism
describes most of the non-realist positions in the literature, and thus seems to be
a reasonable category for consideration. Mixed theories, realist about tokens and
anti-realist about types, will receive separate treatment later. (We saw above that
the converse of this, realist about types and anti-realist about tokens, is not a
plausible position.)

The structure of this section is somewhat more complicated than that of the
last. We will begin with a very brief and general statement of what anti-realism
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about diseases amounts to. This will be followed by a consideration of the various
types of anti-realism current in philosophy of science (constructivism, empiricism,
instrumentalism and reductionism) leading to the conclusion that of these, con-
structivism is best, if not uniquely, suited to the case of diseases. Next we will
develop a taxonomy of potential constructivisms regarding diseases, identifying a
total of fifteen different positions along two primary axes, as well as some other
secondary distinctions between positions. We will then survey the literature to
consider where various anti-realists about medicine fall in this taxonomy. At that
point we will be prepared to assess disease anti-realism.

3.2 Disease Anti-realism Generally

What, then, do disease anti-realists claim? In the terms laid out in the first
part of this chapter, anti-realists deny that the diseases — types or tokens —
that we identify are either part of, or given to us by, the underlying structure
of our world. That is, at least roughly, the types do not form natural kinds
and the tokens are in no way wholly picked out by mind-independent features of
the world. Rather, diseases are structures whose existence consists ultimately in
certain peoples’ decision, whether conscious or not, to acknowledge them. Note
that the anti-realist is not claiming merely that disease concepts, like “pneumonia,”
are the result of human decisions. This would be platitudinous. Even those we have
called disease realists can, and probably would, agree that had there never been any
people there never would have been the concept “pneumonia.” Rather, whereas
the realist claims that there are underlying natural structures that these concepts
try, ideally successfully, to reflect, for the anti-realist, disease concepts neither
aim to nor can refer to anything other than disease tokens or patient substates
which have been recognized by certain authoritative individuals or groups. It may
be possible to critique these recognitions as better or worse, but the grounds for
this critique, for an anti-realist, cannot be extent of the correspondence of the
recognized structures with structures that are given to us by the world. What
the grounds for assessment can be is what is at issue between various anti-realist
positions.

Before investigating this variety of anti-realist accounts, we must first under-
stand what it is that unites all anti-realists regardless of their particular account.
This unifying feature is their claim that diseases — both types and tokens — are
constructs devised and chosen by the human mind, not underlying features of the
world as the realist claims. For example, it may be that diseases are constructed
by physicians to maximize the usefulness of the therapies currently at hand. Al-
ternatively, it may be patients who construct diseases in an effort to maximize
their political clout.

The use of the word “construct” in the last paragraph is not meant to be a con-
tentious reference to social constructivism. Rather, it serves merely to acknowledge
that anyone who denies that the world imposes disease categories on us but claims
that there are indeed such categories, i.e., an anti-realist, eo ipso claims that we
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impose our own categories. However, the usefulness of the word here implies that
constructivism may indeed be amenable to application to medical anti-realism.
Are the two positions, medical constructivism and medical anti-realism, actually
equivalent?

Anti-realists as a group may be understood as being united in the claim that
theoretical statements within their chosen domain have a defective relationship
with truth as compared with simple observational statements and thus cannot be
understood to be true in the same way that such observational statements are.
Anti-realists differ only in their assessment of this defect. Constructivists claim
that the defect is in the nature of the truth-makers for the relevant statements —
human choices rather than the nature of the mind-independent world, but this is
only one possible account of the defect. What of the other possibilities?

Within scientific anti-realism, at least, there seem to be three other generally
recognized accounts of the defect. First, we may claim, a la van Fraassen, that
theoretical claims may have truth-values, but that if so they are epistemically
inaccessible to us. (See, e.g., [van Fraassen, 1980].) Second, we may deny that
theoretical claims have any truth-value at all, understanding them as “merely lin-
guistic, uninterpreted tools for systematizing observations and making predictions”
[Niiniluoto, 1991, p. 145]. Finally, the relevant statements may be understood as
reducible to other, non-disfavored, statements. Are any of these positions, which
we will refer to, respectively, as empiricism, instrumentalism and reductionism,
applicable in the case of diseases, at least given our definition of anti-realism?

First, empiricism. I want to start with this merely to set it aside. The problem
with it in our context is that while it is often considered an anti-realist position in
the general dialectic, it does not pass our test for anti-realism. Empiricism about
diseases does not claim that real diseases do not exist, but only that, if they do,
we lack epistemic access to them. So for now, we will exclude empiricism from
consideration and turn to instrumentalism.

What would instrumentalism about diseases amount to? The claim would seem
to be that any statements about disease types or tokens, such as “bacterial menin-
gitis can be cured with the antibiotic ceftriaxone” (a gross, but I think harmless,
simplification) or “this patient has bacterial meningitis, so if we do not administer
ceftriaxone she will die,” are not in fact making statements about a particular
disease but are merely “uninterpreted tools,” in Niiniluoto’s words, helping us to
make predictions, based on past experiences, about the future of a certain patient
or group of patients we encounter. What does it mean, however, for the appar-
ent references to diseases to be uninterpreted? In standard scientific anti-realism
about, say, elementary particles, what this lack of reference means is more or less
clear. When we say that after powering up the collider and sending a beam of
protons against a beam of antiprotons we got a stream of muons, what we are
really saying, according to instrumentalists, is that in the past, when we have
turned on the collider with such-and-such settings (“streams of protons and an-
tiprotons”), we have observed certain tracks in the cloud chamber photographs
(“muons”), and we saw them again this time. Similarly, regarding types, when we
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say that proton-antiproton collisions create muons, what we are really saying is
that in the past, when we have turned on the collider with such-and-such settings,
we have observed certain tracks in the cloud chamber, and we expect to see them
again under similar circumstances. Apparent references to elementary particles
are merely a shorthand way of collating and relating the details of different obser-
vations and predictions. What we are really talking about, however, are colliders
and photographs, not any microentities.

This works relatively well when talking about unobservable entities. In the
absence of any direct sightings of protons and muons themselves, there is no in-
herent problem in interpreting away references to them. We are not left with any
unexplained perceptions; we have no intuition that the track is, in any sense, the
actual muon. We realize that our references, even if we believe them to be real
and not merely apparent, are to things that we do not directly see and that hence
may not be there; it could be the case that there is nothing more to this part
of the world than colliders and cloud-chamber tracks. The same cannot so easily
be said in the case of diseases. Diseases do not appear only in our attempts to
explain certain observations, but, on a näıve level at least, seem to be present in
the observations themselves. Pneumonia is, again roughly and näıvely, the fever,
cough, shortness of breath, etc., we see in the patient. At least, we may feel that
we are directly observing the disease under these circumstances in a way we are
not observing electrons in a cloud-chamber. Symptoms are, or at least are part
of, the disease in a way that a cloud-chamber track is not, or is not part of, a
muon. The question we are asking is, what is the nature of these diseases we seem
to directly perceive? Apparent references to diseases cannot be dissolved inside a
black box. The question would remain for the instrumentalist, what is wrong with
the patient, what does the patient have?

There would appear to be one response here for the potential instrumentalist
about diseases. It is, as we implied above, rather näıve to say that we directly
perceive a disease, in this case pneumonia, in a patient’s fever, cough, shortness of
breath, etc. Indeed, such claims are precisely what anti-realists deny. Instead of
seeing a disease in the symptoms, they see symptoms in the disease. That is, they
eliminate, at least formally, all talk of diseases and replace it with descriptions of
the relevant symptoms. Or, for those who are somewhat differently inclined, we
can talk of culture results, x-ray findings, biopsy results or biochemical states of
the patient instead of symptoms. If we thus do not directly perceive them, perhaps
diseases really are like elementary particles.

The problem is that the position just described is not instrumentalist. Our
references to diseases are not uninterpreted; they are reduced to statements about
the patient. We thus appear to have switched from our second sort of anti-realism,
instrumentalism, to our third, reductionism. Instrumentalism remains inapplicable
to diseases. But even if this reductive account is applicable to medicine, is it anti-
realist by our criteria? Clearly not. Many of the realist positions we identified
in the last section performed precisely this type of reduction. What distinguishes
realist from anti-realist reductionism in our terms is the means used to identify
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the proper reduction for the disease term in question. If the set of symptoms, lab
findings, biopsy results, etc., are determined by the underlying structure of the
world, then the position is realist. Only if it comes from elsewhere do we have
anti-realism. Once we have reached this point, however, we seem to have returned
to constructivism. For, if our categories, at least in this domain, are not imposed
by nature, where else could they come from but within? This self-imposition of
categories is the essence of constructivism.

3.3 Constructivism in Medicine — Overview

We see then that forms of anti-realism other than constructivism have serious
difficulties if applied to diseases. The impression that constructivism is the best
interpretation of disease anti-realism is strengthened by the fact that, as we will
see, all of the positions currently in the literature are constructivist. We will,
therefore, be restricting our further discussion to constructivism, and will often
use “constructivism” and “anti-realism” (in the medical context) interchangeably.
Even once we confine ourselves to constructivism, however, there are several ques-
tions we need to answer to understand what constructivism in medicine amounts
to. Granted, it is the human mind, and no (other) part of nature which imposes
order on our experience of diseases. But who constructs the diseases we accept,
and why do they get to choose? What criteria do they use, and is choice really
the best term, or is the selection made subconsciously, without the freedom choice
seems to imply?

Before addressing these various questions, let us see, in a general way, what it is
to construct diseases — types and tokens — as anti-realists claim we do. Tokens
first. For an anti-realist, there is no fact of the matter as to which of a patient’s
features constitute his disease. Rather, we are free, in principle at least, to identify
any set of components of the patient’s overall state as constituting that patient’s
disease (although further consideration of the details of constructivist accounts will
yield some limits on this freedom, as we shall soon see). These components need
not even be ontologically similar. Thus, we may choose to say that a particular
patient’s disease at a given time comprises a particular derangement of cellular
metabolism, the presence of a certain microbe in her brain and her headache.
However, we could also say, instead, that her disease at this time comprises her
blood-pressure, white blood cell count and weight, and even deny that the factors
listed in the last sentence have any place in our medical practice or discourse.
(Although we could also, instead of banishing these factors from medicine, reserve
the option to recognize them as features of other diseases.) Or we could choose
any other set of symptoms and features, some of which may not even be nameable
with our current physiological vocabulary. Of course, being anti-realists and not
anarchists, this freedom to pick out whatever disease we want from a patient’s
current state is not absolute. The disease token we identify must serve some
predetermined purpose. This purpose, however, will not be the realist’s purpose
of revealing the underlying truth and structure of the world, but one which uses
man as the measure.
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Similarly with disease types. For anti-realists, the decision of which disease
tokens or patients should be brought together as members of a particular disease
type is not driven by a desire to match our grouping to nature’s. Rather, the
goal is to create types which will best further the non-realist goals of medicine. In
short (although this may not follow directly from what we have just said) for an
anti-realist, a disease — type or token — is constituted by the agreement of the
relevant parties that it should be adopted.

A rough analogy with race may help clarify this point. Let us assume, as is
generally done today, that even if species are real (say, natural kinds), the races
of humanity are not. The natural world does not simply present us with three
types of humans, which, to avoid offensive terminology, we may call European,
African and Asian. (The standard terminology, of course, refers to skin color
rather than presumed geographic origin.) Rather, it was the decision of certain
people, primarily European, to use cosmetic features to divide humanity into three
groups which created the three races. This is not to say that there is no biology
underlying these classifications. Clearly, there is a genetic basis to such features as
skin color. Nor is race necessarily explanatorily useless. High levels of melanin may
correlate well with a higher density of fast-twitch muscle fibers in the quadriceps
muscles, thus explaining why white men can’t jump, and it certainly correlates
well, at the current time, with lower socio-economic status, allowing us to predict
future income. Despite our ability to make these generalizations, we still take it
that humanity does not come in three essential kinds. For the anti-realist, the
disease type tuberculosis is analogous to whiteness.

If we may find an analogy to disease types in races, disease tokens may perhaps
be represented, again, roughly, by a Rorschach test. The number of different
figures we can identify in an inkblot, and their boundaries, are no more than
roughly defined by the inkblot itself. There are a virtually limitless number of
figures that can be identified in a sufficiently complicated blot. This does not
mean that we could not come to an agreement as to how we will describe the blot
and which figures we will identify. Such an agreement, however, would be no more
than that, an agreement. It would neither create nor reveal any true structure
that underlies the appearance of the blot. For the anti-realist, patients are the
inkblots and diseases are the monsters hiding within them.

With these analogies in mind, let us explore the different kinds of constructivism
available in medicine. In truth, although there are several questions that in prin-
ciple must be answered to characterize a constructivist position in medicine, only
two of them — who constructs disease types and what criteria do they use — will
really be relevant to our discussion here. Answers to other questions, such as those
regarding the construction of disease tokens, are necessary for a full description of
a given position, but not to discussing the underlying issues of anti-realism.

Let us then start this analysis with the two major axes regarding the construc-
tion of disease types. In establishing a position, a disease constructivist must
specify two things regarding the construction of types. First, what criteria guide
the constructions? What purpose do they serve? Medicine is an organized, not
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anarchic, practice, so there must be some rules regarding what diseases are ac-
ceptable. Second, who selects and applies these criteria, constructing the disease
types and deciding which diseases are recognized? The possible answers to these
two questions define the two major axes along which constructivist positions can
be placed.

Turning to the first question, what criteria should be used to identify the dis-
eases to be acknowledged by medicine? Anarchy is unacceptable. Even the least
scientifically-minded anti-realist must have some account of how the cases and
terms of our medical discourse arise. We shall see that there are five different sets
of criteria among which medical constructivists can choose on this first axis.

It will perhaps be simplest, after having examined realism, to begin our exami-
nation of anti-realism with more scientifically inclined accounts. One criterion we
could use to identify diseases would treat medicine as a science, albeit an instru-
mentalist anti-realistic one. On this account, the goal of medicine, as of science, is
the understanding of the world through the development of an ability to explain
past events and predict future ones.4 Disease types are those categories which
best account for our previous observations of patients and best allow us to pre-
dict/alter the course of future patients. Thus, on this account, which we may call
“medical instrumentalism,”5 rabies is a disease because it allows us to predict who
will die if not given certain medications. (Even before Pasteur it allowed us to
predict, although at that time the prediction was merely one of imminent death.)
By contrast fever, with its extremely limited explanatory and predictive power, is
not considered a disease, although it seems to have enjoyed this distinction in the
eighteenth century, when it was, or appeared to be, more useful in this regard.
Similarly, for a medical instrumentalist, the decision as to whether a suspect dis-
ease such as chronic-fatigue syndrome should be accepted depends on whether we
are able to make prognostic or therapeutic use of the category.

A position apparently similar to this medical instrumentalism but ultimately
quite different is one we may call “patient-centered pragmatism.” Pragmatists
see the purpose of medicine not as understanding and predicting nature’s ways,
but as helping patients. Diseases are then chosen to maximize benefit to patients,

4I am speaking here in only the roughest terms. I do not mean to imply that “understanding
of the world through the development of an ability to explain past events and predict future
ones” identifies the, or even an, unequivocal goal of science. I do not even want to argue that
science as such has any univocal goal. But however one understands the goal(s) of science, the
explanatory/predictive uses of science play an important part. It is to this part of the goal of
science to which I refer. The modifications to this goal that a more nuanced understanding of
science might provide (e.g., [Kitcher, 2001]] occur at a higher level than that at which diseases
are identified. They would affect rather the attitudes we take to various diseases and the ways we
chose to interact with them, much the same way the scientificity of research into nuclear power
does not affect the ontological status of electrons for instrumentalists.

5This repetition of “instrumentalism,” in the first instance naming an alternative to construc-
tivism and in the second instance naming a variety of constructivism, is admittedly somewhat
unfortunate. However, given that we disposed of the first use of the term earlier in this chapter,
never to return to it, and also given that the current use of the word is modified by “medical,”
I have chosen to recycle the term that is, for slightly different reasons, by far the best in both
contexts.
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however one measures that. A highly scientistic view of the effects of medicine
would consider this pragmatic goal best served by the instrumental considerations
discussed in the last paragraph. This understanding of medicine is too narrow
according to patient-centered pragmatists. We must consider the full range of
medicine’s social, political and economic effects in determining which diseases to
recognize. Among other “nonscientific” effects, identifying diseases can generate
political movements (e.g., ACT-UP, the AIDS Coalition to Unleash Power), cre-
ate massive expenditures (e.g., President Nixon’s War on Cancer) and stigmatize
those to whom it is applied (e.g., leprosy and, again, AIDS). Thus, for a medical
pragmatist, the question of whether AIDS is a disease is not determined, as it
is for the medical instrumentalist, solely by how well it facilitates our research
into the prognosis and treatment of the group of people so designated. Rather,
we must balance the prolonged life of certain patients against their international
stigmatization (including, if not especially, in countries in which they have no hope
of securing treatment), the economic drain research into AIDS causes, the cost of
treating AIDS and the political upheaval (to date minor) it causes. Not an easy
calculation, but for the pragmatist, an essential one if we are to determine whether
“AIDS” belongs in our medical lexicon.

Note that this patient-centered approach really comprises two variants. In de-
termining diseases we can focus either on the benefit to the individual who will
be receiving the diagnosis in question or on the benefit to patients in general, i.e.,
all those whom the practice of medicine serves. I will reserve the name “patient-
centered pragmatism” for the former, individualist approach. The latter, which
may come to radically different conclusions, we can call “utilitarianism.” Utili-
tarians focus on the benefit to society as a whole; diseases types are acceptable if
they tend to benefit society as a whole. The calculations required here are similar
in kind and complexity to those called for in utilitarian ethics; accepting such cri-
teria for medicine, however, does not imply acceptance of a utilitarian ethic. The
natures of medicine and ethics may be entirely separate.

Accounts of diseases can also be given in pragmatic, but not patient-centered,
terms. Thus, the criteria for recognizing diseases may be strictly economic. Disease
types are then recognized as they tend to increase economic welfare of a particular
group (patients given the diagnosis, society in general, etc.). Perhaps this should
be called a Marxist account, because of its focus on economic matters. I do
not mean to imply as an historical matter that any Marxists have endorsed it;
in fact, as far as I know, no one has embraced a purely economic account of
medicine. Another, perhaps more plausible, variant on medical pragmatism might
be called “totalitarianism.” Totalitarians see the role of medicine as supporting
the authority of those in power. A disease type is thus appropriately recognized
by medicine if it supports those in power, usually by subjecting a disfavored social
group to economic hardship and social ostracism, but possibly also by benefiting
certain people by bestowing such benefits as freedom from various obligations. (Cf.
the sick role as described by Parsons, [1951] and elsewhere.) Such a position has
been described, if not endorsed, by Illich [1976, esp. chapter 4], and we may see
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at least an echo of it in the Nazis’ pathologizing of Jewishness [Lifton, 1986, esp.
chapter 1]. Similarly, some might claim that AIDS was recognized as a disease only
because it provided a means for stigmatizing, and perhaps quarantining, certain
disfavored groups such as gays, drug users and/or blacks.

Let us consider now the second axis. Who is it that decides which disease
types these criteria license? Who speaks, as it were, for medicine? Here we
have three options. The first is that physicians, or medical scientists, or however
we want to name the group considered expert in medicine, identify acceptable
diseases. Certainly, this is how on the surface it appears to happen, even for an
anti-realist, with physician-scientists trying to track down the latest scourge of
mankind or subtly distinguishing between two types of cancer. Such a position
need not be associated only with a medical instrumentalist or patient-centered
pragmatist view, although it may lend itself most easily to them. It may be that
although physicians are properly placed vis a vis the practice of medicine to be
the ones who generate the acceptable disease types and tokens, they are motivated
purely by a desire to promote the power and influence of their profession. Although
such a critique is not frequently launched at physicians as a group, they are often
considered the modern, secular, priesthood, and such accusations have been leveled
at priesthoods in the past. Medicine is not, in principle, immune.

Another group that may drive the creation of diseases is what we may call for
want of a better term the ruling party. Diseases may be imposed from above,
through the political hierarchy. Again, we need not associate this position with
the most obvious set of criteria. Certainly, political leaders may be interested in
increasing their power. However, it is also possible for them to be moved by a
desire to help their subjects, either through economic, medical (i.e., as defined by
purely by patient-centered pragmatism) or generally utilitarian means, and thus
apply one of those criteria instead.

The final group to consider is patients. Perhaps those who themselves feel the
need for a diagnosis generate the diseases. Individual patients are not well placed
to generate disease types, but groups of patients are. Perhaps disease types are
created by groups of patients in particular states finding others like themselves
and joining together to enhance their medical clout. Chronic-fatigue syndrome, a
disease that receives much more attention from its sufferers and their supporters
than from the medical community, may be an example of this phenomenon (with
its legitimacy as a diagnosis from this perspective hinging on whether patients
have the requisite authority to construct diseases).

What criteria might patients as a group apply in constructing disease types?
Although patients as a group (i.e., all those with the same (potential) disease)
are deeply enough involved in the practice of medicine to have the influence to
generate diseases types, they seem to lack many of the relevant interests. They
are poorly placed to introduce instrumentally useful diseases. They are unlikely
to (consciously) favor the ruling class as such. Even utilitarianism, although an
option, is problematic. Patients as a group might take into account the good of
society as whole in deciding whether to enshrine their problem as a disease, but it is
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not clear why they would; this would require a high degree of coordinated altruism.
It seems likely, then, that patients as a group would only implement patient-
centered pragmatic criteria for generating diseases, keeping their own interests in
mind as they decide whether to ratify their disease.

              Groups 

Criteria

Physician-

scientists

The ruling 

party

Patients as a 

group

Medical

instrumentalism

Patient-

centered

pragmatism

Utilitarianism

Marxism

Totalitarianism

Figure 2. The varieties of type constructivism.
The rows of this table represent the different criteria that can be used to con-
struct disease types, and the columns represent the various groups that can be
empowered to apply these criteria in constructing disease types. Each box in the
grid represents one of our possible positions. The shaded boxes represent those we
identified in the text as being plausibly occupied.

As I said at the beginning of this section, the two axes illustrated in fig. 2
provide all the distinctions among anti-realists necessary for further discussion. I
would note here, however, that there are in fact several other distinctions that
can be made among anti-realist positions. First, one can pose the same questions,
“who?” and “how?”, about the construction of disease tokens. This would yield
a four dimensional grid taking into account positions on both types and tokens.
Furthermore, for any given cell on such a grid, we can distinguish between strong
and weak versions of such a constructivism. A strong constructivism says that
a patient cannot have a given disease, regardless of how it is constructed, un-
less she has that diagnosis officially bestowed upon her by a medical professional.
Weak constructivism allows that even undiagnosed patients who meet the require-
ments have the disease. Finally, the exact structure of one’s account of disease
anti-realism may vary depending on whether one takes a top-down or bottom-up
approach; that is, whether one considers types or tokens to be logically prior.
Beyond pointing out these further distinctions here, however, we will not address
them.
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3.4 Positions in the Literature

We have now completed our overview of constructivist positions and can turn
to specific accounts. Note that what follows is not an exhaustive review of the
literature, but rather a discussion of writers who are clearly anti-realists by our
criteria and can help illustrate the positions staked out in the last section. Other
writers, such as Stempsey [1999], give strong indications of being anti-realist in
our sense without making clear what specifically they intend, and thus are not
dealt with here.

Perhaps the earliest, as well as most completely presented, modern anti-realist
is Lester S. King. In discussing disease types he describes the position he endorses
in explicitly constructivist terms. “[A] disease is created by the inquiring intellect,
carved out by the very process of classification, in the same way that a statue
is carved out of a block of marble by the chisel strokes of the sculptor” [1954, p.
200]. Nothing could be clearer. Similarly, one page later he says that “we carve out
whatever disease patterns we wish, in whatever way we desire” [p. 201]. We may
even be able to clearly identify King as an anti-realist about tokens. One of his
primary arguments for anti-realism is the downgrading of some former “diseases”
to the status of symptom. Thus, fever, pleurisy and jaundice, once considered
independent diseases, are now considered symptoms only. According to King,
this shift occurred through reconstruction of the relevant diseases, or rather, the
deconstruction of some diseases, such as jaundice, and the construction anew of
others, such as cholangitis and the various forms of hepatitis. If at some points
in history jaundice, or the various states underlying it, could be a disease and
at other points not, with the shift occurring on pragmatic (as we shall soon see)
and not realist, grounds, then the choice in a token patient to identify yellow skin
and elevated blood bilirubin as a disease (jaundice) is itself pragmatic. The choice
could just as well have been made to identify elevated bilirubin, liver inflammation,
and biliary tree infection as the disease (cholangitis).

Next we move to the criteria used to construct diseases for King. Here again
he is reasonably explicit. “A disease . . . is a complex pattern . . . which . . .
usefully organize[s] experience” [p. 202]. And, “‘[u]sefulness’ means not only the
practical taking-care of patients, but also the intellectual facility with which we
can assimilate new discoveries and observation” [p. 201]. This seems to be what
we have called medical instrumentalism, especially if we assume that one of the
side-effects of being able to “assimilate new discoveries and observations” will be
the ability to take care of patients.

The only question King does not explicitly address is that of which group applies
this criterion. However, as we saw above, only the group of physician-scientists is
well-placed to apply medical instrumental criteria, so, although he is not explicit
about it, we can reasonably identify this as King’s group. We can thus fully
identify King as a constructivist who holds that physician-scientists apply medical
instrumental criteria in creating diseases.
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The most persistent anti-realist is H. T. Engelhardt. In a series of papers [1980;
1984; 1985] he presents a consistent anti-realist position. Any number of quota-
tions can be adduced to demonstrate his anti-realism, at least regarding disease
types. Consider the following quotations: “I hold [that nosologies, and particu-
lar disease phenomena, have their boundaries invented, not discovered] because of
the impossibility of designating certain physiological phenomena as pathological
without invoking evaluations” [1985, p. 58]. (The bracketed phrase is a quotation
from the same page.) Furthermore,

[c]linical medicine is not developed in order to catalogue disease sub
specie aeternitatis, but in order for physicians to be able to make more
cost-effective decisions with respect to considerations of morbidity, fi-
nancial issues, and mortality risks, so as to achieve various goals of
physiologically and psychologically based well-being. [1984, p. 36]

Finally, “[o]ne should develop classifications of diseases with a view to maximizing
the achievement of the goals of treatment and prevention” [1985, p. 67], and,
similarly, “[d]iagnostic reality is then a pragmatic construct in the sense that a
diagnosis is selected . . . on the basis of the likely consequences of holding it to
be true, which consequences include . . . goods and harms to the lives of patients”
[1980, p. 45].

These quotations, with their frequent references to the invention of nosologies
and the pragmatic nature of medical diagnoses, clearly show that Engelhardt is
an anti-realist about diseases. In particular, he appears to be a patient-centered
pragmatist, concerned as he is with “physiologically and psychologically based
well-being” as well as “goods and harms to the lives of patients.” It is, however,
also possible that he is a utilitarian, since he says that the consequences to be
considered in selecting diagnoses “include” effects on the patient, and also makes
reference to “cost-effective decisions.” However, given that the cost-effectiveness
citation ends with the focus on “physiologically and psychologically based well-
being,” I think that “patient-centered pragmatist” is the best designation for En-
gelhardt. Regarding our other primary question regarding anti-realists, namely,
who determines the criteria, I find no indication in Engelhardt as to which position
he takes. Engelhardt also does not explicitly consider disease tokens.

Another explicit anti-realist is Ralph Gräsbeck. For him “[t]he diagnosis of
pulmonary tuberculosis is . . . a pragmatic choice” [1984, p. 57]. He is here
talking about a token diagnosis, but he is equally explicit regarding types:

[E]verybody has his own disease . . . The categorization of diseases
into diagnoses is based on practical considerations: We need standard
patterns of dealing with our patients to put them through an estab-
lished machinery of investigations, treatments and perhaps social and
legislative arrangements. Laboratory medicine has to help the clinician
in this classification work. [p. 57]

This passage also makes clear where Gräsbeck fits into our taxonomy of construc-
tivists. Here again we have physician-scientists as the constructors of diseases,
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but using a different criterion. Gräsbeck is a utilitarian, concerned not only with
diagnosis and treatment but also, potentially at least, with “social and legislative
arrangements.”

Morten Severinsen, whose critiques of realism we saw in the last section, re-
sponds to these critiques with his own version of anti-realism. Regarding dis-
ease types he approvingly quotes Engelhardt’s pragmatism: “disease categories
. . . [and] . . . typologies are not true or false in any straightforward fashion but
rather are more or less useful in the conduct of clinical medicine.” [Engelhardt,
1985, p. 67, quoted in Severinsen, 2001, p. 327, emphasis in Engelhardt’s original,
where “useful” is also emphasized.] With regard to disease tokens his position is
less clear, for, although of all the writers we are considering he is the one who
most clearly distinguishes types and tokens, he does not say enough about the
nature of these tokens to definitely describe his position on them. He is, however,
clear about both the criteria used to construct types and the proper judges of
their satisfaction. To be acceptable according to Severinsen, a disease type must
provide us with successful treatments as well as other factors:

Disease entities should be defined so as to secure a reasonably high
correlation between . . . the disease entity and . . . certain severe con-
sequences and complications of diseases, certain success rates of various
treatments or — if the disease is undesired in itself — certain causes
that are relevant to its prevention. [p. 328]

Furthermore, consequences and complications (i.e., “premature death, pain, im-
pairment or disabilities” [p. 328]) are included here because this helps diagnoses
assist us in such tasks as “preparing for a life with a disability or an impairment,
or in the case of a premature death in a family, arranging matters with regard
to children. In addition, it may be relevant to take the cost of treatment into
account” [p. 328]. Finally, we must we able to reach a diagnosis of this disease not
only reliably, but also “within reasonable economic limits, and with limited dis-
comfort to patients” [p. 327]. If, in light of all the patient-centeredness of all of his
other criteria, we understand Severinsen’s economic concerns as being with a pa-
tient’s ability to pay, and not macroeconomic impact, we have here a statement of
patient-centered medical pragmatism. As for the “who,” Severinsen is again clear.
“It is the responsibility of medical research to determine which disease definitions
are best.” It again falls to the physician-scientist to set the rules.

To find an anti-realist who does not rely on physician-scientists we must turn
to Ivan Illich. First, his anti-realism: “All disease is a socially created reality . . .
we are prisoners of the medical ideology in which we were brought up” [1976, p.
166]. Although Illich here is probably referring to disease types, his anti-realism
appears to extend to tokens as well. For, he describes the patient confronting a
physician who is armed with this socially created reality thus: “His sickness is
taken from him and turned into the raw material for an institutional enterprise.
His disease is interpreted according to a set of abstract rules in a language he
cannot understand” [p. 170]. We have here really two disease tokens. The first is
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the token the patient identifies, which he had picked out from among his sufferings
and experiences as the problem he feels needs attention. The second is the token as
seen by the physician, who uses the predetermined disease types to interpret and
label the patient’s experiences, although the experiences so interpreted may not be
quite the same ones the patient himself was concerned with. Both of these token
kinds are clearly anti-realist, so whichever we consider, Illich is an anti-realist.
However, according to Illich it is the latter physician identified token that wins
out and is relevant to the enterprise of clinical medicine. And what is the goal
of this “institutional enterprise”? How does it construct its diseases? For Illich
“disease [is] an instrument of class domination” [p. 171]. Whichever diseases will
best “put the worker in his place” [p. 171] are the diseases to be used by medicine.
As for who generates the diseases that are used by medicine, here Illich is less clear.
He claims that “one branch of the elite [physicians] was entrusted by the dominant
class with autonomy in [disease’s] control and elimination” [p. 159]. What he does
not tell us is whether this autonomy extends also to creating diseases. Certainly
physicians seem best placed to do this, but perhaps their colleagues in the elite,
“the university-trained and the bureaucrat[s]” [p. 171] did not trust them with so
much power. Perhaps the elite as a whole create the medical diseases best suited
to maintaining their dominance. If this is Illich’s position, he does not explain how
they do this. However, even if he leaves this power in the hands of physicians, it is
still not the physician-scientist, i.e., the physician qua scientist and in association
with scientists, but the physician qua elite, who is in control of diseases.

It is impossible to end this list of anti-realists without citing the most famous
anti-realist of all, albeit one to whom we will not return in our analysis. In War
and Peace, Tolstoy, describing Natasha’s illness, presents the clearest, and most
well-written, statement of the anti-realist creed:

[T]he simple idea never occurred to any of [the doctors] that they
could not know the disease Natasha was suffering from, as no disease
suffered by a live man can be known, for every living person has his
own peculiarities and always has his own peculiar, personal, novel,
complicated disease, unknown to medicine — not a disease of the lungs,
liver, skin, heart, nerves, and so on mentioned in medical books, but
a disease consisting of one of the innumerable combinations of the
maladies of those organs. [1942, pp. 726-7]

3.5 Arguments for Anti-realism

Now that we have seen the range of positions which may be and are endorsed
by anti-realists, let us assess them. What arguments can be mustered for and
against anti-realism in medicine? We will start, as before, with the pro arguments.
Why be an anti-realist? Interestingly, those anti-realists who argue in favor of
their position (as opposed to those, like Severinsen [2001] who only argue against
realism) do so in a relatively limited, focused, manner. None gives their overriding
rationale for being anti-realist about diseases. Nonetheless, I take it that they
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all share more or less the same motivations. While talk of disease entities works
well on paper (or in PowerPoint), it is difficult to maintain this abstraction when
confronting actual patients. Although in straightforward cases it may be easy to
assign a diagnosis and consider the issue closed, in most cases that require any
thought or investigation one is struck by the feeling that one is confronting an
unbelievably complex system (the patient) with a derangement that is all its own
and requires, ideally, a specially tailored therapy, which will properly mesh with all
of the variables in question and not only those that are most obviously similar to
some large group of other patients. Gräsbeck perhaps comes closest to presenting
this argument when he notes that “no two persons (except perhaps identical twins)
really have the same disease” [1984, p. 57]. The argument here, which he does not
make (he identifies the above quotation as his “thesis”) is that to have the same
disease, two patients must be the same in every regard. This is not quite the same
as the motivation we started with. Gräsbeck requires an argument that identity
of patients in all respects is a prerequisite for identity of their diseases. We simply
require the sense that the variety of ways in which a patient can present is so large
that there is no reason to believe that it is ever repeated, even in identical twins.
In short, when confronted with the variety presented by actual patients, one may
come to doubt, medical texts notwithstanding, whether there are any real disease
types, whether any two patients are joined in this way. Anti-realism thus takes
seriously the individuality of each patient. This, of course, is not an argument for
anti-realism. It is, however, a motivation, and a powerful one.

The specific arguments actually raised in favor of anti-realism can be divided
into two types: those based on the goals or practice of medicine, and those based
on more general philosophical considerations. Gräsbeck provides an example of
the former type just prior to the above quotation. He points out that the reason
we diagnose a patient as having tuberculosis (his example), as opposed to immune
deficiency (which allowed the tuberculosis bacillus to overrun the patient’s lungs)
or poverty and starvation (which caused the immune deficiency) is that of these
potential diagnoses, only tuberculosis lends itself to specific medical therapy. This
evidence from actual medical practice shows, according to Gräsbeck, that the
choice of diagnostic categories, not only which one we will use in this case, but
also which ones we will recognize as legitimate, is purely pragmatic.

Although this appears to be Gräsbeck’s main argument for his pragmatism,
there is no reason for the realist to accept it. First, we do not identify diseases
only based on their need for, or response to, particular medical interventions. Tu-
berculosis itself, like any other infectious disease, shows a wide variety of responses
to different antibiotics, with some patients being cured only by one, and some pa-
tients only by another, therapeutic regimen. They are all, however, considered to
have the same disease, tuberculosis, even, certainly, by pragmatists like Gräsbeck.
The realist however, has an even more powerful response to Gräsbeck. For every
tuberculosis, which appears to form a therapeutically pragmatic type, the realist
can display diseases that appear to have, or have had at the beginning, no thera-
peutic value. Many diseases are identified before any form of therapy is available.
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In fact, this is probably the rule, as the identification of a new disease is usu-
ally the impetus to search for an effective treatment (assuming that the disease
is thought to require treatment). SARS, AIDS and lupus are all recognized dis-
eases that were identified and accepted without any therapies being available or
in the offing. Even the cause and mode of transmission was not initially known in
at least some of these cases, so that even such interventions as quarantine, which
Gräsbeck indicates would be a sufficient therapy for his pragmatic purposes, would
not be available. In the face of so many apparent counterexamples, the realist has
no reason to read the case of tuberculosis as Gräsbeck does. The point here is
not that there is no way to understand AIDS, SARS, etc., as pragmatically con-
structed categories, but rather that the simple realist reading of these cases more
than balances Gräsbeck’s pragmatic reading of the case of tuberculosis and that
therefore they cannot provide the proof that he wants. Nor can Gräsbeck argue
that before therapies are identified, any disease-designation is merely tentative, for
this would imply that such uncontroversial diseases as Huntington’s disease, Tay-
Sachs, many cancers and genetic diseases are only tentative. Tuberculosis itself
was identified before any effective treatments were available, when, furthermore,
we could do more about nutrition than about bacteria. Indeed, it would imply
that there are no untreatable fully accepted diseases. Therapy will work no better
as a pragmatic criterion for disease identity than cause will for a realist.

Engelhardt provides two more arguments from the goals and practice of medicine.
The first one argues from the goal of medicine. Consider this passage, part of which
we saw above:

Clinical medicine is not developed in order to catalogue disease sub
specie aeternitatis, but in order for physicians to be able to make more
cost-effective decisions with respect to considerations of morbidity, fi-
nancial issues, and mortality risks, so as to achieve various goals of
physiologically and psychologically based well-being. Thus, clinical
categories, which are characterized in terms of various warrants or indi-
cations for making a diagnosis, are at once tied to the likely possibilities
of useful treatments and the severity of the conditions suspected. The
employment of a particular taxon in a classification of clinical prob-
lems presupposes, as a result, a prudential judgment with respect to
the consequences of being right or wrong in the circumstances. [1984,
p. 36]

The goal of medicine is pragmatic; therefore, its tools, including its nosology,
must share in this pragmatism. As it stands, of course, this is not an argument
against disease realism. It could be that whereas clinical medicine (as Engelhardt
understands it) does not categorize diseases sub specie aeternitatis, some other
science in the vicinity of medicine does or could. That Engelhardt takes his claim
to be stronger than this, to be a denial of the possibility of real diseases, we can
see from the statement of his we quoted above (which appears almost verbatim
in both his [1980] and [1985], thus temporally bracketing the argument quoted
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above) to the effect that “disease categories . . . [and] . . . typologies” are neither
true nor false in any straightforward sense, but more or less useful. No allowance
is made for a parallel realist concept of diseases.

Unfortunately, although merging these two claims makes the assertion stronger,
it does not make the argument stronger. The disease realist is here in the position
of a theoretical physicist confronted by a civil engineer. The fact that the engineer
does not now, and perhaps never will, have any use in his bridge building for
quarks is not an argument against the existence of elementary particles.

One way such an argument from the goals of medicine might appear to be useful
is if it were specifically used as a reply to the no-miracles argument we discussed
earlier. To a realist who argues for the reality of diseases from the success modern
medicine has had while using disease concepts, an anti-realist following Engelhardt
might retort that modern medicine is a pragmatic practice, and therefore the
diseases it has had so much success with are themselves pragmatic, and not realist,
entities. Since the realist has argued for her position based on the success medicine
has had with the diseases clinically used, it is not open to her to appeal to another
domain (i.e., a realist, scientific but not clinical, practice) in search of real diseases.

This response to the no-miracles argument, however, will not work. For, it
amounts to no more than a restatement of the anti-realist’s credo; it is not an
independent argument. The anti-realist claims that the success of modern medicine
is the result of selecting pragmatically useful categorizations. The realist responds
that our ability to make such repeatedly useful categorizations is a miracle unless
the world really is the way these “pragmatic models” suggest. That the no-miracles
argument has problems we saw above. This, however, is not one of them.

The prime example of Engelhardt’s second argument is rheumatic fever.
Rheumatic fever is diagnosed based on the Jones Criteria, with what might be
called the “Chinese-menu” method. One has rheumatic fever if one has two of five
major manifestations of the disease (such as arthritis and a rash), or one major
manifestation and two of five minor manifestations (such as fever and electrocardio-
graphic changes). Why precisely this number of signs or symptoms and not more
or fewer? Engelhardt [1985, p. 66] claims that it is because at this point treating
such patients becomes pragmatically prudent. Similarly, Engelhardt claims, the
recognition of appendicitis as a disease type, despite its varying etiologies, is also
a pragmatic decision. Diagnosing appendicitis allows us to determine an effec-
tive course of action, surgery, which does not vary based on the etiology of the
appendiceal infection.

We met with the appendicitis case earlier as an objection to realism, so here
it will suffice to remind ourselves that its force relies on the assumption that
the only proper criterion for a realist to use in distinguishing diseases is cause.
Since we already noted that realists are best off avoiding causal versions, we see
that the strongest versions of realism can account for the disease called “appen-
dicitis” just as well as Engelhardt’s pragmatism can; the relevant parts of the
patient’s state can be the same even if the cause is not. The rheumatic fever
example requires a somewhat different response. Only if the presence of the req-
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uisite number of manifestations is constitutive of rheumatic fever do we have a
truly pragmatic entity under Engelhardt’s account. The realist, however, may
understand the manifestations merely as a pragmatic guide to the presence of a
real disease, rheumatic fever, which we are unable at the current time to directly
detect through a straightforward diagnostic test but for which the realist can ad-
duce many of the same arguments, from success, etc., as he can for any other (real)
disease. Indeed, this appears to be how the American Medical Association and the
American Heart Association understand the criteria: “The [Jones] criteria were
established to guide physicians in the diagnosis of acute rheumatic fever and to
minimize its overdiagnosis” [Anonymous, 1992, p. 2069], and not, apparently, to
define rheumatic fever. The use of the Jones Criteria thus does reflect a pragmatic
streak in medical practice, but not necessarily in its ontology.

Engelhardt also provides an argument of the second, more philosophically based,
kind. To understand this argument we must note that in the debate between nor-
mativists and naturalists about the meaning of “disease” in general, Engelhardt
is a normativist, in particular, one who ascribes significant evaluative meaning
to the word “disease.” Based on this assumption, that the overall notion of dis-
ease is itself evaluative, Engelhardt asks, how could its component parts not be
as well? “[N]osologies, and particular disease phenomena, have their boundaries
invented, not discovered] because of the impossibility of designating certain phys-
iological phenomena as pathological without invoking evaluations” [1985, p. 58].
(Again, the bracketed phrase is a quotation from the same page.) The problem
with this argument is obvious. It is, at best, only open to one who agrees with
Engelhardt’s particular understanding of “disease.” Furthermore, as we discussed
in the beginning of this chapter, the entities in question in any ontological study
of medicine are not parts of an antecedently defined domain of disease. Rather,
they are ontologically independent entities which might or might not meet the
criteria (whatever they may be) for being diseases in the sense that Engelhardt is
discussing here. That these criteria may be evaluative is irrelevant to our current
ontological concerns.

Two further “philosophical” arguments for anti-realism were covered in our dis-
cussion of realism and so I will just mention them here. First, the anti-realist may
say that diseases, perhaps because they are not material, are not even potentially
real entities. Second, the anti-realist may point to the different responses to ther-
apy of two patients with the “same” disease. If the diseases in question belong to
the same natural kind, why do they react differently to the same therapy?

Although it may seem that there should be more, and more forceful, arguments
for disease anti-realism, their relative paucity is not surprising. The most convinc-
ing argument, to anti-realists, at least, is cumulative and implicit. Anti-realists
take the absence of an acceptable argument for/account of realism to be adequate
support for their position. They place the burden of proof on the realists, and I
suspect that realists, on some level, accept this. For this reason, although they
certainly provide some positive arguments, most of the anti-realist effort goes into
attacking realist arguments. Placing the burden of proof on one’s opponents is
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not without its risks, even if they accept it. Although it relieves one of having
to produce a demonstration of one’s position’s correctness, one must constantly
be alert to, and respond to, new arguments from the other camp. Passing on the
burden of proof leaves one’s victory always tentative.

This assumes, however, that this balance of forensic trade is reasonable. Should
anti-realists be allowed to avoid providing strong positive arguments for their case?
Ultimately, locating the burden of proof is a matter of intuition. If the debate were
a draw, which candidate would win the election? Only if there is agreement on
both sides can the burden of proof be placed on one side or the other. It seems
that in our case such an accord may be reasonable. We saw in our consideration
of realist accounts that even for those inclined to realism, a description of their
ontology was difficult to articulate. Disease tokens were radically different from
anything else in the world, and, although we deferred the issue at the time, our
epistemic access to them was problematic. Nor was it clear, whatever their nature,
that diseases could form natural kinds. In the absence of strong reasons to believe
in disease entities, näıve metaphysics would seem to rule them out, even for those
of generally realist inclinations. Nor, again in the absence of realist proofs such
as the no-miracles argument, does anything in our experience of the world force
a belief in these queer entities upon us. Thus, the argument from ontological
strangeness emerges as one of the primary supports of anti-realism.

3.6 Arguments against Anti-realism

Having considered pro-anti-realist arguments, both explicit and implicit, we can
now turn to the arguments against anti-realism. I take these to be four in number,
three of which can be found in at least some form in the literature. The first
argument, which, again, we will only mention at this point, is the no-miracles
argument we discussed in the section on realism, and again briefly in this one.
The second argument against anti-realism is one Temkin raises based on what he
calls “the danger of . . . aeipatheia, perpetual illness” [1961, p. 641]. If, as Temkin
takes anti-realists to be saying, disease tokens can be and are freely constructed
by taking a subset of the state of the person in question and identifying that
as her disease, then everyone, at every time, is at least potentially ill; if some
constructivist identifies some part of the patient’s state as being a disease, then
suddenly she has a disease. Since, Temkin says, being in a physiological state is
the only prerequisite for part of that state being identified as a disease, everyone
is perpetually at risk for contracting such an “instant disease.” Temkin finds
this idea of perpetual, universal illness, the impossibility in principle of perfect,
unquestionable, health, to be highly implausible.

There are several potential responses to this objection. The first is that it
relies on a questionable intuition. It is not at all obvious that perfect health is a
possibility. Even the healthiest person is subject to occasional aches and pains,
which may be signs of underlying, albeit possibly minor, disease. Why should
mortals be able to achieve perfection in health when they cannot achieve it in any
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other domain? Some people may appear to be in “perfect” health, but this is not
the same as perfect health.

Second, the objection ignores the fact that anti-realists cannot identify diseases
in patients arbitrarily. Whoever identifies a disease in the patient is bound by
certain interests in claiming that a disease is present — the patient’s personal con-
cerns in the one case and the various criteria for types in the second case. Merely
being a physiological state is not adequate for that state’s being a disease. The
substates of those in “perfect” health may not be susceptible to being identified
as anti-realist disease.

Third, as an objection directed at anti-realists, it is particularly weak. Many
anti-realists (though not necessarily all) will likely believe that the distinction be-
tween the relevant senses of disease and health is likewise constructed and that
there is no a priori reason that the distinction cannot in fact be drawn to encom-
pass any given person.

Finally, and from our perspective most importantly, the objection does not take
into account the distinction between medical conditions and diseases that we made
earlier. This is because the objection could not work if phrased in terms of medical
conditions as we described them at the beginning of this chapter, and which are
the true subject of our investigations here. For, what objection could it be to anti-
realism that it implies that everyone, at least potentially, has a medical condition?
Medical conditions are neutral to the distinction between disease and health, how-
ever it is drawn. There is no reason to think that everyone does not have at least
one medical condition. From this, however, it does not follow that everyone has a
disease and that indisputably perfect health is therefore unobtainable. Temkin’s
objection relies on the assumption that every anti-realist construction is a disease,
thus falling into one of the traps we explicitly avoided by changing our terminology
(albeit temporarily) to “medical condition,” when we noted that although medical
conditions did not necessarily outstrip the diseases, they might. Thus, if Temkin
finds an anti-realist medical condition in every person, this is no threat to good
health.

The next argument against anti-realism we will look at here is one which appar-
ently lies behind objections raised by Nordenfelt and Grene. Nordenfelt, arguing
against what he calls the physiological account, by which he means a nominalist
refusal to accept disease types, says that communication is essential to medical
practice, and that this communication could not take place without recourse to
disease species (i.e., disease types). This presupposes, he says, that there are
disease concepts about which we can ask, what is the ontological nature of their
tokens [1987, p. 158]? Grene, after citing a prototypical statement from a medical
text, concludes that “a nominalist would never have world enough or time to pro-
duce such statements.” Medicine, she concludes, “presuppose[s] a belief in natural
kinds” [1977, p. 79].

Both of these arguments appear to be a version of the indispensability argu-
ment, a general realist argument best known from the philosophy of mathematics.
Bluntly stated, it maintains that realism, about mathematical entities or, in our
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case, diseases, is indispensable to the practice of (some part of) science. Thus,
Nordenfelt claims that unless there are real disease types, we could not coherently
refer to these diseases. Without the ability to refer to these diseases, no medical
communication between professionals could take place. Without this communica-
tion, the practice of medicine, i.e., the gain and spread of relevant information,
would be impossible. But medicine is possible, so clearly we ought to be disease
realists.

Grene’s argument is related, but somewhat different. Although she takes an
instance of medical communication, a quotation from a textbook, as her example,
her concerns seem to lie at an even deeper level. Never mind communication, says
Grene. We do not need a second interlocutor to raise problems for anti-realism. A
nominalist could never even process the relevant data necessary for thinking about
and discussing medicine.

Let us elaborate the argument here a bit more. Field describes indispensability
arguments in general as “an argument that we should believe a certain claim . . .
because doing so is indispensable for certain purposes” [1989, p. 14]. The claim in
question here is clearly that disease types exist. What is the purpose in question?
“The practice of medicine” is too vague an answer, as it subsumes many different
purposes — e.g., public health, medical therapy of individual patients, clinical
research and basic research. As we have been concerned throughout this chapter
with the philosophy of (clinically relevant) medical science, we might identify the
clinical research as the purpose in question. However, even this is too general.
A full account of the purpose of clinical research would involve us not only in
metaphysics and epistemology, but ethics and public policy as well, and whatever
answer was arrived at would undoubtedly be controversial. Let us settle for a
somewhat imprecise answer that should be adequate for us here but not overly
tendentious, an answer we have assumed more or less explicitly at various points
in this chapter. Let us accept that the purpose of medicine (i.e., clinical research)
is to learn how to predict and affect the future physical disease of people. The
argument then is that it would be impossible to learn how to predict and affect
the future disease of people unless there were real disease types. We can, and do,
do this. Therefore, there must be real disease types.

Anti-realists have several possible replies to this argument. First, they may deny
that any progress occurs of the sort real diseases are said to be needed for. While
there is indeed a practice of medicine, they may say, it is not of the progressive sort
realists seem to assume. Change may occur in medical practice, but this is not a
result of a better understanding of nature but rather of changing needs and goals.
If there is no medical progress, nothing can be indispensable to this progress.

A second anti-realist response, at least for medical instrumentalists, is to accept
that medical progress of a sort occurs, but to deny that real diseases are necessary
for this progress. We certainly seem to succeed in treating more patients with Le-
gionnaire’s disease now than we did twenty-five years ago. This does not, however,
prove that there is any such entity as Legionnaire’s disease. Rather, it shows that
we are learning to make certain generalizations about the group of people we have
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chosen to classify as having Legionnaire’s disease. However we organize people, we
will be able to make certain true generalizations about them, whether or not they
form a real kind. Medicine seeks to make the optimal groupings for making these
sorts of generalizations, not the true groupings, which do not exist. As support for
this claim, the anti-realist may make a sort of pessimistic meta-induction. If, as
the realists claim, we are currently making progress of the sort for which a handle
on real kinds is necessary, then we must currently be working with real kinds. But
no one claims that our current classifications are necessarily, or even probably, the
ultimately correct ones. Therefore, real kinds cannot be necessary for the type
of progress medicine is now making. Optimal groups, of the kind provided by
medical instrumentalists and patient-centered pragmatists at least, will serve just
as well.

Perhaps, to be fair to Nordenfelt and Grene, we should return to their original
arguments rather than analyzing the reconstructed amalgamated argument from
progress we have been considering for the last several paragraphs. Perhaps some-
thing was lost in the conversion. Let us consider Nordenfelt first. He claims that
real diseases are needed for medical communication to be successfully carried out,
for without real diseases, what would terms refer to? Clearly, however, Norden-
felt cannot be referring to simple communication in general, for we routinely and
successfully refer to such kinds as brunettes, paperback books, and candy bars
without drawing any ontological conclusions from this. Rather, he must have a
particular type of communication in mind, one which apparently relies on refer-
ence to real kinds. The most plausible candidate for this type of communication
is that which results in scientific progress, returning us to the generic argument
we just considered.

Grene’s argument likewise is inadequate under other readings. If we read her
as making an argument different from the one we already considered, it would
have to be as follows. Nominalistically considering only individual patients and
not natural medical kinds would make it impossible to make the observations and
statements medical science comprises, as there would never be enough time to list
each individual case every time a kind was apparently referred to or thought of.
This argument, however, will not work either. The limitation is purely human.
Were our brains vastly more powerful, perhaps we could process cases individually.
Our capacities place no bounds on the structure of the universe. If, however,
her point is that we in fact succeed in accomplishing something with our limited
capacities which we could not unless the universe comprised real medical kinds,
then we have again returned to our earlier, reconstructed, argument.

The final argument against constructivism, and perhaps the most serious one,
focuses on the historical plausibility of the position. The power of the various
groups — physicians, patients, the ruling class — to create and impose disease
constructs on the rest of the world has varied greatly over time, and even, syn-
chronically, across societies. It is not enough to extrapolate from twentieth century
Western society to the rest of history. Either one must provide detailed histori-
cal analysis to show that the constructivists’ preferred group has always had the
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requisite power and relationship to medicine to impose its categories on medical
practice and language or one must explain how the ability to construct diseases
gets shifted from one group, say physicians, to another, say patients, as societies
change. It is not obvious that neither of these tasks can be met (although the first
seems to me to be a particularly unpromising angle), and there can certainly be
no a priori argument to this effect. However, it is also not obvious that one of the
requisite accounts can be provided. I am skeptical, but at any rate, an essential
part of a well supported constructivism would be such an account. I have been
unable to find one. Yet, if the diseases recognized were constant across cultures at
a time where the governing classes were weak and locally confined, for example,
it is hard to see how the ruling class could be responsible for the construction of
diseases then or now. How could they have done it then, and if they did not do it
then, how did they acquire the means to do so now, especially without disrupting
medicine? More detailed socio-historical analysis is needed, and it is not clear that
it can be provided.

4 OTHER ACCOUNTS

Although the various forms of realism and anti-realism discussed above represent
the vast majority of approaches to medical ontology, we will conclude this chap-
ter with a consideration of two other approaches: mixed theories and Reznek’s
account.

4.1 Mixed Theories

Our discussion of realism and anti-realism considered only accounts that are realist
or anti-realist about both disease types and tokens. There is, however, at least
potentially, a third, mixed, position, which would be realist about disease tokens
but not about disease types. On its face this seems to be a plausible position.
As per the realists, there are real disease tokens in the world. These individual
entities, however, do not form natural kinds, and thus must be assembled by people
into constructed kinds.

I should note that I am not aware of anyone’s adopting such a mixed theory
(although a close reading of Engelhardt’s various writings may reveal that this
is ultimately the best way to understand him). However, given the gap that
remains between realism and anti-realism as we have been understanding them, it
is important to see whether mixed theories provide a happy medium.

What then can we say for and against mixed theories? Given that mixed theories
are constructed out of components that we explicitly considered when discussing
realism and anti-realism, it seems reasonable to suppose that most potential ar-
guments for and against mixed theories were raised in the preceding two sections.
It does not follow, however, that all of these arguments apply to mixed theories;
the hybrid may be hardier or weaker than its pure-bred parents. Let us therefore
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review the most salient arguments presented above and see how they relate to the
current case.

From amont the pro arguments, mixed theories really cannot draw much support
from those raised in favor of strict realism, as these tended to focus on supporting
disease type-realism, leaving token-realism to draw implicit support from the truth
of type-realism. Denying real types, as the mixed theorist does, thus vitiates
the support straight realists were able to generate. Most significantly, the no-
miracles argument is unavailable to the mixed theorist. The crux of the no-miracles
argument is that without real types, we cannot account for the success of (medical)
science, because only the existence of real types reflecting the underlying causal
order can explain how, by identifying tokens, we can predict how they will react
to various interventions. In denying real types, the mixed theorist has cut himself
off from what we found was one of the strongest supports of the disease realist.
Reznek’s argument that it is analytically true that diseases form natural kinds is
likewise useless to the mixed theorist who denies natural kinds. Similarly, Rather’s
consilience argument is also non-starter without real types. Indeed, not only do
these arguments not support mixed theories, they are not neutral towards them
either. To the extent that they are arguments that real disease types are needed to
explain certain observed phenomena, they are arguments against mixed theories.

Inference to the best explanation produces a different problem for the mixed
theorist. On the one hand, his adoption of real tokens implies approval for IBE,
since this ultimately is what allows him to accept the existence of real disease
tokens he cannot directly point to — real tokens are the best explanation for
the patient’s experiences and observed changes according to the mixed theorist.
However, at the same time, he refuses to use IBE to generate real types to explain
our observations on that level. The mixed theorist must explain why he feels that
IBE is acceptable in principle, even in the realm of medicine, but specifically not
in the case of disease types. Such an argument is not logically impossible, but the
need to adduce it places an extra burden on the mixed theorist, one which even
an anti-realist, who can simply deny the legitimacy of IBE, does not bear.

The mixed theorist does somewhat better in deriving support from the argu-
ments for anti-realism we canvassed, since we find the same focus on supporting
(constructed) types there. One class of arguments maintained that medical prac-
tice in some way or another showed that its diagnoses, its assignments of disease
tokens to types, are arrived at pragmatically. Regardless of one’s approach to dis-
ease tokens, as long as one accepts that disease types are constructed, as the mixed
theorist does, one can adopt these arguments. Likewise, given her commitment to
constructed disease types, the mixed theorist can adopt arguments for anti-realism
that argued that patients’ manifest individuality show that they do not fall into
any real types.

The one exception to this pattern, and the one anti-realist defense the mixed
theorist cannot use, is the anti-realist strategy of shifting the burden of proof,
claiming that, at least in the case of diseases, the burden of proof lies with the
realist. It is forensically more difficult, albeit not incoherent, for one who professes
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realism within one domain under debate to claim that, in the area in which he
repudiates it, it is not even a position worthy of direct confrontation.

On the con side, the situation is less sharply defined. The mixed theorist is
vulnerable to some, but not all, of the arguments against both anti-realism and
realism, although again, its position is closer to that of anti-realism. Thus, looking
at the arguments against realism, just as we saw that the mixed theorist is unable
to avail herself of the no-miracles argument, she is also not open to attack by the
pessimistic meta-induction. Since the mixed theorist does not claim that there are
real disease types, past “mistakes” in recognizing particular disease types cannot
be brought up against her.

The mixed theorist is also not vulnerable to the problem of extremal diseases.
The realist had to explain why crossing otherwise unremarkable thresholds is sig-
nificant at the level of the underlying structure of the world. However, since
the division of diseases into types for the mixed theorist, like the anti-realist, is
constructed and not based on natural factors, there is no reason to assume that
the distinction between hypertension and normotension would be apparent based
solely on a consideration of physiology.

There is, however, one argument against the realist which applies at least in
part to a mixed theorist as well. Although for obvious reasons, the strangeness
objection to disease types does not concern mixed theories, the objection, when
applied to tokens, applies to the disease tokens of mixed theories just as to those
of strict realism, since they are ultimately the same. In response to this, the mixed
theorist may respond, as the strict realist did, that the strangeness objection is
not an argument, but only a statement of anti-realist conviction.

Switching now to the arguments raised against anti-realists, the mixed theorist
shares the problem of indispensability with strict anti-realists. If real disease types
are needed in order to carry out any sort of medical science because without them
scientific thought and communication are impossible, mixed theories are lacking
in this essential just as much as anti-realists. Mixed theories are also as vulnerable
as anti-realists to the question whether any of the proposed groups with authority
to construct diseases were consistently powerful enough throughout history to
impose their constructs on the rest of society. The mixed theorist must provide
the same answers we demanded from the anti-realist to demonstrate that their
type-constructivism is plausible.

In addition to all these points derived from mixed theories’ relationship to re-
alism and anti-realism, there is a further problem with mixed theories specifically
— the tension between the realist and anti-realist commitments of these theories.
One who is anti-realist about types is an unlikely candidate for accepting real
token entities like diseases.

Where does this leave us? Besides not solving any pressing problems for the
anti-realist and drawing little of the support available to realists, mixed theories
add to the burden of the anti-realist by being open to a charge of strangeness.
Furthermore, there is the internal tension that develops from their inconsistency
regarding IBE as well as, more generally, the oddity of both accepting and refuting
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realism. Against this, we can only place the motivation for mixed theories we noted
above, that one is impressed both by the real presence of a disease in individual
patients and by the variability between patients. This motivation, however, seems
inadequate to make up for the mixed theorist’s failure to resolve any of the most
pressing difficulties either realism or anti-realism faces. Mixed theories are anti-
realist enough to be almost as vulnerable as anti-realists to realist attacks, while
the realism they adopt weakens, rather than strengthens, their overall position.

4.2 Reznek’s Blended Account

As we have noted before, most accounts of medical ontology are at best really
just sketches. One exception to this is Reznek [1987]. Although we earlier iden-
tified him as an example of a process realist, this is accurate only up to a point.
Reznek’s fully developed theory is in fact a blend of realism and anti-realism, re-
alist about some diseases and anti-realist about others. Let us see how this blend
is accomplished and whether it in fact works.

Before we see how Reznek is not truly a realist, we must understand something
about how he views the difference between health and disease. For Reznek, P has
disease (or what Reznek calls “pathological condition”) C iff C is an abnormal
condition that requires medical intervention and that, in standard circumstances,
causes P to be less able to live a good or worthwhile life [pp. 163-4].

This understanding of the nature of disease and health affects Reznek’s realism
by leading him to conclude that not all diseases are natural kinds. We saw ear-
lier that Reznek takes note of extremal diseases, diseases that, like hypertension,
form a continuum with normal, healthy states. Whatever the boundary between
hypertension and normal blood-pressure is, there are, or at least may be, people
with blood-pressures immediately to either side of the boundary. Given 1) his
understanding of what it is to be a disease, 2) his apparent belief that diseases
are all natural kinds and 3) his claim, which we have not seen before, that natural
kinds must be discontinuous from one another either qualitatively or quantita-
tively, Reznek asks how we can say that hypertension, which violates #3, could
be a disease. Hypertension violates #3 because it is distinct from normotension
neither qualitatively or quantitatively, the decision of what blood-pressure consti-
tutes a disease rather than a healthy state being based on an ultimately subjective
judgment of what level of blood-pressure generally interferes with the ability to
live a worthwhile life (according to Reznek). Rejecting the possibility we accepted
for the realist, that hypertension is not a disease, as well as the possibility that
the natural kind comprising both hyper- and normo- tension is a disease that ev-
eryone has to a greater or lesser degree, Reznek concludes that extremal diseases
like hypertension are diseases but not natural kinds.

According to Reznek, then, what blood-pressure constitutes hypertension de-
pends ultimately on subjective decisions about what it takes to live a worthwhile
life. Indeed, were we to decide that no level of blood-pressure interferes with the
ability to live a good life, the disease type hypertension would disappear. This is
a decidedly anti-realist conclusion; the existence of a type, hypertension, depends
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on choices we make, not on the world. Reznek is thus not a true realist, but one
who accepts both real and non-real diseases. Extremal diseases are constructed,
whereas all others are real. It is for this reason that I describe Reznek’s theory as
“blended.”

Although by our criteria for distinguishing realists from anti-realists Reznek
certainly blends the two, the internal tension within Reznek’s position between re-
alism and anti-realism is somewhat mitigated by his claim that although it is not a
natural kind, hypertension does have an explanatory nature and thus a place in the
real world. It simply does not have a nature distinct from normotension. Thus, the
explanatory nature of anyone’s blood-pressure is (perhaps) the kidneys’ retention
of sodium. Some people, namely, hypertensives, merely retain too much sodium,
with the definition of “too much” being arrived at through the above described
subjective process. Because hypertension has this explanatory nature, it shares
certain features with diseases that are natural kinds. Thus, although for Reznek
natural-kind diseases are discovered whereas extremal diseases like hypertension
are constructed by deciding, for example, that a certain blood-pressure interferes
with the subjective notion of a good life, the distinction between hypertension,
once constructed, and other diseases is discovered. This is because although hy-
pertension’s nature is not distinct from that of normotension, it is distinct from
that of tuberculosis. The natural distinction between these two explanatory na-
tures means that the distinction between hypertension, a constructed disease, and
tuberculosis, a discovered one, is itself discovered.

Regardless of the exact degree of blending Reznek engages in, any attempt to
combine extreme approaches to a problem in order to arrive at an Aristotelian
mean runs the risk of producing a position that inherits the weaknesses of the
extremes rather than, or at least to a greater degree than, the strength of the
extremes, as we saw above with mixed theories. To see how Reznek fares in this
regard, we must again review the arguments pro and con as we did in the last
section, although the results here are somewhat different.

Starting again with the pro-realism arguments, we note that Reznek cannot
appeal to no-miracles as a full realist can. For, according to Reznek, with regard
to some diseases (extremal diseases) we indeed have success despite the absence of
real entities on which to base this success. Even if we accept Reznek’s claim that
hypertension has an explanatory nature, our ability to make correct predictions
about hypertensives as opposed to normotensives is not based on a natural division,
but on a constructed separation. Reznek is apparently unperturbed by the miracle
that this represents to realists and therefore cannot claim that a realist account
of (other) diseases is necessary to avoid invoking such miracles.

Rather’s consilience argument is also problematic for Reznek for similar reasons.
If any of our extremal diseases have been persistent across history, Reznek cannot
claim that consilience implies realism. He would have to show that no extremal
disease exhibits this consilience, a difficult task that he does not even attempt.
Only then could he say that the persistence of non-extremal diseases shows that
non-extremal diseases are real.
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Even Reznek’s own argument for realism, that it is analytically true that our
diseases form real entities, is problematic for the position he ultimately adopts.
Beyond the problems we noted earlier about this argument, Reznek’s blended
theory creates a further problem. For, in support of realism, we extrapolated from
the apparently realistically motivated distinction between gout and pseudogout
(and perhaps some other similar cases) to the reality of diseases in general. As
we have seen, however, Reznek holds that diseases can not be said to be real
in general, and therefore this extrapolation is unacceptable, since it contradicts
Reznek’s overall position. Unless Reznek can provide a reason why the realist
conclusions we reach about gout and pseudogout should be extrapolated to all and
only non-extremal diseases, the argument at best can show only that some diseases,
namely those for which a direct argument of the type Reznek made regarding gout
and pseudogout can be given, are real. It will not, however, support any general
conclusions for Reznek.

One way in which Reznek fares better than the mixed theorists of the last
section is regarding IBE. Like the mixed theorist, Reznek both accepts and rejects
the application of IBE here. In the case of non-extremal diseases, Reznek, like
any realist, will appeal to IBE in taking his evidence and concluding from there
that there is an underlying, but not directly observable, entity. However, when it
comes to extremal diseases he will deny that we need to or should use IBE. We
should not take the evidence about hypertension and conclude that there is a real,
underlying but unobservable, entity. Rather, we should conclude that the entity
is merely constructed. However, because Reznek splits his use of IBE differently
from the mixed theorist (who applied it to tokens and not to types), he avoids the
problem this splitting caused for the mixed theorist. There is no conflict in his
applying IBE to some diseases and not to others. After all, all realists agree that
some sorts of entities are constructed and not subject to analysis via IBE, and
hypertension need not be any more problematic than the U. S. Army. However,
the support that IBE can offer is vitiated somewhat by Reznek’s willingness to
admit that for some diseases (again, extremal diseases) we can proceed without
invoking IBE. Why can we not extend this methodology to other diseases? It is
not clear what the relevant distinction would be.

Reznek fares even worse than the mixed theorist, however, when it comes to
deriving support from arguments for anti-realism. Recall that there were three
such classes of arguments. The first was Engelhardt’s and Gräsbeck’s arguments
that medical practice shows that diagnosis is essentially an anti-realist practice.
Since for Reznek, the majority of diagnostic practice is realist (indeed, tuberculosis
is one of his paradigm real diseases, whose explanatory nature we understand), he
can hardly argue that medical practice shows the pragmatic nature of diseases.
At best, he could try to show that medical practice shows that the process of
assigning a diagnosis of an extremal disease in particular is pragmatic, but again,
it is not clear what the argument would be, since medical practice in assigning a
diagnosis of tuberculosis does not seem to differ from that in assigning a diagnosis
of hypertension; if this practice does not show that tuberculosis is a constructed
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entity (since, according to Reznek it is not), it does not show that hypertension is
either. Reznek’s analysis may show that hypertension is a constructed entity, but
medical practice itself does not seem to.

The second type of argument for anti-realism was that the individuality of
patients even with the same diagnosis shows that they do not jointly form a natural
kind. Since this individuality (in prognosis, response to therapy, etc.) is just as
visible in non-extremal disease as in extremal diseases, Reznek clearly cannot claim
that it makes an argument for his position.

Reznek cannot even gain succor from the anti-realist strategy of shifting the
burden of proof to the realists. Clearly, this could not support his entire position,
but only at best the anti-realist part of it. Furthermore, Reznek attempts to give
arguments for both sides of his account, indicating that he does not think that
one side or the other bears the primary burden of proof.

Let us now turn to the con arguments we have seen, starting with those against
realism. Although Reznek is not able to use all of the realists’ arguments for
realism, he seems vulnerable to most of the arguments against realism, despite his
transitional position. Thus, even though, like the mixed theorist, he cannot rely
on the no-miracles argument, he is, this time in contrast with the mixed theorist,
still vulnerable to the pessimistic meta-induction. For, just as he was deprived
of the support of no-miracles because he was anti-realist about some diseases, he
is open to the charges of the meta-induction because he is realist about other
diseases. Any of his real diseases is as vulnerable to the meta-induction as realism
generally is — the anti-realist asks, what reason would we have to believe that we
are correct about those diseases?

Again, the realist part of Reznek’s account is open to the strangeness objection
just as strict realists are. If diseases are not the kinds of things which can be real
in the sense we need, either as tokens or types, Reznek’s realism has a problem.
(Although it may be that a clear understanding of explanatory natures would
make it clear that under that account of what it is to be a natural kind, diseases
are eligible, thus leaving only the strangeness objection to real tokens standing
against Reznek.)

One set of arguments against realism that Reznek is proof against are those
against causal forms of realism, since there is no evidence that Reznek is a causal
realist. However, this was not of primary concern to realist, since the strongest
realist positions were not causal either. Reznek also does not need to worry about
his own argument from extremal diseases. At the most, that argument shows that
not all diseases are natural kinds, which is precisely his position.

Let us now turn to the three primary arguments against anti-realism. Reznek
remains vulnerable to the charge of aeipatheia to the same extent as the anti-
realist. According to Reznek, construction, at least to the extent of choosing what
point along a continuum constitutes the division between disease and health, is a
legitimate way of generating some diseases (i.e., extremal diseases), and he puts no
limits, in principle, on the number of types that can be thus generated. Therefore,
even under Reznek’s account, any person is susceptible to being saddled with a
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disease by someone’s arbitrary, or at least idiosyncratic, selection of a cut-off point
for an extremal disease.

To the extent that there are constructed, that is, extremal, disease, for Reznek,
he is also vulnerable to the question of whether the group that defines these diseases
has consistently held enough power across history and geography to maintain
these constructions. At least as regards these constructed diseases, Reznek must
explain how they remained constant across time. Reznek does have one avenue of
response here open that is difficult for a strict anti-realist to pursue. Given the
limited number of extremal diseases Reznek actually acknowledges, he can argue
that none of these diseases, in fact, have remained constant over time. Perhaps
anemia, hypertension, etc., were all identified after the rise of modern medicine
with its authoritative physician-scientists. In that case, there is no paradox for
Reznek to explain. (It would be difficult for the anti-realist to argue that no
diseases have persisted across at least some of history.) However, even in this
case, Reznek has to provide a historical argument to support this response, which
he does not do.

The only argument against anti-realism from which Reznek may be shielded is
that of indispensability. On the one hand, he appears vulnerable to this, because if
real diseases are necessary for medical practice, how could that part of the practice
that deals with extremal diseases occur? However, Reznek does claim that even
extremal diseases have explanatory natures, just not such as to make these diseases
natural kinds. Reznek may be able to claim that this explanatory nature allows us
to communicate just as well about extremal as about non-extremal diseases, since
the information about where the quantitative cut-off occurs is easy to add to the
scientifically useful and available explanatory natures.

Where does this assessment leave Reznek? Most of the arguments for and
against realism were designed to show that real diseases are (or are not) plausible
or at least possible. Reznek needs to show that real diseases are possible just as
much as any other realist does. By losing the support of the no-miracles argument,
and by being vulnerable to the meta-induction and strangeness objection, he finds
himself in a weaker position than (other) realists to defend the possibility of real
diseases. On the other hand, even to the extent that Reznek retreats to anti-
realism, we see that he has none of the motivating arguments available to him
that the straight anti-realist has, while he remains open to most, if not all, of the
primary arguments against anti-realism.

We may ask whether there are any arguments, either for or against, which
apply specifically to Reznek’s account but not to either realism or anti-realism,
and thus should be unique to this section. Reznek himself does not raise any pro
arguments specifically for his account except for the need to deal with the problem
of extremal diseases. On the other side, we can raise against him a similar charge
to that which we raised against the mixed theorist, one which is really a summation
of all that we have just said. One who is open to both real and constructed diseases
will find it difficult to press the various arguments each side individually uses to
support its case. Only if the division Reznek strikes between real and constructed
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diseases exactly matches that which separates those diseases that motivate realist
arguments such as no-miracles from those that motivate anti-realist ones such as
variability between patients will he be free of this problem. As we saw, however,
he will still have several other problems. If a safe path to medical metaphysical
truth lies between Scylla and Charybdis, Reznek has failed to find it.
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THEORIES AND MODELS IN MEDICINE

R. Paul Thompson

1 PRELIMINARIES

The terms, “theory” and “model” have multiple meanings in everyday discourse,
so some clarification at the outset is in order. In this chapter, “model” means
a description of the ontology1 and dynamics of a physical system; this can be
achieved using ordinary language but is most often achieved by identifying vari-
ables and specifying, mathematically, the relations among the variables and how
the variables change over time. Mathematical models have many advantages over
ordinary language models. Mathematical models are precise (i.e., the ambigui-
ties and vagaries of ordinary language are removed), there are a large number of
mathematical domains on which one can draw (topology, probability, infinitesi-
mal calculus, set theory and the like) and powerful deductive machinery can be
harnessed.

Some models describe a large system; these involve a large number of variables
and equations. Usually, such models can be decomposed into sub-models which
describe sub-systems. Some models describe a single aspect of a system such as
Bolie’s insulin-glucose model (see below) which describes one endocrine system
among many. Ideally, a collection of these single aspect models can be aggregated
into a larger unifying model, at which point they are best described as sub-models
of the integrating model. Theories2, as understood in this chapter, are large mod-
els with a level of generality that integrates many sub-models, guides hypothesis
formation, underpins explanation and prediction, supports counterfactual claims,
and determines the relevance of evidence. Broad integrative models such as are
found in endocrinology, immunology and neuroscience have the requisite level of
generality to be deemed theories; although useful, Bolie’s insulin-glucose model
does not.

In this chapter, I use the term “medical science” as a contrast with “clinical
medicine”. There, of course, is no sharp division between these aspects of medicine;

1The ontology of a system is the collection of entities believed to exist (e.g., DNA, proteins,
amino acids and the like) and their properties and their physical relationships to each other (e.g.,
proteins are strings of amino acids). Dynamical relationships are expressed by a set of equations.

2There are two broad conceptions of the structure of scientific theories: a syntactical con-
ception and a model-theoretic (semantic) conception. I am an advocate of the model-theoretic
conception, see [Thompson, 1983; 2007]. Nothing in this chapter hangs on which conception one
adopts.
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interactions between them occur frequently. In some respects, the interactions
mirror those between chemistry and physics on the one hand and the application
of chemical and physical knowledge and theorising in engineering on the other.
For example, medical sciences are more focused on underlying mechanisms, as is
chemistry and physics, while clinical medicine is more focused on applications; that
is, improvements in diagnosis, and determining safety and efficacy of prophylactic
and therapeutic interventions dominate research in clinical medicine; discovering
and describing underlying mechanisms dominates research in medical sciences. At
different periods in medicine’s long history the pendulum has swung between an
emphasis on the clinical and the emphasis on the theoretical/mechanistic (see
[Duffin, 1999; Pomata, 2005; Siraisi, 2007; Rawcliffe, 1995; Wartman, 1961; Estes,
1989]. Today, under the umbrella of medicine, areas as diverse as microbiology
and family practice co-exist; the worlds inhabited by researchers and clinicians
in the disparate fields, however, are very different in goals, methods, practices,
motivations and conceptual assumptions. The focus in this chapter is on medical
science.

Models and theories — expressed mathematically — are ubiquitous in medical
sciences. Three examples are provided here; they have been chosen to illustrate
important aspects of models and theories in medicine. The first is an example of
a simple model. The second is an example of a more general and complex model.
Both these models can be subsumed under a more general dynamical model. The
third is an example of the transition from a model of a single phenomenon to
an incipient theory; also, a sub-model is described and its value sketched. After
setting out these examples, I draw out, by reference to them, the salient features
of models and theories in medicine. The precision allowed by such mathematical
models is important to scientific research but the main philosophical points about
models and theories that these examples underscore can be grasped without a
detailed grasp of the mathematics.

These examples illustrate, in part, the four central philosophical theses ex-
pounded in this chapter. First, theories, in medicine and other sciences, integrate
a large body of knowledge by describing mathematically a dynamical system. Sec-
ond, in part because of the first, models and theories support counterfactual claims
(predictions in medicine are instances of counterfactual claims; at the point the
prediction is made the circumstances described have not occurred). This feature
has two corollaries: that exploring the dynamics of models and theories can lead to
new knowledge, and that models and theories enable us to manipulate nature —
a central role of engineering and of clinical medicine. Third, models and theories
are essential to providing robust explanations (answers to “why-questions”); the
results of randomised controlled trials cannot underwrite explanations, notwith-
standing the current emphasis on them in clinical medicine. Fourth, models and
theories are the basis for any interpretation or correction of empirical observa-
tions. That models and theories in medicine have these roles, as they do in the
natural and biological sciences, makes clear that a significant amount of medical
research is deeply connected to the rest of science and shares the theoretical depth,
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sophistication and explanatory power of those sciences.

As a final preliminary comment, I note that exploring the history of medicine
(which is beyond the scope of this chapter) underscores the value of models and
theories in medicine. The evolution of scientific knowledge and the methods, con-
ceptual tools and reasoning that science (including medical science) employs is in-
extricably connected to the increasing use and refinement of models and theories.
The dawn of the use of models and theories reaches back to at least the period of
Greek science and medicine, see [Clagett,1966]. From Hippocrates, through Galen,
Harvey and a host of others, to the present, theory and model construction has
been pivotal to the evolution of modern medicine. Today, as in the past, theories
and models are integral to medicine and its advancement; they provide, in a way
randomised controlled trials (RCTs) do not3, the mechanistic dynamics1 that we
currently accept as accounting for observed medical phenomena.

2 MODELS IN MEDICAL SCIENCE: THREE EXAMPLES

2.1 Bolie Model of Insulin-Glucose Regulation

Understanding insulin-glucose regulation is essential to the clinical management
of regulatory failure such as diabetes. In 1960 Bolie [1960] provided a simple but
powerful model of the regulatory dynamics. The chief role of insulin is to mediate
the uptake of glucose into cells. A deficiency of, or a decreased sensitivity of cells to,
insulin results in an imbalance of glucose uptake, resulting in severe physiological
problems, which if untreated lead to kidney, eye and nervous system deterioration
and ultimately to death. In the case of juvenile-onset diabetes mellitus, one way
of maintaining a glucose balance is a long-term schedule of daily doses of insulin.
Understanding the dynamics of the regulatory system has allowed considerable
refinement to this therapeutic regime.

Bolie’s model assumes only three entities (glucose, insulin and extracellular
fluid) and identifies nine variables:

3RCTs may reveal connections among events but they do not answer the question, “why are
these events connected?”, see [Cartwright, 2007; Thompson, 2009]. RCTs have some value in
determining safety, efficacy and secondary effects of pharmaceuticals and of lifestyle choices (diet,
exercise and the like) but only models and theories provide the dynamical underpinnings that
allow us to understand why the pharmaceutical or lifestyle choice is safe, efficacious and why

certain secondary effects occur. RCTs, as currently employed, have come under considerable
criticism of late, see [Ashcroft, 2002; Bluhm, 2005; Borgerson, 2005; Cartwright, 2007; Howson
and Urbach, 1989; Kravitz, 2004; Salsburg, 1993; Schaffner, 1993; Upshur, 2005; Worrall, 2002].
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Extracellular fluid volume V
Rate of insulin injection I
Rate of glucose injection G
Extracellular insulin concentration X(t)
Extracellular glucose concentration Y(t)
Rate of degradation of insulin F1 (X)
Rate of production of insulin F2 (Y )
Rate of liver accumulation of glucose F3 (X,Y )
Rate of tissue utilization of glucose F4 (X,Y )

The last four rates are functions on X and Y at specific times. Bolie developed
two dynamical equations: one expressing the rate of change in insulin over time
assuming a specific rate of insulin injection, the other the rate of change in glucose.

Insulin: dX/dt = (I - F1(X) + F2(Y))/V

That is, the change in extracellular insulin concentration with respect to time
equals the rate of insulin injection minus the natural rate of its production minus
the rate of its degradation, all divided by the volume of extracellular fluid. The
division by the volume of extracellular fluid means the change in insulin is express
as a change per unit volume of extracellular fluid.

Glucose: (dY/dt) = (G− F3(X, Y) - F4(X, Y))/V

That is, the change in extracellular glucose concentration with respect to time
equals the rate of glucose injection minus the rate of liver accumulation of glu-
cose minus the rate of tissue utilization of glucose, all divided by the volume of
extracellular fluid.

This is an excellent example of a model of a single phenomenon. Useful though it
is, it describes a single regulatory system in isolation from other such systems. To-
day, this system is embedded in our understanding of homeostatic (self-regulating)
endocrine systems more generally. Another much more complicated self-regulating
system is provided in example 2 below. The more general and more abstract model
of self-regulating systems of which these are instances is a low level theory. When
the interactions among many of these systems is described using a model, as it is
in modern endocrinology, that model is best understood as a robust general theory
from which sub-models (and sub-systems such a Bolie’s) can be extracted.

2.2 Example 2: The Menstrual Cycle

The menstrual cycle is not restricted to humans but medical science has provided
the most in-depth and physiologically embedded advances in understanding the cy-
cle — its hormonal, biochemical, physiological and evolutionary dynamics. Cycles
that are more or less coincident with the day (circadian), the month (circalunal)
and the year (circannual) began to be studied vigorously in the 1960s. Indeed, it
is appropriate to date its inception at 1960, when the Coldspring Harbour Sym-
posium on circadian rhythms was held.
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Any standard textbook on internal medicine, physiology or endocrinology will
contain a description of the dynamics of the menstrual cycle. For those interested
in a medical textbook account, Harrison’s Principles of Internal Medicine [Braun-
wald, 2001] provides a clear and succinct account. The normal menstrual cycle is
an activator-inhibitor system with a feedback complex. The cycle is divided into
two phases: a follicular phase and a luteal phase. The cycle — the onset of one
menstrual bleed to the onset of the next — is 28 days ± 3. A normal bleeding
period is 4 days ± 2.

The entities of this system are chemicals (e.g., gonadotropins, ovarian steroids
and many others as set out below), cells (e.g., granulosa lutein cells, theca leutin
cells) and organs (e.g., the hypothalamus, the pituitary, the ovaries). The key
chemicals are:

Progesterone as its name suggests, it acts principally to prepare the uterus for
zygote (fertilised ovum) implantation and gestatation. It is a 21-carbon steroid
secreted by the corpus luteum.

Androgens a variety of 19-carbon steroids synthesised in the ovaries. The major
one is androstenedione, of which some portion of the production is converted to
oestrogen in the granulosa cells and testosterone in the interstitium.

Oestrogen a steroid produced by developing follicles in the ovaries as well as
the corpus luteum, the placenta and, although of less importance in menstruating
women, other organs. Both follicle-stimulating hormone (FSH) and luteinizing
hormone (LH) stimulate the production of oestrogen. Oestrogens are synthesised
in the theca cells in the ovaries. Estradiol is the major oestrogen in humans.

Follicle Stimulating Hormone (FSH) and Lutenising Hormone (LH) gly-
coprotein hormones synthesised in the gonadotrope cells of the anterior pituitary.

Inhibin a hormone secreted by the dominant (maturing) follicle. It inhibits
the release of Follicle Stimulating Hormone (FSH) by the hypothalamic-pituitary
complex.

Gonadotropin-releasing Hormone (GnRH): a hormone that regulates the
synthesis and secretion of FSH and LH.

There are numerous other chemicals but focusing on these permits a sketch of
the normal menstrual cycle to be given.

. . . At the end of a cycle plasma levels of estrogen and progesterone
fall, and circulating levels of FSH increase. Under the influence of FSH,
follicular recruitment results in development of the follicle that will be
dominant during the next cycle.
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After the onset of menses, follicular development continues, but FSH
levels decrease. Approximately 8-10 days prior to the midcycle LH
surge, plasma estradiol levels begin to rise as the result of estradiol
formation in the granulosa cells of the dominant follicle. During the
second half of the follicular phase, LH levels also begin to rise (owing to
positive feedback). Just before ovulation, estradiol secretion reaches
a peak and then falls. Immediately thereafter, a further rise in the
plasma level of LH mediates the final maturation of the follicle, followed
by a follicular rupture and ovulation 16-23 hours after the LH peak.
The rise in LH is accompanied by a smaller increase in the level of
plasma FSH, the physiological significance of which is unclear. The
plasma progesterone level also begins to rise just prior to midcycle and
facilitates the positive feedback action of estradiol on LH secretion.

At the onset of the luteal phase, plasma gonadotropins decrease and
plasma progesterone increases. A secondary rise in estrogen causes a
further gonadotropine suppression. Near the end of the luteal phase,
progesterone and estrogen levels fall, and FSH levels begin to rise to
initiate the development of the next follicle . . . [Braunwald, 2001, p.
2157]

This succinct description of the process makes clear the feedback and activation-
inhibition processes involved. A more direct description of some of these is given
earlier in Harrison.

The secretion of FSH and LH is fundamentally under negative feed-
back control by ovarian steroids (particularly estradiol) and by inhibin
(which selectively suppresses FSH), but the response of gonadotropins
to different levels of estradiol varies. FSH secretion is inhibited pro-
gressively as estrogen levels increase — typical negative feedback. In
contrast LH secretion is suppressed maximally by sustained low lev-
els of estrogen and is enhanced by a rising level of estradiol — posi-
tive feedback. Feedback of estrogen involves both the hypothalamus
and pituitary. Negative feedback suppresses GnRH and inhibits go-
nadotropin production. Positive feedback is associated with an in-
creased frequency of GnRH secretion and enhanced pituitary sensitiv-
ity to GNRH. [Braunwald, 2001 p.2157]

The mathematical description of this activation-inhibition and feedback system
draws on complicated mathematical domains and techniques that render a com-
plete account in the context of this chapter inappropriate; readers with a strong
mathematical background should consult [Edelstein-Keshet, 1988; or Murray, 1993].
Here I provide a sketch of the mathematical description. In essence, as already
indicated, the entities (the ontology) of the system are chemicals, cells and organs.
Their properties are imported from biochemistry, cell biology and physiology.

The fundamental dynamics are expressed as rate equations where x and y are
chemicals in interaction; and, they are continuously rising and falling:
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dx/dt = f1(x, y)

dy/dt = f2(x, y)

A non-trivial steady state of the system is (x, y). In a two dimensional phase plane
xy, the nullclines for x and y will be:

f1(x, y) = 0

f2(x, y) = 0

The steady state (x, y) is the intersection point of the curves.
Differentiating both sides of these equations with respect to x yields the slope

of the nullcline f1 = 0 at some point P , and the slope of the nullcline f2 = 0 at
some point P . It is the point of intersection of these two nullclines that defines the
steady state in the phase space. In a couple of deductive steps one can derive four
partial derivatives evaluated at (x, y). These can be arranged in a Jacobian4 square
matrix. The signs for the partial derivatives in this Jacobian are determined by the
mutual effects that interacting chemicals have on each other. Since, in most cases
in the menstrual cycle the chemicals have pairwise interactions, the interactions
can be modelled as a two chemical system. Hence, the sign patterns of the partial
derivatives in the Jacobian can be specified as:

Activator-inhibitor system

J1 =

(

+ −
+ −

)

This pattern of signs indicates that chemical 1 has a positive effect (an activation
effect) on its own synthesis and that of chemical 2; whereas, chemical 2 has a
negative effect (an inhibitory effect) on its own synthesis and that of chemical 1.
Using the same meaning of the matrix of signs:

Positive Feedback system

J2 =

(

− −
+ +

)

Negative feedback system

J3 =

(

+ +
− −

)

The systems with their signs can be expressed graphically. For example, the
positive feedback system is graphically represented in an xy phase plane as:

4A Jacobian determinant (or Jacobian for short) is named after the Prussian mathematician
Carl Gustav Jacobi (1804-1851). A Jacobian is a matrix of partial derivatives.
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Chemical y

Chemical x

This modelling allows a clear understanding of the steady state of the system
as well as the rates of change driven by the interaction of the chemicals. It also
makes possible predictions about how external interventions will affect the be-
haviour of the system (for example, a prediction about what will happen if plasma
levels of oestrogen and progesterone at specific points in the process are artificially
increased by a human external intervention such as taking birth control pills). As
a result, this mathematical model of the menstrual cycle has enabled a significant
refinement of the dosage and timing of external interventions to alter oestrogen
and progesterone levels during the menstrual cycle to achieve control of ovulation.

2.3 Example 3: Epidemics (Plagues)

Mathematical modelling of epidemics can be traced back to three papers [Ross
and Hudson, 1916; 1917a; 1917b]. They begin with an expression of surprise:

It is somewhat surprising that so little mathematical work should have
been done on the subject of epidemics, and, indeed, on the distribu-
tion of diseases in general. Not only is the theme of immediate im-
portance to humanity, but it is one which is fundamentally connected
with numbers, while vast masses of statistics have long been awaiting
proper examination. But, more than this, many and indeed the prin-
cipal problems of epidemiology on which preventive measures largely
depend, such as the rate of infection, the frequency of outbreaks, and
the loss of immunity, can scarcely ever be resolved by any other meth-
ods than those of analysis. [Ross and Hudson, 1916, pp. 204-05]

These are seminal papers which were drawn upon by Kermack and McKendrick
in two foundational papers [1927; 1932]. Some of the key elements of models of
epidemics were identified in these early papers — for example, partitioning the
population into those susceptible, those infected and those immune. An epidemic
results from a high rate of change in the numbers of those moving from susceptible
to infected.

As contemporary researchers have shown (see, for example, [Halloran, 1998;
Anderson and May, 1979; May and Anderson, 1979]), using this partitioning of
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the population, the dynamics of the system can be described by three differential
equations:

dX/dt = -IX = -cp(Y /N)X

dY /dt = cp(Y /N)X — vY

dZ/dt = vY

X is number of susceptible people

Y is number of infected people

Z is number of immune (non-susceptible)

I is the incidence rate

N is the size of the population

v is the recovery rate

c is the rate of contact

p is the transmission probability

This model takes all the essential factors into account (in a closed population)
but substantial sophistication can still be added. For example, “c” can be refined.
Within a population, groups do not exhibit random contact; sub-populations tend
to have higher intra-group interactions than inter-group interactions. This can be
formulated by indexing c, such that cijdenotes contact rate of members of group
j with members of group i. Contact among members with a group (intra-group)
is assumed to be random. Contact of sub-group members between two groups
(inter-group) is not. The intra-group and inter-group contacts can be represented
by a matrix:

C =

(

cii cji

cji cjj

)

Intra-contacts are ciiand cjj , and cijand cjiare inter-group contacts.
Additional factors can be added such as the number of new cases an infectious

person is expected to generate (R0). The more variables and parameters included
the more robust and realistic the model will be. R0 depends on contact rate,
probability of transmission and duration of infectiveness (d): hence, R0 = cpd. R0

equals the cases expected to be produced but usually one also needs to know the
symmetrical value, namely, the probability that some susceptibles will be infected:
that is, the incidence rate I. The differential equations describing the dynamics
require that this value be determined. The incidence rate I will be a function of
contact, probability of transmission and prevalence at a particular time:

I(t) = cpP(t)

At this point, the entities of the system (people) have been specified, as have the
characteristics of the entities: infected people, susceptible people and immune peo-
ple. Also the dynamics of the system have been expressed in the three differential
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equations, and we have a way to determine the values of the key variables such
as I.

Although there are no criteria for when a model is robust enough to satisfy all
the roles of a theory, at some point that will happen. By adding R0, to this model
based on the partitioning of the population, the various roles of a theory come
into play. With an additional partitioning of X, those susceptible, into vaccinated
(hence with reduced susceptibility) and non-vaccinated5, the desiderata of a theory
will have been met. Further additions will increase the robustness and utility of the
model/theory. What is also obvious is that this model can be applied to systems
with entities other than people, such as closed populations of other mammals.

Realistic model construction has to take into account that, increasingly, popu-
lations fail to be closed with respect to disease transmission; for one thing, globali-
sation is accelerating the contact rate between populations. There are two ways to
recognise this. The simpler, from the point of developing a model and applying it,
is to regard what was once a single relatively closed population as a sub-population
of a much larger closed population. This, however, will not adequately handle en-
tries into a population through births and departures through deaths. The other
is to remove the constraint of closure and add to the dynamics of the systems. In
this way, mobility into and out of a particular population — and each of three
partitioned groups within it — through immigration, emigration, tourism and the
like as well as births and deaths can be taken into account. This requires a level of
complexity in describing the dynamics that that adds no value to this exposition
of theories and models in medicine.

One feature of note, however, is the utility of an equilibrium equation in de-
scribing the dynamics of open systems; an equilibrium equation could be added to
the dynamics of closed populations but is unnecessary and has significantly dimin-
ished utility. The equilibrium equation plays the same role in descriptions of the
dynamics of open populations as the Hardy-Weinberg equilibrium in population
genetics, where migration in and out of population, births, deaths, etc. also have
a fundamental effect on the behaviour of the system over time. Amplifying this
briefly to draw attention to the conceptual importance of equilibrium equations, in
population genetics, locations on a chromosome (loci) are occupied by alleles. At
any specific location, different allelic forms can occur. With paired chromosomes,
as are found in the nuclei of somatic cells of almost all animals, alleles are paired
and their joint influence determines, in whole or part, a characteristic of the adult
organism. What Hardy and Weinberg demonstrated mathematically was that the
proportion of alleles remains constant after the first generation unless a factor like
selection occurs. In effect the principle means, “if nothing happens, nothing will
happen — nothing will change.” Newton’s first law is also an equilibrium prin-
ciple: everything remains in a state of rest or rectilinear uniform motion unless

acted upon by an external unbalanced force. In other words, if nothing happens,

5Where a vaccine is 100% effective, this partition, of course, is unnecessary. However, few
vaccines are 100% effective and even those that are, depend on proper administration, timing of
the vaccination with respect to contact with infected persons or other vectors, and so on.
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then nothing will happen.
The above is a complex (although, compared to the empirical phenomena it

is modelling, it is relatively simple and idealised) mathematical model that has
sufficient richness to fulfil all the desired roles of a theory. This level of complexity
is not necessary, however, for a model to be an important tool within medicine
as consideration of the often used Reed-Frost chain (or serial generation time)
binomial model shows it is a sub-model of the more general and complex model
just described. What an examination of this model demonstrates is that one is
not constrained to using the most general model available; a sub-model derivable
from it that encompasses all the relevant features of a particular aspect of epi-
demics is sufficient. Moreover, because it can be derived from the more general,
more robust model, it is imbued with the same robustness, and hence the same
degree of confidence. This is a crucial point to note about theories: sub-models
of greater specificity than the theory are often all one needs to generate or defend
an explanation of a phenomenon. The recourse made to the Reed-Frost model
by researchers studying the Black Death illustrates this point well — as well as
illustrating the role of theories in explanation (a role to which I return again later).

As one would expect of a simpler, less general, model derivable from the more
general model, the Reed-Frost model also assumes a closed population and assumes
the same partitioning of the population into three groups: susceptible (X), infected
(Y ) and immune (Z). Serial generation time (t) equals:

L + ((I + S)/2)

Where:

L is the duration of any latent period (expressed usually in days but
it could be hours or weeks)

A is the duration of the infectious period but where there are no symp-
toms (a-symptomatic)

S is the duration of the infectious period where there are symptoms

The total infectious period is the a-symptomatic period and the symptomatic
period (A+S). L + ((I+S)/2) assumes that the mean point of transmission is the
mid-point of the infection: (I + S)/2. Hence, L + ((I + S)/2) expresses the mean
time for transmission. In this model, transmission depends on the number of con-
tacts; sometimes an infectious agent is so virulent and the method of transmission
so effective that only one contact is required but frequently numerous contacts are
required. This is a density function such that as the number of contacts increases
so does the probability of transmission:

p = K/(N –1)

where:

p is probability of transmission,
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K is average number of contacts,

N is total population size.

A number of other relationships can be derived easily from these, for example,
probability of avoiding transmission. Since probability ranges from 0 to 1, the
probability of avoiding transmission is 1 - p (i.e., q = 1 — p, where q is the
probability of avoiding transmission).

Although the Reed-Frost model is highly idealised and far less general than
the theory from which it is derived, it is nonetheless an extremely useful explana-
tory model. Consider, for example, the quest for the causal agent(s) in the Black
Death. Reliable first-hand accounts of the cause are, for obvious reasons, absent.
Hence, most examinations have relied on contemporary epidemiological models
and contemporary knowledge of the causes of diseases today that are similar in
symptoms, spread, mortality and so on to the first-hand descriptions given of the
Black Death. Examining the first-hand accounts and using current microbiological
knowledge, it has long been a majority view that this was an outbreak of bubonic
plague (causative agent: Yersinia pestis6). Some scholars have questioned the use
of current microbiological knowledge because viruses and bacteria change char-
acteristics over time (see [Gottfried, 1978]). Others have defended the majority
view, pointing out that there is still only one serotype of Y. pestis (see [Twigg,
1993]. The development of the above theory of epidemics, and specifically in this
case the Reed-Frost sub-model derived from it, calls the majority hypothesis into
question; indeed, it provides a compelling basis for rejecting it and sidesteps the
entire issue about inferences from current microbiological knowledge to epidemics
in the past — even the recent past. As what follows illustrates, a model can pro-
vide substantial additional support for accepting or, as in this case, rejecting a
hypothesis or explanation.’indexbubonic plague

The crux of the argument rests on the fact that based on first-hand accounts
of the characteristics of the epidemic — high rates of infection, high mortality,
average length of an outbreak in a region (about 8 months), increasing cases to
a single peak before decaying, the rate and nature of spread, and so on - the
Black Death conforms to the Reed-Frost dynamics, something bubonic plague
would not have done. Susan Scott and Christopher Duncan [2001, see especially
pp. 107-109] have provided an excellent account of this challenge using the Reed-
Frost model. Their account (which demonstrates the crucial role models can play
in understanding medical phenomena — even those in the distant past) can be
sketched briefly.

Features of the Black Death are:

• It is a highly infectious lethal disease,

• Transmission was direct, person to person,

6For a detailed and comprehensive description of current knowledge of this disease, see
[Christie, 1969].
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• The mortality curve rose to a single peak and then decayed,

• The average outbreak in a geographic region (each sub-population) was 8
months,

• The long average outbreak suggests a long incubation period,

• Time between appearance of symptoms and death was short (3-5 days),

• It struck cities, towns and rural areas equally,

• With a slight favouring of summer the disease was not seasonal.

These features are all consistent with what the Reed-Frost model predicts. The
same is not true of bubonic plague, some of whose features are:

• It is far less lethal than the Black Death,

• Rodents and the fleas that feed on them are a required vectors of transmis-
sion,

• It moves slowly and erratically (especially in a period before modern trans-
port),

• Outbreaks rapidly disappear,

• It is not capable of spreading rapidly in winter (especially not over alpine
passes and in cold sub-northern climates).

It is the second point — intermediate vectors (rats and fleas) and disease reservoirs
(rats) — that mostly account for its lack of conformity to the Reed-Frost model.

This example makes clear how a specific sub-model derived from a more general
theory can be used to narrow the range of potential causative agents, especially
in the early stages when rates of transmission and geographical dispersion are all
that is known. The example focuses on an epidemic in the past but the analytical
and methodological features are exactly the same when a current epidemic is being
examined and explanations and predictions are being sought. That is, sub-models
of the general theory are equally useful in segregating potential pathogenic causes
of contemporary epidemics into those that are unlikely or impossible and those that
are likely, and in yielding information about when an intervention that restricts
person-to-person contact is likely to be the most effective prophylactic measure
(as is the case with current — 2009 — analysis of the potential H1N1 viral flu
epidemic– commonly called swine flu).

This entire arena of theorising and modelling is deep and explanatory. The
above provides a glimpse into the domain, a glimpse that requires a modest math-
ematical background. A more mathematically sophisticated and in depth analysis
of deterministic communicable disease models, with epidemiological interpreta-
tions has been provided [Hethcote, 1976]. Although a considerable amount of
important work has been done since then, this is an excellent point of departure
for anyone interested in the field.
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3 MODELS AND THEORIES IN MEDICINE: FEATURES AND
FUNCTIONS

A fundamental goal of the sciences (including medical science) is to understand
how nature works, often with an eye to controlling nature. To understand how
things work, one must uncover the dynamics underlying observable phenomena.
At the most elementary level, the task begins by probing nature and observing the
response. Where one observes regularities, these can be codified and an elementary
single-aspect model can be developed. Bolie’s insulin-glucose model is an example
of this. There is a vast amount that such models do not tell us about the dynamics
of specific phenomenon. In Bolie’s model, for example, we do not find answers
to questions about how the rate of insulin production is controlled or why the
glucose accumulates in the liver and what factors determine and/or affect the
rate of accumulation. Models at this level of generality, however, do answer a
few important questions. Bolie’s model does answer questions about how insulin
and glucose levels are related and how a change in certain other rates will cause
changes in insulin and glucose levels.indexhomeostatic systms

Sometimes the move to a higher level of generality comes by expanding the
scope of the model through further empirical investigation. More variables and
equations are added to the model to describe additional regularities. Bolie’s model
might be expanded, for example, to include entities and relationships involved in
insulin production in the islet of Langerhans in the pancreas. This process of model
expansion is exemplified by the gradual expansion of the model of epidemic spread.
As in that case, this process can lead to a model that is sufficiently general that it
fulfils all the conditions required for a model to be deemed a theory — conditions
I will discuss more fully below. This transition to a theory can be considered
evolutionary.

Sometimes many elementary models of specific phenomena are constructed
somewhat independently. At some point, a person or persons constructs a model
that subsumes all these models; they become instances of higher-level dynamical
processes and all the previously disparate domains are unified in a single revolu-
tionary step. In the limit, someone constructs a model with a few very high-level
generalities such that all other models in that domain are derivable from it — i.e.,
are sub-models of it. Newton’s and Darwin’s theories are considered instances of
this; their respective domains were all of physical mechanics and all of evolutionary
dynamics.

Examples in medicine are not of the all-encompassing character assumed to
be the case with Newton’s theory until the twentieth-century. An example of a
unifying model in medicine is the construction of models of self-regulating systems
(homeostatic systems) which, in endocrinology for example, subsumes the insulin-
glucose system as well as the menstrual cycle and many other hormonal systems
such as the TSH-thyroxin system. These all become instances of a more general
dynamical process. What distinguishes them is not the dynamics of the processes
but the specific elements involved and the complexity of the interactions; as seen
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above the menstrual cycle is more complex than Bolie’s model (for one thing, the
menstrual cycle case involves several self regulating sub-systems).

Whether a theory arises through an evolutionary or a revolutionary path, one
of its key functions is to unify (integrate) a large body of knowledge about the
dynamics underlying phenomena. The integration of a large body of knowledge
about the dynamics underlying phenomena is a function only a theory-level model
can perform. Clearly the pivotal phrase here is “large body of knowledge”. It can
be grounded in two complementary ways. First, the body of knowledge that has
been integrated is deemed “large enough” if it allows all the functions of a theory
(discussed below) to be satisfied. Second, it must encompass all the knowledge
of the dynamics of a broad domain of inquiry — e.g., immunology, endocrinology
and neurobiology. If the domain of inquiry is hormones, a theory-level model must
provide the dynamical basis for all hormonal systems. This sets a generality-floor
for theory-level models. Obviously, if someone constructed a model that integrated
knowledge in immunology and endocrinology, this would be a theory-level model;
indeed, it would be one that brought into existence a fundamentally new domain
of medical science.

Unification and integration of a large body of knowledge is the hallmark of
theories but they, along with less general models, play many other roles in science.
I now turn to a detailed examination of these other roles of theories. For the most
part, these other roles can be also be played by models with a level of generality
below that of a theory. The greater the level of generality, however, the more
robust will be the use of the model.

Theories are used to support counterfactual claims. Counterfactual claims are
common; “if you jump off this 200 metre cliff, you’ll be dead” is an example.
Since you have not made the jump and are still very much alive, the claim is
“counter to the facts” of the situation. Some counterfactual claims, like the one
just given, are often accepted on simple inductive grounds; in all the previous

cases of people jumping from such a height, they have died on impact. Induction,
however, is fraught with logical difficulties, difficulties it would be best to avoid
where possible. Well-confirmed theories allow one to avoid simple induction in
assessing a counterfactual claim. In the current example, Newtonian Mechanics
(determining speed on impact, vector forces on the body, etc.) coupled with
a sub-model of physiological theory related to blood circulation, bone plasticity
limits, cell membrane elasticity limits and the like deductively entails death under
normal circumstances. Moreover, if the circumstances are not normal — the person
is wearing a parachute for example — the theory can include that and entail a
different outcome.

Consider the model of the menstrual cycle given above. Based on the model,
one can claim, “If the frequency of secretion of gonadotropin-releasing hormone
(GnRH) is artificially increased in a female, the sensitivity of the pituitary gland
to GnRH will be enhanced, gonadotropin production will be increased and follicle
stimulating hormone will increase.” Because the menstrual cycle model is well
confirmed, this claim can be declared true even if such an intervention never oc-
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curred. The value of this is obvious; physicians do not need to engage in trial and
error experiments — with all the ethical issues that involves — in order to know
the claim is true.

One corollary of this role of theories is that theories can be used to gain new
knowledge. Often, a well-confirmed theory will allow one to derive new knowledge
in the absence of observation or experiment. If one has confidence in the goodness
of fit between a theory and the empirical domain to which it is intended to apply
(i.e., the model is well confirmed), then exploring the dynamics of the model can
reveal things not yet observed or discovered by experiment. This is especially
useful when the direct observation of a phenomenon is impossible (even with a
technological extension of our senses such as a computerized axial tomography
(CAT) scan), or when an observation or experiment is too expensive or bafflingly
complex or too dangerous to warrant doing it.

The use of the Reed-Frost model and the Black Death is an example of this.
As indicated above, it is possible to discover that the Black Death was not an
outbreak of bubonic plague because the Black Death conforms to the Reed-Frost
model of transmission whereas bubonic plague does not. The larger model of the
dynamics of epidemics set out above — of which the Reed-Frost dynamics are
a sub-model — allows one to explore novel situations. For example, the rate,
scope and path of geographic spread can be determined for a not-yet-encountered
infectious agent arising in a location not hitherto known as a source-point. One
can also determine which interventions (designed to change one or more variables)
will reduce the impact of the epidemic. These cannot be determined empirically
because no such event has occurred or is occurring. The immediately obvious
value of using a well-confirmed theory in this way is for preparing for epidemics
and determining how best to mitigate the impact of an epidemic.

A second and obvious corollary of the fact that theories support counterfactuals
is that theories can be used to make predictions and, thereby, to manipulate na-
ture. The counterfactual, “If the frequency of secretion of gonadotropin-releasing
hormone (GnRH) is artificially increased in a female, the sensitivity of the pituitary
gland to GnRH will be enhanced, gonadotropin production will be increased and
follicle stimulating hormone will increase.” is also a prediction. That prediction
can be used to manipulate nature in order to achieve a goal.

The obverse of prediction is explanation. Explanations are answers to “why–
questions”. Only scientific theories provide the machinery for giving scientific an-
swers to why-questions about empirical phenomena. Why-questions are requests
for an account of the behaviour of a system in certain circumstances. Because
a theory (or a relevant sub-model of the theory) is a description of the ontol-
ogy and dynamics of a system, connecting (deductively or probabilistically) the
phenomenon to be explained to a theory provides quite naturally the requested
account. The stronger the confidence in the theory, the more robust the account
provided. By contrast, for example, the results of randomised controlled trials
(RCTs) do not answer “why” questions. An RCT might establish that pharma-
ceutical P results in physiological change X — that is, it establishes an association.
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It, however, does not provide an answer to the question, “why does P result in
X?” because it provides no account of the dynamics; for that, one needs to appeal
to some combination of physiological theory, cell and systems theories and the like.
Even if, under exceptionally constrained circumstances such as Ronald A. Fisher’s
agricultural trials [Fisher 1935], one can be convinced that the association the
RCT uncovered is a causal association (and this would be a stretch in the case
of medical RCTs), it would provide the weakest possible explanation because, in
the absence of a theory, it would be an isolated causal claim. The robustness of
explanations based on connecting phenomena to a theory comes precisely because
a theory interconnects a large body of knowledge, creating a whole that is vastly
more robust than any one of the knowledge claims it encompasses.

Another fundamental role of theories is interpreting and correcting observa-
tions. The overworked but clear example is the observation, on a hot day, that a
stretch of asphalt pavement in the distance is wet. Thermodynamic and optical
theories explain why it appears wet but actually is not. Optical theory accounts
for chromatic aberrations — for example, the appearance, when using a light mi-
croscope, of colours that do not correspond to the actual colour of the object
being observed. In this case optical theory allows us to correct the problem by
providing a clear understanding of its causes — properties of the lenses. A simple
medical example is referred pain; for example, the sensation of pain in the back
when the actual physiological location of the trauma is intestinal. Neurological
and physiological theories enable this phenomenon to be explained and, critical
to clinical diagnosis, those theories in part ground a differential diagnosis — a
diagnosis of an intestinal disorder rather than a back disorder — and they guide
choices in investigative imaging. “Raw” observations — the way things appear —
are frequently deceptive; this is why crude empiricism is flawed.

Consider a more complicated case, a case that also serves to reinforce the point
made above about the use of theories in explanation. Some individuals manifest
impaired growth and development, increased susceptibility to infection, severe
abdominal pain with normal bowel sounds and no rebound tenderness, paleness
and physical weakness. These symptoms are suggestive of haemolytic anaemia
resulting from the sickling of red blood cells (i.e., the red blood cells are curved, like
a sickle blade) — a disease commonly known as sickle-cell anaemia. In individuals
with sickle-cell anaemia, the nucleotide sequence (gene), which determines the
structure of the protein ’haemoglobin’, codes for the amino acid ’valine’ in the
sixth position on the β-chain instead of ’glutamic acid’ as is normally the case.
This substitution, under reduced oxygen tension, results in the valines at positions
6 and 1 forming a hydrophobic association which leads to a conformation that
stacks in such a way as to distort the erythrocyte and thus cause the sickle shape.

The physical symptoms described above are the result of reduced oxygen trans-
port in the blood stream due to the conformation of the haemoglobin and deformed
structure of the cells. This explanation employs (1) the theory of molecular genet-
ics which describes, among numerous other things, how the nucleotide sequences of
DNA determine the structure of proteins, (2) biochemical theory which describes
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the behaviour of biochemical structures and (3) physiological models which de-
scribe the effects on the organism of reduced oxygen transport.

This disorder is endemic in certain African populations. Since a segment of
DNA codes for this disorder and since those with it have a very high mortality
rate and reproductive rates near zero, one would expect that individuals with
the segment of DNA would fail to reproduce. Consequently, over time (a very
few generations in fact), the segment should be eliminated from the population.
However, the disorder persists in these African populations at about 8-11%. This
persistence is contrary to expectations; given the disease profile, selection pressure
against the trait is exceptionally high and as indicated, in only a few generations,
its percentage representation in the population should be at or close to zero. As
a result, it appears on the surface that some factor is overriding selection and
spontaneously generating the genetic sequences underlying the trait. Contrary to
appearance, however, selection is not being thwarted.

The theory of population genetics allows this appearance to be properly inter-
preted (corrected). This is a case of heterozygote fitness. Chromosomes in human
somatic cells exist as pairs. These complementary pairs, as a unit, determine in
whole or in part7 the characteristics (traits) of the organism. Specific locations on
a chromosome are called loci; at each locus there is an allele. Consequently, alleles
are also paired and it is the joint action of the pair that in whole or in part deter-
mines the characteristic. There are three different forms of the allele responsible
for haemoglobin production: an allele that codes for normal haemoglobin (N), a
form that codes for sickle-cell haemoglobin (S) and a form that confers resistance
to malaria (C)8. In individuals with two N alleles at that locus, the haemoglobin
is normal. In individuals with two S alleles, the haemoglobin is sickle-cell and the
disease will be manifested. In individuals with one N and one S allele (a heterozy-
gote), there is a mild, non-debilitating, anaemia. These individuals have another
characteristic — a significant immunity to malaria. Hence, in areas of where both
the Plasmodium falciparum parasite9 and the anopheles mosquito10 are prevalent,
the heterozygote NS or SN (order doesn’t matter) is fitter than NN or SS; only
CC is fitter than NS.

The NN has a high risk of being compromised by, and dying from, malaria; the
SS will be compromised and die of sickle-cell anaemia. The NS has significant
protection from both. Cavalli-Sforza and Bodmer (1971) (see also, Livinstone,
1967) have estimated the fitnesses as: NN = 0.9, NC = 0.9, CC = 1.3, NS = 1.0,
CS = 0.7, SS = 0.2. Individuals with NN or NC are susceptible to malaria, but do
have sickling red cells. CC and NS individuals are resistant to malaria and have
little (CC) to mild (NS) sickling. CS individuals have significant sickling with

7In many cases more than one locus is involved in the production of a trait and there are a
number of developmental factors at work as well. In this case, haemoglobin is the product of one
locus and development factors do not seem significant.

8The C allele is recessive to both N and S. Hence, a CS individual will manifest sickle cell
anaemia.

9The species of the Plasmodium parasite that is most often responsible for severe malaria.
10The anopheles mosquito is the specific mosquito that transmits the Plasmodium parasite.



Theories and Models in Medicine 133

anaemia. SS individuals have severe sickling and severe anaemia. As a result,
the breeding population in each generation will consist of a high proportion of the
heterozygous individuals (i.e., NS and CS individuals, with considerably more NS
than CS).

In reproduction, each parent will contribute one allele to the offspring. The sub-
population of individuals that are NS will, on average, produce 25% NN offspring,
50% NS and 25% SS:

Male sperm

Female ova

S N

SN

NNNS

SSS

N

offspring allelic

combinations

Since, SN/NS individuals will fare better in malarial environments, they will
constitute a high percentage of the reproducing individuals. Also, 25% of their
offspring will be SS individuals. Contrary to appearances, in this medical dis-
ease, selection is active and the theory of population genetics can be employed to
demonstrate that it is.

CONCLUDING REMARKS

As should be clear at this point, I consider the construction and employment
of models and theories essential to medical science in the way they are widely
recognised to be in the natural and biological sciences. They provide an essential
unification of knowledge. They underwrite prediction and explanation. They make
possible in medicine the manipulation of nature, which is a raison d’etre of clinical
medicine, one that parallels that of engineering in the manipulation of physical
nature. Given this, it is not surprising that theories and models are ubiquitous
in medical science. What is somewhat surprising is the lack of attention given to
this fact in medicine. The explanation of this lack of attention is multifaceted.

The explanation, in part, lies in differences in the historical development be-
tween medicine, and the physical and biological sciences. The founding revolution-
ary moments in the natural and biological sciences were importantly theoretical
(Galileo, Newton, Einstein, Heisenberg, Priestley, Lavoisier, Prigogine, Darwin,
Fisher, Haldane, Wright, and Watson and Crick to point to just a few examples).
As a result, in physics, chemistry, astronomy and biology, theorising and model
building are part of the fabric of the science; almost all departments have a theory
group. Medicine’s origins are more empirical and applied. Today and throughout
its history, clinical practice and medical research have been inextricably amalga-
mated. Physics and its engineering applications complement each other but the



134 R. Paul Thompson

research endeavours remain largely separate, and the motivations and methodolo-
gies in each area differ in clear and important ways; the same is true of biology
and its biotechnological applications. In medicine, this separation is largely absent
and clinical applications dominate, resulting in tensions of motivation, swings of
methodological commitments and relegation of theorising to the sidelines.

Another part of the explanation lies with philosophers. Even though there is
a wealth of interesting epistemological, metaphysical, logical and methodological
issues to explore, philosophy of medicine has been underserved by philosophers.
In my view, two factors have contributed to this neglect. First, epistemological,
metaphysical and logical aspects of medicine have been swamped over the last 40
years by a fascination with ethical issues. Second, the rapport between philoso-
phers and medical professionals has been minimal. For the most part neither has
taken much interest in the work of the other. In ethics, that has changed as a
result of social, political and legal changes that thrust ethics onto the medical
stage, amid strong resistance from some quarters of the medical profession. But,
even here, philosophers are one among many “experts” to enter the fray. Lawyers,
theologians, physicians, sociologists, criminologists and the like have entered as
well; the “bioethics” tent is a very large and diverse tent indeed.

Yet another part of the explanation rests on the disproportionate amount of
public, political, sociological and economic interest that is focused on clinical
medicine, which has increasingly been dominated by pharmacological interven-
tion and lifestyle modification. Although the theories and models of biochem-
istry, physiology, endocrinology and the like are employed in the development of
a pharmaceutical product, the public, regulatory and marketing emphasis is on
randomised controlled trials. Contrary, however, to the impression to which this
disproportionate interest in RCT-based medical research and practice gives rise, it
is, in fact, a small corner of medicine; high-quality clinical medical research itself
encompasses substantially more. More importantly to the focus of this chapter,
the vast majority of medical science is deeply connected to the rest of science
and shares the theoretical depth, sophistication and explanatory power of those
sciences.
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REDUCTION IN BIOLOGY AND MEDICINE

Kenneth F. Schaffner

‘Well! I’ve often seen a cat without a grin,’ thought Alice;
‘but a grin without a cat! It’s the most curious thing

I ever saw in all my life!’

Lewis Carroll, Alice in Wonderland

1 INTRODUCTION AND TWO THESES ABOUT REDUCTION

A number of biological and medical scientists and philosophers have argued that bi-
ology (and a fortiori medicine) involves types of concepts and forms of explanation
which are distinct from those employed in the physical sciences. The reductionis-
tic alternative is to view these concepts and modes of explanation as only prima
facie distinct and really definable in terms of (or fully explainable and perhaps
replaceable by) concepts and modes of explanation drawn only from the physical
and chemical sciences. The issue of reduction (and reductionism) in the biomedical
sciences often provokes vigorous debate. Reduction, to a number of medical and
biological scientists, often has the connotation that biological entities are “nothing
but” aggregates of physicochemical entities. This can be termed “ontological re-
ductionism” of a strong form. A closely related but more methodological position
is that sound scientific generalizations are available only at the level of physics and
chemistry. In philosophy of science, a major extended debate about the concept
of reduction has revolved around what has been termed intertheoretic reduction,
though I think the term is somewhat misleading. Essentially intertheoretic reduc-
tion is the explanation of a theory initially formulated in one branch of science by
a theory from another discipline. This approach was pioneered by Ernest Nagel
in a formal reduction model [Nagel, 1961], and I shall address this notion in the
text below, if only to put it aside as more suitable for the philosophy of physics
than for philosophy of medicine and its closely related biological sciences. (As we
shall see later, the Nagel intertheoretic reduction model is a generalization of the
Hempel covering law deductive explanation model [Hempel, 1948].)

This article on reduction ultimately has a focus on a high level property of an
organism — here the organism’s “behavior” — since if this feature of an organism
can be treated reductively, which I believe it can, then lower-level features likely
can be so treated as well. We shall see however, even in quite simple examples
from model organisms which have been extensively characterized at the cellular
and molecular level, “reductions” are virtually always partial and incomplete. If

Handbook of the Philosophy of Science. Volume 16: Philosophy of Medicine.
Volume editor: Fred Gifford. General editors: Dov M. Gabbay, Paul Thagard and John Woods.
c© 2011 Elsevier BV. All rights reserved.



138 Kenneth F. Schaffner

there is a take-home lesson in this article, it is this view that reductions in biology
and medicine will be partial, and essentially “interlevel”, accomplishments. And
though the point will be made using a simple model organism, the lesson holds,
even more so, for human features that are treated in medicine, and still more so,
behavioral features that are treated in psychiatry.

I will begin this article by first clearing away some potential distractions by
making some distinctions. One distinction is between two kinds of reductionism.
The first is what I call “sweeping reductionism,” where we have a sort of “The-
ory of Everything” and there is nothing but those basic elements — for example,
a very powerful biological theory that explains all of psychology and psychiatry.
The second kind is “creeping reductionism,” where bit by bit we get fragmentary
explanations using interlevel mechanisms. In neuroscience, this might involve cal-
cium ions, dopamine molecules, and neuronal cell activity, among other things, of
the sort we will encounter in the worm example later on. Sweeping reductionism, I
think, is probably nonexistent except as a metaphysical claim. There is, however,
some scientific bite in trying to do something like this in terms, say, of reducing
thermodynamics to statistical mechanics, or, as I will describe below, reducing op-
tics to electrodynamics, but even these sweeping reductions tend to fail somewhat
at the margins. In any event, I don’t think that sweeping reductionism really has
much in the way of cash value in the biological, psychological or social sciences.
It’s a scientific dream for some, and for others, a scientific nightmare.

Creeping reductionism, on the other hand, can be thought of as involving partial
reductions — reductions that work on a patch of science. Creeping reductionism
is what, for example, neuroscientists do when they make models for and propose
mechanisms of particular cognitive functions. Creeping reductions do not typically
commit to a nothing-but approach as part of an explanatory process. Rather, they
seem to tolerate a kind of pragmatic parallelism, or emergence, working at several
levels of aggregation and discourse at once. And creeping reductions are consistent
with a co-evolutionary approach that works on many levels simultaneously, with
cross-fertilization.

Clearing away another distraction requires distinguishing between two kinds
of determinism. “Sweeping determinism,” regarding a powerful theory we think
might be fundamental and universal, states that given a set of initial conditions for
any system, all subsequent states of the system are predictable and determined.
This is what some Newtonians believed. And quantum mechanics, though it’s
indeterministic in the small, is essentially deterministic for bodies, like cells and
organisms, that are medium-sized and larger. In the genetics area, where we focus
on the presence of powerful genes (alleles) related to disorders and traits, this kind
of determinism is called genetic determinism.

But sweeping genetic determinism has so far failed to be the case empirically,
and sweeping neuroscientific determinisms are not yet even close for humans. And,
as we shall see later in this article, there is incomplete reduction even in narrowly
focused worm behaviors. What we have seen then, is “creeping,” or partial, neu-
roscience, with determinism that may be coming. As mechanisms get elaborated,
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neuroscientists will get roughly deterministic explanations for some types of be-
havior even in some people. And I say “roughly” because here too there will be
some problems at the margins, because of both biological variation and stochas-
ticity. Claims of sweeping determinism worry philosophers and the philosophically
inclined, but a mechanical determinism of a sweeping sort has never had any ethi-
cal or especially legal relevance, so far as I know. Nobody ever brought somebody
into court and said that they were mechanically determined by Newton’s theory
of motion.

In this article I want to elaborate on these distinctions, especially the first,
and propose two theses, and then examine what the consequences of those theses
might be for discussions of reduction and emergence as philosophers have discussed
these notions. The first thesis is that what have traditionally been seen as robust
reductions of one theory or one branch of science by another more fundamental
one are largely a myth outside of some examples in the physical sciences. In the
biological sciences, these prima facie sweeping reductions tend to fade away, like
the body of the famous Cheshire cat, leaving only a grin, whence the epigraph to
this article. The second thesis is that the grins, maybe better to say “smiles,” that
remain are fragmentary patchy explanations, and though patchy and fragmentary,
they are very important, potentially Nobel-prize winning advances. To get the best
grasp of them, I want to argue that we need to return to the roots of discussions
and analyses of scientific explanation more generally, and not focus mainly on
reduction models such as are found in the intertheoretic reduction literature.

I did not always think that the first thesis was true. Particularly in the physical
sciences, it appeared that we had strong reductions that were constituent parts of
actual science — and not mere philosophical quests for unified science. When I
studied physics in the 1950s and 60s, thermodynamics was taught as a separate
course in physics departments, but everyone knew that statistical mechanics was
the science underlying thermodynamics. Similarly, there were separate courses
offered in optics, but the nature of light was known to be an electromagnetic
wave (at least to a good first approximation), and Maxwell’s equations could be
mathematically manipulated to generate a wave equation, which in turn could be
used to explain various laws of optics, such as Snell’s law of refraction.

Closer inspection of the explanatory process, however, revealed difficulties.1

Though one can get Snell’s law by derivation from Maxwell’s electromagnetic
theory, one does not obtain the entire range of Fresnel’s theory of physical optics
(actually theories is more accurate, since there were several models employed by
Fresnel to cover all of optics — see [Schaffner, 1972]). Furthermore, to get an
explanation of optical dispersion, one has to go beyond Maxwell’s theory per se to
Lorentz’s electron theory. But even Lorentz’s theory was not enough to account for
all of physical optics, since to get an explanation of the photoelectric effect, one has
to go beyond it to Einsteinian elementary quantum mechanics, and an explanation
of the optics of moving bodies requires special relativity. To an extent, what we

1These difficulties were systematically developed in the writings of Feyerabend and Kuhn
about this time, in the 1960s and 70s, and will be discussed later in this article.
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see in these theory shifts from Maxwell to Lorentz to Einstein represents a partial
– a creeping rather than sweeping — approach to reduction of optics, but these
shifts can be overemphasized. In fact, Feyerabend, and especially Kuhn, seized
on these shifts and interpreted them as representing not reduction but rather
replacement of the earlier higher level theory of physical optics. That strikes me
as too extreme a view, since optics can by and large be preserved at its level,
and a very powerful general reduction accomplished by an amalgam of Maxwell,
Lorentz, and Einstein, suitably corrected. This view of theory corrections, later
termed theory co-evolution by Churchland, was sketched in my [Schaffner, 1967;
1968] essays.

These sweeping types of reductions are, as noted, rare. But they can be ex-
traordinarily powerful, as in the explication of optics by electromagnetic theory.
The logical features and explanatory strategies of that example come quite close to
fulfilling classical Nagelian reduction conditions (more about these later). Skeptics
of this kind of powerful general reduction need to examine a detailed account of
exactly how that reduction works, and also consider where departures from clas-
sical theory are needed. This can be found in two, back-to-back books by the
distinguished physicist Arnold Sommerfeld. Sommerfeld published six advanced
textbooks in the 1940s covering all of physics, which were based on his extensive
lectures on the topics delivered in the 1930s. Volume III was entitled Electrody-
namics, and volume IV, Optics [Sommerfeld, 1950a; 1950b]. The optics in volume
IV is developed reductionistically from Maxwell’s theory as delineated in volume
III, and the two texts represent an in-depth extended exemplar of a sweeping
reduction. This is written in the Euclidean-Newtonian mode of entire fields be-
ing mathematically derived from a small number of integrated universal physical
laws supplemented with simple connections between the fundamental terms in the
reduced and reducing theories.

But such a comprehensive, sweeping, deductively elaboratable account seems to
be dependent on some rather stringent requirements. Both reduced and reducing
fields need to be representable in terms of a small number of principles or laws.
Also, the connections between the two fields need to be straightforward and rela-
tively simple, though far from obvious. (It is a simple and general statement that
that the electric vector is the light vector but it is not obvious — it turned out
that the identification required both experimental and theoretical arguments. Nor
it is at all obvious that light is an electromagnetic wave — Hertz’s magnificent
experiments wonderfully recounted in his Introduction to his collected papers in
Electric Waves tell this clearly [Hertz, 1962/1893].) Both of these stringent condi-
tions, simple axiomatizablity and simple connectability, fail in significant ways in
more complex sciences such as molecular genetics and neuroscience, though that
they do fail, or would fail, was not necessarily foreseeable at the beginning of the
Watson-Crick era of molecular biology in the 1950s and 60s.

That one encounters creeping rather than sweeping reductions in biology, how-
ever, can be illustrated by Kandel’s classical explanations of learning in the sea
snail Aplysia in neuroscience. The standard accounts by Kandel provide expla-
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nations of some simple learning behaviors in Aplysia, but not all of Aplysia’s
behaviors are explained. (For example, Aplysia californicum engages in a kind of
California-style sex involving multiple partners, but I have not seen any molecular
“cartoon” — a term that biologists use to describe a graphical depiction of one or
more causal mechanisms in one or more pathways — describing and explaining this
complex behavior). Additionally, those Kandel models are only partial neural nets
and partial molecular cartoons that describe what happens to strengthen synapse
connection [Kandel et al., 2000]. And the Kandel cartoons (and text explana-
tions) use interlevel language (mixing organs, cells, receptors, second messengers,
and ions, among other types of entities at different levels of aggregation) — not
a language involving purely chemical entities interacting with other chemical sig-
nals. So this is no robust unilevel explanation of learning — even just in Aplysia
— based solely on molecular mechanisms and chemical entities. The reasons for
this have been suggested above, and include lack of any broad scope simple the-
ories, plus the aggregated complexity of the parts of the mechanisms or models
involved. Both of these reasons reflect the manner in which evolution has “de-
signed” living organisms — by opportunistically utilizing whatever bits and pieces
of mechanisms may be available and pulling them together in a Rube Goldberg
assemblage — not pretty, but satisfactory if it wins in the fitness sweepstakes.

However, though we do not get sweeping reductions in the biological sciences,
we do get extremely valuable potentially Nobel-prize winning progress in our ex-
planations in terms of parts, albeit of a creeping sort. Thus, it is important to
know at a general philosophical level what is occurring when we obtain these
important results. The results are like reductions, but I think they are better
described as micro-explanations, using that term as an alternative to reduction
because the e-word does not carry the conceptual freight of various reduction
models and is a more appropriate general context within which to analyze what is
actually occurring in the biomedical sciences. Such explanatory reductions are in a
sense complementary to the sweeping theoretical reductions we can find in rare in-
stances in the physical sciences.2 Neither impugns the character of the other, and
which type of reduction one finds will depend on the structure of the disciplines
and empirical results. The present paper focuses primarily on these explanatory
reductions, but does so with the model of theoretical reduction as a backdrop. In
point of fact, a revisiting of the well-spring of the major reduction model — that
of Ernest Nagel — suggests it was a generalization or extension (but more accu-
rately a specification) of an ancient Aristotelian model of deductive-nomological
explanation — an explanation model also rediscovered by Hempel [Nagel, 1961,
p. 21; Hempel, 1948]. And Nagel did write in 1961 that “reduction, in the sense
in which the word is here employed, is the explanation of a theory or a set of
experimental laws established in one area of inquiry, by a theory usually though
not invariably formulated for some other domain” (p. 338); my italics.

2Compare Ernst Mayr on the distinction between explanatory and theory reduction in his
[Mayr, 1982],esp pp. 60-63; and also [Sarkar, 1998].
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2 EXPLANATION AND EMERGENCE

Discussions of reduction are typically co-paired with an account of emergence —
an almost Janus-faced philosophical topic (see [Schaffner, 1993, pp 411-422]). In
terms of explanation, one way to approach emergence is to define it as failure of
any possible explanation of a whole in terms of its parts and their relations (and
expressed only in the parts’ language). To situate a discussion of emergence and
its relations to reduction, I want to distinguish three types of emergence:

Innocuous — The parts, without a specification of the interrelations,
do not tell you what the whole will do. Example: the parts of an
oscillator are a resistance, a capacitor, and a coil, plus a power source,
but the system will not oscillate unless the connections are right, i.e.,
the connections must be specified for the parts to be an oscillator.
This is uncontroversial. Strong — All the information about the parts
and the connections will never allow an explanation of the whole, and
the behavior of the whole must be observed as the whole acts as a
whole. This view is very controversial; I suspect it is tantamount
to substance pluralism. (For examples of such claims by Mayr and
Weiss, see [Schaffner, 1993, pp. 415-417], though probably neither
would have accepted substance pluralism as the natural implication of
this position.)3 This notion of emergence also seems to have been C.D.
Broad’s view — see [Broad, 1925]. Pragmatic — For the immediately
foreseeable future (∼10 years), and maybe for many years (∼50 years),
we do not have the analytical tools that allow us to infer the behaviors
of the wholes (or sometimes even the next level up) from the parts and
their connections. It is this pragmatic sense that runs through this
article. (For related views see [Wimsatt, 1976a; Simon, 1981].)

Research into a wide range of examples in the biological and medical sciences
was summarized in an overly long (115 page) reduction chapter in my [1993] book.
The gist of this was as follows. First, in biology most purported reductions are at
best partial reductions in which corrected or slightly modified fragments or parts
of the reduced science are reduced (explained) by parts of the reducing science.
Second, in partial reductions a causal/mechanical approach (CM) is better at
describing the results than is a developed formal reduction model.

The latter model had first appeared in [Schaffner, 1967] as a general reduc-
tion model modifying some of Nagel’s schema, and had then evolved into an
account which could tolerate some replacement — what I called the “General
Reduction/Replacement Model” (GRR) [Schaffner, 1977]. This GRR model, in
my [1993], however, is still seen as a good executive summary and regulative ideal
for unilevel clarified — and essentially static — science; and it also pinpoints

3By substance pluralism, I mean the existence of two independent substances, such as mind
and matter were for Descartes, or matter and field seemed to be for Einstein — see his comments
on Maxwell in his Autobiographical Notes, [Schilpp and Einstein, 1949, pp. 1-95].
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where identities operate in reductions, and emphasizes the causal generalizations
inherent in and sometimes explicitly found in mechanisms. As noted earlier, some
such virtually complete reductions can in point of fact be found in the history
of physics. The more common partial reductions, though usually termed “reduc-
tion,” are, paradoxically typically multi-level in both the reduced and reducing
sciences, mixing relatively higher entities (and predicates); with relatively lower-
level entities (and predicates); it is extremely rare that there are only two levels.
What happens in these “reductions” is a kind of “integration” — to use Sterelny
and Griffith’s term — in the sense that there is a mixing and intermingling of
entities and strategies from higher level and more micro domains in a consistent
way [Sterelny and Griffiths, 1999]. In some ways this integration is reminiscent of
what Kitcher and Culp [Culp, 1989] termed an “explanatory extension,” though I
have disagreed with much of the unificatory and anti-causal baggage that such a
view seems to take [Schaffner, 1993, pp. 499-500].

3 THE CONDITIONS FOR A PARTIAL REDUCTION

In attempting to return to the explanatory roots of reductions, I will begin with
what distinguishes a non-reductive explanation from one that is (at least partially)
reductive. One way to work toward a minimalist set of distinguishing conditions is
to look at strong candidates for reductive explanations in a science of interest, for
which a general reduction account is desired. The following conditions were sug-
gested by a review of the Kandel models for Alpysia learning that were mentioned
above. These were discussed in my 1993 book (Chapter 6), and are available in
an updated and accessible form in many standard neuroscience texts, including
[Kandel et al., 2000]. Thus, the scientific details of those examples will not be
re-presented in the current article. The general conclusion of my recent review is
that successful (though partial) reductions are causal mechanical explanations, if,
in addition to whatever we call adequate causal mechanical explanations (this will
come later), the following three conditions hold. The first two of these are informal
and the third is a formal condition that retains an important formal condition of
the Nagel (and GRR model) regarding connectability assumptions:4

1. the explainers (or explanans) (more on what these are later) are parts of the
organism/process; i.e., they are (partially) decomposable microstructures in
the organism/process of interest.5

2. the explanandum or event to be explained is a grosser (macro) typically
aggregate property or end state.

3. Connectability assumptions (CAs) need to be specified, (sometimes these
CAs are called bridge laws or reduction functions), which permit the relation

4I will state these in the material mode, though they can be rephrased so that they refer to
sentences which describe the referents.

5Partial decomposability has been discussed by [Simon, 1981] and by [Wimsatt, 1976a]
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of macrodescriptions to microdescriptions. Sometimes these CAs are causal
consequences, but in critical cases they will be identities (such as gene? =
DNA sequence ?, or aversive stimulus = bacterial odor).6

So far I have said little about what these three conditions are conditions of, or to
what account of causal mechanical explanation they need to be added, to reflect
what we find in partial and patchy reductions. Before I sketch the explanation
model, however, it is important to underscore a prima facie somewhat paradoxical
aspect of partial reductions. This is their dual interlevel character.

Though possibly under appreciated, I think it fair to say that it is reasonably
broadly recognized that typical reducing/explaining models are interlevel (mix-
ing together, e.g., ions, molecules, cells, and cell networks, and not infrequently,
even organs and organisms). Less appreciated, I think, is that the reduced the-
ory/model is also interlevel, but not as fundamental or fine-structured as is the
reducing model. In a long-running debate about reduction of Mendelian genetics
by molecular genetics by myself, David Hull, and others, and offshoot debates
among a number of others in the philosophy of biology throughout the 1970s and
1980s (see my [1993, pp. 432-487], for a summary), I do not think it was fully
recognized, by me or others, that Mendel’s theory of heredity was itself vigorously
interlevel. Mendel had not only summarized his discoveries in genetics in terms of
laws, but in the same article he also proposed an explanation in terms of under-
lying factors that segregated randomly, thus mixing in his theory phenotypes and
what were later called genes.

A reduction of Mendel’s laws and his process of factor segregation typically in-
volves an appeal to entities intertwined from several levels of aggregation: cells,
chromosomes, DNA strands and loci, and enzymes, so even this paradigm of re-
duction is also interlevel at the present time. The reduction is also partial because
it is impossible (so far as I know) to account for all of the pea plant’s phenotypes
strictly in terms of molecular features and mechanisms, even in 2009.

For this article, I am going to restrict an account of my model of explanation
to what might be called “local” explanations. This notion of “local” is intended
to indicate that I am referring to explanations within a time slice of a field that
use a currently accepted theory or class of mechanisms. I distinguish this type of
explanation from “global” explanations that capture explanations across succes-
sive historical periods of scientific change — of the sort that Kuhn described as
revolutions involving major paradigm change.7

6One possibility that retains what Nagel called a correspondence rule interpretation of these
connectability assumptions is to use a causal sequence interpretation of the logical empiricists’
correspondence rules. For how this might be further analyzed see my [Schaffner, 1969] paper on
correspondence rules and also Suppe’s discussion of this view in his [Suppe, 1977, pp. 104-106].

7This second type of (global) explanation involves what I call in chapter 5 of my 1993 book
“temporally extended theories” that allow for replacement in some circumstances. Using such
temporally extend theories is too complex for a first cut at getting back to the explanatory roots
of reductions. This global type of explanation also involves issues of “global evaluation” (trans-
theoretical criteria) that need to bracketed here, though a list of those criteria and a Bayesian
analysis of how they work can be found in chapter 5 of my [1993].
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4 A REPRESENTATIVE PARTIAL “REDUCTIVE” ACCOUNT — WORM
FEEDING8

What might a successful partial reduction that met these requirements look like?
In this article I would liked to have presented a successful reduction of an interest-
ing behavioral trait that would also be relevant to psychiatry as the medical science
of the mind. However neither behavioral genetics nor psychiatry is currently suffi-
ciently advanced to provide any such example. Thus we might profitably consider
work on the behavior of simple organisms, especially the worm, as the simplest
organism with a functioning nervous system. It is to this example that I now turn.

The anatomy, genetics, and neurology of C. elegans. This model organism,
which has attracted more than 1000 fulltime researchers worldwide, received ad-
ditional recognition in 2002 when the Nobel Prize in biology and medicine went to
the worm: i.e., to Brenner, Horvitz and Sulston for cell death work in C. elegans.
The animal (yes, researchers do use that term) has been called “the reductionist’s
delight” [Cooke-Deegan, 1994], but a review of the C. elegans literature indicates
that its behavior is much more complex than originally thought: most behavior
types relate to genes influencing them in a many-many relation (for details see my
1998a). Nevertheless, a recent essay in Nature Neuroscience commented on the
use of the worm in the following terms:

With a circuitry of 302 invariant neurons, a quick generation time, and
a plethora of genetic tools, Caenorhabditis elegans is an ideal model
system for studying the interplay among genes, neurons, circuits, and
behavior. [Potter and Luo, 2003]

Some features of the worm’s anatomy are presented in the following diagram:

Figure 1. Original source http://wormatlas.psc.edu/handbook/bodyshape.htm.
Current diagram has since been modified slightly on the WormAtlas
website and is available at http://www.wormatlas.org/

hermaphrodite/introduction/IMAGES/introfig1leg.htm. Last revision: April
28, 2010. Altun, Z.F. and Hall, D.H. 2009. Introduction. In WormAtlas.
doi:10.3908/wormatlas.1.1.

This 1 mm long adult hermaphrodite has 959 somatic nuclei and the male (not
pictured) 1,031 nuclei; there are about 2,000 germ cell nuclei [Hodgkin et al.,

8This section partially borrows from my recent account of reduction and etiological explana-
tions in [Schaffner, 2008a].
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1995] . The haploid genome contains 1 x 108 nucleotide pairs, organized into
five autosomal and one sex chromosome (hermaphrodites are XX, males XO),
comprising about 19,000 genes. The genes have all been sequenced. The organism
can move itself forward and backward by graceful undulatory movements, and
it responds to touch and a number of chemical stimuli, of both attractive and
repulsive or aversive forms, with simple reflexes. More complex behaviors include
egg laying and mating between hermaphrodites and males [Wood, 1988, 14]. The
worm also learns, as studied by Cathy Rankin and others [Rankin, 2002].

The nervous system is the worm’s largest organ, being comprised, in the
hermaphrodite, of 302 neurons, subdividable into 118 subclasses, along with 56
glial and associated support cells; there are 95 muscle cells on which the neurons
can synapse. The neurons have been fully described in terms of their location and
synaptic connections.

These neurons are essentially identical from one individual in a strain to another
[Sulston et al., 1983; White, 1986] and form approximately 5,000 synapses, 700
gap junctions, and 2,000 neuromuscular junctions [White, 1986]. The synapses are
typically “highly reproducible” (∼85% the same) from one animal to another, but
are not identical, due to “developmental noise”. (For further details about this
concept see [Schaffner 1998a])9.

An interesting “exception” to the many-many genes behavior relation? A re-
view of C. elegans behaviors by the author [Schaffner 1998a] suggested eight “rules
that characterized the relationship between genes and behaviors in the worm, and
a table summarizing those rules is presented below.

The bottom line from the study is that the relations between genes and be-
haviors are not one-one but rather many-many. However in their 1998 essay in
the prestigious scientific journal Cell, de Bono and Bargmann investigated the
feeding behavior of two different strains of the worm, one of which engaged in
solitary feeding, and the other in social feeding (aggregated in a crowd) [de Bono
and Bargmann, 1998], and appeared to discover a remarkable one-one relationship
between a genetic mutation and two forms of feeding behavior.

De Bono and Bargmann summarized their 1998 results in an abstract in Cell
[de Bono and Bargmann, 1998, 679], which I closely paraphrase here, interpolating
just enough in the way of additional information that nonspecialists can follow the
nearly original abstract text:

Natural subpopulations of C. elegans exhibit solitary or social feed-
ing behavior. Solitary eaters move slowly across a surface rich in the
bacteria (a bacterial “lawn”) on which they feed and also disperse on
that surface. Social eaters on the other hand move rapidly on the bac-
teria and bunch up together, often near the edge of a bacterial lawn.
A knock-out (“loss of function”) mutation in a gene known as npr-1
causes a solitary strain to take on social behavior. This gene is known

9de Bono (personal communication) indicates that “There may also be more plasticity in
synapse number/size than indicated in the mind of the worm — difficult to say as only 2-3
worms were sectioned in the John White’s em [electron micrograph] studies.”
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Table 1. Some Rules Relating Genes (Through Neurons) to Behavior in C. elegans

1. many genes → one neuron
2. many neurons (acting as a circuit) → one type of behavior (also there

may be overlapping circuits)
3. one gene → many neurons (pleiotropy)
4. one neuron → many behaviors (multifunctional neurons)
5. stochastic [embryogenetic] development → different neural connections*
6. different environments/histories → different behaviors* (learn-

ing/plasticity) (Short-term environmental influence.)
7. one gene → another gene . . . → behavior (gene interactions, including

epistasis and combinatorial effects )
8. Environment → gene expression → behavior (Long-term environmental

influence.)
* in prima facie genetically identical (mature) organisms

The → can be read as “affect(s), cause(s), or lead(s) to.”

to encode a type of protein, here it is NPR-1, known as a G-protein
coupled receptor, a protein that acts like a switch to open or close ion
channels in nerve cells. This NPR-1 protein is similar to a family of pro-
teins called Y receptors that are widely present in the nervous system
of other organisms and relate to feeding and foraging behavior in other
species. Two variants of the NPR-1 protein that differ only in a single
amino acid (phenylalanine versus valine) occur naturally in the wild.
One variant, termed NPR-1 215F (with phenylalanine, abbreviated as
F) is found exclusively in social strains, while the other variant, NPR-
1 215V (with valine) is found only in solitary strains. The difference
between the F and V variants are due to a single nucleotide difference
in the gene’s DNA sequence (T versus G). Inserting a gene that pro-
duces the V form of the protein can transform wild social strains into
solitary ones. Thus these only slightly different proteins generate the
two natural variants in C. elegans’ feeding behavior.

This remarkable paper by de Bono and Bargmann made strong claims involving
a genetic explanation of behavior. At the end of the introduction to this 1998
essay, the authors wrote that “we show that variation in responses to food and
other animals in wild strains of C. elegans is due to natural variation in npr-1”
(my emphasis) [1998, 679]. The phenotype difference is actually somewhat more
complex, and not just related to social or solitary feeding in the presence of a
sufficient amount of bacterial food supply. As already indicated, the social and
solitary strains also differ in their speed of locomotion. Also, the two types differ in
burrowing behavior in the agar jell surface on which the worms are studied in the
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laboratory. But de Bono and Bargmann contended that “a single gene mutation
can give rise to all of the behavioral differences characteristic of wild and solitary
strains” [1998, 680].

de Bono and Bargmann offered several “different models that could explain
the diverse behavioral phenotypes of npr-1 mutants” [1998, 686], but added that
“resolution of these models awaits identification of the cells in which npr-1 acts,
and the cells that are the source of the npr-1 [sic] ligands [those molecules that
bind to and regulate this receptor]” [1998, 686].

Complications and an example of a PCMS. This wonderfully “simple” story of
one gene that influences one type of behavior in the worm was told in 1998 as just
described. Since then, further work by de Bono and Bargmann, who did search
for the cells in which npr-1 acts and for the source of the NPR-1 ligands, has
indicated that the story is more complex. In follow-up work in 2002 to determine
how such feeding behavior is regulated, de Bono and Bargmann proposed what
were, at least initially, two separate pathways [de Bono et al., 2002; Coates and
de Bono, 2002]. One pathway suggests that there are modifying genes that restore
social feeding to solitary feeders under conditions of external environmental stress.
The other pathway is internal to the organism, and will be very briefly described at
the conclusion of this section. (An accessible overview of the two initial pathways,
and some possible very interesting connections with fly and honeybee foraging
and feeding behaviors, can be found in Sokolowski’s editorial [Sokolowski, 2002]
accompanying the publication of the two de Bono et al., 2002 papers.)

The first 2002 paper by de Bono and Bargmann, also writing with Tobin, Davis
and Avery, indicates how a partially reductive explanation works, and also nicely
illustrates the features of how general field knowledge and specific causal models
systems work in tandem. The explanandum (Latin for the event to be explained)
is the difference between social and solitary feeding patterns, as depicted in figure
#2 below. The explanation (at a very abstract level) is contained in the title of the
2002 paper “Social feeding in C. elegans is induced by neurons that detect aversive
stimuli.” The specifics of the explanation appeal to the 1998 study as background,
and look at npr-1 mutants, examining what other genes might prevent social
feeding, thus restoring solitary feeding in npr-1 mutants. A search among various
npr-1 mutants (these would be social feeders) indicated that mutations in the osm-
9 and ocr-2 genes resulted in significantly more solitary feeding in those mutant
animals. (Both of these genes code for components of a sensory transduction ion
channel known as TRPV (transient receptor potential channel that in vertebrates
responds to the “vanilloid” (V) compound capsaicin found in hot peppers). Both
the osm-9 and ocr-2 genes are required for chemoattraction as well as aversive
stimuli avoidance.) Additionally, it was found that odr-4 and odr-8 gene mutations
could disrupt social feeding in npr-1 mutants. The odr-4 and odr-8 genes are
required to localize a group of olfactory receptors to olfactory cilia. Interestingly,
a mutation in the osm-3 gene, which is required for the development of 26 ciliated
sensory neurons, restores social feeding in the odr-4 and ocr-2 mutants.

de Bono et al. present extensive data supporting these findings in the arti-
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cle. Typically the evidential reasoning involves an examination of the effects of
screening for single, double, and even triple mutations that affect the phenotype
of interest (feeding behaviors), as well as looking at the results of gene insertion or
gene deletion. This reasoning essentially follows Mill’s methods of difference and
concomitant variation (the latter because graded rather than all-or-none results
are often obtained), and is prototypical causal reasoning. Also of interest are the
results of the laser ablation of two neurons that were suggested to be involved in
the feeding behaviors. These two neurons, known as ASH and ADL, are implicated
in the avoidance of noxious stimuli and toxic chemicals. Identification of the genes
noted above (osm-9, ocr-2, odr-4 and odr-8 ) allowed the investigators to look
at where those genes were expressed (by using Green Florescent Protein (GFP)
tags). It turned out that ASH and ADL neurons were the expression sites. The
investigators could then test the effects of laser beam ablation of those neurons,
and showed that ablation of both of them restored a solitary feeding phenotype,
but that the presence of either neuron would support social feeding.

The net result of the analysis is summarized in a “model for social feeding in
C. elegans” just below [fig 5 in de Bono et al.; my figure 2].

Figure 2. Adapted by permission from Macmillan Publishers Ltd: Nature de
Bono, M., D. M. Tobin, et al. (2002). “Social feeding in Caenorhabditis elegans
is induced by neurons that detect aversive stimuli.” Nature 419(6910): 899-903. ),
copyright 2002.
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The legend for the model quoted from [de Bono et al., 2002] reads as follows:

Figure 5 c, A model for social feeding in C. elegans. The ASH and ADL
nociceptive neurons are proposed to respond to aversive stimuli from
food to promote social feeding. This function requires the putative
OCR-2/OSM-9 ion channel. The ODR-4 protein may act in ADL to
localize seven transmembrane domain chemoreceptors that respond to
noxious stimuli. In the absence of ASH and ADL activity, an unidenti-
fied neuron (XXX) [involving osm-3 ] represses social feeding, perhaps
in response to a different set of food stimuli. The photograph shows
social feeding of a group of > 30 npr-1 mutant animals on a lawn of E.
coli.

This model is what I like to call a preferred causal model system (PCMS) for this
Nature article. The model is what does the partial reduction — more on this in
a few pages. The model is simplified and idealized, and uses causal language such
as “respond to” and “represses.” (The causal verbs also contain the word “act,”
about which much has been made in recent years in the philosophy of biology and
neuroscience literature about “activities,” as opposed to causation, which may be
present in “mechanisms”; more about this below.) The PCMS is clearly interlevel.
I think it is best to approach such models keeping in mind the scientific field(s)
on which they are based, and the specific “field elements” that a scientific article
proposing the model needs to refer to in order to make the model intelligible
to readers. Here, the fields on which the model draws are molecular genetics
and neuroscience. Scattered throughout the article are occasional alternative but
possible causal pathways (I call these “field elements”) which are evaluated as not
as good an explanation as those provided in the preferred model system presented.
(One example is the dauer pheromone explanation, discussed on p. 899 of [de Bono
et al., 2002]; another is the “reducing stimuli production” versus “reducing stimuli
detection” hypotheses on p. 900 of that article.) I will not say more about how
fields and field elements are characterized here, but interested readers can see
[Schaffner, 2006] for additional details.

The preparation or experimental system investigated in the laboratory (this
may include several data runs of the “same” experimental system) is identified
in its relevant aspects with the preferred causal model system. At the abstract
or “philosophical” level, the explanation proceeds by identifying the laboratory
experimental system with the theoretical system — the preferred model system
(PCMS ) — and exhibiting the event or process to be explained (called the ex-
planandum) as the causal consequence of the system’s behavior. The explanans
(or set of explaining elements) here uses molecular biology and is mainly compar-
ative rather than involving quantitative derivational reasoning, in the sense that
in this paper two qualitatively different end states — the solitary and the social
states of the worms — are compared and contrasted.10 The theoretical system
(the PCMS ) utilizes generalizations of varying scope, often having to appeal to

10A quantitative derivation of a path of C. elegans motion that agrees with the experimentally



Reduction in Biology and Medicine 151

similarity analyses among like systems (e.g., the use of TRPV channel family) to
achieve the scope, as well as make the investigation of interest and relevance to
other biologists (e.g., via analogies of the NPR-1 receptor to Y receptors and the
internal worm circuit to cyclic GMP signaling pathways found in flies and bees
that control foraging and feeding behavior — see [Sokolowski, 2002]. For those
concerned with philosophical rigor, the preferred model system and its relations
to model-theoretic explanation can be made more philosophically precise (and
technical), along the lines suggested in the footnote below.11

The discussion sections of scientific papers are the usual place where larger issues
are raised, and where extrapolations are frequently found. This is also the case in
this [de Bono et al., 2002] paper, where the discussion section states that “food,
food acquisition, and population density are important regulators of aggregation
in a variety of species.” (902). The paper concludes on an evolutionary note, tying
the proximate cause model to a distal causal (i.e., evolutionary) advantage, where
the authors write:

The data in this paper and in the accompanying paper suggest that
the regulation of social feeding behaviour in C. elegans is complex, in-
volving several layers of positive and negative inputs. Such complexity
may have evolved as a result of the tension between cooperation and
competition that underlies social behaviour, and may be important to
ensure that social behaviour is induced only when it offers a selective
advantage.

observed path can be computed based on neural theory, though the explanation quickly becomes
extraordinarily complicated — see my summary of Lockery’s results using this type of approach
in my [Schaffner, 2000].

11The following philosophically general account parallels the discussion in my 1993 book. It
assumes an analysis of biological explainers as involving models representable as a collection of
generalizations of variable scope instantiated in a series of overlapping mechanisms as developed
in chapter 3 of the 1993 book. We can, as described in that chapter, employ a generalization
of Suppes’ set-theoretic approach and also follow Giere [1984] in introducing the notion of a
“theoretical model” as “a kind of system whose characteristics are specified by an explicit defini-
tion” [1984, 80]. Here entities η1...ηn will designate neurobiological objects such as neuropeptide
receptors, the Φ’s such causal properties as “ligand binding” and “neurotransmitter secretion,”
and the scientific generalizations Σ1...Σn will be of the type “This odorant activates a G-protein
cascade opening an ion channel”. Then Σi(Φ(η1...ηn)) will represent the ith generalization, and

Π[

n
X

i=1

i(Φ(η1 . . . ηn))]

will be the conjunction of the assumptions (which we will call Π) constituting the preferred model
system or PCMS. Any given system which is being investigated or appealed to as explanatory
of some explanandum is such a PCMS if and only if it satisfies Π. We understand Π, then, as
implicitly defining a kind of natural system, though there may not be any actual system that is
a realization of the complex expression Π. To claim that some particular system satisfies Π is a
theoretical hypothesis, which may or may not be true. If it is true, then the PCMS can serve
as an explanandum of phenomena such as “social feeding.” (If the PCMS is potentially true
and well-confirmed, then it is a “potential and well-confirmed explanation” of the phenomena it
entails or supports.)
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5 THIS EXPLANATION IS BOTH REDUCTIVE AND NON-REDUCTIVE

The above example is typical of molecular biological explanations of behavior. Be-
havior is an organismic property, and in the example is actually a populational
property (of aggregation), and the explanation appeals to entities that are parts
of the organism, including molecularly characterized genes and molecular interac-
tions such as ligand-receptor bindings and G-protein coupled receptor mechanisms
— thus this is generally characterized as a reductive explanation. But it repre-
sents partial reduction — what I termed reduction of the creeping sort — and it
differs from sweeping or comprehensive reductive explanations because of several
important features.

1. The first model does not explain all cases of social versus solitary feeding;
a different though somewhat related model (that of [Coates and de Bono,
2002]) is needed for the internal triggering of solitary behavior in npr-1 mu-
tants; the 2005 model does more, but is still incomplete (see below).

2. Some of the key entities, such as the signal from bacteria that is noxious
to the worms and the neuron represented by XXX in figure 2, have not yet
been identified.

3. It utilizes what might be termed “middle-level” entities, such as neuronal
cells, in addition to molecular entities. Further work that is even more
reductionistic can address ion channels in the neurons, but this research is
yet to come. (I discuss some of this ion channel work in connection with
worm touch sensitivity in [Schaffner, 2011].)

4. It is not a quantitative model that derives behavioral descriptions from rig-
orous general equations of state, but is causally qualitative and only roughly
comparative.

5. Interventions to set up, manipulate, and test the model are at higher ag-
gregative levels than the molecular, such as selection of the worms by their
organismic properties (feeding behaviors), distributing the worms on an agar
plate, and ablating the neurons with a laser.

The explanation does meet the three conditions that seem reasonable for a
reductive explanation, namely:

1. the explainers (here the preferred model system shown in figure 2) are a
partially decomposable microstructure in the organism/process of interest.

2. the explanandum (the social or solitary feeding behavior) is a grosser (macro)
typically aggregate property or end state.

3. Connectability assumptions (CAs), sometimes called bridge laws or reduc-
tion functions, are involved, which permit the relation of macrodescriptions
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to microdescriptions. Sometimes these CAs are causal sequences as depicted
in the model figure where the output of the neurons under one set of con-
ditions causes clumping, but in critical cases the CAs are identities (such
as social feeding = clumping, and aversive stimulus = (probably) bacterial
odor).

Though etiological and reductive, the preferred model system explanation is not
“ruthlessly reductive,” to use Bickle’s phrase, even though a classical organismic
biologist would most likely term it strongly reductionistic in contrast to their
favored nonreductive or even antireductionist cellular or organismic points of view.
It is a partial reduction.

This partial reduction for a very simple model organism does have some lessons
for reductions related to far more complex human behavior, including psychiatric
genetics [Craver, 2007].

6 WILL “MECHANISM LANGUAGE” SUFFICE?

One recent philosophical alternative to classical models of theory reduction can
be found in what [Bickle ,2006] calls “the recently revived mechanistic philosophy
of science.” This revival dates to the seminal article by Machamer, Darden, and
Craver [Machamer, 2000] that stressed the importance of the “mechanism” concept
as an alternative to law-based approaches to explanation and to reduction. In this
approach, a mechanism is “a collection of entities and activities organized in the
production of regular changes from start or set up conditions to finish or termina-
tion conditions” [Machamer, 2000, 3]. The analysis has been applied to examples
in the neurosciences and molecular biology, and even more broadly and recognizes
that mechanisms need not be molecular, but can be multi-level (see [Craver, 2004;
2007]). In some of its variants, the approach wishes to eschew causal language,
causal generalizations, and any appeals to standard counterfactual analyses, that
are typically developed as elucidations of causation (compare [Schaffner, 1993,
pp. 296-312; 1993b; Glennan, 1996; Woodward, 2003] with [Tabery, 2004; Bogen,
2004b]).

An appeal to mechanisms, as a contrast with an emphasis on high-level general
theories, is an eminently sensible approach. In biology and in medicine, there are
few such general theories (with component laws) that are broadly accepted, though
population genetics is a notable exception. An early commitment to theories such
as population genetics as representing the best examples of biological theory (see
[Ruse, 1973]) skewed, as I argued, in my [1980] and again [1993, chapter 3], the
appreciation of philosophers of biology away from better or more representative
alternative approaches to theory structure and explanation. And in that 1980
article and in [1993] chapter 3 as well as in chapters 6 and 9, I frequently utilized
references to “mechanisms” as another way to describe the “models” that are so
widely found in biology, and which function broadly as surrogates for theories in
the biomedical sciences.
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But the strong form of appeals to mechanisms, as in early arguments by [Wim-
satt, 1976b] seemed to aim at avoiding any discussion of generalizations and laws
of working of a mechanism, an avoidance which appeared both philosophically in-
complete (see my [1993, pp. 494-495] for specifics), as well as contradicted by the
way biologists present their own models. A paradigm case of how generalizations
are articulated to form a model can be found in Jacob and Monod’s classic paper
on the operon model.12 In their concluding section they write that “a convenient
way of summarizing the conclusions derived in the preceding sections of this pa-
per will be to organize them into a model designed to embody the main elements
which we were led to recognize as playing a specific role in the control of protein
synthesis; namely the structural, regulator and operator genes, the operon, and
the cytoplasmic repressor.” Jacob and Monod then state the generalizations which
constitued the model.13 Similar generalizations can be found in the figure legend
from [de Bono et al., 2002] quoted above on p. 151. And also see my discussion of
Ohm’s law and the Nernst equation as “laws of working” in the Hodgkin-Huxley
model of the action potential [Schaffner, 2008b].indexHodgkin

This avoidance of generalizations by the revived mechanistic tradition is even
more evident in the recent essays by [Tabery, 2004] and also in [Darden, 2005]
and especially in [Bogen, 2004b], which also seem to me to try to replace the
admittedly still problematic concept of causation with appeals to “activities” — a
notion that I find much more opaque than causation. (In those places in scientific
articles where terms like “acts” appear, I think a good case can be made that what
is being referred to is plain old-fashioned causal action.)

Finally, a word may be in order about stretching the term “mechanism” to
cover more in the way of partially reductive explanations than is warranted. A
review of much of the literature in biology and medicine, spanning work on E.
coli through to humans, suggests that “mechanisms” function as parts of larger
schema, typically referred to by the term “pathway.” Pathways seem to be where
causal explanations and interventions (both experimental and therapeutic) take
place. Mechanisms appear to be parts of pathways, and often modifiable parts of
pathways as science progresses. The pathway-mechanism-model debate is not for
this article, but worth considering as better characterizations of partially reductive
explanations are developed.

But in a weaker form, such as in [Glennan, 1996] and in most of [Machamer,
2000], the revived mechanistic philosophy of science, perhaps to be supplemented
by an account of pathway analysis, appears to me to be an important complement
to the account of explanation developed in the present article, as well as to my
[1993] and [2000] essays. I had noted in my [1993] that appeals to mechanisms

12Another paradigmatic example of how generalizations, and even simplified “laws” are in-
volved in the articulation of a model or mechanism can be found in Hodgkin and Huxley’s classic
article on the action potential in the giant squid axon [Hodgkin, 1952]. Bogen [2004a] analyzes
Hodgkin and Huxley’s model construction as not supporting a typical generalization account,
but I read their paper differently.

13A full quotation of the statement of the operon model from [Jacob, 1961] can be found on
pp. 158-159 of my [1993].
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that eschewed generalizations (such as [Wimsatt 1976b]) were problematic for a
number of reasons, a chief one of which was that earlier writers in this tradition
appeared to take “mechanism” as a largely unanalyzed term and place a very
heavy burden on that term. The new mechanistic philosophy of science remedies
that problem by articulating a complex analysis of the terminology involved in
appeals to mechanisms, but some of the stronger theses, such as those replacing
causation by activities, seem to me to move in a less promising direction.

7 SUMMARY AND CONCLUSION

In this article I began by proposing two theses, and then examined what the
consequences of those theses were for reduction and emergence. The first thesis
was that what have traditionally been seen as robust reductions of one theory
or one branch of science by another more fundamental one are largely a myth in
biology, though some rare, but extraordinarily important, instances of them can be
found in physics. On closer inspection, and particularly in biology, these reductions
seem to fade away, like the body of the famous Cheshire cat, leaving only a grin,
or a smile. The second thesis was that these “smiles” are fragmentary patchy
explanations, and often partial reductions, and though patchy and fragmentary,
they are very important, potentially Nobel-prize winning advances.

To get the best grasp of them, I argued that we needed to return to the roots
of discussions and analyses of scientific explanation more generally, and not focus
mainly on reduction models, though three conditions based on earlier reduction
models are retained in the present analysis. This led us through a very brief
history of explanation and its relation to reduction models, such as Nagel’s, and
through a brief account of my own evolving views in this area. Though the account
of scientific explanation I presented above is one I have discussed before, in this
article I tried to simplify it, and characterized it as involving a preferred causal
model system (PCMS). This PCMS account was then applied to a recent set
of neurogenetic papers on two kinds of worm foraging behaviors: solitary and
social feeding. One of the preferred model systems from a 2002 Nature paper was
used to illustrate the PCMS analysis in detail, and was characterized as a partial
reduction.

The article closed with a brief discussion of how this approach in this article
partially differed from and partially was congruent with Bickle’s “ruthless reduc-
tionism” [Bickle, 2003] and with the recently revived mechanistic philosophy of
science of [Machamer, 2000]. In that section I could only very briefly indicate
some parallels of these approaches with the one developed in the present essay.
Clearly further discussion will continue on these topics for some time to come,
and should deepen our appreciation of both the power and the limits of reductive
explanations.
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CAUSAL INFERENCE AND
MEDICAL EXPERIMENTS

Daniel Steel

Causal inference plays a fundamental role in medical science: it is what any
researcher is doing when she attempts to discover the underlying mechanisms of
a disease or to estimate the effectiveness of a treatment. This article focuses
on causal inference within the context of medical experiments, and does not ad-
dress causal inference in non-experimental or observational studies. The ensuing
discussion is organized as follows. First, several accounts of causation from the
current philosophy of science literature will be discussed. Secondly, a general the-
ory of causal inference based upon Bayesian networks will be described. Given
this background, the third section of the article discusses problems relating to the
internal validity of an experiment. Questions about internal validity have to do
with whether the causal relationships in the experimental context — whether that
be a collection of human subjects in a clinical trial or animal models in a labora-
tory — have been correctly inferred. In contrast, external validity or extrapolation
has to do with the extent to which causal conclusions drawn with regard to the
experimental context can be extended to other contexts or populations. External
validity and extrapolation are discussed in the final section of this article.

1 THEORIES OF CAUSATION

In order to think clearly about causal inference, it is helpful to have a sense of
what claims about cause and effect assert. The leading accounts of causation
in the current philosophical literature can be grouped into four main categories:
probabilistic [Suppes, 1970; Eells, 1991], counterfactual [Lewis, 1973], mechanistic
[Salmon, 1984; Dowe, 2000; Machamer et al., 2000], and manipulation [Menzies
and Price, 1993; Mellor, 1995; Woodward, 2003]. Probabilistic theories of cau-
sation are modern descendants of David Hume’s regularity theory [1978/1740],
according to which A causes B just in case occurrences of A are regularly fol-
lowed by occurrences of B. Probabilistic theories of causation attempt to avoid
a well-known shortcoming of Hume’s theory, namely, that an association between
A and B might be due to a common cause of both rather than to one causing
the other. For instance, the rooster’s crowing is regularly followed by but does
not cause the sunrise; instead, both are effects of the daily rotation of the earth.
Probabilistic theories of causation attempt to avoid this problem by requiring that
a cause raise the probability of its effect even when relevant prior factors are taken
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into account. For instance, given the relative positions and motions of the earth
and sun, information about the rooster’s crowing no longer makes any difference
to the probability of the sunrise.

Counterfactual theories are based on the thought that A is a cause of B when
it is the case that, had A not occurred, then B would not have occurred either.
There are many cases in which A is regularly followed by B but in which B would
have occurred anyway even if A had not occurred, as the example of the rooster
and the sunrise illustrates. Hence, the counterfactual theory seems to provide a
straightforward answer to the difficulty confronting Hume’s regularity theory. But
upon closer inspection it is not clear that this is indeed the case. For suppose
that A and B are associated due to being effects of the common cause C. Then
one might reason that, had A not occurred, then neither would have C and thus
B would not have occurred either. For instance, imagine that little Tommy runs
into a table, knocking over both a lamp and a vase which smash on the floor.
One might reason that if the vase had not smashed, that would have meant that
Tommy had not run into the table, in which case the lamp wouldn’t have smashed
either. Such counterfactuals are called “backtracking”. So, the counterfactual
theory of causation requires that the counterfactuals in question be interpreted in
a non-backtracking manner. David Lewis [1979] provides a list of guidelines for
interpreting counterfactuals so that backtracking is avoided. For events that occur
at clearly defined points in time,1 the idea is roughly that one should consider a
scenario in which the alleged cause is changed at the last possible moment and in
the most localized way. For example, in the case of little Tommy running into the
table, one might suppose that the vase is prevented from smashing thanks to an
adept saving catch by Tommy’s sister. In this scenario, the lamp would still smash
on the floor. However, one concern with this modification of the counterfactual
approach is that it seems to have no motivation besides the desire to make the
theory agree with intuitive judgments about causation. One would like a theory
of causation that provides some insight into why certain types of counterfactual
scenarios rather than others are deemed relevant to assessments of cause and effect.

Mechanistic approaches to causation take their cue from the observation that
causal relationships generally depend upon interactions among physically contigu-
ous objects between which some type of influence is transmitted or exchanged. One
of the best known theories of this kind focuses on exchanges of conserved quan-
tities, such as energy or momentum [Salmon, 1998; Dowe, 2000]. For instance,
an exchange of momentum occurs between little Tommy and the table when he
collides with it, and also between the floor and the vase when the vase smashes.
But there appears to be no exchange of a conserved quantity between the vase and
the lamp. So, the conserved quantity theory would seem to agree with judgments
about causation in simple examples like this. But upon closer inspection, that is
not so clear. Suppose that the vase hits the floor before the lamp does. Then
after the impact of the vase, vibrations propagate through the floor, resulting in

1The contrast here would be with standing conditions (e.g. the mass of the earth, or the level
of popular dissatisfaction with the ruling party).
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an indirect exchange of momentum between the vase and the lamp when the latter
comes crashing down. In short, while an exchange of conserved quantities may be
a necessary condition for causation in many circumstances, it is rarely sufficient
[Hitchcock, 1995; Hausman, 1998; Dowe, 2000, pp. 147–8; Woodward, 2003]. One
solution to this difficulty would be to combine the mechanistic account of causation
with either a probabilistic or counterfactual approach. For example, according to
Phil Dowe’s definition A causes B if and only if these events are connected by
a sequence of interactions involving exchanges of conserved quantities in virtue
of which A raises the chance of B [2001, p. 167]. Given Dowe’s definition, the
smashing of the vase does not cause the lamp to smash, since the sequence of ex-
changes of conserved quantities between them is not one that increases the chance
that the lamp smashes. In contrast, little Tommy’s collision with the table would
be a cause of the smashing of both the vase and the lamp according to Dowe’s
definition.

While the conserved quantity theory was devised with simple physical examples
in mind, there are discussions of mechanisms that focus specifically on how that
concept is employed in the biological sciences. According to what is probably the
most commonly cited definition of a mechanism, “Mechanisms are entities and
activities organized such that they are productive of regular changes from start
or set-up to finish or termination conditions” [Machamer et al., 2000, p. 3].2 Ex-
amples of mechanisms in the sense of this definition include protein synthesis, the
HIV replication mechanism, and carcinogenic mechanisms. In protein synthesis,
the entities would include such things as DNA, RNA polymerase, mRNA, and so
on. Examples of activities would include such things as RNA polymerase binding
to a strand of DNA, mRNA nucleotide bases attaching to the DNA nucleotide
bases, and so forth. As this example illustrates, the activities referred to in the
above definition of a mechanism are often interactions that involve exchanges of
conserved quantities.

Finally, manipulation theories of causation are inspired by the insight that
causes are often means to bring about their effects. According to Jim Woodward’s
[2003] version of this idea, the difference between causation and mere correlation
is that a causal generalization is invariant under interventions that target the
cause. To take a stock example, consider the correlation between the readings of
a barometer and the occurrence of storms. An example of an intervention on the
barometer readings would be to place the barometer in a chamber in which the
air pressure can be set at will. If the barometer readings are set in this way, the
correlation between the barometer readings and storms will no longer obtain. In
short, the correlation between barometer readings and storms is not invariant un-
der intervention, and hence not a causal generalization according to Woodward’s
account. In contrast, a correlation between smoking and emphysema, for instance,
would be invariant under an intervention that targeted smoking. In this case, an

2See Glennan [1996, p. 52] for a definition that is similar to Machamer, Darden, and Craver’s
except that it requires that the interactions among the components of the mechanism are governed
by “direct causal laws.”
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example of an intervention would be a randomized controlled experiment in which
some are required to smoke and others are not allowed to do so. Under such cir-
cumstances, smoking would still be correlated with emphysema. According to this
account, then, the distinctive feature of causal generalizations is that they indicate
effective means for altering one’s surroundings in specific ways. In contrast, mere
correlations only provide a basis for prediction.

One of the most appealing features of manipulation theories of causation is
that, unlike the other approaches described so far, they provide a straightforward
explanation of why the notion of causation would be so important to human beings.
Humans care about causation because of the immense practical importance of
being able to alter one’s surroundings to achieve desired ends. In contrast, it is
not very clear why humans should find it so important to know that A raises
the probability of B even when all prior factors are taken into account. Nor it
is clear why humans ought to be concerned with non-backtracking counterfactual
dependences, nor why it matters to know about interactions involving exchanges
of conserved quantities. From the perspective of a manipulation theory, these
things are relevant to causation only because they have some indirect connection
to control. For instance, that A occurs prior to B and raises its probability even
when prior factors are taken into account is often evidence that A can be used
as a means for controlling B. Similarly, knowledge of a mechanism underlying a
disease is often a basis for developing effective therapies.

An objection to manipulation theories of causation is that causal claims often
appear pertinent in contexts in which manipulation and control are clearly not
possible. For instance, according to modern astronomy, the tilt in the earth’s
axis was caused by a collision between the earth and a large asteroid (the debris
kicked up by this collision then coalesced to form the moon). An advocate of
a manipulation approach to causation would respond that situations involving
actual human intervention are the basis for our concept of causation, which is
then extended and abstracted to other situations — including ones in which human
intervention is not possible. Indeed, the concept of an intervention can be defined
in a way that makes no reference to human agency, as will be discussed in Section 3.

It is unlikely that there will be a consensus any time soon among philosophers
as to the one true theory of causation. Nevertheless, an appreciation of the several
theories of causation can be useful. First, some theories are especially relevant
in particular contexts. For example, manipulation approaches to causation are
directly relevant to medical science, which aims to discover effective treatments
for disease. Moreover, a great deal of medical research aims to discover mecha-
nisms. Secondly, despite disagreement about whether probability, manipulation,
or mechanism is the defining characteristic of causation, everyone will agree that
these things are linked to causation in important ways. In particular, the following
propositions seem very plausible with regard to medical science: the relationship
between probability and causation is important for providing evidence for causal
claims; interest in causation is often motivated by a desire to find effective means
for achieving ends, and causal relationships are based on underlying mechanisms.
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2 BAYESIAN NETWORKS

This section describes an approach to causal inference based upon Bayesian net-
works [Spirtes et al., 2000; Pearl, 2000; Neopolitan, 2004]. At the heart of this
approach is an intuitive format for representing claims about cause and effect that
facilitates general formulations of some commonly assumed principles linking cau-
sation and probability. This framework allows for algorithms that, as it were,
squeeze as much causal information as possible out of statistical data. Bayesian
networks have been and continue to be used for a number of medical applica-
tions, particularly diagnosis (cf. [Neopolitan, 2004, pp. 641–2]). This section
presents some of the basics of Bayesian networks, which ground the discussion of
experimentation in the subsequent section.

Bayesian networks consist of directed acyclic graphs (DAGs) associated with
probability distributions that satisfy certain requirements. A DAG is composed
of a collection of nodes some of which are connected by arrows (as in Figure 1).

B A S 

Figure 1. A directed acyclic graph

The graph is directed, since every edge linking the nodes has one arrowhead
— a graph with edges without arrow heads or with double-headed arrows would
not be a DAG. It is acyclic because there are no cycles, that is, no sequence of
arrows aligned head to tail that begins and ends with the same node. DAGs
are an intuitive means by which to represent causal claims: the nodes represent
random variables, while the arrows represent the relationship of direct causation.
For instance, the DAG in Figure 1 could represent the causal relationships in the
barometer-storm example discussed above: B indicates the barometer reading, A
the atmospheric pressure, and S the occurrence or non-occurrence of a storm. Since
DAGs may include arbitrarily many nodes, the DAG in Figure 1 is a particularly
simple example, as can be appreciated by considering the DAG in Figure 2.

G 

C 
A 

E 

B D F 

H 

Figure 2. A bushier DAG
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The node X is said to be a parent of the node Y if there is an arrow pointing
directly from X to Y . For example, C is a parent of B and D in the DAG in
Figure 2. A node X is said to be a descendant of Y if a sequence of arrows leads
from Y to X.3 For example, in Figure 2, C is a descendant of H as well as of A,
G, and E. Notice that in Figure 1, S is neither a parent nor a descendant of B.

A Bayesian network is a DAG with a probability distribution over the variables
represented by the nodes in the graph, where that probability distribution is as-
sumed to satisfy some conditions. The first and most fundamental is known as
the Markov condition.

Let G be a DAG with a set V of variables and P be a probabilitydistribution
over V. P satisfies the Markovcondition with regard to G if and only if
for every X in V, X is independent of its non-descendants conditional
on its parents (cf. [Sprites et al., 2000, p. 11]).

For example, in Figure 1, A is the sole parent of B, and S is not a descendant
of B. Hence, if the probability distribution over the variables {B, A, S} satisfies
the Markov condition with regard to the graph in Figure 1, then B and S are
independent conditional on A. In other words, once one knows the value of A,
learning the value of B provides no additional information about the value of S.4

A closely related consequence of the Markov condition can be illustrated by
means of the DAG in Figure 3.

A B C 

Figure 3. A and C related only through the mediator B

In the DAG in Figure 3, A is a non-descendant of C, while B is the sole parent
of C. Hence, if the probability distribution over {A, B, C} satisfies the Markov
condition with regard to this DAG, then A and C are independent conditional on
B. Finally, consider the DAG in Figure 4.

In the DAG in Figure 4, there are no parents of A, and C is a non-descendant
of A. Hence, if the probability distribution satisfies the Markov condition with
regard to the DAG in Figure 4, A and C are independent. However, the Markov
condition does not entail that A and C are independent conditional on B.

Note that the Markov condition only makes claims about independence and
conditional independence relationships. Yet it is typically assumed that causal

3The sequence of arrows can be zero arrows long, which means that every node is techni-
cally a descendant of itself. This terminological oddity simplifies the formulation of the Markov
condition, since it entails that X is not a member of the non-descendants of X.

4More formally, variables X and Y are independent when P (x|y) = P (x), for every value x of
X and y of Y . P (x|y) is a conditional probability, read as the probability of X given Y . X and
Y are independent conditional on Z when P (x|y, z ) = P (x|z ); in other words, once the value
of Z is known, learning the value of Y makes no difference to the probability of X taking one
value rather than another.
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A B C 

Figure 4. No connection between A and C

connections generate probabilistic dependences as well. A second assumption,
known as the faithfulness condition, addresses this issue. The faithfulness condi-
tion requires that the only probabilistic independence and conditional indepen-
dence relationships are those entailed by the Markov condition (cf. [Spirtes et al.,
pp. 13–14]). For example, in Figure 1, although the Markov condition entails that
B and S are independent conditional on C, it does not entail that B and S are
unconditionally independent. Thus, the faithfulness condition requires that they
are not independent. Of course, that is precisely what one would expect in this
case: the barometer readings and occurrence of storms are correlated as a result
of the common cause, atmospheric pressure. Similarly, the faithfulness condition
requires that A and C are probabilistically dependent in the DAG in Figure 3.

Although it is fairly easy to apply the Markov and faithfulness conditions di-
rectly to simple DAGs like those in Figures 1, 3, and 4, the same is not true for
more complex DAGs like the one in Figure 2. Fortunately, there is a graphical
concept known as d-separation that allows one to easily read off the implications
of the Markov condition for any DAG, no matter how complex. In particular, for
any disjoint sets of nodes in a DAG, X, Y, and Z, the Markov condition entails
that X and Y are independent conditional on Z if and only if Z d-separates X

and Y [Pearl, 2000, p. 18; Neopolitan, 2004, pp. 74–79]. D-separation is defined
as follows:

A path p is said to be d-separated (or blocked) by a set of nodes Z if
and only if

1. p contains a chain i→ m→ j or a fork i← m→ j such that the
middle node m is in Z, or

2. p contains and inverted fork (or collider) i → m ← j such that
the middle node m is not in Z and such that no descendant of m
is in Z.

A set Z is said to d-separate X from Y if and only if Z blocks every
path from a node in X to a node in Y. (Pearl 2000: 16-17)

For example, in Figure 2, {E, G} d-separates H and C. Hence, if the probability
distribution associated with that DAG satisfies the Markov condition, then H
and C are independent conditional on {E, G}. In addition, E and A are d-
separated by the empty set, since there is a collider on every path between these
two nodes. However, E and A are not d-separated by {B}, since B is a collider on
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the path A → B ← C ← E. Note that boldfaced capital letters in the definition
of d-separation represent sets rather than individual nodes or variables. Thus, d-
separation can be used to derive conclusions about the independence of groups of
variables in addition to single pairs. For instance, in Figure 2, {E, G} d-separates
{A, B, C, D} and {F , H}. So, the Markov condition entails that {A, B, C, D}
and {F , H} are independent conditional on {E, G} in this DAG.

In all of the applications discussed here, DAGs will be interpreted as represent-
ing causal structures, so that “parents” in a DAG represent direct causes while
“descendants” represent effects. What is often called the “causal Markov condi-
tion” is simply the Markov condition stated above with that causal interpretation
of DAGs made explicit (cf. [Spirtes et al., 2000, p. 29; Neopolitan, 2004, p. 59]).
It will be helpful to reformulate some of the consequences of the Markov condition
in explicitly causal terms.

Common Causes Screen-off their Effects: If X and Y are related solely
as effects of the common cause Z, then X and Z are independent
conditional on Z.

In Figure 1, the common cause is A, the atmospheric pressure. Figure 3 illustrates
a closely related principle:

Mediating Causes Screen-off Distal Causes: If X and Y are related
solely by a causal chain mediated by Z, then X and Y are independent
conditional on Z.

Notice that these two rules are encapsulated in item 1 of the definition of d-
separation. The notion of a causal connection will be helpful for stating the next
useful consequence of the Markov condition. Let us say that two variables are
causally connected just in case one is a cause (direct or indirect) of the other or
there is a common cause of both. For instance, B and S are causally connected in
Figure 1, as are A and C in Figure 3. In contrast, in Figure 4, A and C are not
causally connected.

Probabilistic Dependence entails Causal Connection: If X and Y are
probabilistically dependent, then there is a causal connection between
X and Y .

For instance, this rule entails that A and C are independent in the DAG in Figure
4. Notice that this rule concerns only unconditional probabilistic dependence, a
point which is important for understanding the next rule.

Finally, a somewhat surprising but important consequence of the faithfulness
condition:

Conditioning on Common Effects Creates Dependence: If Z is a com-
mon effect of X and Y (that is, X → Z ← Y ), then conditioning on Z
creates probabilistic dependence between X and Y .
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Although perhaps counterintuitive, this last principle is in fact is easy to grasp
once one considers some examples. For instance, the presence of gasoline in the
tank and the battery being charged are causes of the car starting. So, the car
starting is a common effect of there being gasoline in the tank and the battery
being charged. Suppose that I know that the car does not start. Then learning
the state of the battery provides information about whether there is gas in the
tank and vice versa. Conditional on knowing that the car won’t start, learning
that there is gasoline in the tank is full makes me think it more probable that the
battery is dead. Consider another example. Both patriotism and having one’s draft
number called were causes of serving in the US military in Vietnam. Yet since draft
numbers were selected randomly, there was no unconditional dependence between
patriotism and having one’s draft number called. However, among those who did
serve in Vietnam, one would expect an inverse correlation between patriotism and
having one’s draft number called. That is, those who served in Vietnam despite
not having their draft number called were more likely to have been patriotic, while
those who served despite not being patriotic are more likely to have been people
whose draft numbers were called.

Bayesian networks, then, provide a general format for representing hypothe-
ses about what causes what and for systematically deriving statistically testable
predictions from these hypotheses. Clearly, that is a very useful thing for causal
inference. Indeed, given Bayesian networks, it is possible to devise algorithms
that, when provided a set of statistical data, will output all of the DAGs capable
of accounting for those data [Spirtes et al., 2000; Pearl, 2000; Neopolitan, 2004].
Without experiment, there are usually several DAGs that can account for the
available data, which is a way of putting the old slogan that correlation is not
the same as causation. However, controlled experiments tend to restrict the set of
possible causal explanations — ideally, to just one. How that is so, and what to
do when experiments are less perfect than one would like, is the topic of the next
section.

An important question about causal inference based on Bayesian networks con-
cerns the grounds for assuming that DAGs representing real world causal relation-
ships satisfy the Markov and faithfulness conditions. There is an active philosoph-
ical literature that addresses this issue [Pearl, 1998; Woodward, 1998; Hausman
and Woodward, 1999, 2004; Cartwright, 1999; 2002; 2006; Glymour, 1999; Sober,
2001; Hoover, 2003; Steel, 2003; 2005; 2006a; 2006b]. For the present purposes, it
will suffice to point out that the Markov and faithfulness conditions are commonly
assumed in scientific practice. For instance, the rule that conditioning on common
causes screens off effects is implicit in studies that attempt to statistically control
for potential common causes by means of regression analysis. It is also implicit in
attempts to draw causal inferences from comparisons of carefully matched groups
(cf. [Rosenbaum, 2002]). Likewise, it is typically expected that probabilistic de-
pendencies are indicators of causal connections — either one factor is a cause of
the other or there is some common cause of the two. Conversely, absence of proba-
bilistic dependence is generally taken to indicate an absence of causal connection,
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as the faithfulness condition asserts. Of course, that the Markov and faithfulness
conditions are implicit in a great deal of scientific research dealing with questions
of cause and effect does not show that these principles are always true. But it
does make it worthwhile to carefully explore the causal inferences that would be
possible when they do obtain.

Finally, Bayesian networks illustrate a number of the conceptual connections
highlighted by theories of causation discussed in the previous section. Most ob-
viously, the connection between probability and causation is central to the use
of Bayesian networks for drawing causal inferences. Moreover, Bayesian networks
have been proposed as a basis for explicating counterfactuals [Pearl, 2000, chapter
7]. And as will be explained in the next section, Bayesian networks are very help-
ful for clarifying the connection between causation and manipulation. In fact, the
notion of causation involved in Bayesian networks is sometimes explicitly defined
in terms of manipulation [Neopolitan, 2004, p. 49].

3 INTERNAL VALIDITY

Questions about internal validity ask whether the causal relationships in the ex-
perimental context have been correctly inferred. Bayesian networks approach the
topic of causal inference in controlled experiments by providing an explication of
the concept of an intervention or manipulation. This is best presented by reference
to a concrete example.

Suppose that there is observational data that those who follow a vegetarian
diet tend to score better on several measurements related to overall health, such
as blood pressure, body mass index, and so forth. The question is whether this
correlation between a vegetarian diet and better health is present because a veg-
etarian diet is a cause of better health or because of the presence of a common
cause. For example, perhaps vegetarians are more health-conscious and there-
fore are more likely to engage in other health-promoting activities such as regular
exercise. Given the discussion in the previous section, it is easily seen that the
correlation can be explained by each of the hypotheses in Figure 5.

In the DAGs in Figure 5, V is a variable indicating whether the person is a
vegetarian, while H is a variable indicating a pertinent measure of health. The
DAG in Figure 5(a), then, represents the hypothesis that a vegetarian diet is a
cause of health, while 5(b) is the alternative that one’s state of health is a cause
of whether one is a vegetarian. Finally, 5(c) asserts that there is an unmeasured
common cause of V and H (the circle rather than the square around the variable
indicates that it is unmeasured). That there are common causes of V and H is
quite probable. For example, a general concern about one’s health is a likely cause
of being a vegetarian, and it is also likely to cause other behaviors that make one
healthy. The point is that outside of the context of a controlled experiment, a
correlation between V and H cannot distinguish between these three alternatives.

In contrast, a controlled experiment is an attempt to devise a situation in which
only 5(a) could account for a correlation between V and H. A controlled exper-
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V H C
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Figure 5. Three possible explanations of a correlation between V and H

iment works by introducing variation in the alleged cause (V in this case) that
comes from “outside” the causal system. In the present example, this might work
as follows. A group of subjects are randomly divided into two groups, one of which
is required to follow a vegetarian diet, while the other is required to eat meat. If
the subjects in each group follow the prescribed diet, randomization would seem to
ensure that there are no unmeasured common causes of V and H, and that H does
not cause V . Thus, in this experimental set up a correlation between V and H
could apparently not be explained by either 5(b) or 5(c). So, it would seem that in
a randomized controlled experiment, the only possible explanation of a correlation
between V and H is that V is a cause of H. Such observations have inspired some
to maintain that randomization makes inferences “from probabilities to causes . . .
quite infallible” [Papineau, 1994:, p. 447]. Although Bayesian networks pinpoint a
definite virtue of randomization, they also help to explain precisely in which ways
a controlled experiment can go awry even when treatment is assigned at random
and probabilities have been correctly estimated.

From the perspective of Bayesian networks, a randomized controlled experiment
is an effort to implement an ideal intervention. An ideal intervention can be defined
as follows. Let V be a set of variables of interest.

Definition of Ideal Intervention:5 I is an ideal intervention on
X ∈ V if and only if it is a direct cause of X that satisfies these three
conditions:

1. I eliminates other influences upon X but otherwise does not alter
the causal relations among V,

2. I is a direct cause of no variable in V other than X, and

3. I is exogenous with respect to V.

5See [Woodward, 2003, p. 98] for a similar definition.
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One variable is exogenous with respect to a collection of others just in case it
neither is an effect of nor shares a common cause with any of them. Thus, item
(3) means that I does not share a common cause with any variable in V and is
not an effect of any variable in V. This is the formal analogue to the intuitive idea
that interventions come from “outside.”

The usefulness of an ideal intervention for drawing causal conclusions from
correlations is illustrated by the example concerning vegetarianism. Any of the
three DAGs in Figure 5 represents a possible explanation of a correlation from
non-experimental data. However, things are different if the value of V is set by an
ideal intervention.
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Figure 6. Ideal interventions

In each case, the intervention (represented by I) satisfies the three conditions
of the definition given above. First, it eliminates all other influences upon the tar-
geted variable V , but otherwise makes no changes to the causal relationships. The
elimination of other influences upon V is represented by erasing arrows pointing
into it. Since there were no arrows pointing into V in 5(a), no arrows have been
erased from that DAG in 6(a). Secondly, the intervention directly targets only
one variable, in this case V . Finally, the intervention is exogenous: it is not an
effect of V or H, nor does it share a common cause with any of these variables.
Suppose then that the experiment finds a correlation between V and H. By the
“probabilistic dependence entails causal connection” rule, this correlation must be
explained by a causal connection. However, of the three DAGs in Figure 6, only
the one in 6(a) has a causal connection between V and H. Thus, if the experiment
is an ideal intervention, it is possible to distinguish the hypothesis that V is a
cause of H from the other two hypotheses represented in Figure 5.

Of course, many actual interventions are not ideal, and considerable ingenuity
and hard work are often needed to ensure that the conditions (1) through (3) are
satisfied in an experiment. Moreover, a randomized controlled experiment might
fail to be an ideal intervention. For example, a common difficulty in clinical trials
is that some subjects do not follow the experimental protocol. In the example
above, some of those assigned to be vegetarians might surreptitiously eat meat,
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while some assigned to the meat-eating group might follow a strict vegetarian diet.
In such cases, item (1) in the definition of an ideal intervention is not fulfilled. This
is problematic, since it allows for the possibility that there is a common cause of
the variable being manipulated and the outcome. For instance, those who are
more health conscious might follow a vegetarian diet, regardless of which group
they are assigned to. In such circumstances, there may be a correlation between
the treatment and outcome, even if the treatment is entirely ineffective. The point
is illustrated by the DAG in Figure 7.

I 

V H C

Figure 7. An intervention that fails (1)

In short, randomized treatment assignment does not guarantee that all subjects
will follow the experimental protocol as directed.

Likewise, randomization does not ensure that the second item in the definition
of an ideal intervention obtains. Item (2) fails to obtain when the intervention
directly affects more than one variable in the system. In well designed clinical
trials, for example, great care is taken to ensure that both the test and control
groups are treated identically except that former receives the treatment and the
latter does not. Placebos and double-blinds are, of course, standard tactics for
achieving this end. Yet there are many clinical trials in which it is not possible to
conceal from subjects which treatment they receive. For instance, this would be
the case in any study that compares noticeably distinct types of treatment, such
as surgery versus a pharmacological therapy. Likewise, in the vegetarian example,
the subjects would know which diet they were assigned to follow. In such cases,
the intervention might have a direct effect on more than one variable in the system,
as is illustrated in Figure 8.

I 

V H 

Figure 8. An intervention that fails (2)

In such cases, the treatment and outcome might be correlated even if the treat-
ment has no effect whatever.

Although randomization does not ensure that (1) and (2) of the definition of
an ideal intervention are fulfilled, it does guarantee that (3) is satisfied. For if
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treatment assignment is random, then it is exogenous, that is, it neither is an
effect of nor shares a common cause with any variable in the system. However, (3)
can easily fail in the absence of randomization. In the vegetarian example, suppose
that which diet is assigned is influenced by factors related to how health conscious
the individual is. This situation can be represented in the DAG in Figure 9.

V 

C

I 

H 

Figure 9. An intervention that fails (3)

In such a case, treatment may be correlated with the outcome even if it is
entirely ineffective.

There is some dispute in the philosophical literature concerning the necessity
and desirability of randomization in clinical experiments [Urbach, 1985; 1991; 1994;
Mayo, 1987; Papineau, 1994; Kadane and Seidenfeld, 1999]. Although not referred
to in this dispute, Bayesian networks are helpful for clarifying the arguments at
play. The above analysis allows for a concise reformulation of two legitimate points
made by skeptics of randomization: first that randomization alone does not ensure
that the experiment is an ideal intervention, and secondly that there is no reason
in principle why randomization is the only possible way to ensure that item (3) in
the definition of an ideal intervention is satisfied — treatment could be assigned on
the basis of any variable exogenous factor. The first point is not really an objection
to randomization so much as a correction to exaggerated claims sometimes made
on its behalf. The second point does challenge the position that randomization is
a necessary feature of controlled experiments. But even if randomization is not
the only possible way to ensure that treatment assignment is exogenous, it may be
an especially convenient and effective means for achieving that end. In particular,
randomization is a source of obviously exogenous variation, is applicable in almost
any setting, and it is easy to carry out.

Randomization is sometimes thought to be ethically problematic since it may
infringe upon the freedom of a physician to recommend what she judges to be best
given the specific characteristics of her patient. But if treatment is determined
by the judgment of the physician (or the patient), then it is no longer clear that
treatment assignment is exogenous. For instance, the physician might recommend
treatment on the basis of a feature that affects the outcome. Moreover, if the
physician is not consciously aware of all of the characteristics of the patient that
influence her treatment recommendation, some of these common causes may be
unmeasured, thereby resulting in a causal structure like that in Figure 9. The
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question, then, is whether there is some method of treatment assignment that
gives the patient what relevant experts judge to be the best for her particular
needs while ensuring that treatment assignment is exogenous. Such an approach
has been proposed and developed by Joseph Kadane [1986; 1996]. In Kadane’s
proposal, experts are consulted prior to the assignment of treatment, and several
predictor variables are agreed upon that are thought to be relevant to deciding
which treatment assignment would be best for the patient. The expert opinions
concerning the relationship between the predictor variables and appropriate treat-
ment assignment are carefully elicited and represented in a computer program.
Treatment assignment, then, must obey the following rule: “unless at least one
expert (as modeled on the computer) finds a treatment to be the best for someone
with the predictor variable values of the patient, it will not be assigned” [Kadane,
1986, p. 393; italics in original]). Among patients for whom more than one treat-
ment is admissible according to this rule, treatment may be assigned in several
ways, including at random [1986, p. 394]. In estimating the effectiveness of the
treatment it is, of course, necessary to condition on the predictor variables, since
they are causes of treatment assignment in this set up and are believed to be
indicators of the outcome as well. That is, if the predictor variables were not
conditioned on, then one could have an unmeasured common cause of treatment
assignment and outcome, as in Figure 9.6

Bayesian networks are helpful for understanding a variety of other issues re-
lating to causal inference in the context of medical experiments. Consider again
the problem that subjects may not follow the experimental protocol, a situation
sometimes referred to as “non-compliance.” Non-compliance opens the door to
potential unmeasured common causes of treatment and outcome, as in Figure 7.
A common approach to this problem is known as the intent-to-treat methodol-
ogy. In the intent-to-treat methodology, one asks — not whether the treatment
and outcome are correlated — but whether treatment assignment and outcome
are. In terms of the DAGs in Figures 5 through 9, this means that one asks not
whether V and H are probabilistically dependent, but whether I and H are. An
experiment performed in this manner, therefore, does not estimate the effect of
treatment upon the outcome, but instead estimates the effect of treatment as-
signment upon the outcome. If treatment assignment is randomized, then it is
exogenous, and hence there can be no concern about a common cause of I and H.
Thus, the intent-to-treat methodology is appealing in that it avoids the problem
of unmeasured common causes. Nevertheless, there are several reasons for dissat-
isfaction with the intent-to-treat methodology. The most obvious objection is that
an experiment performed in this manner does not answer the question originally
asked, namely, what is the effect of the treatment? Indeed, as the DAG in Fig-
ure 8 illustrates, treatment assignment may have an effect on the outcome even
when the treatment itself is utterly inefficacious. One response to this objection
is that since treatment assignment is all that a physician can directly control, it

6For further discussion of alternatives to randomization in clinical trials, see [Spiegelhalter et
al., 2004].
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is worthwhile to estimate its impact. The difficulty with this reply is that patient
response to treatment recommendation in the context of an experiment may differ
systematically from that in clinical practice. For example, a patient may be more
willing to follow a treatment recommendation if she believes that the effectiveness
of that treatment has been definitively established. That, however, is a problem
of external rather than internal validity.

A different approach to non-compliance is based on the thought that although
treatment assignment may not be an ideal intervention, it may nevertheless be an
instrumental variable. An instrumental variable resembles an ideal intervention
except that is not required to satisfy item (1) of the definition given above. That
is, an instrumental variable is not required to eliminate the influence of other
causes upon its target. To see how an instrumental variable can be useful for
causal inference, consider the two DAGs in Figure 10.
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Figure 10. An instrumental variable

The variable U represents unmeasured common causes of X and Y (squares
indicate measured variables, circles unmeasured ones). Both graphs predict a
probabilistic dependence between X and Y , but the presence of I makes it possible
to distinguish between these two alternatives by means of statistical data. If graph
10(a) is correct, then it follows from the causal Markov assumption that I and Y
are independent. In contrast, if graph 10(b) is right, then the faithfulness condition
entails that I and Y are probabilistically dependent. Indeed, under appropriate
conditions, the covariance between I and Y divided by the covariance between I
and X is a consistent estimator of the impact of X upon Y .7

In the above example, I is an instrumental variable with respect to X and Y .
The concept of an instrumental variable can be defined as follows. Let us say
that I is exogenous with respect to X and Y just in case I is neither an effect
of nor shares a common cause with either of these two variables. Then I is an
instrumental variable with respect to X and Y exactly if (i) I is a cause of X,
(ii) I is exogenous with respect to X and Y , and (iii) any causal path from I to
Y passes through X. Condition (iii) is sometimes called the exclusion restriction
[Angrist et al., 1996, p. 447; Rosenbaum, 2002, p. 181]. The DAGs in Figure 11
illustrate cases in which I fails conditions (ii) and (iii), respectively.

In 11(a), there is a common cause of I and Y , and hence I is not exogenous. In
11(b), there is a directed path from I to Y that does not pass through X(namely,

7See [Angrist et al., 1996; Rosenbaum, 2002, pp. 180–88] for discussion of details.
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Figure 11. Not an instrumental variable

I → U → Y ), so I fails the exclusion restriction. Given the faithfulness condition,
both graphs predict that I and Y are probabilistically dependent, despite the
fact that X is a cause of Y in neither. Consequently, a probabilistic dependence
between I and Y does not show that X is a cause of Y if either condition (ii) or
(iii) fails.

One common application of the method of instrumental variables occurs in
randomized controlled experiments with non-compliance. For example, in exper-
iments designed to evaluate welfare-to-work programs, not all those assigned to
participate in the program actually did so, while some of those not assigned found
comparable programs elsewhere [Friedlander and Burtless, 1995]. Nevertheless,
assignment might be an instrumental variable with respect to program participa-
tion and income. Assignment to the program is clearly a cause of participation in
it, and assignment is exogenous thanks to randomization. However, the exclusion
restriction is more problematic. For example, welfare recipients might interpret
assignment to the job training program as indication that their benefits will soon
be terminated, and this perception might stimulate them to search more actively
for employment.

In a double-blinded randomized experiment, the exclusion restriction is on much
firmer ground. For instance, a placebo ensures that any psychological impact re-
sulting directly from treatment assignment is distributed equally among control
and experimental groups. But when double-blinds are absent, as is the case in
welfare-to-work experiments, the exclusion restriction is often uncertain. Con-
cerns about the exclusion restriction are also prominent in examples of putative
instrumental variables outside of randomized experiments. One well-known al-
leged instrumental variable is draft number with respect to military service in
Vietnam and subsequent income. Since Vietnam era draft numbers were assigned
randomly, they satisfy items (i) and (ii) of the definition of an instrumental vari-
able, but the exclusion restriction is again uncertain (cf. [Angrist et al., 1996, p.
452]). For instance, since draft deferments could be gained by attending univer-
sity, it is plausible that draft number might influence the choice to attend college
and hence earnings (cf. [Angrist, 1990, p. 330]).

Is there, then, any statistical test for whether a putative instrumental variable I
satisfies the exclusion restriction with regard to a pair of variables X and Y ? One
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approach is to provide data against particular hypotheses about how the alleged
instrumental variable might fail the exclusion restriction (cf. ibid; [Angrist and
Krueger, 1992, pp. 334–5]). The problem with this strategy is that it is difficult
to know whether all of the ways the exclusion restriction could fail have been
considered. A different suggestion is that if I is a genuine instrumental variable,
then it should be independent of Y conditional on X and measured causes of Y
(cf. [Heckman, 1996, p. 460]). To see the idea, consider the DAGs in Figure 12.
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Figure 12. Testing the exclusion restriction

In 12(b), I is an instrumental variable with respect to X and Y , but it is not
in 12(a), owing to the arrow from I to Y , which violates the exclusion restriction.
However, given the causal Markov and faithfulness conditions, these two graphs
make differing predictions about conditional probabilities. Since X is a cause of
Y , both graphs predict that I and Y are probabilistically dependent. Moreover,
both predict that I and Y are dependent conditional on X. This is because X is
a collider on the path I → X ← C → Y , and hence conditioning on it induces
probabilistic dependence, as noted in the previous section. However, conditional
on both X and C, the DAG in 12(a) predicts that I and Y are probabilistically
dependent, while the one in 12(b) predicts the opposite. Thus, it seems that the
exclusion restriction should be accepted if I and Y are independent conditional on
X and C and rejected otherwise.

Unfortunately, there is a serious flaw with this test. In particular, a genuine
instrumental variable would be expected to fail the test whenever there is an
unmeasured common cause of X and Y . To see why, consider the DAG in Figure
13.

Owing to the path I → X ← U → Y , this graph predicts that I and Y are prob-
abilistically dependent conditional on X and C. Nevertheless, I is an instrumental
variable with regard to X and Y . In sum, the exclusion restriction may be a diffi-
cult assumption to establish, although it is often reasonable when experiments are
double-blinded. In such cases, the method of instrumental variables can enable
one to draw inferences about the effect of treatment despite non-compliance.

There are several other topics relevant to medical experiments that are illumi-
nated by Bayesian networks, and interested readers are encouraged to consult the



Causal Inference and Medical Experiments 177

I 

X Y 

U 

C 

Figure 13. An instrumental variable that fails the test

texts cited above for further discussion and references.
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4 EXTERNAL VALIDITY AND EXTRAPOLATION

Experiments typically aim to draw conclusions that extend beyond the immedi-
ate context in which they are performed. For instance, a clinical trial of a new
treatment for breast cancer will aim to draw some conclusion about the effective-
ness of the treatment among a large population of women, and not merely about
its effectiveness among those who participated in the study. Similarly, a study
of the carcinogenic effects of a compound on mice usually aims to provide some
indication of its effects in humans. External validity has to do with whether the
causal relationships learned about in the experimental context can be generalized
in this manner. External validity is an especially obvious challenge in research
involving animal models, wherein it is referred to as “animal extrapolation” (cf.
[Calabrese, 1991; Steel, 2008]). This section will focus on external validity as it
concerns animal research, since there is a more extensive literature on that topic.

Any extrapolation is an inference by analogy from a base to a target popula-
tion. In animal extrapolation, the base is an animal model (say, laboratory mice)
while humans are usually the target population. In the cases of concern here, the
claim at issue in the extrapolation is a causal generalization, for instance, that a
particular substance is carcinogenic or that a new vaccine is effective. The most
straightforward approach to extrapolation is what can be called “simple induc-
tion.” Simple induction proposes the following rule:

Assume that the causal generalization true in the base population also
holds approximately in related populations, unless there is some spe-
cific reason to think otherwise.

In other words, simple induction proposes that extrapolation be treated as a de-
fault inference among populations that are related in some appropriate sense.
There are, however, three aspects of the above characterization of simple induc-
tion that stand in obvious need of further clarification. In particular, to apply the
above rule in any concrete case, one needs to decide what it is for a causal general-
ization to hold approximately, to distinguish related from unrelated populations,
and to know what counts as a reason to think that the extrapolation would not
be appropriate. It seems doubtful that a great deal can be said about these three
issues in the abstract — the indicators of related populations, for instance, can be
expected to be rather domain specific. But it is possible to give examples of the
sorts of considerations that may come into play.

Simple induction does not enjoin one to infer that a causal relationship in one
population is a precise guide to that in another — it only licenses the conclusion
that the relationship in the related target population is “approximately” the same
as that in the base population. It is easy to see that some qualification of this sort
is needed if simple induction is to be reasonable. Controlled experiments generally
attempt to estimate a causal effect, that is, the probability distribution of an effect
variable given interventions that manipulate the cause (cf. [Pearl, 2000, p. 70]).
In biology and social science, it is rare that a causal effect in one population is
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exactly replicated even in very closely related populations, since the probabilities in
question are sensitive to changes in background conditions. Nevertheless, it is not
rare that various qualitative features of a causal effect, such as positive relevance,
are shared across a wide range of populations. For example, tobacco smoke is
a carcinogen among many human and non-human mammal populations. Other
qualitative features of a causal effect may also be widely shared; for instance, a drug
therapy may promote an outcome in moderate dosages but inhibit it in large ones
across a variety of species even though the precise effect differs from one species to
the next. In other cases, the approximate similarity may also refer to quantitative
features of the causal effect — the quantitative increase in the chance of lung cancer
resulting from smoking in one population may be a reasonably good indicator of
that in other closely related populations. In the case of extrapolation from animal
models, it is common to take into account scaling effects due to differences in
body size, since one would expect that a larger dose would be required to achieve
the same effect in a larger organism (cf. [Watanabe et al., 1992]). Thus, in such
cases, the scaling adjustment would constitute part of what is covered by the
“approximately.” Depending on the context, the term “approximate” could refer
to similarity with regard to any one of the aspects of the causal effect mentioned
above, or other aspects, or any combination of them.

Simple induction is also restricted in allowing extrapolations only among related
populations, a qualification without which the rule would obviously be unreason-
able: no population can serve as a guide for every other. In biology, phylogenetic
relationships are often used as a guide to relatedness for purposes of extrapolation:
the more recent the last common ancestor, the more closely related the two species
are (cf. [Calabrese, 1991, pp. 203–4]). A phylogenetic standard of relatedness also
suggests some examples of what might count as a specific reason to think that
the base population is not a reliable guide for the target population. If the causal
relationship depends upon a feature of the model not shared by its most recently
shared common ancestor with the target, then that is a reason to suspect that the
extrapolation may be ill founded.

In many biological examples, the simple induction requires only some relatively
minimal background knowledge concerning the phylogenetic relationships among
the base and target populations, and its chief advantage lies in this frugality of
information demanded for extrapolation. Yet the weakness of the simple inductive
strategy also lies in exactly this frugality: given the rough criteria of relatedness,
the strategy will inevitably produce many mistaken extrapolations. According to
one review of results concerning interspecies comparisons of carcinogenic effects:

Based on the experimental evidence from the CPDB [Carcinogenic
Potency Database] involving prediction from rats to mice, from mice
to rats, from rats or mice to hamsters, and from humans to rats and
humans to mice, . . . one cannot assume that if a chemical induces
tumors at a given site in one species it will also be positive and induce
tumors at the same site in a second species; the likelihood is at most
49% [Gold et al., 1992, p. 583].
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A related challenge for the simple induction is that it is not rare that there are
significant differences across distinct model organisms or strains. For instance,
aflatoxin B1 causes liver cancer in rats but has little carcinogenic effect in mice
[Gold et al., 1992, pp. 581–2; Hengstler et al., 2003, p. 491]. One would expect that
extrapolation by simple induction is more frequently justified when the inference
is from human to human than when it is from animal to human. But the difference
here is likely one of degree rather than kind, since a variety of factors (e.g. gender,
race, genetics, diet, environment, etc.) can induce distinct responses to the same
cause among human populations. Thus, it is of interest to ask what grounds there
are, if any, for extrapolation other than simple induction.

As one might expect, there are more and less optimistic answers to this question
in the literature on animal extrapolation. On the more optimistic side, there are
discussions of some circumstances that facilitate and some that hinder extrapo-
lation, often presented in connection with detailed case studies. For instance, it
has been observed that extrapolation is on firmer ground with respect to basic,
highly conserved biological mechanisms [Wimsatt, 1998; Schaffner, 2001; Weber,
2005, pp. 180–4]. Others have observed that a close phylogenetic relationship is
not necessary for extrapolation and that the use of a particular animal model for
extrapolation must be supported by empirical evidence [Burian, 1993]).8 These
suggestions are quite sensible. The belief that some fundamental biological mech-
anisms are very widely conserved is no doubt a motivating premise underlying
work on such simple model organisms as the nematode worm. And it is certainly
correct that the appropriateness of a model organism for its intended purpose is
not something that may merely be assumed but a claim that requires empirical
support.

Yet the above suggestions are not likely to satisfy those who take a more pes-
simistic view of animal extrapolation. Objections to animal extrapolation focus
on causal processes that do not fall into the category of fundamental, conserved
biological mechanisms. For example, Marcel Weber suggests that mechanisms be
conceived of as embodying a hierarchical structure, wherein the components of a
higher-level mechanism consist of lower-level mechanisms, and that while lower-
level mechanisms are often highly conserved, the same is not true of the higher-level
mechanisms formed from them [2001, pp. 242–3; 2005, pp. 184–6]. So, even if one
agreed that basic mechanisms are highly conserved, this would do little to justify
extrapolations from mice, rats, and monkeys to humans regarding such matters as
the safety of a new drug or the effectiveness of a vaccine. Since critiques of animal
extrapolation are often motivated by ethical concerns about experimentation on
animals capable of suffering (cf. [LaFollette and Shanks, 1996]), they primarily
concern animal research regarding less fundamental mechanisms that cannot be
studied in such simpler organisms as nematode worms or slime molds. Moreover,
noting that the appropriateness of an animal model for a particular extrapola-
tion is an empirical hypothesis does not explain how such a hypothesis can be

8Guala [2005] also emphasizes the importance in experimental economics of providing empir-
ical evidence to support the claim that the model is relevantly similar to the target.
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established without already knowing what one wishes to extrapolate.
The most sustained methodological critique of animal extrapolation is devel-

oped in a book and series of articles by Hugh LaFollette and Niall Shanks [1993a;
1993b; 1995; 1996]. They use the term causal analogue model (CAM) to refer
to models that can ground extrapolation and hypothetical analogue model (HAM)
to refer to those that function only as sources of new hypotheses to be tested by
clinical studies. According to LaFollette and Shanks, animal models can be HAMs
but not CAMs. A similar, though perhaps more moderate thesis is advanced by
Marcel Weber, who maintains that, except for studies of highly conserved mecha-
nisms, animal models primarily support only “preparative experimentation” and
not extrapolation [2005, pp. 185–6]. Weber’s “preparative experimentation” is
similar to LaFollette and Shanks’ notion of a HAM, except that it emphasizes
the useful research materials and procedures derived from the animal model in
addition to hypotheses [2005, pp. 174–6, 182–3].

LaFollette and Shanks’ primary argument for the conclusion that model organ-
isms can function only as HAMs and not as CAMs rests on the proposition that if
a model is a CAM, then “there must be no causally relevant disanalogies between
the model and the thing being modeled” [1995, p. 147; italics in original]. It is not
difficult to show that animal models rarely if ever meet this stringent requirement.
A second argument advanced by LaFollette and Shanks rests on the plausible
claim that the appropriateness of a model organism for extrapolation must be
demonstrated by empirical evidence [1993a, p. 120]. LaFollette and Shanks argue
that this appropriateness cannot be established without already knowing what one
hopes to learn from the extrapolation.

We have reason to believe that they [animal model and human] are
causally similar only to the extent that we have detailed knowledge
of the condition in both humans and animals. However, once we have
enough information to be confident that the non-human animals are
causally similar (and thus, that inferences from one to the other are
probable), we likely know most of what the CAM is supposed to reveal
[1995, p. 157].

LaFollette and Shanks presumably mean to refer to their strict CAM criterion
when they write “causally similar,” but the above argument can be stated inde-
pendently of that criterion. Whatever the criterion of a good model, the problem
is to show that the model satisfies that criterion without already knowing what
we hoped to learn from the extrapolation.

Those who are more optimistic about the potential for animal extrapolation to
generate informative conclusions about humans are not likely to be persuaded by
these arguments. Most obviously, LaFollette and Shanks’ criterion for a CAM is so
stringent that it is doubtful that it is could even be satisfied by two human popu-
lations. Nevertheless, LaFollette and Shanks’ arguments are valuable in that they
focus attention on two challenges that any adequate positive account of extrapo-
lation must address. First, such an account must explain how it can be possible to
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extrapolate even when some causally relevant disanalogies are present. Secondly,
an account must be given of how the suitability of the model for extrapolation can
be established without already knowing what one hoped to extrapolate.

One intuitively appealing suggestion is that knowledge of the mechanisms un-
derlying the cause and effect relationship can help to guide extrapolation. For
example, imagine two machines A and B. Suppose that a specific input-output
relationship in machine A has been discovered by experiment, and the question is
whether the same causal relationship is also true of machine B. But unfortunately,
it is not possible to perform the same experiment on B to answer this question.
Suppose, however, that it is possible to examine the mechanisms of the two ma-
chines — if these mechanisms were similar, then that would support extrapolating
the causal relationship from one machine to the other. Thus, the mechanisms
approach to extrapolation suggests that knowledge of mechanisms and factors ca-
pable of interfering with them can provide a basis for extrapolation. This thought
is second nature among molecular biologists, and some authors concerned with the
role of mechanisms in science have suggested it in passing (cf. [Wimsatt, 1976,
p. 691]). Although appealing, the mechanisms proposal stands in need of fur-
ther elaboration before it can answer the two challenges described above. First,
since there inevitably will be some causally relevant differences between the mech-
anisms of the model and target, it needs to be explained how extrapolation can
be justified even when some relevant differences are present. Secondly, comparing
mechanisms would involve examining the mechanism in the target — but if the
mechanism can be studied directly in the target, it is not clear why one needs
to extrapolate from the model. In other words, it needs to be explained how the
suitability of the model as a basis for extrapolation could be established given
only partial knowledge of the mechanism in the target. Further elaboration of the
mechanisms approach to extrapolation that addresses these issues can be found in
[Steel, 2008].
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PATTERNS OF MEDICAL DISCOVERY

Paul Thagard

1 INTRODUCTION

Here are some of the most important discoveries in the history of medicine: blood
circulation (1620s), vaccination, (1790s), anesthesia (1840s), germ theory (1860s),
X-rays (1895), vitamins (early 1900s), antibiotics (1920s-1930s), insulin (1920s),
and oncogenes (1970s). This list is highly varied, as it includes basic medical
knowledge such has Harvey’s account of how the heart pumps blood, hypotheses
about the causes of disease such as the germ theory, ideas about the treatments
of diseases such as antibiotics, and medical instruments such as X-ray machines.
The philosophy of medicine should be able to contribute to understanding of the
nature of discoveries such as these.

The great originators of the field of philosophy of science were all concerned with
the nature of scientific discovery, including Francis Bacon [1960], William Whewell
[1967], John Stuart Mill [1974], and Charles Peirce [1931–1958]. The rise of logical
positivism in the 1930s pushed discovery off the philosophical agenda, but the topic
was revived through the work of philosophers such as Norwood Russell Hanson
[1958], Thomas Nickles [1980], Lindley Darden [1991; 2006], and Nancy Nerses-
sian [1984]. Scientific discovery has also become an object of investigations for
researchers in the fields of cognitive psychology and artificial intelligence, as seen
in the work of Herbert Simon, Pat Langley, and others [Langley et al., 1987; Klahr,
2000]. Today, scientific discovery is an interdisciplinary topic at the intersection
of the philosophy, history, and psychology of science.

The aim of this chapter is to identify patterns of discovery that illuminate
some of the most important developments in the history of medicine. I have
used a variety of sources to identify forty great medical discoveries [Adler, 2004;
Friedman and Friedland, 1998; Science Channel, 2006; Strauss and Strauss, 2006].
After providing a taxonomy of medical breakthroughs, I discuss whether there is a
logic of discovery, and argue that the patterns of medical discovery do not belong to
formal logic. In contrast, it is possible to identify important psychological patterns
of medical discovery by which new hypotheses and concepts originate. In accord
with recent developments in cognitive science, I also investigate the possibility of
identifying neural patterns of discovery. Finally, I discuss the role that computers
are currently playing in medical discovery.

Handbook of the Philosophy of Science. Volume 16: Philosophy of Medicine.
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2 MEDICAL HYPOTHESES

There are at least four different kinds of hypotheses employed in medical discovery:
hypotheses about basic biological processes relevant to health; hypotheses about
the causes of disease; hypotheses about the treatment of disease; and hypotheses
about how physical instruments can contribute to the diagnosis and treatment of
disease. Generation of new hypotheses about health and disease often involves
the creation of new concepts such as virus, vitamin C, and X-ray. I will now give
examples of the different kinds of medical hypotheses and concepts.

Although medicine is largely concerned with the diagnosis, causes, and treat-
ment of disease, a great deal of medical knowledge concerns the basic biological
processes that support healthy functioning of the body. The first reliable ac-
count of human anatomy was Vesalius’s On the Fabric of the Human Body, pub-
lished in 1543, which provided detailed illustrations of the structure of bones,
muscles, organs, and blood vessels. His careful dissections produced discoveries
about the structure of human bones that contradicted the accepted account of
Galen, who had only dissected non-humans. The first major discovery in phys-
iology was William Harvey’s recognition in his 1628 book that blood circulates
through the body as the result of the pumping action of the heart. Although cells
were first observed in the seventeenth century, it took 200 years before the discov-
ery and acceptance of the hypotheses that all living things are made of cells and
that all cells arise from preexisting cells. During the twentieth century, many hy-
potheses about the functioning of the human body were generated and confirmed,
establishing the fields of genetics and molecular biology that provided the basis
for modern molecular understanding of the causes of health and disease. Table 1
summarizes some of the most important medical discoveries concerned with basic
biological processes. All of these discoveries eventually contributed to discovery
of the causes and treatments of disease, with a delay of decades or even centuries.
For example, van Leeuwenhoek’s discovery of “little animals” such as bacteria
only became medically important 200 years later with the development of the
germ theory of disease. All of these basic medical discoveries involved hypotheses
about biological structure or function, and some required the introduction of new
concepts such as cell, gene, and hormone.

Discoveries that are more specifically medical concern the causes of diseases.
Until modern Western medicine emerged in the nineteenth century, the predomi-
nant world theories attributed disease to bodily imbalances, involving the humors
of Hippocratic medicine, the yin, yang and chi of traditional Chinese medicine,
and the doshas of traditional Indian Ayurvedic medicine. Pasteur revolutionized
the explanation of disease in the 1860s with the hypothesis that many diseases
such as cholera are caused by bacteria. In the twentieth century, other diseases
were connected with infectious agents, including viruses and prions. The nutri-
tional causes of some diseases were identified in the early twentieth century, for
example how vitamin C deficiency produces scurvy. Autoimmune diseases require
explanation in terms of malfunction of the body’s immune system, as when mul-
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DECADE DISCOVERY DISCOVERER HYPOTHESES
1540s anatomy Vesalius bone structure, etc.
1620s circulation Harvey blood circulates
1670s bacteria Leeuwenhoek animalcules exist
1830s cell theory Schleiden,etc. organs have cells
1860s genetics Mendel inheritance
1900s hormones Bayliss, etc. messaging
1950s DNA Watson, Crick DNA structure
1950s immune system Lederberg,etc. clonal deletion

Table 1. Some major discoveries concerning medically important biological pro-
cesses.

tiple sclerosis arises from damage to myelin in the central nervous system. Some
diseases such as cystic fibrosis have a simple genetic basis arising from inherited
mutated genes, while in other diseases such as cancer the molecular/genetic causes
are more complex. The general form of a hypothesis about disease causation is:
disease D is caused by factor F, where F can be an external agent such as a mi-
crobe or an internal malfunction. Table 2 displays some of the most important
discoveries about the causes of diseases.

DECADE DISCOVERY DISCOVERER HYPOTHESES
1840s cholera Snow cholera is water-borne
1840s antisepsis Semmelweiss contamination causes fever
1870s germ theory Pasteur, Koch bacteria cause disease
1890s tobacco disease Ivanofsky, Beijerinck viruses cause disease
1910s cholesterol Anichkov cause of artherosclerosis
1960s oncogenes Varmus cancer
1980s prions Prusiner prions cause kuru
1980s HIV Gallo, Montagnier HIV causes AIDS
1980s H. pylori Marshall, Warren H. pylori causes ulcers

Table 2. Some major discoveries concerning the causes of diseases.

The third kind of medical hypothesis, and potentially the most useful, concerns
the treatment and prevention of disease. Hypotheses about treatment of dis-
ease based on traditional imbalance theories, for example the use in Hippocratic
medicine of bloodletting to balance humors, have been popular but unsubstanti-
ated. In contrast, Edward Jenner’s discovery in the 1790s that inoculation provides
immunity to smallpox has saved millions of lives, as has the twentieth-century dis-
coveries of drugs to counter the infectious properties of bacteria and viruses. The
discovery of insulin in the 1920s provided an effective means of treating type 1



190 Paul Thagard

diabetes, which had previouisly been fatal. Treatments need not actually cure
a disease to be useful: consider the contribution of steroids to diminishing the
symptoms of autoimmune diseases, and the use of painkillers such as aspirin to
treat various afflictions. Surgical treatments have often proved useful for treating
heart disease and cancer.

It might seem that the most rational way for medicine to progress would be from
basic biological understanding to knowledge of the causes of a disease to treatments
for the disease. Often, however, effective treatments have been found long before
deep understanding of the biological processes they affect. For example, aspirin
was used as a painkiller for most of a century before its effect on prostaglandins
was discovered, and antibiotics such as penicillin were in use for decades before
it became known how they kill bacteria. Lithium provided a helpful treatment
for bipolar (manic-depressive) disorder long before its mechanism of action on the
brain was understood. On the other hand, some of the discoveries about causes
listed in table 2 led quickly to therapeutic treatments, as when the theory that
ulcers are caused by bacterial infection was immediately tested by treating ulcer
patients with antibiotics [Thagard, 1999].

Table 3 lists some of the most important discoveries about medical treatments.
These fall into several disparate subcategories, including prevention, surgical tech-
niques, and drug treatments. Vaccination, antisepsis, and birth control pills serve
to prevent unwanted conditions. Anesthesia, blood transfusions, organ trans-
plants, and in vitro fertilization all involve the practice of surgery. Drug treatments
include aspirin, antibiotics, and insulin. All of the treatments in table 3 are based
on hypotheses about how an intervention can bring about improvements in a med-
ical situation. A few involve new concepts, such as the concept of a blood type
which was essential for making blood transfusions medically feasible.

My fourth kind of medical discovery involves hypotheses about the usefulness
of various instruments. I listed X-rays among the most important medical dis-
coveries because of the enormous contribution that X-ray machines have made to
diagnosis of many ailments, from bone fractures to cancers. Other instruments of
great medical importance are the stethoscope, invented in 1816, and techniques
of testing blood for blood type, infection, and other medically relevant contents
such as cholesterol levels. More recent instruments of medical significance include
ultrasound scanners developed in the 1960s, computed tomography (CT) scan-
ners invented in the 1970s, and magnetic resonance imaging (MRI) adopted in
the 1980s. All of these instruments required invention of a physical device, which
involved hypotheses about the potential usefulness of the device for identifying
diseases and their causes. Table 4 lists some of the major medical discoveries in-
volving physical instruments useful for the diagnosis of diseases. The origination of
such instruments is perhaps better characterized as invention rather than discov-
ery, but it still requires the generation of new hypotheses about the effectiveness
of the instrument for identifying normal and diseased states of the body. For ex-
ample, when Laennec invented the stethoscope, he did so because he hypothesized
that a tube could help him better hear the operation of his patients’ hearts.
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DECADE DISCOVERY DISCOVERER HYPOTHESES
1790s vaccination Jenner prevent smallpox
1840s anesthesia Long reduce pain
1860s antiseptic surgery Lister prevent infection
1890s aspirin Hoffman treat pain
1890s radiation treatment Freund remove cancer
1900s Salvarsan Ehrlich cure syphilis
1900s blood transfusion Landsteiner transfusion works
1920s antibiotics Fleming mold kills bacteria
1920s insulin Banting treat diabetes
1930s sulfa drugs Domagk cure infection
1950s birth control pill Pincus, etc. prevent pregnancy
1950s transplants Murray kidney, lung
1950s polio vaccination Salk prevent polio
1960s IVF Edwards treat infertility
1980s anti-retrovirals various slow HIV infection

Table 3. Some major discoveries about treatments of diseases.

DECADE DISCOVERY DISCOVERER HYPOTHESIS
1810s stethoscope Laennec measure heart
1890s x-rays Reontgen reveal bone
1900s EKG Einthoven measure heart
1900s tissue culture Harrison detect infections
1920s cardiace catheterization Forssman inspect heart
1950s radioimmunoassay Yalow analyze blood
1970s CAT scans Hounsfield observe tisseu
1970s MRI scans Lauterbur observe tissue

Table 4. Some major discoveries of diagnostic instruments.
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The discovery of new hypotheses always requires the novel juxtaposition of
concepts not previously connected. For example, the hypotheses that comprise
the germ theory of disease connect a specific disease such as peptic ulcer with a
specific kind of bacteria such as Helicobacter pylori. Construction of hypotheses
requires the application and sometimes the generation of concepts. In the early
stage of the bacterial theory of ulcers, Barry Marshall and Robin Warren associated
the concepts ulcer, cause, and bacteria, and later their hypothesis was refined by
specification of the bacteria via the concept of H. pylori. Other concepts of great
importance in the history of discovery of the causes of disease include vitamin,
virus, autoimmune, gene, and oncogene. Hence a theory of medical discovery
will have to include an account of concept formation as well as an account of the
generation of hypotheses. How this might work is discussed in the section below
on psychological patterns.

All the medical discoveries so far discussed have involved the generation of
specific new hypotheses. But there is another kind of more general medical break-
through that might be counted as a discovery, namely the development of new
methods for investigating the causes and treatments of disease. Perhaps the first
great methodological advance in the history of medicine was the Hippocratic move
toward natural rather than magical or theological explanations of disease. The the-
ory of humors was not, as it turned out millennia later, a very good account of
the causes and treatments of disease, but at least it suggested how medicine could
be viewed as akin to science rather than religion. In modern medicine, one of the
great methodological advances was Koch’s postulates for identifying the causes of
infectious diseases [Brock 1988, p. 180]:

1. The parasitic organism must be shown to be constantly present
in characteristic form and arrangement in the diseased tissue.

2. The organism which, from its behavior appears to be responsible
for the disease, must be isolated and grown in pure culture.

3. The pure culture must be shown to induce the disease experimen-
tally.

It turned out that these requirements, identified by Koch in the 1870s as part of
his investigation of tuberculosis, are sometimes too stringent a requirement for in-
ferring causes of infectious diseases, because some infectious agents are extremely
difficult to culture and/or transmit. But the postulates have been useful for set-
ting a high standard for identifying infectious agents. A third methodological
breakthrough was the use, beginning only in the late 1940s, of controlled clinical
trials in the investigation of the efficacy of medical treatments. Only decades later
was it widely recognized that medical practices should ideally be determined by
the results of randomized, double-blind, placebo-controlled trials, with the emer-
gence of the movement for evidence-based medicine in the 1990s. None of these
three methodological breakthroughs involve the discovery of particular medical
hypotheses, but they have been crucial to development of well-founded medical
views about the causes and treatments of diseases.
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3 LOGICAL PATTERNS

Karl Popper published the English translation of his Logik der Forschung with the
title The Logic of Scientific Discovery. The title is odd, for in the text he sharply
distinguishes between the process of conceiving a new idea, and the methods and
results of examining it logically [Popper, 1959, p. 21]. The book is concerned
with logic, not discovery. Like Reichenbach [1938] and many other philosophers of
science influenced by formal logic, Popper thought philosophy should not concern
itself with psychological processes of discovery. The term “logic” had come to mean
“formal logic” in the tradition of Frege and Russell, in contrast to the broader
earlier conception of logic as the science and art of reasoning. In John Stuart
Mill’s [1970/1843] System of Logic, for example, logic is in part concerned with
the mental processes of reasoning, which include inferences involved in scientific
discovery.

If logic means just “formal deductive logic”, then there is no logic of discovery.
But N. R. Hanson (1958, 1965) argued for a broader conception of logic, which
could be concerned not only with reasons for accepting an hypothesis but also with
reasons for entertaining a hypothesis in the first place. He borrowed from Charles
Peirce the idea of a kind of reasoning called abduction or retroduction, which
involves the introduction of hypotheses to explain puzzling facts. By abduction
Peirce meant “the first starting of a hypothesis and the entertaining of it, whether
as a simple interrogation or with any degree of confidence” [Peirce, 1931–1958, vol.
6, p. 358]. Unfortunately, Peirce was never able to say what the first starting of
a hypothesis amounted to, aside from speculating that people have an instinct for
guessing right. In multiple publications, Hanson only managed to say that a logic
of discovery would include a study of the inferential moves from the recognition
of an anomaly to the determination of which types of hypothesis might serve to
explain the anomaly [Hanson, 1965, p. 65]. Researchers in artificial intelligence
have attempted to use formal logic to model abductive reasoning, but Thagard and
Shelley [1997] describe numerous representational and computational shortcomings
of these approaches, such as that explanation is often not a deductive relation.

The closest we could get to a logical pattern of hypothesis generation for medical
discovery, in the case of disease, would be something like:

Anomaly: People have disease D with symptoms S.
Hypothesis: Cause C can produce S.
Inference: So maybe C is the explanation of D.

For Pasteur, this would be something like:

Anomaly: People have cholera with symptoms of diarrhea, etc.
Hypothesis: Infection by a bacterium might cause such symptoms.
Inference: So maybe bacterial infection is the explanation of cholera.

Unfortunately, this patterns leaves unanswered the most interesting question about
the discovery: how did Pasteur first come to think that infection by a bacterium
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might cause cholera? Answering this question requires seeing abduction as not
merely a kind of deformed logic, but rather as a rich psychological process.

For Popper, Reichenbach, and even Hanson and Peirce, there is a sharp dis-
tinction between logic and psychology. This division is the result of the schism
between philosophy and psychology that occurred because of the rejection by Frege
and Husserl of psychologism in philosophy, as inimical to the objectivity of knowl-
edge (see [Thagard, 2000, ch. 1] for a historical review). Contemporary natu-
ralistic epistemology in the tradition of Quine [1968] and Goldman [1986] rejects
the expulsion of psychology from philosophical method. I will now try to show
how richer patterns in medical discovery can be identified from the perspective of
modern cognitive psychology.

4 PSYCHOLOGICAL PATTERNS

We saw in the last section that little can be said about discovery from the per-
spective of a philosophy of science that emphasizes logical structure and inference
patterns. In contrast, a more naturalistic perspective that takes into account the
psychological processes of practicing scientists has the theoretical resources to ex-
plain in much detail how discoveries come about. These resources derive from
the development since the 1960s of the field of cognitive psychology, which studies
the representations and procedures that enable people to accomplish a wide range
of inferential tasks, from problem solving to language understanding. Starting in
the 1980s, some philosophers of science have drawn on cognitive science to enrich
accounts of the structure and growth of science knowledge (see e.g. [Carruthers et
al., 2002; Darden, 1991; 2006; Giere, 1988; Nersessian, 1992; Thagard, 1988; 1992;
1999]). On this view, we should think of a scientific theory as a kind of mental
representation that scientists can employ for many purposes such as explanation
and discovery. Then scientific discovery is the generation of mental representations
such as concepts and hypotheses.

I will not attempt a comprehensive account of all the cognitive processes relevant
to discovery, nor attempt to apply them to explain the large number of discoveries
listed in tables 1–4. Instead I will review a cognitive account of a single major
medical discovery, the realization by Barry Marshall and Robin Warren that most
stomach ulcers are caused by bacterial infection, for which they were awarded the
2005 Nobel Prize in Physiology or Medicine. Figure 1 depicts a general model of
scientific discovery developed as part of my account of the research of Marshall
and Warren [Thagard, 1999]. Discovery results from two psychological processes,
questioning and search, and from serendipity. Warren’s initial discovery of spiral
gastric bacteria was entirely serendipitous, happening accidentally in the course
of his everyday work as a pathologist. Warren reacted to his observation of these
bacteria with surprise, as it was generally believed that bacteria could not long
survive the acidic environment of the stomach. This surprise, along with general
curiosity, led him to generate questions concerning the nature and possible medical
significance of the bacteria.



Patterns of Medical Discovery 195

Figure 1. Psychological model of discovery. From Thagard [1999, p. 47].

Warren enlisted a young gastroenterologist, Barry Marshall, to help him search
for answers about the nature and medical significance of the spiral bacteria. After
an extensive examination of the literature on bacteriology, they concluded that the
bacteria were members of a new species and genus, eventually dubbed Helicobacter
pylori. Here we see the origin of a new concept, that is a mental representation of
the bacteria that Warren observed through a microscope. Marshall’s questioning
about the medical significance of these bacteria was driven, not only by curiosity,
but also by medical needs, as he was aware that available medical treatments for
stomach ulcers using antacids were not very effective, diminishing symptoms but
not preventing recurrences.

Warren had observed that the bacteria were associated with inflammation of
the stomach (gastritis), and Marshall knew that gastritis is associated with peptic
ulcer, so they naturally formed the hypothesis that the bacteria might be associ-
ated with ulcers. A 1982 study using endoscopy and biopsies found that patients
with ulcers were far more likely to have H. pylori infections than patients without
ulcers. They accordingly generated the hypothesis that the bacteria cause ulcers,
by analogy with the many infectious diseases that had been identified since Pas-
teur. The natural psychological heuristic used here is something like: if A and B
are associated, then A may cause B or vice versa. In order to show that A actually
does cause B, it is desirable to manipulate A in a way that produces a change in
B. Marshall and Warren were initially stymied, however, because of difficulties in
carrying out the obvious experiments of giving animals H. pylori to induce ulcers
and of giving people with ulcers antibiotics to try to kill the bacteria and cure
the ulcers. Within a few years, however, they had discovered a regime involving
multiple antibiotics that was effective at eradicating the bacteria, and by the early
1990s there were multiple international studies that showed that such eradication
often cured ulcers.

The discoveries of Marshall and Warren involve two main kinds of conceptual
change. The first kind was introduction of the new concept of Helicobacter pylori,
which was the result of both perceptual processes of observing the bacteria and
of cognitive processes of conceptual combination. Originally they thought that
the bacteria might belong to a known species, Campylobacter, hence the original
name Campylobacter pylori, signifying that the new species inhabited the pylorus,
the part of the stomach that connects to the duodenum. However, morpholog-
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ical and RNA analysis revealed that the new bacteria were very different from
Campylobacter, so that they were reclassified as members of a new genus. Such
reclassification is a second major kind of conceptual change, in that the discov-
ery that bacteria cause ulcers produced a dramatic reclassification of the peptic
ulcer disease. Previously, ulcers were viewed as metabolic diseases involving acid
imbalance, or even, in older views as being psychosomatic diseases resulting from
stress. Through the work of Marshall and Warren, peptic ulcers (except for some
caused by non-steroidal anti-inflammatory drugs such as aspirin) were reclassified
as infectious diseases, just like tuberculosis and cholera.

Thus the discovery of the bacterial theory of ulcers involved the generation
and revision of mental representations. New concepts such as H. pylori were
formed, and conceptual systems for bacteria and diseases were reorganized. Also
generated were hypotheses, such as that bacteria cause ulcers and that ulcers can
be treated with antibiotics. Both these sorts of representations can be produced by
psychological processes of questioning, search, conceptual combination, and causal
reasoning.

Analogy is a psychological process that often contributes to scientific discovery
[Holyoak and Thagard, 1995]. Marshall and Warren reasoned analogically when
they thought that ulcers might be like more familiar infectious diseases. Other
analogies have contributed to medical discoveries, such as Semmelweiss’ mental
leap from how a colleague became sick as the result of a cut during an autopsy to
the hypothesis that childbed fever was being spread by medical students. Thagard
[1999, ch. 9] describes other analogies that have contributed to medical discoveries,
such as Pasteur’s realization that disease is like fermentation in being caused by
germs, and Funk’s argument that scurvy is like beriberi in being caused by a
vitamin deficiency. Thus analogy, like questioning, search, concept formation, and
causal reasoning is an identifiable psychological pattern of discovery applicable to
medical innovations.

5 NEURAL PATTERNS

The field of cognitive psychology is currently undergoing a major transformation
in which the study of brain processes is becoming more and more central. Psychol-
ogists have long assumed that mental processing was fundamentally carried out by
the brain, but the early decades of cognitive psychology operated independently
of the study of the brain. This independence began to evaporate in the 1980s
with the development of brain scanning technologies such as fMRI machines that
enabled psychologists to observe brain activities in people performing cognitive
tasks. Another major development in that decade was the development of con-
nectionist computational models that used artificial neural networks to simulate
psychological processes. (For a review of approaches to cognitive science, see [Tha-
gard, 2005].) As illustrated by many journal articles and even the title of a recent
textbook, Cognitive Psychology: Mind and Brain [Smith and Kosslyn, 2007], the
field of cognitive science has become increasingly connected with neuroscience.
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This development should eventually yield new understanding of scientific dis-
covery. The psychological patterns of discovery described in the last section saw
it as resulting from computational procedures operating on mental representa-
tions. From the perspective of cognitive neuroscience, representations are pro-
cesses rather than things: they are patterns of activity in groups of neurons that
fire as the result of inputs from other neurons. The procedures that operate on
such mental representations are not much like the algorithms in traditional com-
puter programs that inspired the early computational view of mind. Rather, if
mental representations are patterns of neural activity, then procedures that oper-
ate on them are neural mechanisms that transform the firing activities of neural
groups.

Accordingly, we ought to be able to generate new patterns of medical discovery
construed in terms of neural activity. To my knowledge, the only neural network
model of discovery is a highly distributed model of abductive inference described by
Thagard and Litt [2008]. They showed how to implement in a system of thousands
of artificial neurons the simple pattern of inference from the occurrence of puzzling
occurrence A and the knowledge that B can cause A to the hypothesis that B might
have occurred. Representation of A,B, and B causes A, is accomplished, not by a
simple expression or neuron, but by the firing activity of neural groups consisting
of hundreds or thousand of neurons. The inference that B might have occurred is
the result of systematic transformations of neural activity that take place in the
whole system of neurons. This simple kind of abductive inference is not sufficient
to model major medical discoveries, but it does appear appropriate for diagnostic
reasoning of the following sort common in medical practice: this patient has ulcers,
ulcers can be caused by bacterial infection, so maybe this patient has a bacterial
infection. Much work remains to be done to figure out how neural systems can
perform more complex kinds of inference, such as those that gave rise in the first
place to the bacterial theory of ulcers.

On the neuroscience view of mental representation, a concept is a pattern of
neural activity, so concept formation and reorganization are neural processes. In
the development of the bacterial theory of ulcers, initial formation by Warren of the
concept of spiral gastric bacteria seems to have been both perceptual and cognitive.
The perceptual part began with the stimulation of Warren’s retina by light rays
reflected from his slides of stomach biopsies that revealed the presence of bacteria.
At that point his perceptual representation of the bacteria was presumably a
visual image constituted by neural activity in the brain’s visual cortex. Warren’s
brain was able to integrate that visual representation with verbal representations
consisting of other neural activities, thus linking the visual image to the verbal
concepts spiral, gastric, and bacteria. But these concepts are not simply verbal,
since they also involve representations that are partly visual, as is particularly
obvious with the concept spiral. It is likely that for an experienced pathologist
such as Warren the concepts gastric and bacteria are also partially visual: he had
often seen pictures and diagrams of organs and microorganisms.

So how does the brain form concepts such as spiral gastric bacteria of the kind
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observed through the microscope in Warren’s samples? I have previously de-
scribed generation of new concepts as a kind of verbal conceptual combination,
such as production of sound wave by combining the concepts of sound and wave
[Thagard, 1988]. But the neural process for Warren’s new concept is considerably
more complicated, as it requires integrating multiple representations including
both verbal and nonverbal aspects. Here is a sketch of how this neural process
might operate.

A crucial theoretical construct in cognitive psychology and neuroscience is work-
ing memory [Smith and Kosslyn, 2007; Fuster, 2004]. Long term memory in the
brain consists of neurons and their synaptic connections. Working memory is a
high level of activity in those groups of neurons that have been stimulated to fire
more frequently by the current perceptual and inferential context that a person
encounters. Then conceptual combination is the co-occurrence and coordination
in working memory of a number of perceptual and verbal representations, each of
which consists of patterns of neural activity. It is not yet well understood how
this coordination occurs, but plausible hypotheses include neural synchronization
(the patterns of neural activity become temporally related) and higher-level rep-
resentations (patterns of neural activity in other neural groups represent patterns
in the neural groups whose activity represents the original concepts). These two
hypotheses may be compatible, since something like temporal coordination may
contribute to the neural activity of the higher-order concept that ties everything
together. Thus concept formation by perceptual-conceptual combination is a neu-
ral process involving the simultaneous activation and integration of previously
unconnected patterns of neural activity.

This new account of multimodal conceptual combination goes well beyond the
symbolic theory that I have applied to scientific discovery (Thagard, 1988). As
Barsalou, et al. [2003] argue, conceptual representations are often grounded in spe-
cific sensory modalities. For example, the concept brown is obviously connected
with visual representation, as are more apparently verbal concepts like automo-
bile, which may involve auditory and olfactory representations as well as visual
ones. One advantage of theorizing at the neural level is that all of these kinds of
verbal and sensory representations have the same underlying form: patterns of ac-
tivity in neural groups. Hence newly generated concepts such as brown automobile
and, more creatively, gastric spiral bacteria, can consist of neural activities that
integrate verbal and sensory representations.

6 TECHNOLOGICAL PATTERNS

My discussion of logical, psychological, and neural patterns of medical discovery
has so far concerned the contributions of human beings to medical advances. But
medical research is increasingly relying on computers, not only to store information
about biological systems but also to help generate new hypotheses about the causes
and cures of disease. This section briefly sketches some emerging patterns of
discovery that involve interactions between people and computers.
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Computers have been essential contributors to projects involving basic biologi-
cal processes, such as the Human Genome Project completed in 2003. This project
succeeded in identifying all the 20,000–25,000 genes in human DNA, determining
the sequences of the 3 billion base pairs that make up human DNA, and storing
the information in computer databases [Human Genome Project, 2006]. All dis-
eases have a genetic component, whether they are inherited or the result of an
organism’s response to its environment. Hence the information collected by the
Human Genome Project should be of great importance for future investigations
into the causes and treatments of a wide range of diseases. Such investigations
would not be possible without the role of computers in sequencing, storing, and
analyzing DNA information.

GenBank, the genetic sequence database compiled by the U.S. National Insti-
tutes of Health, contains over 50 million sequence records. These records include
descriptions of many viruses, which proved useful in identifying the cause of the
disease SARS that suddenly emerged in 2003. Within a few months, scientists
were able to use the GenBank information and other technologies such as microar-
rays to determine that the virus responsible for SARS is a previously unidentified
coronoavirus [Wang, et al., 2003]. Without computational methods for identifying
the DNA structure of the virus associated with SARS and for comparing it with
known structures, knowledge of the cause of SARS would have been greatly lim-
ited. Thus computers are beginning to contribute to understanding of the causes
of human diseases.

New technologies are also being developed to help find treatments for disease.
Robots are increasingly used in automated drug discovery as part of the attempt
to find effective new treatments, for example new antibiotics that are not resis-
tant to existing treatments. Lamb et al. [2006] describe their production of a
“connectivity map”, a computer-based reference collection of gene-expression pro-
files from cultured human cells treated with bioactive small molecules, along with
pattern-matching software. This collection has the potential to reveal new con-
nections among genes, diseases, and drug treatments. Thus recent decades have
seen the emergence of a new class of patterns of medical discovery in which hu-
man researchers cooperate with computers. Scientific cognition is increasingly
distributed, not only among different researchers, but also among researchers and
computers with which they interact [Thagard, 1993; 2006; Giere, 2002]. Because
medical discovery is increasingly a matter of distributed cognition, the philosophy
of medicine needs to investigate the epistemological implications of the collabora-
tive, techological nature of medical research.

7 CONCLUSION

Although not much can be said about the formal logic of medical discovery, I
hope to have shown that discovery is a live topic in the philosophy of medicine.
We have seen that there are four kinds of discovery that require investigation,
concerning basic biological processes, the causes of disease, the treatment of dis-
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ease, and the development of new instruments for diagnosing and treating diseases.
Psychological patterns of discovery include the development of new hypotheses by
questioning, search, and causal reasoning, and the development of new concepts
by combining old ones. Research in the burgeoning field of cognitive neuroscience
is making it possible to raise, and begin to answer, questions about the neural
processes that enable scientists to form hypotheses and generate concepts. In ad-
dition, philosophers can investigate how computers are increasingly contributing
to new medical discoveries involving basic biological processes and the causes of
disease. A major aim of the philosophy of medicine is to explain the growth of
medical knowledge. Developing a rich, interdisciplinary account of the patterns of
medical discovery should be a central part of that explanation.
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EVIDENCE-BASED MEDICINE

Robyn Bluhm and Kirstin Borgerson

1 INTRODUCTION

Since its introduction in the early 1990s, evidence-based medicine (EBM) has been
extremely influential, but it has also generated considerable controversy. This
controversy may be puzzling to some. After all, if medicine is to be based on
something, evidence would seem to be a good choice. It is certainly better than
“vehemence-based medicine” or “eminence-based medicine”, as some of the more
sarcastic defenders of EBM point out [Isaacs and Fitzgerald, 1999, p.1618]. In fact,
the ubiquitous EBM movement relies heavily on this initial impression. EBM has
gained at least some of its popularity from the intuitively obvious nature of its
name as well as its apparently innocent and widely accepted goals. A closer look at
the details of the movement makes the controversy more understandable. As the
EBM ideology is rapidly and often uncritically adopted in medical settings around
the world, as well as integrated into new domains (“evidence-based practice” is
now common in nursing, physiotherapy, occupational therapy, dentistry, veteri-
nary science, health management, library science, public policy, social work and
economics, just to name a few areas), reasonable concerns about the assumptions,
implications and epistemological limitations of such an approach are mounting.

Although EBM has not received much attention from philosophers, the nature of
the controversies over EBM suggest that it would benefit from closer philosophical
attention, particularly since it raises issues about evidence, causation, induction,
justification and the production of scientific knowledge. Brian Haynes, one of the
leading proponents of EBM, has issued a challenge:

One hopes that the attention of philosophers will be drawn to. . . the
continuing debate about whether EBM is a new paradigm and whether
applied health care research findings are more valid for reaching prac-
tical decisions about health care than basic pathophysiological mecha-
nisms and the unsystematic observations of practitioners. [2002, p.3]

The demand for philosophical attention to EBM comes not only from the medical
field. In a recent paper, philosopher of science John Worrall makes a strong case
for philosophical attention to topics raised by EBM:

[The logic of evidence as it is applied to medicine is] a new area where
philosophers of science could have enormous impact — both intellectual

Handbook of the Philosophy of Science. Volume 16: Philosophy of Medicine.
Volume editor: Fred Gifford. General editors: Dov M. Gabbay, Paul Thagard and John Woods.
c© 2011 Elsevier BV. All rights reserved.
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and (very unusually) practical — but have so far largely not done so.
[2007a, p.981.]

We share Worrall’s optimism regarding the value of philosophy, and agree with
Haynes and other EBM proponents when they suggest that a philosophical per-
spective is needed in current debates over standards of evidence in medicine. In
this chapter, we begin with a historical overview in order to contextualize the EBM
movement. We then describe the unique features of EBM, the most common criti-
cisms of the movement, and the most fruitful areas for further philosophical inves-
tigation. We aim to provide a comprehensive overview of EBM in the hopes that
more philosophers will be enticed to turn their attention to the epistemological
and ethical issues it raises.

2 HISTORY OF EBM

2.1 Two Traditions in Medicine

Modern medicine has inherited two competing approaches to the care of patients,
rationalism and empiricism. These terms, taken from the medical literature, are
not used in the standard philosophical senses. Rationalists in medicine, for in-
stance, do not only reason from first principles. Rather, they emphasize the im-
portance of empirical investigation into basic mechanisms of disease. (The designa-
tion “rationalist” was likely picked to highlight the role of reason in this approach.)
Empiricists in medicine are thought to be interested in whether something works,
regardless of causes or mechanisms. Again, the use of the terminology does not cor-
respond to classic philosophical accounts of empiricism. The rationalist/empiricist
debate in medicine is, in philosophical terms, better described as a debate be-
tween empiricist approaches to medicine at different levels. While empiricism (in
the philosophical sense) prevails in medicine, there are vigorous ongoing debates
about whether it is more appropriate to ask questions about basic mechanisms of
disease at the micro-level (pathophysiology) or whether it would be better simply
to investigate what works at the level of the average patient (as in RCTs).

Both rationalism and empiricism in medicine are present as early as Ancient
Greece. Rationalism in ancient Greek medicine, which can be traced back to Hip-
pocrates, emphasized the importance of uncovering the mechanisms of disease.
Medical doctors could, on the basis of their understanding of physiology, anatomy
and other basic sciences, identify problems and reason through to the effects of
various treatments on patients. This rationalist approach was advanced by Hip-
pocratic physicians for many centuries and posited single causes as the source of
illness and disease. At the time, this meant a diagnosis of imbalance in the four
humours (blood, phlegm, yellow bile and black bile) and treatment designed to re-
store the body’s ideal balance [Newton, 2001]. The later empiricists, in contrast,
developed an approach to medical practice that eschewed theoretical reasoning in
favour of observations of patients. They developed their practices through care-
ful observation of cases and cumulative expertise about a number of cases. The
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primary interest of empiricists was in choosing the best treatment for a condition,
rather than understanding the “first causes” of disease [Newton, 2001].

Using different terminology, Wulff et al. [1990] describe early modern medicine
as being dominated by “speculative realism,” so that physicians, rather than ex-
amining their patients, listened to them describe their symptoms and then made
their diagnosis on the basis of their preferred medical philosophy (most commonly
based on Hippocratic doctrines). Empiricism began to regain importance during
the 17th century, for example in the work of Thomas Sydenham, whose “description
of a disease like gout could be used in any modern textbook of medicine” [Wulff et
al., p. 33]. During the course of the 19th century, a new form of empiricism arose
in the work of the French physicians Jules Gavaret and P.C.A. Louis. Wulff and
colleagues focus on Gavaret’s Principes Generaux de Statistique Médicale, which
argued that judgments of the efficacy of a treatment could be made only on the
basis of observation of its effect in large numbers of individuals (the Law of Large
Numbers); only by using these methods could a Therapeutic Law describing ef-
ficacy be obtained. The work of Louis, in particular, developed into the science
of epidemiology, and it is this strain of medical empiricism that has had a strong
influence on EBM.

For the vast majority of the 20th century, however, the practice of medicine
in North America (and concurrent devaluation of otherwise popular alternative
medicines) was shaped by the rise of another period of rationalism in medicine.
The highly influential Flexner Report in the United States in 1910 argued for an
increased focus on the basic sciences as a vital part of medical education. The
tremendous influence of the report in the West led to additional attention to phys-
iology, anatomy, pathology and microbiology in medical schools. In effect the
report challenged physicians to understand basic mechanisms of disease. As a re-
sult of the changes in medical schools over the 20th century, the situation circa
1980 was described as follows: “the orthodoxy of modern medicine is rationalist;
a large majority of physicians within academic medical centers and in practice are
subspecialists who are experts in a particular set of diseases and focus on particular
organ systems or diseases” [Newton, 2001, p. 304]. Speaking of the historical dom-
inance of laboratory science in hospitals, Kerr White has described the dominant
mentality colourfully as follows, “[D]iseases have single causes, and they are mostly
‘bugs’. What I call the Big Bug Hunt was under way: we have got to look for bugs
everywhere. Meanwhile, the hygienists who looked at the environment, including
the social scene, poverty, economic conditions, and occupational hazards, were
cast aside by the biomedical establishment” [Daly, 2005, p.42]. Also cast aside
were epidemiologists and medical researchers conducting trials on large groups of
patients. The return to an empiricist approach to medicine, however, came about
relatively quickly and with great force. As Warren Newton puts it, “for all its
rhetoric of novelty, Evidence Based Medicine represents a counter-revolution of
traditional empiricism, draped in modern clothes of statistics and multi-variate
analysis” [2001, p. 314].
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2.2 Clinical Epidemiology

From approximately the late 1960s to the 1990s, (with significant growth in the
late 1980s) physicians in Canada, the United States and Europe began to shift
their attention to a new approach to medicine that was based on the increasingly
popular methods of clinical epidemiology. The new movement aimed to rem-
edy a perceived over-reliance on basic science research as a resource for clinical
decision-making. Epidemiological methods were traditionally within the purview
of public health but work by a number of scholars, notably Alvan Feinstein at
Yale University, sought to adapt these methods for clinical practice — hence, clin-
ical epidemiology. Feinstein’s book Clinical Judgment (1967) provided much of
the groundwork for the movement by outlining the need for greater systematiza-
tion, classification and consistency in medical diagnosis and treatment. The first
comprehensive textbook of the new field, Clinical Epidemiology: The Essentials,
emerged in 1982 (Fletcher, Fletcher and Wagner). Finally, Feinstein’s Clinical
Epidemiology: The Architecture of Clinical Research, in 1985, had a significant
impact on many practicing physicians who were attracted by his desire to define,
classify and quantify the various elements of clinical practice. Many of Feinstein’s
original suggestions were ignored, but the commitment to using data obtained
from populations of patients to guide decisions at the bedside remains the core of
clinical epidemiology today.1 Clinical epidemiology was touted as the replacement
for an outdated Flexnerian reliance on the laboratory sciences in medicine [Sackett
et al., 1991].

Clinical epidemiologists upheld a commitment to studying populations and us-
ing the knowledge gained to guide decisions in the care of individual patients. The
first department of Clinical Epidemiology and Biostatistics was established at Mc-
Master University in Canada, under the leadership of David Sackett. It was the
members of this department, including, among others, Brian Haynes and Gordon
Guyatt, who formed the Evidence-based Medicine Working Group. In fact, mem-
bers of this group published a clinical epidemiology textbook shortly before EBM
was launched. The subtitle of this book described clinical epidemiology as “a basic
science for clinical medicine” [Sackett et al., 1991]. If clinical epidemiology is a
basic science, then EBM is the application of the techniques of this science to the
problems encountered at the bedside.

The EBM movement arose for a number of reasons, each of which is grounded
in the social, historical, economic and political contexts of modern health care.
Three particularly influential factors that led to the development of EBM were
the growth in laboratory research in medicine, the growth in clinical research in

1Contributions by Danish scholar Henrik Wulff are also worth noting. Wulff’s book Rational
Diagnosis and Treatment, first published in 1973, echoed many of the sentiments raised by
Feinstein, and he later developed a philosophical analysis of clinical medicine in Philosophy of
Medicine: An Introduction. Particularly in the latter book, Wulff offers some useful insights
into the motivations, and also the shortcomings of approaches to clinical decision-making (such
as clinical epidemiology) that neglect the humanistic elements of health care. These sentiments
are echoed by Jeanne Daly in her book Evidence-based Medicine and the Search for a Science
of Clinical Care.
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medicine, and the realization that, despite the increase in scientific knowledge,
medical practice was not uniformly influenced by the results of research. In what
follows, we will describe these factors in greater detail.

Although it is useful to view the rationalist and the empiricist strains of medicine
as being in tension, and although EBM itself is a particularly strong form of medi-
cal empiricism, the development of EBM was also due in large part to the success of
rationalist medicine. Throughout the 20th century, there was an incredible growth
in laboratory research in the biomedical sciences, which resulted in a better base
of knowledge about the causes of disease and also, for the first time in history, the
development of treatments that targeted specific diseases. Jacalyn Duffin describes
early attempts to develop “magic bullets” that could “kill germ invaders yet leave
a living, healthy human being” [1999, p. 103]. The earliest of these, she notes,
were both developed by Paul Ehrlich. Trypan red, for experimental trypanoso-
miasis, was developed in 1903 and Salvarsan, an arsenic-containing treatment for
human syphilis, in 1910. By the 1930s and 40s, therapeutic agents had been de-
veloped that could cure a number of infectious diseases. These therapies had a
revolutionary effect on medicine. Lewis Thomas writes:

I was a medical student at the time of sulfanilamide and penicillin,
and I remember the earliest reaction of flat disbelief concerning such
things. We had given up on therapy, a century earlier. With a few
exceptions which we regarded as anomalies, such as vitamin B for pel-
lagra, liver extract for pernicious anemia, and insulin for diabetes, we
were educated to be skeptical about the treatment of disease. Miliary
tuberculosis and subacute bacterial endocarditis were fatal in 100 per-
cent of cases, and we were convinced that the course of master diseases
like these could never be changed, not in our lifetime or in any other.

Overnight we became optimists, enthusiasts. The realization that dis-
ease could be turned around by treatment, provided that one knew
enough about the underlying mechanism, was a totally new idea just
forty years ago. [1994, p. 4]

The success of laboratory research in both elucidating the causes of disease and
developing new treatments contributed to both the Flexnerian emphasis on bio-
medicine in medical education and the growth of clinical research more generally.
This latter development, which was informed by developments in statistics in the
early part of the 20th century, was a significant influence on EBM. The increase in
clinical research led to the creation of thousands of new medical journals. Physi-
cians, who were trained mainly in basic sciences, appeared ill-equipped and often,
as a result, ill-motivated to stay on top of the massive quantity of research (of
highly varied quality) published every day [Sackett et al., 1996, p. 71]. They
lacked the statistical knowledge and the critical attitude necessary to tackle the
evaluation of such research. The advent of the technological age only exacerbated
this problem, as it allowed greater and more efficient access to these journals,
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through a variety of databases (MEDLINE, for instance) and, more recently, elec-
tronic journals.

Finally, there was a perceived need to make sure that clinical practice reflected
the results of this growing body of research. A number of surveys suggested that
patients with similar symptoms were receiving different treatments depending on
the particular physician they visited (Tanenbaum 1996, p. 518). This was true
even in the case of illnesses where fairly conclusive evidence was present to indi-
cate a particular treatment choice. This “troubling” lack of consistency amongst
physicians reflected two important facts. Physicians were continuing to provide
treatments (for example anti-arrhythmic agents such as flecainide and encainide,
penicillin for the flu, or shaving and enemas for childbirth) long after they had
been proven unnecessary, or even harmful, and physicians were failing to prescribe
treatments even when such treatments had been subjected to considerable testing
and were widely regarded as the best available treatment for a particular condition
[Laupacis, 2001, p. 6A-7A].

2.3 Introduction of EBM

All of these factors — the development of clinical epidemiology, the growth in
both laboratory and clinical research, and the inconsistency of clinical practice
— contributed to the belief that medicine could, and should, become “evidence-
based.” The term “evidence-based medicine” is often used to cover a number
of developments in the attitude of clinicians to medical research, including in-
creased attention to the quality of reporting of clinical trials, various attempts to
rank or grade the evidence for treatments, and the development of summaries of
research evidence by such groups as the Cochrane Collaboration. (These other
aspects of EBM will be discussed further below.) The term was created by the
“Evidence-Based Medicine Working Group” at McMaster University. The Mc-
Master University group can reasonably be viewed as representative of the core of
EBM, as it has shaped the discussion on the relationship between clinical research
and clinical practice, in addition to coining the phrase “evidence-based medicine.”

While the earliest published use of the phrase “evidence-based medicine” oc-
curred in the title of an editorial in the summer 1991 issue of ACP Journal Club,
the EBM “manifesto” appeared in the Journal of the American Medical Associ-
ation (JAMA) in November of 1992 (Evidence-Based Medicine Working Group,
1992). In structure, this latter article mirrors the earlier editorial; both present
a hypothetical clinical scenario and offer two possible ways to proceed. The 1992
scenario describes a previously well man who experienced a grand mal seizure
and who asks the resident who admits him to hospital about his risk of seizure
recurrence. How should the resident go about finding an answer to her patient’s
question? The “Way of the Past” involves an appeal to authorities higher in the
medical hierarchy: the resident checks with her senior resident whose view is sup-
ported by the attending physician, and then conveys their (vague) response to the
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patient. The “Way of the Future” sees the resident searching the medical liter-
ature online for articles pertaining to “epilepsy,” “prognosis,” and “recurrence,”
then discussing with the patient his risk over the next few years and her recom-
mendations for treatment. The outcome here is that the patient “leaves with a
clear idea of his likely prognosis,” compared with his state of “vague trepidation
about his risk of subsequent seizures” resulting from the appeal to authority (p.
2420).

The authors of this article describe evidence-based medicine as a “new paradigm”
resulting from “developments in clinical research over the last 30 years” (p. 2420).
In 1960, they claim, the randomized controlled trial (RCT) was “an oddity.” By
the early 1990s, however, the RCT had become the standard methodology for
showing the efficacy of new drugs, and was increasingly being used to determine
the effects of surgery and the accuracy of diagnostic tests. Not only were there
more trials conducted and published in the medical literature, the results of mul-
tiple trials of the same intervention could be combined in a systematic review or
meta-analysis. Further research had also led to methodological advances in the
assessment of diagnostic tests and prognosis, though these advances were “less
dramatic” than those arising from the use of RCTs.

The authors go on to distinguish between the “former paradigm” and the “new
paradigm” by making explicit the assumptions that they saw as underlying each
approach. In the former paradigm, clinical practice (whether related to diagnosis,
prognosis or treatment) was based on (1) unsystematic observations from clinical
experience; (2) knowledge of the basic science describing disease mechanisms and
pathophysiology; and (3) evaluation of new tests and treatments using “a combi-
nation of thorough traditional medical training and common sense” (p. 2421). On
this view, “[c]ontent expertise and clinical experience are a sufficient base from
which to generate guidelines for clinical practice” (p. 2421).

By contrast, while the new evidence-based paradigm acknowledges that “clinical
experience and the development of clinical instincts” (p. 2421) and knowledge of
disease mechanisms are both necessary to the competent practice of medicine,
it denies that they are sufficient. A third set of skills is required in order to
interpret the literature, namely the understanding of certain “rules of evidence” (p.
2421). These rules of evidence had previously been described in detail in Sackett
et al.’s textbook, Clinical Epidemiology, (1991), but they were summarized in the
JAMA article as the ability to do the following: precisely define a patient problem
and determine what information would be required to resolve it; efficiently search
the literature and determine the relevance and validity of the studies retrieved;
succinctly summarize and present the content, strength and weaknesses of the
papers; and finally extract the “clinical message” and apply it to the patient’s
problem (p. 2421). It is this set of skills with which EBM has been primarily
concerned.
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2.4 The Hierarchy of Evidence

According to a recent paper by long-time EBM proponents Montori and Guyatt,
the “first fundamental principle” of EBM is the hierarchy of research evidence
[2008, p.1815]. The difficulty of achieving consensus among medical experts led to
the creation of the first hierarchy of evidence. David Sackett originally proposed
the idea of ranking evidence on a scale as an objective method for resolving dis-
putes amongst physicians at consensus conferences [Daly, 2005, p.77]. Consensus
conferences had a tendency to stall once various experts had presented the evidence
for their preferred position. What Sackett did was aid the members in developing
a method for comparatively assessing evidence. Case reports were graded lower
on the ranking, while randomized controlled trials held the top spot. Later de-
velopments added meta-analyses of RCTs at the very top and the details of the
middle levels were worked out in greater detail.

Recall that according to EBM, “understanding certain rules of evidence is neces-
sary to correctly interpret literature on causation, prognosis, diagnostic tests, and
treatment strategy” [Evidence-Based Medicine Working Group, 1992, p. 2421].
Proponents of EBM assume that physicians need rules in order to correctly eval-
uate current medical evidence. Rules of evidence, according to this assumption,
should be designed by experts (clinical epidemiologists and statisticians, for in-
stance) and then followed and applied by physicians. The practice of ranking
different types of evidence (as in an evidence hierarchy) is one that is thought
to follow from scientific standards. This is not just the claim that it is helpful
to be able to distinguish, for instance, good RCTs from bad RCTs. This is an
assumption about the necessity of ranking research methods against one another
in order to allow for a more straightforward critical evaluation of the evidence.

Although it is common to talk about “the” hierarchy of evidence, there are
actually multiple hierarchies. First, there are different hierarchies corresponding
to the type of clinical question being asked: for example, for treatment studies,
studies of prognosis, or studies testing the utility of clinical decision rules. All
of the hierarchies follow the same basic structure; in particular, the hierarchy for
studies of prognosis is the same as that for treatment, except that it includes only
nonrandomized designs (since there is no treatment, or control, to which patients
could be assigned). There are also multiple hierarchies in the sense that different
groups have developed different versions of, for example, the treatment hierarchy.
Although different versions of the hierarchy are quite similar, the details vary. For
example, some hierarchies explicitly say that RCTs included in a meta-analysis
must have similar characteristics (e.g. medication dosages, inclusion and exclusion
criteria), and some subdivide the level of “observational” studies into cohort and
case-control designs.

The evidence hierarchy for medical treatments was designed to reflect the method-
ological strength of scientific studies. It is assumed that better evidence on this
scale is less likely to be infected by bias, more likely to correctly attribute causal
powers to a particular treatment and more likely to accurately generalize beyond
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the study group to the broader patient population. Clinical confidence comes from
the assumption that “the randomised trial, and especially the systematic review
of several randomised trials, is so much more likely to inform us and so much less
likely to mislead us” [Sackett et al., 1996, p. 72].

The version of the treatment hierarchy found in The Users’ Guides to the Med-
ical Literature is representative, and is simple enough to allow us to focus on
the reasons for the main distinctions drawn between different study designs. The
Users’ Guides is the textbook version of a series of articles published by members
of the Evidence-based Medicine Working Group that taught clinicians how to ap-
praise the quality of clinical research. It presents the following as “a hierarchy of
strength of evidence for treatment decisions” [Guyatt and Rennie, 2001, p.7]:

• N-of-1 randomized controlled trial

• Systematic reviews of randomized trials

• Single randomized trial

• Systematic review of observational studies addressing patient-important out-
comes

• Single observational study addressing patient-important outcomes

• Physiologic studies (studies of blood pressure, cardiac output, exercise ca-
pacity, bone density, and so forth)

• Unsystematic clinical observations

Although EBM operates with a broad definition of evidence, on which “any
empirical observation about the apparent relation between events constitutes po-
tential evidence” (p. 6), The Users’ Guides also claim that the hierarchy “implies
a clear course of action for physicians addressing patient problems: they should
look for the highest available evidence from the hierarchy” [Guyatt and Rennie,
2001, p. 8]. This is because the hierarchy is ostensibly constructed to ensure that
the best available evidence is at the top.

The top five levels of evidence (which in practice are those that are usually
considered in EBM) consist of study designs that provide systematic clinical ob-
servation and that are borrowed from the scientific methods of epidemiology. Of
these, the lowest levels are a single “observational” (nonrandomized) study that
addresses patient-important outcomes and, next up the list, a systematic review of
a number of such studies. These studies tend to follow large groups of patients, for
varying lengths of time. However, observational studies are considered to provide
a biased assessment of treatment effects (see, e.g. [Laupacis and Mandani, 2004])
as compared to nonrandomized studies. Because it is thought to reduce bias, ran-
domization is generally held to be the best method of allocating subjects to groups.
Thus, randomized trials rank higher on the hierarchy of evidence and systematic
reviews of randomized trials rank higher still. In these studies, patients can be
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randomly allocated to treatment groups (thus minimizing the effects of unknown
confounding factors by making it more likely that that there are equal numbers of
patients in each group to which these factors apply) and “blinding” both partici-
pants and researchers to the treatment being received by each patient (in order to
minimize the effects of expectation on assessment of outcomes). The randomized
controlled trial is the ideal form of evidence in evidence-based medicine, with the
top three levels of the hierarchy devoted to randomized studies.2

Variations of the hierarchy offered by other agencies and institutions tend to
follow this same basic pattern. That pattern is:

Randomized Studies
Nonrandomized Studies

Anecdotal Evidence, Bench Research, Physiologic Principles

Systematic reviews are preferred over single trials (of whatever design) and ran-
domized studies are preferred over nonrandomized studies. The two lowest levels of
the hierarchy are occupied by “physiologic studies” and by “unsystematic (anecdo-
tal) clinical observations.” The former are the types of laboratory research popular
post-Flexner, and, while systematic, are not held to be clinically relevant. The
latter, while clinically relevant, do not have the scope or systematicity necessary
to ensure that this type of evidence is generalizable to other patients. EBM was
developed in part because it was believed that these two types of evidence carried
too much weight in medical practice. Before turning to a critical evaluation of the
EBM hierarchy of evidence, we will first outline some of the more general concerns
with EBM that have been raised consistently in the medical literature, and the
responses provided to these concerns by the proponents of EBM.

2.5 Initial Criticisms

Despite the revolutionary aspect of evidence-based medicine implied in the use of
Kuhnian terminology, the JAMA “manifesto” is careful to point out that “[e]vidence-
based medicine also involves applying traditional skills of medical training” (p.
2421), such as an understanding of pathophysiology, the development of clinical
judgment and the sensitivity to patients’ emotional needs. Even the appeal to au-
thority has a place, albeit a small one, in the new paradigm, although physicians
are also expected to “gain the skills to make independent assessments of evidence
and thus evaluate the credibility of opinions being offered by experts” (p. 2421).
Thus, the skills of “critical appraisal” are meant to be added to traditional medi-
cal skills, not to replace them. However, it is clear that the new skills are meant

2The top level of the Users’ Guides’ treatment hierarchy is held by the “n-of-1” randomized
controlled trial. This is an unusual feature of this particular hierarchy (most hierarchies don’t
mention the n-of-1 design). In this type of trial, a patient and physician conduct their own
experiment to see which of two (or more) treatment options is best for that patient. The results
of this type of study, however, are not meant to be generalized to the care of other patients, and
in practice, the top levels of the hierarchy are occupied by meta-analyses (or systematic reviews)
and single RCTs.
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to play a major role in clinical practice, to form, as the name “evidence-based
medicine” suggests, the basis upon which medical decisions are made.

While the 1992 JAMA article is careful to maintain a place for traditional
medical knowledge, critics of EBM felt that this place was not big enough. A
number of authors [Naylor, 1995; Tanenbaum, 1993; Feinstein, 1994; Malturud,
1995; Charlton, 1997; Horwitz, 1996; Maynard, 1997] argued that EBM as origi-
nally formulated was deeply problematic, for a variety of reasons. Many note that
the evidence provided by clinical research can never replace the tacit knowledge
and practical expertise that can come only through clinical experience. Some took
this criticism even further, charging that EBM was just “cookbook” medicine.
Miles and Charlton [1998] argued that this trend threatened the autonomy of
physicians by putting clinical decision-making in the hands of “Infostat techni-
cians” such as epidemiologists, statisticians and health economists, who thereby
“acquire substantive influence over millions of clinical consultations, but without
any responsibility for the clinical consequences” (p. 372).3

2.6 Response to Criticisms

In 1996, several members of the EBM Working Group published an article entitled,
“Evidence-based Medicine: what it is and what it isn’t,” which was designed to
clarify (and tone down) some of the more contentious claims of the initial formu-
lation. In this oft-quoted article, Sackett and colleagues offer a more thoughtful
and carefully worded description of their approach to medicine:

Evidence-based medicine is the conscientious, explicit and judicious
use of current best evidence in making decisions about the care of
individual patients. The practice of evidence-based medicine means
integrating individual clinical expertise with the best available external
clinical evidence from systematic research. [1996, p. 71]

This latest definition reflects an attempt on the part of EBM advocates to honor
the art as well as the science of good medical practice. The new, more integrative
EBM explicitly recognizes the importance of clinical expertise, judgment, intuition,
and patient values:

External clinical evidence can inform, but can never replace, individual
clinical expertise, and it is this expertise that decides whether the
external evidence applies to the individual patient at all and, if so,
how it should be integrated into a clinical decision. [1996, p. 72]

The change in tone here is palpable. Instead of calling for a revolution, EBM
proponents are looking to reconcile the “former” and “new” paradigms of medicine.
Or, at least, that is how this statement appears on the surface.

3It should be noted that this last criticism is only indirectly applicable to the version of EBM
articulated in 1992, but has become more relevant as the influence of EBM and the number
of systematic reviews, meta-analyses and practice guidelines — based largely on the critical
appraisal skills taught as EBM — has increased.
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Tonelli [1998] describes the shift in language used in the EBM literature from the
original article’s statement that EBM was meant to “de-emphasize” unsystematic
clinical judgment, to a later focus on “integrating clinical expertise, pathophysi-
ologic knowledge, and patient preferences” (p. 1235) in medical decision-making.
Similarly, a central EBM textbook, Evidence-based Medicine: How to Practice and
Teach EBM, reflects these changes in its introductory outline of the steps involved
in the practice of EBM. In the first edition [Sackett et al., 1997], a clinician who
has completed a critical appraisal of the evidence bearing on a clinical question is
told that the next step is “using the evidence in clinical practice.” In the second
edition, published in 2000 [Sackett et al., 2000], this step has been changed to “in-
tegrating the critical appraisal with our clinical expertise and with our patient’s
unique biology, values and circumstances” (p. 4). The new emphasis on integra-
tion is also reflected in the structure of the text. The first edition consisted of five
chapters, one for each step. By contrast, the second edition has separate chapters
for diagnosis and screening, prognosis, treatment, harm, and clinical guidelines.
Within each of these chapters, both the “application” and “integration” steps are
covered.

3 PERSISTENT CONCERNS

Response to EBM, since 1996, has been mixed. Some physicians find the idea of
basing medical practice on the best available evidence to be beyond reproach - even
“obvious” [Laupacis, 2001]. Others direct their attention to the precise meaning
and interpretation of the terms “conscientious” and “judicious” in the EBM def-
inition [Zarkovich and Upshur, 2002]. Still others continue to write in to medical
journals with concerns about the shortcomings of the new approach, including:
the persistent “grey zones” of clinical practice, the absence of discussion on the
role of values in medical decision-making, and the tendency to downplay the indi-
vidual and complex nature of the patient-physician interaction [Greenhalgh, 1999;
Naylor, 1995; Schattner and Fletcher, 2003]. Defenders of EBM maintain that
these criticisms are “misguided”, “misunderstandings”, or even “clearly invalid”
[Laupacis, 2001]. They maintain that there is no reason for physicians to fear the
newer, more inclusive version of EBM.

As noted above, the original proponents of EBM — and its increasing number of
supporters — have both defended EBM against its critics and altered their message
in response to criticism. In an article responding to criticisms of evidence-based
medicine, Straus and McAlister [2000] argue that many of the criticisms that have
been offered are actually “misperceptions of evidence-based medicine” (p. 837).
Often, these criticisms are made by those who fear the erosion of medical autonomy
and who see the recommendation to make evidence from clinical research the basis
of medical practice as a threat to clinicians, rather than a tool to be used by them.
While this assertion by Strauss and McAlister may be partly true, it should be
acknowledged that these criticisms do in fact raise legitimate fears about the way
in which evidence-based medicine may be practiced by individual clinicians (or
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mandated by policy); the “authority” of expert opinion can simply be replaced by
the authority of an RCT or systematic review, crowding other considerations out
of the clinical picture.

Moreover, it is understandable that the EBM movement, particularly in some
of its early articulations, might be misunderstood. The proponents of EBM are
not known for the precision of their explanations of their position. In a letter
published in the March 1993 issue of JAMA, La Vera Crawley criticized the orig-
inal article for its use of Kuhn’s term “paradigm” to describe EBM. Crawley ac-
knowledged that “evidence-based medicine might be poised to herald a paradigm
shift” in medicine [1993, p. 1253], but denied that it actually qualified as one.
In response, Gordon Guyatt, who authored the original article on behalf of the
Evidence-Based Medicine Working Group, defended the article’s terminological
laxity on the grounds that the authors had elsewhere [Sackett et al., 1991] made
explicit that they were “nominalists” about the meanings of words and, as such,
did not intend “the narrow, essentialist definition of paradigm shift insisted on
by Dr. Crawley” [Guyatt, 1993, p. 1254]. Yet presumably even “nominalists”
(perhaps especially them) are required to clarify their terminology if they expect
to be understood. If not, they certainly bear a large share of the responsibility for
any subsequent “misperceptions” of their position.

We turn now to some of the more persistent concerns raised about EBM.

3.1 New Forms of Authority

The growth in the number of research trials being conducted in recent years has
led to a dramatic increase in the number of journal articles published in all areas
of medicine. While EBM was originally intended to be an approach to clini-
cal decision-making carried out by individual physicians (hence the emphasis on
training in critical appraisal), the movement has been forced to adapt to deal with
a variety of practical constraints. The need for such changes is reflected in the
following statements:

“Busy doctors have never had time to read all the journals in their
disciplines. There are, for example, about 20 clinical journals in adult
internal medicine that report studies of direct importance to clinical
practice, and in 1992 these journals included over 6000 articles with
abstracts: to keep up the dedicated doctor would need to read about
17 articles a day every day of the year”. [Davidoff et al., 1995, p. 1085]

“The difficulties that clinicians face in keeping abreast of all the medical
advances reported in primary journals are obvious from a comparison of
the time required for reading (for general medicine, enough to examine
19 articles per day, 365 days per year with the time available (well
under an hour a week by British medical consultants, even on self
reports)”. [Sackett et al., 1996, p.71]
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In spite of a stated desire to diminish the reliance of physicians on the authority
of others, the EBM movement has resulted in the creation of a number of new
authorities in order to deal with this overload of information. The Cochrane Col-
laboration, founded in 1993, is a volunteer-driven organization whose members
perform systematic analyses of the literature and disseminate the results to fellow
health care professionals. The main products of the collaboration are systematic
reviews – primarily of RCTs — which are updated and added to the Cochrane
Database of Systematic Reviews every three months. Various organizations have
followed the Cochrane model, such as the National Guideline Clearinghouse in
the U.S. and, according to the Canadian Medical Association Infobase, over 40
guideline-producing organizations in Canada. These developments prompt fur-
ther clarification of the appropriate “guidelines for guidelines” and conferences on
methods of systematic review. The production of reviews and guidelines has led to
a new type of evidence-based practitioner in recent years. It is not uncommon to
find physicians claiming to practice EBM who rely entirely on reviews and guide-
lines produced by others. EBM users, as they have been called, contract out the
‘critical evaluation’ step originally outlined by EBM proponents [Upshur, 2002;
Brody et al., 2005]. This version of EBM (known more recently as the ‘4S’ or
‘5S’ approach) advises physicians to rely on summaries of the research evidence
produced by experts, rather than attempt critical evaluation themselves. It has
been endorsed by an authoritative handbook of EBM [Straus et al., 2005], and
is gaining in popularity despite concerns raised by physicians and philosophers
[Upshur, 2002; Borgerson, 2009b].

This approach to EBM is efficient, but in cutting out the critical evaluation
physicians once again put themselves in a position of subservience to authority. In
this case it is the authority of those who produce systematic reviews and guide-
lines, but given that there will always be social and political pressures on those
producing the reviews and guidelines, this seems to be a risky endeavor. A recent
article by David Cundiff [2007] on the financial interests influencing members of
the Cochrane Collaboration makes this point persuasively. In establishing pre-
digested reviews and guidelines as the new authority, EBM users once again drift
away from the demands of critical thinking. Whenever this occurs, there is reason
for concern.These new authorities, draped in claims to scientific objectivity, serve
a similar function to that traditionally occupied by older, more-experienced clini-
cians in the “old paradigm”. The authority of the past has been replaced not by
a new democratic spirit in medicine, but by new forms of authority. Analysis of
why this has occurred may best be done by social scientists, rather than philoso-
phers, though the potential epistemological implications of this trend should be
recognized by philosophers of science interested in EBM. For now, it will suffice
to note that, as EBM becomes the new authority in medicine, it no longer fulfills
its own claims to anti-authoritarianism.
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3.2 General Evidence and Individualized Care

The roots of medical practice are captured in the famous saying attributed to Hip-
pocrates, “It is more important to know what kind of person has the disease than
what kind of disease the person has.” In contrast with this highly personalized phi-
losophy of medicine, EBM suggests that medical practice should be based on the
generalized results of clinical research. According to the hierarchy, for instance,
meta-analyses of RCTs provide excellent evidence, and case-studies provide the
worst. In other words, the larger, more abstract general studies provide better ev-
idence and thus guides to practice than do carefully developed, detailed individual
studies. The hierarchy is oriented from the general to the specific. As it turns out,
however, 1) it isn’t easy to defend the claim that certain research designs are more
generalizable than others, and 2) this generalizability, if achieved, may actually be
a liability in practice.

Let’s start with the standard argument for the generalizability of the highest
ranked research methods. Because the RCT is performed on a group of individuals
(often quite a large group) and collects average patient data across that group,
the average patient data obtained from an RCT is more likely to be generalizable
to members of the general population than the data obtained from one particular
individual in a case study. For all we know, the individual described in a case
study may have been an exception to the norm. (In fact, case studies are usually
published to illustrate an unusual case or approach to treatment.) This general-
izability is thought to extend even further in the case of meta-analyses of RCTs.
In an RCT, the exceptional and the usual are averaged to produce one result: the
average efficacy of a particular therapeutic intervention.4 And in a meta-analysis,
the results of a variety of RCTs are averaged again. Proponents of EBM offer the
following advice about applying the results of such research to practice,

[A]sk whether there is some compelling reason why the results should
not be applied to the patient. A compelling reason usually won’t be
found, and most often you can generalize the results to your patient
with confidence. [Guyatt and Rennie, 2001, p. 71]

There is a great deal of confidence in the strength of the connection between the
results of research and the demands of clinical practice. However, these claims to
generalizabilty are not as straightforward as they seem.

Subjects in RCTs are not randomly sampled from the general population. In
fact, the subjects enrolled into clinical trials are often quite unrepresentative of the
members of the general population or even the target population for a treatment.
While it is sometimes possible to design a trial in which the trial population is
purposely matched to the target population for the treatment (at least, as closely
as possible), it is uncommon for a number of reasons. First, members of the tar-

4In other cases, exceptional cases may be dismissed as ‘outliers’ or attributed to errors in the
design of the trial.



218 Robyn Bluhm and Kirstin Borgerson

get population often have a number of comorbidities (concurrent conditions).5 It
is more difficult to isolate a cause-effect relationship when many other variables
(including other medications) are added into the equation. These sorts of comor-
bidities are, accordingly, seen as a liability for the trial. Researchers often include
in their studies only participants who have no other conditions and who are taking
no other medications.

Second, members of the target population are often elderly and likely to be
put on a treatment for long periods of time or even indefinitely. So the target
population would be long-time users of the treatment. However RCTs are usually
quite short in duration (ranging from a few weeks to a few months long). There
is a gap between the short-term data produced by RCTs and the long-term use
by the target population. The data from RCTs, then, are not easily generalized
to the standard patient.

Third, it is common for researchers to select their study population in a way that
allows them to test the healthiest people. The selection of younger subjects means
that, because in general these subjects are healthier than older people, they are
less likely to have adverse reactions to the drug. The healthier a person is, the less
pronounced the adverse reaction (in general) and more positive the overall reaction.
Again, this means the trial population is different from the target population.

Fourth, research trials are often conducted in contexts that differ in significant
ways from the contexts of general practice. As a result, therapy may be adminis-
tered and monitored in a way that cannot be easily replicated. Research is often
conducted at facilities with more resources than is standard, and implementa-
tion of treatments in contexts where resources are scarce is not straightforward.
This contributes to a gap between individual patients and the promises of benefit
attributed to particular treatments.

Even if we were to set aside these concerns about the generalizability of research
from RCTs, we would still be left with concerns about the gap between generalized
results and individual patients. This gap between the results of generalized clin-
ical research evidence and complex individual patient care has been raised time
and again in medical literature. Feinstein and Horwitz remind us that, “When
transferred to clinical medicine from an origin in agricultural research, random-
ized trials were not intended to answer questions about the treatment of individual
patients” [Feinstein and Horwitz, 1997, p.531]. Patients are idiosyncratic individu-
als dealing with multiple complex problems. The most scientific medical research,
by EBM standards, produces average generalizations across homogenous popu-
lations that, as discussed, often fail to resemble the patient because of inclusion
and exclusion criteria. The highest ranked clinical research focuses on large-scale
studies designed to determine simple causal relationships between treatments and
their effects. In many cases, a particular patient would never have qualified for
the study because he or she has comorbidities, or does not meet certain age or
gender specifications [Van Spall et al., 2007]. As Tonelli points out:

5For instance, people who are mentally ill often have problems with drug addiction and this
can make it difficult to isolate new treatments for mental illnesses.
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Clinical research, as currently envisioned, must inevitably ignore what
may be important, yet non-quantifiable, differences between individ-
uals. Defining medical knowledge solely on the basis of such studies,
then, would necessarily eliminate the importance of individual varia-
tion from the practice of medicine. [1998, p.1237]

If we pay attention to average outcomes, we may lose sight of significant vari-
ation within the trial population. It may be that some subjects responded well,
while others responded poorly. Though on average a drug may be more effective
than the comparison intervention used in an RCT, this isn’t a full characterization
of what has occurred. In fact, important subgroup data will likely be missed. The
applicability of scientific evidence, especially large-scale, single-factor studies, “de-
pends on the individual being conformable to the group in all relevant aspects,”
which is rarely the case [Black, 1998, p.1]. On the basis of these concerns, we
suggest that simply binding medical practice to medical research fails to capture
the importance, difficulty, and skills required for re-contextualizing and individu-
alizing medical knowledge. This is not to say that medical practice won’t benefit
from thoughtful and critical use of a wide variety of results from medical research,
but that is not what has been proposed. The concern raised here is directed not
at a general claim that medical practice should pay attention to medical research
(which critics of EBM support), but at the specific rules tying medical practice
to medical research in EBM, which fail to capture important distinct elements of
medical practice.

3.3 Patient Values and Shared Decision-making

The move toward a more inclusive decision-making process that has been occur-
ring in medicine over the last half century has forced physicians to become more
aware of the inherent limits and uncertainty of medical decision-making. Recent
attention to the bioethical principle of autonomy has pushed the medical model
away from doctor-knows-best paternalism and raised new questions about the role
of patients in medical decision-making. The more we recognize the role of patients’
values in medical decision-making, the further the original EBM project is from
the reality of practice. Even if there are biological similarities between several dif-
ferent cases of a disease, the values and other non-quantifiable factors introduced
by each of the individual patients could and should radically shift the medical
decision being made. No matter how strong the evidence is, without patient input
there is no clear best decision. Furthermore, the patient’s subjective experience of
illness is an important part of the clinical encounter (and the source of his or her
desire for treatment) and so should form the basis for discussion about treatment
and for the evaluation of objectives and desired outcomes of treatment. These el-
ements of medical decisions require the careful development of listening skills and
compassion on the part of the physician and indicate the importance of elements
besides scientific evidence to the successful practice of medicine.



220 Robyn Bluhm and Kirstin Borgerson

It is unclear how the sort of medical practice advocated by EBM fits with exist-
ing standards of shared decision-making and patient-centered care. Some authors
see the fit between these concepts as unproblematic. Tony Hope, for example,
suggests that EBM and patient-centered care have “a natural affinity” and that
providing patients with evidence about the effectiveness of treatments enhances
their autonomy and promotes patient-centred health care [Hope, 1996, p.1]. Yet
this assessment may be overly optimistic. Shared decision-making implies a shift
in the burden of health care work. Patients become part-time (unpaid) health care
workers as they search out evidence online, solicit advice from friends, and devote
time to careful consideration of their values. Shared decision-making is often jus-
tified on the basis of the principle of autonomy. But how are the results of the
patient’s work integrated within evidence-based practice? It is clear that patients
often highly value anecdotal evidence. If something happened to a patient’s friend,
sister or grandfather, he or she will be much more likely to attach significant weight
to that piece of evidence. Should the anecdotes and intuitions of patients carry
any greater weight than those of physicians, which have been explicitly condemned
under the EBM model? This seems unlikely, particularly since these anecdotes and
intuitions are supremely unscientific by EBM standards. Should the values of pa-
tients be permitted to override best research evidence?6 In these situations, it
will be tempting for physicians to strongly guide patients to the correct evidence
from clinical trials and meta-analyses (indeed, this may be required by EBM).
There appears to be, at the very least, a tension between commitments to shared
decision-making and the rules of EBM. Moreover, according to EBM, it is still up
to the physician to “integrate” patients’ values and preferences with the evidence
obtained from clinical trials and thus to determine the best treatment, suggesting
that EBM’s contribution to patient autonomy is minimal [Bluhm, 2009].

The initial formulation of EBM seemed to require an almost algorithmic ap-
proach to decision-making according to which an individual physician assesses the
evidence and then applies it to the particular case. The later versions of EBM
arguably deal with the need for individualized care, as well as the importance
of incorporating patient values, by suggesting that medical research should be
conscientiously and judiciously applied to patients. While this appeal to clinical
judgment tempers the claim that clinical decision-making should be based on re-
search evidence, it does not retract it. Medical practice is still assumed to be best
when it is based on medical research. The integrative concessions were meant to
leave some room in the medical decision-making process for patient values, but
patient-centered care and shared decision-making require more than this. If we
take patient-centered care seriously, best evidence will vary depending on the val-
ues of the patient and the nature and context of illness. This appears to call into
question the ‘basic’ nature of best evidence. Physicians who emphasize the pa-
tient’s role in the decision-making process are likely to resist the standardization

6It is worth keeping in mind that these values may have already been influenced by direct-to-
consumer advertising of pharmaceuticals (particularly in the U.S.) and by self-diagnosis on the
basis of on-line questionnaires provided by the makers of various medical treatments.



Evidence-based Medicine 221

implicit in the more scientific approach advocated by EBM.

As described above, “best evidence” for EBM is evidence that ranks high on the
hierarchy of evidence. Shared decision-making challenges the hierarchy, but it is
not the only grounds on which the hierarchy has been criticized. In the next sec-
tion, we will examine the assumptions that support the view that evidence should
be ranked hierarchically, and will critically assess the justifications offered for these
assumptions. We believe that this is one way in which philosophers can make a
contribution to the debate over EBM, since “even if scientists are not concerned
in their daily practice with directly justifying the assumptions that structure their
reasoning, philosophers concerned with the nature of scientific knowledge must
be” [Longino, 2002, p.127]. The hierarchy of evidence has come under attack
from a number of different perspectives and we will provide an overview of these
arguments in what follows.

4 THE CENTRAL CONCERN: THE HIERARCHY OF EVIDENCE

Proponents of EBM have declared the evidence hierarchy the fundamental first
principle of EBM. However, the evidence hierarchy proposed by EBM is just one
of many possible hierarchies, and so is in need of justification against the alterna-
tives [Upshur, 2003; Borgerson, 2009a]. The literature on EBM has not yet yielded
a clear defense of the current hierarchy. Because of this, we have attempted to
reconstruct the most defensible justifications based on comments in the original
JAMA and BMJ articles on EBM (1992, 1996), the EBM handbook Evidence-
based Medicine: How to Practice and Teach EBM [Straus et al., 2005] and the
Users’ Guides to the Medical Literature [Guyatt and Rennie, 2001]. According
to this analysis, the evidence hierarchy for medical treatments organizes research
methods according to their ability to produce evidence that is: randomized, clini-
cally relevant, and unbiased. In this section we outline arguments that have been
made by various philosophers that challenge each of these justifications for the
current evidence hierarchy. We also consider whether the idea of a hierarchy of
evidence is coherent.

4.1 Randomization

Despite its name, the hierarchy of evidence is actually not a hierarchy of evidence,
but a hierarchy of study designs. That is, it focuses not on the actual results of
a particular study or group of studies, i.e. on the evidence they provide for the
efficacy of a treatment, but on how that evidence was obtained. The proponents
of EBM often claim that they are misunderstood as saying that RCTs are the only
source of good evidence; however, as we shall show below, this misunderstanding
is not surprising given their discussion of the benefits of randomized trials. It may
also be that the term “hierarchy of evidence” obscures the difference between the
evidence for a particular treatment and the methods used to obtain that evidence.
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Randomized trials are consistently ranked higher than non-randomized trials
(of any type) within the evidence hierarchy.7 So what epistemic benefits are at-
tributed to randomization? The value placed on randomization can be studied if
we pay closer attention to the division, in the hierarchy, between the RCT and the
lower-ranked cohort study. Given that, like RCTs, cohort studies have treatment
and control groups, can usually be double-blinded, can be analyzed according to
a variety of statistical protocols, and draw conclusions on the basis of principles
of eliminative induction, the only feature distinctive of RCTs is the random allo-
cation of participants into different groups. This critique of the EBM hierarchy,
then, will focus on justifications of the RCT as the gold standard of medical re-
search. A number of philosophers, statisticians and physicians have argued that
randomization does not secure the epistemic benefits it is thought to secure.

Randomized trials are consistently placed at the top of various versions of the
evidence hierarchy. The following quotes are representative of the attitude toward
randomization by proponents of EBM:

[W]e owe it to our patients to minimize our application of useless and
harmful therapy by basing our treatments, wherever possible, on the
results of proper randomized controlled trials. [Sackett et al, 1991,
p.195]

To ensure that, at least on your first pass, you identify only the high-
est quality studies, you include the methodological term ‘randomized
controlled trial (PT)’ (PT stands for publication type). [Guyatt et al.,
1994, p.59]

If the study wasn’t randomized, we’d suggest that you stop reading it
and go on to the next article in your search. (Note: We can begin to
rapidly critically appraise articles by scanning the abstract to deter-
mine if the study is randomized; if it isn’t, we can bin it.) Only if you
can’t find any randomized trials should you go back to it. [Straus et
al., 2005, p.118]

The first two statements were made by prominent members of the EBM working
group, and the advice proffered in the third appears in the 2005 edition of the
official EBM handbook. Claims that EBM does not privilege RCTs and that
advocates do not tell physicians to ignore other sources of evidence seem misleading

7Discussions of randomization in clinical research refer to the random allocation of subjects
to some number of treatment and control groups (usually one of each). They do not refer to the
selection of a random sample of the general population for the study (in fact, clinical trials are
often notoriously unrepresentative of the general population because of inclusion and exclusion
criteria). Random sampling is arguably related to our ability to generalize from the results
obtained on the particular subjects under investigation to the population as a whole, while
random allocation is thought to balance treatment and control groups and isolate a cause and
effect relationship between treatment and outcome. The following discussion addresses random
allocation. Random allocation is achieved by tossing a die, flipping a coin, drawing a card from a
deck, or through more complicated measures such as random number tables. There are problems
with all attempts to create ‘randomness’, but we will not get into them here.
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in light of these recent statements. In addition, evidence gathered by Grossman
and Mackenzie [2005], using the example of the MERGE guidelines, has exposed
a persistent tendency to set aside non-randomized trials.

John Worrall [2002] provides an overview and criticisms of the arguments for
randomization, which include an appeal to the assumptions that govern frequen-
tist statistics and the belief that randomization “guarantees” equivalence of the
treatment and control groups with regard to factors that may influence the out-
come of the study. He concludes that the only argument for randomization that
is not flawed is that randomization prevents the “selection bias” that occurs when
study clinicians systematically (whether consciously or unconsciously) assign pa-
tients to the treatment or to the control group. Yet he points out here that while
randomization may be sufficient to eliminate this bias, it is not necessary. Al-
ternative methods for preventing selection bias are equally effective. Similarly,
Grossman and Mackenzie [2005] criticize EBM’s emphasis on randomized studies,
noting that there are many research questions for which randomization is either
impractical or unhelpful. For example, if there is a chance that the effects of the
treatment will “bleed” into the control group (as in the case of discussion between
participants in different groups in a study of an educational program, or shar-
ing of drugs between participants in the treatment and the control group, which
occurred in clinical trials subverted by AIDS activists), randomization is useless.
Grossman and Mackenzie also criticize “empirical” arguments for the superior-
ity of randomization, which point to differences in the outcomes of randomized
and nonrandomized trials as evidence that randomization results in more accurate
assessments of a treatment’s effect. They note that this is actually a circular argu-
ment, since the inference from different results to more accurate results (with the
RCT) can only be made if RCTs are assumed to give the most accurate outcomes
in general.

Despite these arguments, the RCT is central to evidence-based medicine. As
noted above, some people believe that if both nonrandomized and randomized
studies have been conducted for a given intervention, only the latter should be
considered in summaries of the literature. Even less drastic views tend to overem-
phasize the importance of randomization at the expense of a more nuanced dis-
cussion of the methodological merits of clinical studies. EBM advocates do not
often discuss how to weight studies of different qualities or what sort of trade-off
exists between the quality of a study and its effect size. Should a large non-
randomized trial that is well-conducted be considered to be inferior to a small
RCT with methodological flaws? And how major must these flaws be before the
nonrandomized trial is considered to be more trustworthy? The more thoughtful
formulations of EBM acknowledge that there are no simple rules that can guide
this decision (the less thoughtful formulations simply ignore these problems), but
have not made much headway in providing more complicated guidelines, or in
tempering the “randophilia” common in medicine today.8

8The term ‘randophilia’ comes from noted EBM critic, Alvan Feinstein.
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4.2 Clinical Applications

We suggested earlier that EBM is a manifestation of the empiricist stream in
medicine. The emphasis on randomized controlled trials and on systematic re-
views and meta-analyses of such trials echoes Gavaret’s Law of Large Numbers,
which states that the effect of a treatment can only be estimated on the basis
of observation of its effect in a large number of cases. Gavaret further says that
this Law could be expressed only as a range, the width of which depended on the
number of cases observed, echoing the concern for precision and narrow confidence
intervals that places systematic reviews and meta-analyses at the top of the hi-
erarchy of evidence. But EBM’s empiricism is more thoroughgoing than that of
Gavaret, who also acknowledges that:

In investigations of aetiological problems, the Law of Large Numbers
only serves to prove the presence or absence of an assumed specific
cause, regardless of its nature. One must seek to determine the cause
itself by means of considerations of a different order. This last question
is outside the domain of statistics. [Wulff et al., 1990, p. 36; their
translation of Gavaret]

In the words of Wulff et al., this statement marks a “retreat from radical em-
piricism” — the causes of a disease cannot be explained without reference to
information from the basic sciences. Gavaret’s empiricism, then, recognizes the
importance of the “rationalist” concern with disease mechanisms, though it does
not espouse the speculative aspect of earlier forms of rationalism. EBM’s empiri-
cism, by contrast, appears to reject the appeal to causal mechanisms, not just in
evaluating the efficacy of a treatment, but also in its approach to the etiology of
disease. As was mentioned earlier, the hierarchy of evidence for treatment studies
and that for prognosis differ only in that the latter does not include RCTs. Physi-
ological studies, which reflect the “realist” concern with disease mechanisms, rank
well below observational studies in both hierarchies. Instead, EBM emphasizes the
importance of population-level (epidemiological) studies in elucidating the causes
of disease (or at least factors that are statistically associated with disease).

Further evidence of EBM’s tendency towards empiricism can be found in some
of the writings of David Sackett [1999; 2000]. The original EBM manifesto posi-
tioned the “new paradigm” against the traditional appeal to authority in making
treatment decisions (on the grounds that unstructured individual experience, no
matter how much of it, was both too narrow and too biased to provide adequate
grounds for judgment). Sackett [2000] also emphasizes the differences between
EBM and the type of “bottom up” laboratory research that informed medicine
during the first half of the 20th century. He describes the increase in the num-
ber of epidemiological studies performed by physicians as a shift from “clinical
research” to “clinical-practice research.” Since the 1960s and 70s, he suggests, the
skills required for medical practice in a clinical setting have become increasingly
remote from those required to conduct laboratory research. At the same time,
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fewer medical students have chosen careers that incorporate both laboratory re-
search and clinical medicine. Instead, laboratory research in biomedicine is now
carried out primarily by Ph.D. researchers.

Sackett further argues that the increase in the number of physicians involved in
what he calls “clinical-practice research” — primarily, judging from his examples,
randomized controlled trials, but also encompassing small, qualitative studies —
has occurred largely because (unlike bench research) it is easily integrated with
clinical practice and its results are immediately transferable to clinical practice.
In another editorial, Sackett [1999] contrasts bench research with clinical-practice
research — to the benefit of the latter:

“Millions of dollars’ worth of bench research that appeared to show
a reduction in atherosclerosis-related oxidative stress with vitamin E
therapy was recently tested in an RCT that asked the vital question:
Does the vitamin E therapy endorsed by this research really help pre-
vent heart disease? The answer was a resounding ‘No”’. (p. 1414)

Yet a look at the study he cites suggests that the “no” is actually less than re-
sounding. The authors of this study point out that previous observational studies
had shown some benefit with vitamin E therapy, and they describe the results
of previous RCTs as “controversial.” Moreover, there was no agreement on the
appropriate dose of vitamin E, or on the specific population for which it might be
beneficial. In addition, although there was no significant difference in this study in
the total number of deaths (the primary endpoint for the study) in the vitamin E
and the control group, an analysis of a secondary endpoint in each group suggested
that there were significantly fewer cardiovascular deaths in the vitamin E group.
The authors note in their discussion of the study’s results that “[r]esults of contin-
uing large randomised trials with other doses of vitamin E supplements will better
elucidate the efficacy profile of this antioxidant substance in lowering cardiovas-
cular risk in patients with myocardial infarction and in other patients, possibly
in different clinical settings” [Gruppo Italiano per lo Studio della Sopravvivenza
nell’Infarto miocardiaco, 1999. p. 453]. In summary, the study investigated the
question of whether a specific dose of vitamin E, in a specific population (patients
who had previously had myocardial infarctions) that was studied for a specific
(relatively short) time, would benefit from taking the supplement. Sackett seems
to want to conclude that the results of that study can be generalized beyond the
specific population and dosage. This case highlights some of the problems with
the attitude of advocates of EBM toward randomized controlled trials. First, de-
spite the evidence of a large body of laboratory research, it is assumed that the
results of an RCT should trump evidence from “physiological studies.” Second, it
is assumed that a single RCT, if it is large enough and well conducted, can provide
a definitive answer to a scientific question. Third, there does not seem to be any
recognition of how difficult it can be to generalize from the results of a study to
predict the effects of changes in the medication regimen or in the population be-
ing treated (see [Bluhm, 2007] for further discussion of this point). Yet it is only
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on the basis of these unsubstantiated assumptions that Sackett can claim that
“clinical-practice” research, unlike bench research, is directly applicable to clinical
care.

While the clinical research that Sackett advocates is important and does hold
promise to improve health care, his argument ignores the fact that bench research
and clinical (epidemiological) research are intimately related. Epidemiology seeks
to explain disease in terms of various factors or characteristics possessed by individ-
uals with and without the disease and to give statistical links between these factors
and the occurrence of disease. Laboratory research aims to give physiological ex-
planations for disease etiology in terms of normal and pathological functioning of
biological mechanisms. Epidemiologists, but not clinical researchers influenced by
EBM and its hierarchy of evidence, recognize this relationship when they draw on
research in laboratory-based disciplines to distinguish between causal and merely
statistical relationships between risk factors and disease. Epidemiological studies
are designed to ensure that these latter types of factor, designated “confounding
factors”, can be identified and removed from explanations of the development of
a disease. The epidemiologist Kenneth Rothman is explicit about the relationship
between epidemiological research and the understanding of disease mechanisms:
“[a]s the layers of confounding are left behind, we gradually approach a deeper
causal understanding of the underlying biology” [2002, p. 105]. By contrast, the
Users’ Guides cautions that “the human mind is sufficiently fertile that there is
no shortage of biological explanations, or indirect evidence, in support of almost
any observation” [Guyatt and Rennie, 2001, p. 562]. Although they recognize
that some biological explanations may be better founded than others, the propo-
nents of EBM ultimately give the impression that all such explanations remain
suspect. While it is true that what is learned from laboratory research is always
open to revision or rejection in light of further evidence, it is no less true of clin-
ical research. Moreover, there is no reason to accept that evidence from clinical
research should count against evidence from laboratory research, but to deny that
laboratory research can count against clinical evidence.9

4.3 Bias

One of the justifications of the evidence hierarchy is that it ranks research meth-
ods according to their ability to eliminate bias. However, it has been argued that
evidence ranked highest in the hierarchy is not necessarily less biased than that
below [Borgerson, 2009a]. According to the Oxford English Dictionary, in statis-
tical terminology bias is, “a systematic distortion of an expected statistical result
due to a factor not allowed for in its derivation; also, a tendency to produce such
distortion.” The narrow concern of statistical methodology is with confounding

9Mita Giacomini has recently argued that EBM needs to pay more attention to theoretical
(causal) reasoning. She describes the case of remote intercessory prayer, which has been shown
to be effective in a number of clinical trials despite the lack of a plausible mechanism of action.
By EBM’s own hierarchy, prayer should be accepted as an effective therapy [Giacomini, 2009].
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factors as possible sources of bias. The EBM working group identifies the sys-
tematic attempts to record observations in an “unbiased” fashion as one of the
key features distinguishing clinical research from clinical practice [EBM Working
Group, 1992, p.2421]. Of all of the available methods, the RCT is thought to be
least subject to bias.

As noted earlier, the (causal) inferential structure of the RCT is identical to
that of the cohort study, yet the cohort study is consistently ranked below the
RCT in various versions of the EBM hierarchy. The superiority of RCTs is often
illustrated with reference to selection bias. Authors of a recent guide to RCTs,
Alejandro Jadad and Murray Enkin, suggest that this is the primary bias RCTs
can truly claim to control better than other trial designs [Jadad and Enkin, 2007].
This is thought to partly justify their higher status in the evidence hierarchy. The
authoritative CONSORT statement defines selection bias as: “systematic error in
creating intervention groups, such that they differ with respect to prognosis. That
is, the groups differ in measured or unmeasured baseline characteristics because
of the way participants were selected or assigned” [CONSORT statement]. Even
philosophers who are otherwise very critical of RCTs are willing to concede that
they have some special epistemic powers with respect to selection bias [Urbach,
1993; Worrall, 2007b]. This form of bias can occur when selecting participants
from the general public.

In order to deal with selection bias, it is important that researchers institute
some form of allocation concealment. By concealing the allocation of enrolled pa-
tients from the physicians doing the intake for the study, this form of bias can be
minimized. As it turns out, however, allocation concealment is secured indepen-
dently of randomization [Borgerson, 2009a]. In fact, a study can be randomized
and yet fail to have allocation concealment. Just imagine a case in which a physi-
cian steams open the envelope containing the randomization sequence. If the
physician conducting the trial is aware of the randomization sequence, then there
is no allocation concealment. And a non-randomized cohort study can have con-
cealed allocation as long as the allocation criteria are successfully hidden during
intake). When allocation concealment is achieved, it is not because the allocation
was randomized, but rather because it was successfully concealed. RCTs aren’t
unique in controlling for selection bias because randomization is not the mech-
anism by which allocation concealment is guaranteed. RCTs cannot guarantee
freedom from bias, and have no special powers to secure freedom from selection
bias.

4.4 Is a Hierarchy Necessary?

It will always be useful to have clear, explicit criteria that demarcate a good
RCT from a bad RCT, a good-quality cohort study from a poor-quality cohort
study, and a well-conducted qualitative study from a poorly conducted qualitative
study. This is not what is at issue when we ask whether the evidence hierarchy of
EBM is justified. What is at issue is whether it is possible to categorically rank



228 Robyn Bluhm and Kirstin Borgerson

an RCT against, for instance, a cohort study, or a case-control study against a
qualitative study. We have identified arguments against three of the most common
justifications offered for the hierarchy advanced by EBM. We turn now to the
question of whether any hierarchy of evidence could be justified in medicine.

The proponents of EBM claim that they are not trying to say that the best way
to answer every question is to conduct an RCT; in fact, they point out that differ-
ent types of questions (diagnosis, treatment, prognosis) have different hierarchies.
They note, though, that in the case of treatment studies, RCTs should be per-
formed wherever possible. Only random allocation can ensure that the purported
effects of an intervention are due to that intervention, rather than to confound-
ing factors that also affect whether patients end up in the treatment versus the
control group (and therefore which intervention they receive). Our worry here is
that the hierarchy (or any hierarchy) focuses attention on methods, rather than on
the goals of a study. Even if it is true that a nonrandomized study cannot tell us
whether smoking really causes lung cancer, or whether instead both the propensity
to smoke and the susceptibility to lung cancer are caused by the same underlying
(possibly genetic) factor, we would be much better served by encouraging people
to quit smoking and then comparing health outcomes (in another nonrandomized
study) between these ex-smokers and those who continue to smoke. The goal in in-
vestigating the link between smoking and lung cancer is, after all, not to eliminate
all possible alternative explanations, but to prevent people dying of lung cancer.
Similarly, qualitative research is valuable because it answers questions that could
not be answered by RCTs. If we are interested in asking why questions, such as,
for instance, ‘why was compliance so low for this treatment?’ we require research
methods such as surveys, interviews and focus groups.

Given the doubts about the superiority of RCTs discussed earlier, it may be
that the hierarchy ultimately does more harm than good, since any hierarchy that
attempts to rank research methods against each other will end up prioritizing
certain research questions over others, thus restricting the scope of investigation.
This restriction is detrimental to medical knowledge and, by extension, to medical
practice. Grossman and Mackenzie [2005] point out that the prevailing belief that
randomized studies are best may have implications for the kinds of studies that
get conducted (in part by influencing funding practices). This would mean that
a study investigating the effects of exercise on rates of heart disease in elderly
women would be more likely to be funded if participants were randomly assigned
to the exercise/no exercise groups. But such an approach cannot account for the
fact that motivation to exercise will affect whether participants comply completely
with their assigned regimen. Thus the best design for answering this question is a
nonrandomized prospective study.

4.4.1 Methodological Pluralism as an Alternative to a Hierarchy

In light of a lack of justifications for the current evidence hierarchy, and for evidence
hierarchies generally, it is worth discussing possible alternative ways of organizing



Evidence-based Medicine 229

evidence. Henrik Wulff, for instance, advocates viewing EBM “not [as] a new dis-
cipline but [as] one ingredient in the production of good clinical care” [Daly, 2005,
p.36]. Petticrew and Roberts [2003] have suggested the importance of “horses for
courses” with respect to research methods, and proposed a “matrix” of evidence.
Muir Gray [2001] has developed a “typology” in order to schematically indicate
the different strengths of each of the research methods. Bluhm [2005] has proposed
a “network” of evidence that pays closer attention to the interdependence of evi-
dence at each level of the traditional hierarchy. There is no shortage of different
names for what amounts to a renewed appreciation for methodological pluralism
in medical research. Recognition of pluralism forces physicians to become more
aware of the strengths and weaknesses of different research methods, and though
more challenging in practice, at least discourages the false complacency that comes
with rigid hierarchies.

Ross Upshur and colleagues have provided a model of evidence that aims to
capture the variety of meaningful types of evidence in medicine as well as their
interrelationships, without imposing any comparative ranking. The four distinct
but related concepts of evidence are: “qualitative/personal”, in which evidence is
narrative in nature, socially and historically context-specific and individualized;
“qualitative/general” in which evidence is social, historical and general; “quantita-
tive/general” in which evidence is statistical, general, impersonal and quantitative;
and “quantitative/personal” in which evidence is quantitative, yet individualized.
Of these, the emphasis of EBM has been on quantitative/general evidence, often
at the expense of other types of evidence. Exclusive focus on this one type of evi-
dence is unjustified. This model acknowledges the value of each type of evidence
and provides a general framework for understanding how each type of evidence can
complement the others. This does away with hierarchies altogether and embraces
a more complicated — yet more accurate — description of the plurality of useful
research methods [Upshur et al., 2001].

5 FUTURE RESEARCH RELATED TO EBM

In this section, we briefly review several areas in which philosophers of science
have begun to contribute to discussions about EBM, or where discussions in phi-
losophy of science seem to have something to add to the debates over EBM. Given
that philosophy of science has a vast body of literature on issues like the nature
of evidence, the concept of causation, the relationship between different fields of
scientific research, the relationship between hypotheses, theories, models and ev-
idence, and the nature of various forms of induction, we believe that research
in each of these areas has the potential to contribute to the betterment of both
medicine and philosophy of medicine.
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5.1 Theories of Evidence

Nancy Cartwright has recently, and provocatively, described the function of
evidence-based standards as follows:

Grading schemes [such as the evidence hierarchy] don’t combine evi-
dence at all — they go with what’s on top. But it seems to me to be
daft to throw away evidence. Why are we urged to do it? Because
we don’t have a good theory of exactly why and how different types
of evidence are evidence and we don’t have a good account of how to
make an assessment on the basis of a total body of evidence. Since we
don’t have a prescription for how to do it properly, we are urged not
to do it at all. That seems daft too. But I think it is the chief rea-
son that operates. That is why the philosophical task is so important.
[Cartwright et al., np]

The philosophical task Cartwright refers to is that of developing a theory of ev-
idence that is both philosophical and practicable. Traditional philosophical the-
ories of evidence have tended to focus on how to determine whether something
is evidence (usually in terms of the probabilistic relationship between evidence
and hypothesis or of a further account of explanation).10 These accounts, while
useful for clarifying the relevant epistemological issues, are impractical for use.
Practical accounts of evidence implicit in current standards of evidence proposed
by, for instance, the evidence-based medicine movement, have focused on ranking
different types of evidence as better or worse than others, but have neglected the
more basic question: what makes something evidence in the first place?11 Further,
such practical accounts are often inconsistent or incoherent. They are thus not
comprehensive (or, in Cartwright’s terms, ‘philosophical’). This no doubt leads to
confusion over the place of expert judgment, patient values and anecdotes as evi-
dence. A theory of evidence should guide us in determining whether anecdotes and
expert judgments are evidence at all rather than assuming they are not because
they fail to meet arbitrary standards of good evidence captured by the assump-
tions underlying the evidence hierarchy. Cartwright’s proposal is ambitious. We
believe such a theory is impossible on the grand scale, but we are in agreement
that a context-specific account of evidence would be a significant addition to the
medical debate. Cartwright’s discussion reiterates the “daftness” of proposals to
rank research methods against each other and the need for a less restrictive and
non-hierarchical description of medical evidence.

5.2 Social Epistemology

Social epistemology appears to be a fruitful area of research for those interested
in pursuing constructive projects related to standards of evidence in medicine. In
what follows we will outline a few of these more specific projects.

10See for instance [Achinstein, 2001].
11In Cartwright’s terms, what makes something candidate evidence?
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5.2.1 Experience, Expertise and Testimony as Knowledge

There are a number of social epistemologists working on justifications for testi-
monial evidence, including Elizabeth Fricker, Tyler Burge, Alvin Goldman and
Jennifer Lackey. Extension of these discussions to the medical context would be
a fruitful line of research. EBM, as a movement, aims to decrease physicians’
reliance on testimonial knowledge — particularly that passed down from older
physicians with decades of practical experience. Whether this is a good move or
not will depend in part on the legitimacy of testimony as a source of knowledge.
In addition, the epistemic status not only of physician expertise, but of the spe-
cial expertise attributed to patients (particularly patients with chronic illnesses) is
under-theorized and, as a result, often neglected in discussions of evidence-based
medicine. While proponents of EBM call for ‘integration’ of expertise, patient
values, and clinical research evidence, little guidance is given on how to do this,
or on what the status of each of these elements as ‘evidence’ might be. Those in
the medical community would no doubt welcome further philosophical attention
to these issues.



232 Robyn Bluhm and Kirstin Borgerson

5.2.2 Consensus Conferences and Dissent

Miriam Solomon [2007] has analysed the social epistemology of NIH Consensus
Conferences, which involve a panel of clinicians, researchers, statisticians and the
general public, who develop a consensus statement on the basis of testimony from
20 to 30 experts on the issue being judged. Solomon notes that the conferences
are designed to develop a consensus on controversial topics in health and medicine
when there is enough evidence available to give rise to a consensus, and/or when
there is a perceived gap between theory and practice. Like meta-analyses, consen-
sus conferences are supposed to be designed to overcome bias in the assessment
of evidence. Solomon points out that meta-analytic techniques are increasingly
being incorporated into the consensus program, raising the question of what the
traditional format for these conferences adds to the results of such analyses. She
further suggests that we should distinguish between two functions of these confer-
ences: first, the development of a consensus on a scientific question, and second,
“knowledge transfer” to health care providers and the public. She concludes that,
for the most part, the consensus statements produced “have reflected an already
existing consensus in the research community, and have been re-appropriated as
educational resources for the health care community” (p. 176). Solomon’s analysis
gives rise to a number of interesting questions, including a more detailed analysis
of the influence of the techniques of EBM on these conferences, and an investiga-
tion into the parallels between the epistemological problems faced by consensus
conferences and those facing EBM. In light of the development of various guideline-
producing groups, many of which claim to be evidence-based, this is an important
area for further philosophical attention.

5.2.3 Social Norms in Science

Social epistemologists analyze the social structures relevant to the knowledge-
productive capabilities of particular communities. Helen Longino, for instance,
stresses the importance of recognized avenues for criticism within knowledge-
productive communities. In scientific communities, this typically includes peer-
reviewed journals, conferences, workshops, and so on. What has been called the
“open science” movement of recent years provides a number of specific recom-
mendations for ensuring the transparency and publicity of scientific research, and
thus for upholding this social epistemological criterion. These include: rejection
of non-disclosure clauses in research contracts, disclosure of competing interests
in publications, prohibitions on ghost authorships, a mandatory clinical trials reg-
istry, open peer-review, open access journals, open submission processes, public
funding for research, an emphasis on original research, greater awareness of the
collective nature of medical decision-making, and more comprehensive analytic
training for health professionals [Borgerson, 2008; 2009b]. Whereas EBM focuses
on rules of evidence as a mechanism for controlling bias and improving the accu-
racy of research, social epistemologists point out the limitations of this fixation on
rules of evidence. However necessary such rules may be, they are certainly not suf-
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ficient for the production of knowledge. Greater attention to the social dimensions
of knowledge-production would allow advocates of EBM to address some of the
concerns raised by critics. In particular it would encourage proponents of EBM
to acknowledge the less-than-definitive nature of even ‘best evidence’ in clinical
decision-making. Further philosophical work in this area is warranted.

5.3 Ethics and Epistemology in Medicine

Although the claim that medicine should be based on research evidence clearly has
ethical implications,12 of perhaps greater interest to philosophers of science than
a straightforward ethical analysis is work that examines the relationship between
epistemological and ethical issues in EBM. Although EBM has clear standards
for “best” evidence, and although it is claimed that EBM will result in improved
patient outcomes, it is by no means clear that the epistemological standards of
EBM are conducive to the best patient outcomes. While this point is implicit
in the discussion above of the tension between general evidence and individual
data (section 4.2.2), shared decision-making (4.2.3) and methodological pluralism
(5.4.1), we think it is worth making explicit that EBM’s evidence hierarchy has
ethical implications. Kenneth Goodman has suggested that one point in favour of
EBM is that it is “an honest attempt to come to terms with the great and embar-
rassing fact that much of what has passed for clinical expertise and knowledge was
custom, tradition, intuition, and luck” [2003, p. 132]. He further suggests that
because uncertainty is an unavoidable part of medical practice, it is deceptive for
a clinician not to acknowledge this uncertainty when talking with patients. On
the other hand, Howard Brody and his colleagues point out that “it has always
been difficult to get physicians to understand and embrace uncertainty whenever
they are offered pseudo-certainty as an alternative” [2005, p. 578]. We have
suggested that the hierarchy of evidence, which says that the best evidence is pro-
vided by systematic reviews or meta-analyses (with narrow confidence intervals)
offers pseudo-certainty: it gives a precise estimate of average outcomes, but at the
expense of ignoring the uncertainty that arises from variability between patients.
Further exploration of the implications of certainty and uncertainty in research and
practice is warranted, as are comparisons between medicine and other sciences on
this topic. There is a small but growing literature that examines the relationship
between epistemology and ethics, and the implications of this relationship for clin-
ical care (e.g. [Goldenberg, 2006; Zarkovich and Upshur, 2002]). We believe that
this area of research is of particular importance and warrants further exploration.

Further, bioethicists and medical researchers alike draw on equipoise as part of
the ethical justification of RCTs. Although the concept of equipoise is open to
different interpretations and may be epistemologically troublesome [Gifford, 2007],
it is most often interpreted to mean that we are only justified in randomizing

12These ethical implications have been examined in work by a few scholars, including Kenneth
Goodman [2003], Howard Brody et al. [2005] and Mona Gupta [2003].
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patients to a control group (and, thus, putting them at risk of receiving sub-
standard treatment) when there is genuine community-wide uncertainty about
the efficacy of a proposed new treatment or intervention. Because equipoise is
generally taken to be a measure of the uncertainty within a community, concerns
about equipoise are intimately caught up with questions about the evidential power
of various knowledge claims in medicine. After all, if we only ‘really know’ a
treatment works when we have an RCT, then our threshold for performing RCTs
will be very low (after all, if we have not done an RCT yet, then we will always
be justified in pursuing research to settle the question). But this is likely to
lead to RCTs where convincing historical evidence already exists for a particular
treatment, as well as to RCTs for “absurd” treatments [Ernst, 2009]. The ethical
and epistemological concerns are intertwined in this discussion, and this appears
to be a fruitful and pressing area for further philosophical attention.

6 CONCLUSION

In summary, EBM has become highly influential in guiding clinical decision-
making, in developing discipline-specific guidelines and in setting health policy.
Yet, as suggested by persistent criticisms, the epistemological basis of EBM is not
as solid as its proponents seem to think. Given both the inherent interest and the
practical importance of the epistemological issues raised by EBM, it promises to
be a fruitful area of research for philosophers of science.
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GROUP JUDGMENT AND THE
MEDICAL CONSENSUS CONFERENCE

Miriam Solomon

Since the 1970s, medical consensus conferences have become a standard means
of assessment of medical technologies. Such conferences are typically two to three
days long, and bring together ten to twenty medical experts with the stated in-
tention of coming to consensus on a controversial matter. Medical consensus con-
ferences may seem like a reasonable practice, but they are intrinsically puzzling.
If the scientific matter is controversial, why push for a consensus? Why not leave
things in a state of dissent, go with the majority, or aggregate opinions in some
formal way? Why not return to the laboratory or the clinic and do further in-
vestigations? Even if consensus is desirable, why expect that a conference of two
to three days will produce an epistemically desirable consensus rather than a hur-
ried and perhaps biased accord? Why are consensus conferences so widely used
in medicine, but hardly used at all in other areas of science and technology? This
paper explores and gives an answer to these questions, beginning with a general
discussion of the social epistemics of group judgment and continuing with an ex-
amination of the NIH Consensus Development Conference Program (the first and
paradigmatic medical consensus conference program) and its development over
time. I finish with an exploration of other consensus conferences in the USA and
internationally. My conclusion is that medical consensus conferences do not, in
fact, do epistemic work, in that they do not process information. Rather, they
do rhetorical and political work, with varying success. Recommendations for im-
provement and change of the conduct of consensus conferences should take these
actual achievements into account.

1 THE APPEAL OF GROUP JUDGMENT

Group judgment is familiar in some everyday settings, such as department meet-
ings and family negotiations. It is also familiar in some scientific contexts, such
as panel review of grant applications. Group judgment involves discussion of the
details of the matter at hand by members of the group and an attempt to come
to a decision. Consensus is usually viewed as the most desirable conclusion, and
majority/minority opinions as second best but still valuable. There is some debate
about the best procedures to use for reaching group judgment, specifically, how to
avoid biasing phenomena such as groupthink, peer pressure and so forth. Group
judgment should be distinguished from aggregated judgments, in which members
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of a group typically do not deliberate with each other, but instead cast their votes
independently. Financial markets such as the Iowa Electronic Market make such
aggregated judgments.

Those who advocate group judgment see it as superior to individual judg-
ment(s), especially if it results in consensus. This is partly because there are
no formal losers but also because all considerations have been shared and con-
sidered by members of the group, which seems more thorough than the limited
considerations one individual can bring to a question. Often, the desired group
discussion is described as “rational deliberation” in which criticisms and responses
to criticism are thought of as transparent to each reflective individual. Delibera-
tion corrects errors, uncovers presuppositions, and sometimes transmits additional
evidence. Each individual in the community is thought of as capable of recognizing
their own errors and presuppositions when they are pointed out by others, and of
accepting evidence discovered by others.

Philosophers from Plato to Mill to Popper to Rawls and Longino have made crit-
ical discussion and deliberation central to their social epistemologies. The claim
is that rational dialogue between two or more individuals improves reasoning over
what can be accomplished by individuals working alone. Longino [1990; 2002] even
goes so far as to claim that objectivity is constituted by such critical discourse,
provided that the discourse satisfies constraints such as tempered equality of in-
tellectual authority, public forums for criticism, responsiveness to criticism, and
some shared standards of evaluation.

Contemporary moral and political philosophers make use of group judgment
more prominently than epistemologists and philosophers of science, often writing
of “deliberative democracy” or “discursive democracy”. Characteristically, the
Kantian focus on individual reason has been replaced by various ideals of group
reason. For example, in Rawls’s “original position” a community of individuals
rationally deliberates in order to select shared principles of justice [Rawls, 1971].
And in Habermas’s “discourse ethics,” participants rationally deliberate with one
another from their actual social positions, attempting to reach consensus [Haber-
mas, 1972].

Group judgment is thought of as satisfying two important constraints: ratio-
nality and democracy (or fairness). Group deliberation, on this account, is the
proper response to both intellectual controversy and political conflict. “Closure”
is the desired outcome for both.

2 IMPETUS FOR MEDICAL CONSENSUS CONFERENCES

During the post World War II years, the United States increased public investment
in medical research at the National Institutes of Health. In the years 1945 to
1975, the number of full time employees at NIH went up from 1000 to almost
14,0001. Concern was expressed in Congress that the new medical technologies

1In contrast, from 1975 to the present, the number of employees has only risen by 4,500.
My source for this information is the NIH website http://www.nih.gov/about/almanac/staff/
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developed at the NIH at taxpayer expense were not being put into appropriate use.
Senator Edward Kennedy chaired the Senate Subcommittee on Health that in 1976
called for accelerating “technology transfer” between researchers and health care
providers [Kalberer, 1985].

In response, the then Director of NIH, Donald Fredrickson, created the new
Office of Medical Applications of Research (OMAR) in 1978. The primary respon-
sibility of OMAR was (and still is) to close the gap between research and practice.
The model that Fredrickson chose, interestingly, was a conflict resolution model
suggested in 1967 by Arthur Kantrowitz in the journal Science [Kantrowitz, 1967].
With this model, Fredrickson chose to emphasize a possible epistemic reason for
the gap: if researchers do not agree about the results of a new technology, then
technology transfer will probably not take place. Kantrowitz’s idea was to cre-
ate an institution called a “science court” for situations in which collective action
(such as the implementation of a particular technology) needs to be taken before
a scientific issue is definitively settled. The idea is that a panel of unbiased sci-
entists listens to the evidence from experts on both sides of a controversy and
comes to an impartial, if only temporary, conclusion about the scientific issue.
This, Kantrowitz thought, will keep the political issues out of the scientific arena.
Kantrowitz had in mind that a “science court” would convene over controversial
matters such as “Do fluorocarbons damage the ozone layer?” and “Is it safe to
use Yucca mountain as a nuclear waste facility?” Kantrowitz hoped that this pro-
cedure would keep scientific issues free of political bias. A general “science court”
was never implemented, but the idea was adapted by Fredrickson for the NIH
Consensus Development Conference Program.

An important difference between Kantrowitz’s idea and the NIH’s is that
Kantrowitz intended to use the consensus conference for cases when the science
is not (yet) conclusive and intended the consensus to form on the most plausible
option; NIH, on the other hand, has hoped for a more definitive, evidence-based
conclusion. In fact, NIH CDCs are intended “to target the moment when the
science is there but the practice is not” [Leshner et al., 1999]. The idea is that
when evidence is looked at as a whole, by a neutral group of experts, it will be
possible to come to a firm conclusion about the science. Another difference is that
Kantrowitz was not concerned with communication and dissemination of scien-
tific results. However, “closing the gap between research and practice” requires
effective knowledge transfer from researchers to clinicians.

So it should be noted at the outset that Kantrowitz’s “science court” is not,
in fact, much of a model for the “gap between research and practice” situation.
Rather, it is a model for scientifically controversial research. While there may be
occasions when the gap between research and practice is at least partly due to
ongoing research controversies, this will not be the case in general. Frequently
there is no research controversy, but still a gap between research and practice. For
example, use of antibiotics to treat gastric ulcer disease took several years after the
research was uncontroversial to be effectively communicated to clinicians treating

index.htm, accessed February 25, 2009.
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the disease [Thagard, 1999, Chapter 6]. So the first notable finding in this paper is
that the original model for medical consensus conferences does not, in fact, model
the epistemic situation of the NIH CDC Program. So far as I know, this was not
noticed or commented on at the time.

The basic design of an NIH Consensus Development Conference from the be-
ginning in 1977 through the 1990s, summarized briefly, is as follows. The planning
process, which takes about a year, consists of topic selection, question selection,
chair selection and panel selection. The Planning Committee is composed of NIH
staff and outside experts, including the designated panel chair. Chair and pan-
elists are mostly experts (physicians, scientists) in scientific areas other than the
one under discussion, hence considered free of “intellectual bias.” Chair and pan-
elists should also be free of financial conflicts of interest (a condition that has
become more difficult to satisfy). Before the conference, the panel receives copies
of important papers on the topic. Over the first two days of the consensus con-
ference, the panel listens to the evidence presented by experts on both sides of a
medical controversy. The panel then secludes itself and aims to produce a consen-
sus statement by the third morning of the conference. In the rare cases when the
evidence is deemed insufficient to come to a conclusion, they produce a “State of
the Science”2 rather than a Consensus statement. In even rarer cases the Con-
sensus statement includes majority and minority statements. Most of the time,
a univocal Consensus Statement is produced. After comments from the audience
and one more round of revisions, the consensus statement is presented to the media
the same day and published shortly afterwards.

The NIH CDC Program has asserted almost from the beginning that its purview
is scientific, and not political, ethical or economic. It is supposed to address
only questions of safety and effectiveness and not, for example, questions of cost
effectiveness or distributive justice. In that way it agrees with the Science Court
model. However, this means that the NIH CDC Program cannot address a number
of important questions about application of a health care technology and cannot
provide concrete guidelines for practice. (Other, non-NIH consensus conference
programs have not limited themselves in this way, as we shall see below.)

Since 1977, NIH has held 148 Consensus Conferences, of which 26 became State-
of-the-Science conferences. Representative topics are Breast Cancer Screening
(1977), Intraocular Lens Implantation (1979), Drugs and Insomnia (1983), Pre-
vention and Treatment of Kidney Stones (1988), Helicobacter Pylori in Peptic
Ulcer Disease (1994), Management of Hepatitis C (1997). The number of confer-
ences has gone down over time, see Figure 1.

3 EPISTEMIC CONCERNS ABOUT THE NIH CDC PROGRAM

The NIH CDC Program is a particular institutionalized form of group judgment,
designed, through adaptation of the Kantrowitz model, to resolve scientific con-

2Before 1999 they were called “Technology Assessment Statements.”



Group Judgment and the Medical Consensus Conference 243

Figure 1. Number of Consensus Conferences from 1977 to 2007

troversy. One epistemic concern about the Program was stated above: resolution
of scientific controversy is neither necessary nor sufficient to close the gap between
research and practice. Another epistemic concern is that of timing: to resolve
scientific controversy, consensus conferences need to take place in that window of
time when the evidence is sufficient to reach a conclusion but the researchers don’t
yet realize it, perhaps because of delays in communication of results or reluctance
to give up preferred but incorrect ideas. An NIH CDC takes about a year of plan-
ning, and during this time any scientific controversy may resolve. In fact, NIH
CDCs tend to miss the intended window of epistemic opportunity: they typically
take place after the experts reach consensus. John Ferguson, a longtime direc-
tor of the Program, writes frankly, “Often the planners of any given consensus
conference are aware of a likely outcome and use the conference as a mechanism
to inform the health care community” [Ferguson, 1993]. This acknowledgement
shows an official lack of distress about the fact that consensus conferences typically
take place too late to bring about consensus. The dissemination of knowledge goal
seems to suffice. A third epistemic concern is whether the particular group pro-
cess devised for the NIH CDC Program in fact generates objective (or worthwhile
or true) results. Some well known sources of error in group decision making are
controlled for, for example, panel members are independent of commercial, gov-
ernmental or professional interests. Other sources of error such as group dynamics
in the panel, partial weighting of the evidence, time pressure and style of the chair
are not addressed.

How can the results of the NIH CDC Program be assessed? One way might
be to test the replicability of results: i.e. show through repeated and preferably
simultaneous consensus conferences on the same matter that any panel composed
of neutral experts will come to the same conclusion. No-one has attempted this
interesting and expensive (in terms of both money and personnel) experiment.
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Nor has anyone attempted to compare the results of NIH CDCs with “scientific
truth,” as though we had a God’s eye point of view. In any case, what is realistic
to hope for in a consensus conference is the best answer for the time, not truth
for all ages. Assessment of the NIH CDC Program has, for the most part, been
through reflection on the process by those who have been on panels or been close
to them. So we see particular concerns about “objectivity” of panel members,
fairness of chairs, time pressure and late night sessions, balanced assessment of
the evidence, and so forth. The NIH CDC Program has been evaluated on a
number of occasions: internal review in 1980, a University of Michigan Study
in 1982, a Rand Corporation review in 1989 an IOM study in 1990, and most
recently by a NIH working group in 1999 [Perry and Kalberer, 1980; Wortman et
al., 1982; Kanouse et al., 1989; IOM, 1990a; Leshner et al., 1999] Concerns have
regularly been expressed about panel selection to ensure ‘balance and objectivity,’
speaker selection that represents the range of work on the topic, representation
of patient perspectives and more careful and systematic assessment of the quality
and quantity of scientific evidence. Concerns have also been expressed about the
time pressure to produce a statement in less than three days, and especially the
lack of time for reflection or gathering of further information. Such concerns have
in fact been behind some changes over time in the NIH CDC Program, and also
behind the creation of different procedures at other kinds of consensus conferences,
in both the national and the international scene.

In [Solomon, 2007], I argued that if the actual goal of NIH CDCs is to “close
the gap between current knowledge and practice,” the appearance of objectivity
is more important than a reality of freedom from bias. Scientific knowledge is
communicated on trust, and trust is all about the perception of reliability. Trust,
in our culture, is transmitted primarily through particular kinds of human rela-
tionships (see e.g. [Shapin, 1994]). The appearance of objectivity, the professional
qualifications of the panel and the imprimatur of NIH go a long way to create epis-
temic trust. If this is correct, then a prior consensus by researchers is a plus rather
than a disqualification for an effective consensus conference — a good outcome is
assured by what the researchers say and a good dissemination is assured by what
the consensus conference panel does to maintain the appearance of objectivity.
This led me to the conclusion in that paper that the role of consensus conferences
is rhetorical (persuasive) rather than productive of knowledge.

In this earlier paper, I went on to mention that outcome studies have shown
that NIH consensus conferences have had little direct effect on medical practice
at least up through 1993 [Ferguson, 1993]. So now there are even more reasons
for epistemic concern: NIH consensus conferences have not succeed at either the
production of consensus or at the dissemination of it.3

3The situation is different with European and Canadian consensus conferences. They are
much more successful at bringing about changes in medical practice. This is probably because
the health care organization in these countries, and especially the economics of health care, is
more centrally organized. See further remarks below.
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4 NON-NIH CONSENSUS CONFERENCES

Despite these reasons for epistemic concern, the NIH CDC Program was widely
copied and adapted by professional and government groups, both national and
international, from the late 1970s through the early 1990s. Indeed, the situation
around 1990, as stated in an Institute of Medicine report of that year, was that
“Group judgment methods are perhaps the most widely used means of assessment
of medical technologies in many countries.”4

This widespread adoption of the NIH consensus conference model is not, there-
fore, a result of positive outcome evaluations. I suggest that it is the result of
the intrinsic appeal of its group process of judgment, and the lack of an alter-
native process for assessing complex evidence at that time (systematic evidence
review was not invented until the 1990s). The NIH CDC Program was not, how-
ever, adopted completely unreflectively. Criticisms made of the NIH program were
often addressed in the newly created consensus programs.

For example, NIH Consensus Conferences were criticized for working under time
pressure and going into late night sessions, which favors the opinions of those hardy
enough to function under such conditions.5 NIH Consensus Conferences were also
criticized for trying to avoid “intellectual bias” by barring from the panel anyone
with published work in the area of the conference. The loss of domain expertise
may be more significant than the gain in neutrality obtained by excluding scientists
with published work in the area of the conference. NIH Consensus Conference
panels are composed of medical professionals, and experts in fields close to the area
of the conference, and the occasional community representative, but the exclusion
of those with “intellectual bias” excludes those with the most knowledge of the
topic. Concerns have been raised about the role of the panel chair and the need
for a careful and documented group process. Concerns have also been raised about
how the panel considers the available evidence, which may be extensive, complex
and even contrary. Panelists do not have the time to read every relevant study,
and typically they have focused on some and neglected others.

Other consensus conference programs took some of these criticisms to heart,
modifying their procedures to better correspond with their conception(s) of ob-
jectivity as well as to fit with their particular needs. For example, the Institute
of Medicine (established 1970) does not aim for the elimination of “intellectual
bias,” instead aiming for a “balance” of expertise on panels. The Medicare Cov-
erage Advisory Committee (established in 1998, renamed in 2007 as the Medicare
Evidence Development Coverage Advisory Committee or MedCAC) takes a vote,

4Note that the epistemic situation has changed since that time. Now (2008) the IOM would say
that the techniques of “evidence-based medicine” are the most widely used means of assessment
of medical technologies.

5This is one of the recurrent criticisms of the NIH CDC Program. See e.g. the Institute of
Medicine [1990] report and the working group report chaired by Alan Leschner [1999]. Some
other consensus conference programs provide much more time for consensus formation and final
review. The NIH CDC Program has not been willing to give up the drama and/or satisfaction
of having an immediate statement.
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after discussion, from each member of the panel on each of a large number of
questions and does not require the panel to debate to unanimity (which is usually
what consensus means). Note that MedCAC still values part of the group process,
viz. group discussion. The Canadian Task force on Preventative Health Care (es-
tablished 1979) uses external peer review to evaluate the recommendations of the
Task Force. Guidelines produced by the American College of Physicians Clinical
Efficacy Assessment Project (begun 1981) undergo multiple levels of review: out-
side review, review by an education committee, review by the Board of Regents
and the Board of Governors. Most of the American consensus conference programs
(other than NIH, of course) provide ample time for reflection and make no public
announcements at the end of the conference.indexconsensus conferne program

In Europe, and especially in Scandinavian countries, the focus of medical con-
sensus conferences tends to be much more applied in that they encourage discussion
of economic, ethical and political factors. Also, the aim is to inform the public,
rather than just clinicians. Probably correspondingly, the panels have much higher
representation from the public and from non-medical professionals. For example,
the Danish Medical Research Council, which established consensus conferences
in 1983, includes journalists, politicians and patient representatives on the panel.
The Norwegian National Research Council began a consensus development pro-
gram in 1989. It only takes on topics with significant ethical or social consequences
[Backer, 1990, p. 120]. The Swedish consensus development program (established
late 1981) took on questions about cost implications from the beginning [Jacoby,
1990, p. 12]. All the European medical consensus conference programs are mod-
eled to a greater or lesser extent on the NIH CDC Program and preserve some of its
controversial features such as requiring a neutral (rather than a balanced) panel,
one and a half days of expert presentations with questions and a public statement
on the third day (with overnight work by the panel if necessary). Perhaps the Eu-
ropean programs were constructed less carefully because Europeans did not gain
early experience from involvement with the NIH CDC Program. Those who have
to stay up all night writing a consensus statement are more aware of the possibil-
ity of a biased outcome than those who have not had that experience. Consensus
conferences on non-medical issues e.g. environmental action and international aid
priorities are also popular in Europe, again especially in Scandinavian countries.
The method of consensus conferences with public participation coheres with the
style of participatory democracy that is politically established in these countries.

European and Canadian consensus conferences have, in general, been much
more successful than United States consensus conferences at the dissemination of
their conclusions. Consensus conferences tend to be organized by governmental
bodies (or organizations that report directly to them) and the results of the con-
sensus conferences are directly fed into a centralized bureaucracy for health care
provision and reimbursement. Not so in the United States, where health care is
more decentralized and physicians have more autonomy.

At the height of the consensus conference era — in the mid to late 1980s —
there were many consensus conference programs, some public (such as the NIH
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CDC Program), some professional (such as the Eastern Association for the Surgery
of Trauma consensus conference), some private (such as the Blue Cross and Blue
Shield Technology Evaluation Centers), some international (such as the Norwegian
National Research Council Consensus Conferences). They differ in some of their
goals and in some details of their procedures, but all have in common a reliance
on the rationality of properly conducted “group process.” The epistemic appeal
is in the idea of an expert panel coming together, face to face, to sort out the
issues. When the issues are economic, political or ethical as well as scientific, ex-
perts from different fields are included. And the addition of lay persons provides
a check on the perspective of experts, as well as a transparency to the whole pro-
cess: addressing any concerns about secrecy which would impinge on objectivity.
The addition of patient representatives (sometimes in addition to, sometimes the
same as, laypersons) often provides important input about patient preferences, for
example patient preferences for surgery in early breast cancer.

5 MORE EPISTEMIC CONCERNS ABOUT CONSENSUS CONFERENCES

Are these other consensus conferences concerned with consensus building on con-
troversial scientific matters, or are they, like NIH CDCs, concerned more with the
dissemination of knowledge and change of practice than with the production of
knowledge?

There is something epistemically odd about the use of consensus conferences
in a scientific arena such as medicine (rather than in, say, diplomacy). To put it
plainly, why should a bunch of eminent doctors sitting in a hotel conference room
be able to resolve a controversy between medical researchers? When physicists
or geologists disagree, they do not convene a consensus conference to hash things
out. Nor would they find the suggestion of holding a consensus conference to be
helpful. Rather, they go back to the lab or back to the field in search of additional
evidence, devising experiments and observations around points of controversy.

Perhaps climate change scientists are an exception to this claim? The No-
bel Peace Prize in 2007 was awarded to the Intergovernmental Panel on Climate
Change (IPCC) which regularly produces consensus reports authored by hundreds
of scientists. The IPCC does not construct these reports for the benefit of sci-
entists, however. In fact, climate scientists contain their differences in order to
present a united front to the public and to governments. Sometimes, for example,
they assent to a statement that is less alarming about climate change than their
own research suggests, because even this milder conclusion is sufficient as a basis
for aggressive and immediate action. The report of the IPCC is not a resolution of
a scientific controversy but a professional effort to communicate to non-scientists
the best of scientific thinking on a topic.

If the topic is not a scientific topic but is, instead, a matter of policy, the use of
a consensus conference can be appropriate. The scientific community can tolerate
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— even celebrate6 — research disagreements. Policy decisions usually require the
joint action of individuals, groups and nations. A well-negotiated consensus is
widely thought of as the ideal foundation for joint action. So those European
Consensus Conferences which consider questions of policy are more appropriately
designed to attain their goals than, for example, the NIH CDC Program. For
example, the Swedish conference on hip replacement in 1982 discussed the costs
and availability of the technology as well as the safety and efficacy [Schersten,
1990].

The NIH CDC Program is, of course, not designed for policy decisions. Not
only is its official position that it is concerned with scientific matters only, but
also its design, in which panelists are “neutral,” does not bring the key players to
the table. Negotiation of a policy or plan for action will be much more successful
when representatives of all the interested parties are seen to be at the table. Then,
for example, a surgeon cannot object to a recommendation to treat ulcers with
antibiotics on the grounds that there was no surgeon at the table: conference
planners will be sure to have an eminent surgeon at the table. The European
Consensus Conferences have this in mind when they have patient representatives,
politicians, economists, scientists, ethicists and clinicians on their panels. I will
say more about this in due course.

The role that consensus conferences can play in making policy explains why
different countries hold consensus conferences on the same topics. For example,
recommendations for mammograms to screen for breast cancer may be different
in countries with different resources or different values. For instance, in the UK,
mammograms are not routinely offered to elderly women because they are not cost-
effective at that age; in the USA cost effectiveness is not valued so highly. More-
over, national barriers are significant enough that representatives from a group
in one country are often not seen as negotiating for representatives of the cor-
responding group in another country (e.g. participation of obstetricians in the
United States in a United States consensus conference on Cesarean delivery would
probably not reassure obstetricians in the Netherlands that their perspective had
been represented on the panel).

6 THE CHALLENGE OF “EVIDENCE-BASED MEDICINE”

After the early 1990s there was, generally speaking, a drop off in the number of con-
sensus conferences held, and a change in the rhetoric of the consensus conferences
that are held. Group judgment is still a pervasive feature of medical technology
evaluation, but it is framed in a different way. For example, the Canadian Task
Force on Preventative Health Care — one of the earliest consensus programs and
started in 1979 — has been completely revamped to emphasize “Evidence-Based
Prevention” which are the words with the largest font on their brochure. Group
judgment is still part of the process, which uses a “National scientific panel of

6In Social Empiricism (2001) I argue at length for pluralism in scientific research.
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clinician-methodologists.7” The Medicare Coverage Advisory Committee, estab-
lished in 1998, was renamed “Medicare Evidence Development Coverage Advisory
Committee” in 2007. It still works through conducting meetings at which panelists
vote, but the meetings are preceded by an evidence report.

The rise of “evidence-based medicine”8 in the 1990s lies behind these changes.
The roots of evidence-based medicine lie in the earlier work of Archibald Cochrane
in the UK and its maturation in the work of Iain Chalmers of the United Kingdom,
David Sackett and Gordon Guyatt in Canada. “Evidence-based medicine” is a set
of formal techniques for producing and assessing multiple and complex kinds of
evidence. It involves use of an evidence hierarchy, where some kinds of evidence
(e.g. prospective double blind randomized trials) are viewed as qualitatively better
than some other kinds of evidence (e.g. observational studies). It also involves
formal techniques of combining the results from more than one clinical trial —
meta-analysis — in order to aggregate evidence and produce an overall result. At
first, “evidence-based medicine” was viewed with suspicion, but as the techniques
became accepted it made little sense to expect panelists on a consensus conference
to read and aggregate and deliberate about all the evidence in their own informal
individual and group ways. There had always been concern that panelists in
consensus conferences evaluate complex evidence in a biased manner, weighting
more heavily those studies that are more salient or available to them.

The 1999 evaluation of the NIH CDC Program concluded that “The scientific
rigor of CDCs should be improved by including systematic reviews of evidence”
[Leshner et al., 1999]. Producing “evidence reports” on particular topics requires
bibliographic, statistical and domain expertise. In the United States, twelve9

“Evidence-Based Practice Centers,” established in 1997 and funded by the Agency
for Healthcare Research and Quality (AHRQ) provide evidence reports that are
widely used, particularly by government organizations. Since 2001, the NIH CDC
Program has commissioned such evidence reports, which are distributed to the
panel in advance of the meeting.

If a panel gets an evidence report on the topic of the consensus conference,
what is left for them to do? Why not just publish the evidence report? Consen-
sus conferences claim to make decisions based on the evidence, yet evidence-based
medicine offers to formally determine the conclusions that can be drawn from the
evidence, obviating the need for the more informal processes of expert deliber-
ation. Above, I mentioned that consensus conferences do not, in fact, tend to
resolve controversy, but usually take place after the controversy is resolved among
researchers. Here is a further reason for concluding that the current purpose of the
NIH CDC Program is not the resolution of controversy: any controversy should
be resolved by the evidence report, and if it cannot be resolved by the evidence
report it should not be resolved by any other means, on pain of making the process

7Note the new importance of “methodologists” — people with the skills to produce systematic
evidence reports. The traditional importance of “clinicians” is not given up, however.

8The term “evidence-based medicine” was first used in a 1992 paper by Gordon Guyatt et al.
9Now (2008) there are fourteen.
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non-evidence based.10

One thing that is left for consensus conferences to do is “to close the gap between
research and practice” by communicating results to clinicians and persuading them
to alter their practice. This rhetorical (rather than strictly epistemic) function of
consensus conferences remains. One way in which this is facilitated is that consen-
sus statements designed for clinicians and for the public are much more readable
than the statistically sophisticated evidence reports on which they are based. I’ll
say more about the (several) rhetorical functions of consensus conferences below.

But first, it is important to ask the question: are there any strictly epistemic
— information processing — functions that consensus conferences can perform
in the age of evidence-based medicine? After all, evidence-based medicine is not
a complete epistemology of medicine. It does not, for example, take the place
of scientific theorizing about causal relations. Evidence-based medicine produces
epidemiological results about correlations rather than scientifically plausible ac-
counts of mechanisms. This latter kind of theorizing, however, is typically done
by research scientists and not by a group consensus process.

Officials at the NIH CDC Program maintain that consensus conferences do
epistemic work — the work of “extrapolating” experimental studies to ordinary
clinical contexts and “comparing risks and benefits.”11 For example, in recom-
mending against universal screening for celiac disease, the Consensus Statement
took into account the base rate occurrence of celiac disease in the USA population,
and a comparison of risks (unnecessary surgery and unnecessary diet for those test-
ing positive to antibodies but without organic disease) with benefits (avoidance
of malabsorption syndromes and bowel lymphomas).12 Other consensus programs
consider local circumstances such as the cost of particular treatments and patterns
of follow-up and referral. Some medical consensus conferences, particularly the Eu-
ropean ones, do political work of deciding health care policy and, as I suggested
above, group deliberation may be an appropriate democratic and participatory
way in which to do so.

Application to local circumstances and comparison of risks and benefits are both
necessary, but are they tasks that need the whole apparatus of expert consensus
conferences, with in-person meetings and, sometimes (for non-NIH panels) layers
of peer review checking the final statement? It seems like overkill to me, especially
since the basic risk-benefit analysis can be done by more formal procedures (of
course, particular patient preferences are considered when the risk-benefit analysis
is applied). It is also an incongruous claim for the NIH CDC Program to make,
since that program has explicitly claimed to avoid questions of costs and benefits
and application to local circumstances from the beginning, restricting itself to
the scientific questions only. Furthermore, the panel is not composed of domain

10A few consensus statements and guidelines permit “expert opinion” to fill in the blanks where
evidence cannot. This would be a valid use of panel consensus, provided that the panel consists
of experts or the expert opinion does not come from the (non-expert) panel.

11Telephone conversation, Susan Rossi (deputy director of OMAR), 9/23/02
12Interestingly, the comparison was made informally; perhaps formal methods would be an

improvement.
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experts, who would be needed for the application to local circumstances. Perhaps
other consensus conference programs, which are composed of domain experts, do
epistemic work here. Is it enough epistemic work to justify the whole apparatus of a
consensus conference? Or, as I just suggested, can the risk-benefit calculations and
applications to local circumstances be done more simply and cheaply? I suspect
there are some other reasons why consensus conferences have not disappeared as
evidence-based medicine has gained in influence.

We can get a hint of this if we look at the criticisms that are often made of
evidence-based medicine.13 It is frequently said that Evidence-Based Medicine is
“cookbook medicine” which does not allow for tailoring to meet the conditions or
the preferences of individual patients. It is also said that Evidence-Based Medicine
denigrates clinical expertise and threatens the autonomy of the doctor-patient rela-
tionship. There does not have to be truth to these criticisms for them to resonate
with interested parties. Medicine as a profession is still attached to nineteenth
century ideals of the autonomy of individual physicians and the “art” of clinical
expertise, despite studies showing that, in many domains, good algorithms and
guidelines perform better than expert physicians. Physicians often regard chal-
lenges to their autonomy and clinical experience as a threat to their professional
identity and integrity.

One of the functions of consensus conferences is, surely, to put some particular
human faces onto formal results and, moreover, to support the importance of the
individual clinician by pointing out classes of judgments that should be made on
a “case by case” basis. Whether or not “case by case” judgments are a good idea
(and there is evidence to suggest that they are not: physicians make more errors
than they avoid when they depart from best practice algorithms14), it is com-
mon for consensus statements to support the need for them in explicitly defined
circumstances. Hence also the frequent use of the term “guideline” rather than
“algorithm,” denoting something that will guide the expert rather than reduce
the expert to a functionary. The “art” of the physician is thus contained but not
dismissed, making the conclusions of Evidence-Based Medicine more palatable. It
is a rhetorical strategy. The fact that it may be nothing more than a rhetorical
strategy is best not noticed by those involved. If physicians become more com-
fortable with evidence-based medicine, there will be less need for the humanizing
reassurance of consensus conferences.

Rhetorical strategies have epistemic importance, at least for naturalized epis-
temologists. Epistemic factors include both causes and reasons for belief. Norms
of belief change cannot depart too far from actual processes of belief change, at
the risk of global skepticism. And if we reflect on such broad epistemic consider-
ations (i.e. not just the information processing), there is a good deal achieved by
consensus conferences.

Knowledge dissemination (the goal of both the NIH and other Consensus Con-

13I draw on [Ashcroft, 2004; Cohen et al, 2004; Sackett et al., 1996; Straus and McAlister,
2000].

14Bishop and Trout [2004] is a place to start for an extensive literature on this claim.
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ferences) depends in part on a variety of rhetorical factors. The idea of an ob-
jectively achieved consensus of experts is rhetorically powerful — as was noted
at the beginning of the paper — whatever the reality of the epistemics of group
deliberation. The authority of the experts and the institution organizing the con-
ference are also important. The appearance of objectivity is crucial — hence the
care taken to avoid conflicts of interest and to conduct the proceedings of the
conference in what is perceived as a fair manner. Different consensus conferences
aim to achieve this in different ways. NIH Consensus Development Conferences,
for example, forbid both financial and “intellectual” conflicts of interest — by the
latter they mean an established record of answers to the questions of the confer-
ence. Other consensus conferences, such as the Institute of Medicine conferences
and the Medicare Coverage Advisory Committee, aim for diversity of intellectual
commitments rather than elimination of them. And, for example, some consensus
conferences (e.g. NIH) aim to talk the matters through to consensus; others (e.g.
MCAC, now MedCAC) take a vote and go with the majority.

Dissemination of knowledge also depends on making the knowledge intelligible
to those to whom it is communicated. Sometimes that means translation into a
more familiar technical genre. It is often pointed out that evidence reports are
unintelligible to “the average clinician” who is not trained in the relevant statistical
concepts. Consensus statements are typically much more readable to the clinician
than are the evidence reports that they are based upon.

Trust of the source is a requirement for the dissemination of knowledge. Trust
of the source comes more naturally when the source is human beings, especially
humans in professions with high social status. Evidence reports are, currently,
faceless and nameless (at least, the names are buried in the small print), asso-
ciated with an organization that does evidence reports, and a profession that is
not particularly trusted (statisticians) rather than a particular group of known,
named and trusted medical professionals. The human touch, which consensus con-
ferences provide with a prominent list of participants and their credentials (usually
including an M.D.), facilitates trust.

Historians and sociologists of medicine have noticed other important epistemic
and political features of consensus conferences. For example, Harry Marks [1997]
argues that it is important to “negotiate compromises in private,” because “Con-
cessions are easier to make when they are not acknowledged as such.” When
panelists are selected from as many constituencies as possible, there is the most
likelihood of “buy in” to the conclusions of the conference. Someone (or some
constituency) left out of the panel deliberations is more likely to find fault with
them. I would add that even when compromises are not necessary, wide repre-
sentation on panels facilitates communication and trust of the results to as many
constituencies as are represented. Negotiation is especially relevant for those con-
sensus conferences that have a policy agenda, rather than a purely information
producing agenda.

Stefan Timmermans and Marc Berg [2003] have noticed another feature of con-
sensus conferences, which is that they often lead to standardization of medical
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procedures. Timmermans and Berg see this standardization as politically impor-
tant because it is an indicator of professionalization. Those professions with their
own standards which they enforce are less likely to be interfered with by other
organizations with their own preferences and priorities — in this case, insurance
companies and other regulatory bodies. Perhaps the loss in individual physician
autonomy is balanced by the overall preservation of physician authority.

7 CONCLUSION

Medical consensus conferences are not what they are named and often claimed to
be. They do not resolve medical controversy and bring about consensus on scien-
tific matters. Sometimes, especially in the European context, they make policy.
Most of the time, especially in the United States, medical consensus conferences
are rhetorical devices, designed (with more or less success) to close the gap be-
tween research and practice. The appearance of objectivity (whatever the reality
is) and the presence of trust are essential for consensus conferences to do this work.
Consensus conferences may decrease in importance if and when clinicians and the
public become more trusting of the results of evidence-based medicine and, per-
haps also, more suspicious of the results of group deliberation. We are a long way
from that point.
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FREQUENTIST VERSUS BAYESIAN

CLINICAL TRIALS

David Teira

1 INTRODUCTION

Stuart Pocock [1983] defined clinical trials as any planned experiments, involving
patients with a given medical condition, which are designed to elucidate the most
appropriate treatment for future cases. The canonical example of experiments
of this sort is the drug trial, which is usually divided into four phases.1 Phase
I focuses on finding the appropriate dosage in a small group of healthy subjects
(20-80); thus such trials examine the toxicity and other pharmacological properties
of the drug. In phase II, between 100 and 200 patients are closely monitored to
verify the treatment effects. If the results are positive, a third phase, involving
a substantial number of patients, begins, in which the drug is compared to the
standard treatment. If the new drug constitutes an improvement over the existing
therapies and the pharmaceutical authorities approve its commercial use, phase
IV trials are begun, wherein adverse effects are monitored and morbidity and
mortality studies are undertaken.

This paper focuses on phase III drug trials. The standard experimental design
for these trials currently involves a randomised allocation of treatments to pa-
tients. Hence the acronym RCTs, standing for randomised clinical (or sometimes
controlled) trials.2 The statistical methodology for planning and interpreting the
results of RCTs is grounded in the principles established by Ronald Fisher, Jerzy
Neyman and Egon Pearson in the 1920s and 1930s. A hypothesis is made about
the value of a given parameter (e.g., the survival rate) in a population of eligible
patients taking part in the trial. The hypothesis is tested against an alterna-
tive hypothesis; this requires administering the drug and the control treatment
to two groups of patients. Once the end point for the evaluation of the treat-
ment is reached, the interpretation of the collected data determines whether or
not we should accept our hypothesis about the effectiveness of the drug, assigning
a certain probability to this judgment.

1Clinical trials can be set to analyse many different types of treatment: not only drugs, but
also medical devices, surgery, alternative medicine therapies, etc. The characteristics of these
types of trials are quite different; so, for the sake of simplicity, I will only deal here with drug
testing.

2In this paper, for the sake of simplicity, ‘RCTs’ will refer to standard frequentist trials.
Notice though that randomization may well feature in the design of a Bayesian clinical trial.
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This statistical methodology is based on a specific view of probability – called
the frequestist approach – according to which probabilities are (finite or infinite)
relative frequencies of empirical events: here these are treatment effects in a given
experimental setting. However, there are alternative interpretations of the ax-
iomatic definition of probability and it is possible to construct clinical trials from
at least one of these: Bayesianism. In the Bayesian approach, probabilities are
conceived as degrees of belief. Hence, for instance, these probabilities can be cal-
culated on the basis of whatever information is available and are not tied to a
particular trial design [Berry, 2005]. Unlike in the case of standard RCTs, we can
calculate these probabilities with or without randomisation and with any number
of treated patients. Hence, depending on the conception of probability we adopt,
clinical trials can be designed and their results interpreted in different manners,
not always convergent.

The first clinical trial planned and performed following a frequentist standard
was the test of an anti-tuberculosis treatment, streptomycin. It was conducted
in Britain and published in 1948. Over the following decades, RCTs would be
adopted as a testing standard by the international medical community and by
pharmaceutical regulatory agencies all over the world. Today, RCTs constitute the
mainstream approach to drug testing and, through evidence-based medicine, they
even ground standards of medical care. The 1980s brought a boom in Bayesian
statistics, with many practical implementations in medicine, as well as in other
disciplines. As soon as the computing power required by Bayesian calculations
became available, increasingly sophisticated Bayesian trials were designed and
implemented. It has been argued that these trials may be more efficient and
more ethical than a frequentist RCT: e.g., reaching a cogent conclusion about the
efficacy of a treatment may require fewer participants, minimising the number of
patients exposed to the risks of the experiment. Today, there is debate about
whether regulatory agencies, and in particular the FDA, should accept evidence
from Bayesian trials as proof of the safety and efficacy of a drug. If (or, rather,
when) this happens, frequentism may lose its commanding position in the field of
medical experiments. The question is whether the grounds for this change are in
fact sound.

The aim of this paper is to provide an overview of the philosophical debate on
frequentist versus Bayesian clinical trials. This has been an ongoing discussion
over the last thirty years and it is certainly not closed. The comparison between
these approaches has focused on two main dimensions: the epistemology of the
statistical tools (e.g., p-values vs. prior and posterior probabilities) and the ethics
of the different features in each experimental design (e.g., randomisation). As of
today, the mainstream view among philosophers (certainly not among biostatis-
cians) is that RCTs are epistemically and ethically problematic and a Bayesian
alternative would be welcome. I would like to add a third dimension of comparison,
so far neglected in this debate: the advantages of each approach as a regulatory
yardstick. I contend that a fair comparison between these two approaches should
simultaneously consider three dimensions: epistemological, ethical and regulatory.
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Philosophers and statisticians care deeply about the epistemological issues. Physi-
cians and patients are equally concerned about the ethical issues. But we all care,
as citizens, about the regulatory issues. There is a trade-off between these three
different dimensions and the perfect trial that would satisfy all the concerned
parties may well not exist.

Most of the conflicts created by RCTs derive from the regulatory constraints
imposed on medical experimentation. In a world where clinicians and patients were
free to negotiate which testing standard was more mutually suitable for their goals
in research and care, it is likely that the frequentist and Bayesian trials would both
flourish. Yet for the last 100 years we have lived in a regulated world in which we
want state agencies to conduct trials in order to determine whether treatments are
safe and effective enough to warrant authorisation of their commercial distribution.
RCTs were adopted as a testing standard by many of these regulatory agencies
and, despite their epistemic and ethical flaws, they seem to have done a good job in
keeping harmful compounds off pharmaceutical markets. As long as we want this
type of regulatory supervision, we should be willing to accept certain constraints on
our testing methodologies (be these frequentist or Bayesian) whenever we conduct
experiments in order to gain regulatory approval.

I will open the first part of this paper by trying to elucidate the frequentist
foundations of RCTs. I will then present a number of methodological objections
against the viability of these inferential principles in the conduct of actual clinical
trials. In the following section, I will explore the main ethical issues in frequentist
trials, namely those related to randomisation and the use of stopping rules. In
the final section of the first part, I will analyse why RCTs were accepted for
regulatory purposes. I contend that their main virtue, from a regulatory viewpoint,
is their impartiality, which is grounded in randomisation and fixed rules for the
interpretation of the experiment.

Thus the question will be whether Bayesian trials can match or exceed the
achievements of frequentist RCTs in all these respects. In the second part of
the paper, I will first present a quick glimpse of the introduction of Bayesianism
in the field of medical experiments, followed by a summary presentation of the
basic tenets of a Bayesian trial. The point here is to show that there is no such
thing as “a” Bayesian trial. Bayesianism can ground many different approaches to
medical experiments and we should assess their respective virtues separately. Thus
I present two actual trials, planned with different goals in mind, and assess their
respective epistemic, ethical and regulatory merits. In a tentative conclusion, I
contend that, given the constraints imposed by our current regulatory framework,
impartiality should preside over the design of clinical trials, even at the expense
of many of their inferential and ethical virtues.

1.1 In what sense are RCTs grounded in frequentism?

Running a phase III clinical trial is a manifold task, which goes far beyond its
statistical underpinnings. The credibility (and feasibility) of a trial is conditional
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on a complete preplanning of every aspect of the experiment. This plan is formally
stated in the study protocol. The following items should feature in the protocol,
according again to Pocock [1983, p. 30]:

Background and general aims Patient consent
Specific objectives Required size of study
Patient selection criteria Monitoring of trial progress
Treatment schedules Forms and data handling
Methods of patient evaluation Protocol deviations
Trial design Plans for statistical analysis
Registration and randomisation of patients Administrative responsibilities

The aim of a trial is to test a hypothesis about the comparative efficacy of
an experimental treatment (be it with the standard alternative or a placebo).
Leaving aside for a moment the statistical design of the test, first it is necessary to
define which patients are eligible for the study (e.g., they should be representative
of the disease under investigation); how to create an experimental group and a
control group; how to administer treatment to each of them; and what the end-
points for the evaluation of their responses are. During the course of the trial, an
interim analysis is usually performed in order to monitor the accumulating results,
since reaching the number of patients specified in the design may take months or
years and because the information gleaned from such an interim analysis may in
fact warrant some action such as terminating the trial early. Once the trial is
completed, the hypothesis about the comparative efficacy of the treatment will be
either accepted or rejected and the results published. Depending on the disease
and the planned sample size, this may add several years to the time taken up by
the two previous trial phases. Thus the development of a new drug may well take
a decade before it is approved for public use by the pharmaceutical regulatory
agency.3

In this section, we will focus only on those aspects of the trial more directly
connected to the frequentist view that have been more broadly discussed in the
medical literature: namely, randomisation as a treatment allocation mechanism,
on the one hand, and the use of significance testing and confidence intervals in the
analysis of the results of the trial, on the other. The goal of this section will be
limited to showing how these concepts are related to the frequentist interpretation
of probability. It is important to clarify them in order to show the real scope
of the Bayesian alternative: paradoxically, p-values and confidence intervals are
often understood as if they measured some kind of posterior probability – i.e., as
if they were measuring Bayesian degrees of belief for certain events rather than

3For an updated account of the practical arrangements involved in a trial, including com-
pliance with the current regulatory constraints, see [Hackshaw, 2009, pp. 157-201]. The book
provides a concise overview of every dimension of a clinical trial today. For a thorough overview,
see [Piantadosi, 2005].
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frequencies.

Let us start with randomisation. Once a patient is deemed eligible (according
to the trial’s protocol) and recruited, the informed consent form signed and the log
sheet with her identification details filled out, the treatment is assigned at random.
Depending on the arrangement of the trial (number of treatments, whether or not
it is double blinded, whether or not it is multi-centre), randomisation may be
implemented in different ways. The general principle is that each patient should
have an equal probability of receiving each treatment. If it is convenient to control
the allocation of treatments according to patient characteristics, in order to prevent
imbalances, randomisation can be stratified. What is the statistical rationale of
this procedure?

Let us informally sketch Fisher’s original argument for randomisation (as re-
constructed in [Basu, 1980]). In order to study the response differences between
the two treatments in trial patients, we need a test statistic with a known distri-
bution: for instance, T = Σdi, where di is the response difference. Assuming the
hypothesis that there is no difference between treatments, suppose we observe a
positive difference di between treatments in a given pair of patients who received
them at random. Assuming that our hypothesis is true, this difference must have
been caused by a nuisance factor. If we kept this factor (and all other factors)
constant and repeated the experiment, the absolute value of |di| would be the same
with the same sign, if the treatments were identically allocated; it will be reversed
if the allocation had been different. The sample space of T will be the set of 2n

vectors R = {(±d1, ±d2,. . . ., ±dn)}

Randomisation warrants that all these vectors will have an equal probability. If
di is positive for all i, we will observe another n response differences d′i equal or
bigger than di if and only if d′i = di. The probability of observing this response is
(1/2)n, the significance level of the observed differences, as we will see below. This
probability was, for Fisher, the frequency of observing this difference in an infinite
series of repetitions of the experiment. And we will need it in order to calculate
how exceptional the results of our experiment have been.

This statistical rationale for randomisation is usually skipped in medical text-
books, where random allocations are usually justified through the following two
arguments. First, randomisation prevents selection bias: it prevents investigators
from assigning (consciously or unconsciously) patients with, say, a given prognosis
to any one of the treatments. For instance, an investigator might allocate the ex-
perimental treatment to the healthier patients, if she wants the trial to be positive,
or to the patients with a worse prognosis, if she thinks they will benefit more. This
is an argument that never fails to appear in medical textbooks and, as we will see
below, it was extremely influential in the acceptance of clinical trials by the med-
ical profession, at least in the United Kingdom and the United States. A second
argument that is often cited in medical textbooks to justify randomisation can
be traced back to Fisher’s famous tea tasting experiment. In clinical trials, ran-
domisation would allow control over unknown prognostic factors, since, over time,
their effect would be distributed in balance between the two groups. Bayesians
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and frequentists usually accept the first argument –we will see more about this in
the second part of this paper. But, as we will see in the following section, there is
more disagreement about the second argument within both approaches. However,
neither of these two arguments presuppose a particular conception of probability,
so we will not develop them at more length here.

Let us focus instead on the statistical interpretation of test results. The aim is
to evaluate how significant they are under a number of probabilistic assumptions.
Again, it is often the case that their statistical rationale is only partially explained
in medical textbooks, giving rise to great confusion about what clinical trials
actually mean. So let us revisit once more the original rationales for significance
levels, because, as we will see, the medical community (as it is often the case in
many social sciences) uses a combination of them.

The use of significance tests certainly predates Fisher. Leaving aside previous
uses in astronomy, Karl Pearson was already using them to measure the discrep-
ancy between a theoretical distribution of probability and a curve of empirical
frequencies, using χ2 as a test of the “goodness of fit” [Cowles and Davis, 1982]. If
the probability of observing a given value of χ2was below 0.1, Pearson considered
the goodness of fit “a little improbable”. But this implied nothing about the truth
or falsity of any hypothesis –being a committed positivist, Pearson viewed curves
just as summaries of observations. W. S. Gosset made a more precise estimate of
significance levels, arguing they should be “three times the probable error in the
normal curve”: the odds of such an observation were approximately 30 to 1, which
was usually rounded to 0.5. In the 1920s Fisher restated the concept within his
own statistical framework. He was a frequentist for whom any probability judg-
ment should be theoretically verifiable to any chosen degree of approximation by
sampling its reference set. However, Fisher admitted various ways to represent
our uncertainty depending on the extent of our prior knowledge.4

Significance tests will better assess the plausibility of a given hypothesis (the
null hypothesis) about which not much is previously known. It should allow us
to specify a unique distribution function for the statistic that we will use to test
it. But there may be many different such statistics available. With this function,
we can calculate the probability of each possible value of the statistic on the
assumption that the hypothesis is true. Once the experiment is run and actual
data provide the observed value of the statistic, we can also calculate how likely
it is, assuming the truth of the hypothesis, to obtain a result with less or equal
probability than the observed one: this is the p-value. In other words, the p-value
is the proportion of an infinite series of repetitions of an experiment, all conducted
assuming the truth of the null hypothesis, that would yield data contradicting it
as strongly as or more so than the observed result. Therefore, the p-value is a
probability of observed and unobserved results which is tied to the design of the
experiment and cannot be properly interpreted without it.

Suppose the probability of observing a result within this tail area is less than

4Fisher’s positions is certainly simplified here. For a brief comparative discussion see
[Lehmann, 1993].
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0.5: if one such result occurs in the experiment, Fisher would interpret it as a
serious deviation from what we would have expected, were the hypothesis true.
Such a result would make the hypothesis “implausible”: either an exceptionally
rare chance has occurred or the hypothesis is not true. But the data alone cannot
establish whether the former or the latter is the case (or whether both are).

Fisher was careful (usually, but not always) to remark that a single experiment
did not provide solid enough grounds to demonstrate any natural phenomenon.
Only when an experiment is repeated and delivers results that systematically devi-
ate from the hypotheses tested can we judge the latter to be implausible. However,
the truth of the hypothesis can never be established with significance testing: it is
just assumed. Neyman and Pearson developed a different rationale for the testing
of hypotheses: instead of assessing the plausibility of a single (null) hypothesis,
we should have a criterion for choosing between alternative exclusive hypotheses,
with a known probability of making the wrong choice in the long run. Errors could
be of two kinds: rejecting the null hypothesis when it is true or accepting it when
it is false.

Using the probability distribution of the statistic, we define a rejection region
R: if the observed value of the statistic falls within R, the null hypothesis (H0)
should be rejected and the alternative hypothesis (H1) accepted; if the observed
value falls outside R, H0 should be accepted and H1 rejected. The probability α
of making an error of the first kind (accepting H1 when it is false) is called the size
of the test; given the probability β of making an error of the second kind (rejecting
H1 when it is true), the power of the test amounts to 1-β. In order to construct the
test, we should decide which hypothesis would be the null, in order to minimize
the probability α of an erroneous rejection. We then choose a rejection region
with the desired probability α that maximises the power of the test. Achieving
this power implies a certain sample size (a given number of patients in a trial).

In the Neyman-Pearson approach, instead of measuring how implausible the
observed result makes H0 (without any actual probability value), α gives us the
probability of incorrectly rejecting H0 in a hypothetical long run of repeated exper-
iments. Again, nothing is concluded about the truth of H0: accepting a hypothesis
implies, at most, acting as if it were true. Whereas Fisher wanted significance to
ground an inductive inference (repeated experiments would make H0 implausible),
Neyman calculated probabilities (size and power) for a test, trying to minimize
their epistemic import. For Neyman, we cannot know that H0 will be incorrectly
rejected in only a given number of instances: we can only decide to believe it.5

In its more widespread interpretation, the Fisherian p-value would somehow
express the inductive support that a hypothesis receives from certain experimental
data: given a certain observation, and assuming the hypothesis is true, it is the
probability of observing it or a more extreme result.6 The Neymanite significance

5In Neyman’s [1957, p. 12] own words, this is “an act of will to behave in the future (perhaps
until new experiments are performed) in a particular manner, conforming with the outcome of
the experiment”. From a Bayesian perspective, this inductive behaviour is just decision-making
without loss functions.

6As Donald Gillies made me notice, after 1930 Fisher himself would have preferred the fiducial
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level α is a deductively established probability of making type I errors in a series
of experiments, before observing any particular result.

Fisher was extremely unhappy with the approach advanced by Neyman and
Pearson. Leaving aside technical objections, Fisher considered Neyman’s be-
haviouristic tests as an industrial procedure aimed at cutting experimental costs,
not at solving inferential problems. However, as Gigerenzer et al. [1989] put it,
their respective views were merged in a sort of “hybrid theory” that textbooks
popularised over the second half of the 20th century. Neyman’s behaviourism
was dropped and error probabilities were given an epistemic interpretation: the
p−value became an observed α, a post trial error rate that measured the inductive
evidence for a hypothesis. This is what Steve Goodman [1999a] calls the p-value
fallacy. In a similar vein, a confidence interval is often simply understood as a
range within which the true outcome measure is likely to lie, without any men-
tion of error probabilities in the long run. As we will see in the second part of
this paper, such misinterpretations would correspond more to Bayesian posterior
probabilities than to the original frequentist definition.

It is an open question to what extent these sorts of misconceptions have ac-
tual consequences on the assessment of the safety and efficacy of drugs. Perhaps
a better understanding of the scope of p-values and confidence intervals would
contribute to reducing the confusion generated by so many trials with apparently
mutually contradictory results.7 However, this confusion may well have other
sources, such as, for instance, the publishing practices inspired by pharmaceutical
companies [Sismondo, 2009]. For the time being, I hope the previous clarification
is enough to clarify in what sense RCTs are conceptually grounded in the frequen-
tist paradigm. In the following section we will examine a number of objections
concerning the possibility of implementing RCTs according to this very demanding
standard.

1.2 Methodological issues

The controversy over the foundations of statistics between frequentists and Bayesians
is too long and deep to be summarised here. Equally beyond the scope of this pa-
per is a discussion of the technical objections addressed by each party against their
respective approaches to clinical trials.8 I will focus instead on the philosophical
debate on the flaws of frequentist RCTs, presenting a number of arguments that
hold independently of any conception of probability.9 These objections, listed be-
low, have been developed over the last thirty years, mainly by Peter Urbach and

argument by way of inductive measure: see [Gillies, 1973; Seidenfeld, 1979] for an analysis.
7Statistical mistakes of this sort were soon denounced in the medical literature: see, for

instance, [Mainland, 1960]. For an update, see, e.g., [Sterne and Smith, 2001].
8The interested reader can catch a glimpse of this debate in the special issue on this topic of

the journal Statistics in Medicine 12: 1373-1533, 1993.
9A connected but separate issue that I will not address here either is the scope of RCTs in

causal inference, which has also received some philosophical attention: see, e.g., [Cartwright,
2007; Papineau, 1994] and also Dan Steel’s paper in this volume.
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John Worrall, without much response so far. The reader may now judge to what
extent they are conclusive.

Objection #1: which population?

In a clinical trial there is no real random sampling of patients, since the popu-
lation random samples should be drawn from remains usually undefined: there
is no reference population, just criteria of patient eligibility in the trial protocol.
Generalizing from the individuals entered into the study to any broader group of
people seems ungrounded [Urbach, 1993].

Objection #2: significant events may not be that rare.

A positive result in a significance test is interpreted as an index that H0 is false.
Were it true, such result would be an “exceptionally rare chance”. It would be ex-
ceptional because a randomised allocation of treatments would ideally exclude any
alternative explanation: uncontrolled factors would be evenly distributed between
groups in a series of random allocations. However, it would not be “exceptionally
rare” that the treatment was effective in the case where it had been allocated
to the healthier patients alone, to those with best prognoses or to any group of
patients that for whatever reason could differentially benefit from the treatment.

Colin Howson, among others, has argued that randomisation as such does not
guarantee that the occurrence of such unbalanced allocation in a particular trial is
rare: it may be produced by uncontrolled factors. As Worrall [2007, pp. 1000-01]
puts it, “randomisation does not free us from having to think about alternative
explanations for particular trial outcomes and from assessing the plausibility of
these in the light of ‘background knowledge”’. This further assessment cannot be
formally incorporated, as it should be, into the methodology of significance testing.
Hence, we cannot ground our conclusions on this methodology alone.

Objection #3: post randomisation selection.

By sheer chance, a random allocation may yield an unbalanced distribution of the
two treatments, i.e., the test groups may differ substantially in their relevant prog-
nostic factors (these are called baseline imbalances). This difference may bias the
comparison between treatments and spoil the experiment. If one such distribution
is observed, the customary solution is to randomise again seeking a more balanced
allocation. However, argues Urbach [1985], the methodology of significance testing
forbids any choice between random allocations: if they are adequately generated,
any allocation should be as good as any other. Hypotheses should be accepted or
rejected on the basis of the experiment alone, without incorporating our personal
assessment of the generated data (justified though it may be).

It is usually assumed that with a high number of enrolled patients, it is very
unlikely that randomisation generates unbalanced groups. Urbach argues that
we cannot quantify this probability and much less discard it. At best, a clinical
trial provides an estimation of the efficacy of a treatment, but there is no direct
connection between this result and the balance of the two groups. The conclusions
of the trial can be spoiled by the following two objections.
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Objection #4: unknown nuisance variables after randomisation.

Even after randomising, uncontrolled factors may differentially influence the per-
formance of a treatment in one of the groups. Further randomisations at each
step in the administration of the treatment (e.g., which nurse should administer
it today?) may avoid such interferences, but this is quite an impractical solution.
Declaring such disturbances negligible, as many experimenters do, lacks any in-
ternal justification in the statistical methodology assumed [Urbach, 1985; Worrall,
2007].

Objection #5: known nuisance variables.

It has been argued that randomisation can at least solve the problem created by
known perturbing factors that are difficult to control for. These could be at least
randomised out. Following Levi [1982], Urbach [1985, p. 267] argues that since
we know of no phenomena correlated to these confounding factors, “there is no
reason to think that they would balance out more effectively between groups by
using a physical randomising device rather than employing any other method”.

Objection #6: RCTs do not necessarily perform better than observa-
tional studies.

Despite all these objections, it is often claimed that RCTs are more reliable than
non-randomised “observational” studies such as, for instance, case-control studies,
where retrospective samples of cases and controls matched for known risk factors
are compared. Cohort studies or registry databases may also provide information
about comparative interventions. In the 1970s and 1980s analyses of randomised
and non-randomised trials of a given treatment showed that the estimated effects
were higher in the latter than in the former.10 If we assume that RCTs provide
the more reliable estimation of the true effect of a treatment, we can conclude
that the observational studies indeed “exaggerated” the effects. However, a recent
wave of analyses concerning the quantitative bias of observational studies shows
that there might not be such overestimation. In view of all these, Worrall [2007,
p. 1013] concludes that there is “no solid independent reason for thinking that
randomisation has automatic extra epistemic weight”: if we do not commit ex
ante to RCTs as the gold standard to provide the estimation of the effects of a
treatment, the comparison is not necessarily unfavourable to observational studies.

These six objections are sound, in my view. Even if, over the last 50 years, RCTs
have certainly succeeded in identifying effective and ineffective treatments, their a
priori epistemic grounds are not as flawless as you might think if you just relied
on the standard biomedical literature. There is certainly room for competing
alternatives, as we will have the occasion to discuss in the second part of this
paper. However, let me close this section now noting that there is quite a general
agreement, even among Bayesian critics, about one argument for randomisation:

10See [Worrall, 2007, pp. 1009-1013] for a discussion.
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it offers protection against selection biases. As I already mentioned, the medical
profession has always appreciated this epistemic virtue of randomisation, perhaps
because there has been a clear awareness of biases of this sort in the medical
literature for at least a hundred years if not more. Allocating treatments at random
prevents any manipulation and guarantees a fair comparison. This argument for
randomisation is also independent of any particular view of probability11 and, as
we will see below, played a central role in the acceptance of RCTs as regulatory
standards, as I will discuss in section 1.5 below. But let us now examine a different
source of objections against frequentism in clinical trials: the ethical dilemmas it
leads to.

1.3 Ethical issues

Randomised clinical trials are, obviously, experiments with human subjects. As
such, they are usually conducted under external supervision according to the ethi-
cal principles approved in the Nuremberg code, the Helsinki declaration, and other
national and international guidelines.12 Trials are conducted for research purposes,
and the design of the experiment often imposes constraints on the standards of
care that patients may receive. Many ethical dilemmas arise therein. In this
section I will only focus on the conflicts more directly related to the frequentist
foundations of RCTs: namely, the ethical issues involved in randomisation (as a
treatment allocation procedure) and in the stopping rules that may close a trial
before it reaches the targeted sample size.13

There is a common stance regarding the ethics of randomisation: it is only ac-
ceptable when there is genuine uncertainty in the medical community about which
one among the allocated treatment is most beneficial for a patient (in the popu-
lation determined by the study’s eligibility criteria).14 This is often referred to as
clinical equipoise. Ideally, this would be reflected in the null hypothesis adopted
(no difference between treatments) and the trial should eliminate this uncertainty.
It is open to discussion whether there is a sound ethical justification for random as-
signment rather than patient or doctor choice whenever clinical equipoise obtains,
or whether this is just an ad hoc ethical principle to justify the random allocation
of treatments required by significance testing. There has long been evidence that
individual clinicians have preferences about the best treatment for their patients,
in particular when the illness is serious and the risks and possible benefits are not
negligible.15 This could be interpreted as resistance to treat them as the indeter-

11See [Berry and Kadane, 1997] for a nice decision-theoretic argument for randomisation de-
veloped from a Bayesian perspective. See also how the impossibility of manipulation provides a
very good defence for observational studies in [Vandenbroucke, 2004].

12However, in developing countries the regulation of clinical trials is significantly softer and
this creates a clear incentive for the industry to conduct their tests there: for an overview and
discussion see [Macklin, 2004].

13For a general overview of bioethics with particular attention to clinical trials, see [Beauchamp
and Childress, 2001] and [Levine, 1998].

14For a critique, see, for instance, [Gifford, 1986; 1995].
15E.g., [Taylor et al., 1984].
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minate members of a statistical population, as required in the statistical design of
the experiment.

But even if there were genuine equipoise, why would it be ethical to allocate
treatments at random? The standard argument for justifying the participation of
patients in clinical trials draws on the general normative principles usually applied
in bioethics after the Belmont Report: autonomy, beneficence or non-maleficence,
and justice. Autonomy is granted if the patients consent to receive their treat-
ment at random after being properly informed about the clinical equipoise of both
treatments and the research design of the trial. If the equipoise is genuine, then
random allocation is consistent with the expected effect being as good as possible.
As for justice, if there finally were a difference between treatments despite the
initial equipoise, those who received the less effective one did so at random, which
doesn’t seem intuitively unfair. The principles of autonomy and justice bear a
more direct connection to the statistical assumptions of the trial, so let us discuss
them in more detail.

For all practical purposes, the autonomy of every patient in a trial is grounded in
the informed consent she gives to participate in the experiment, signing a formal
agreement before it starts. This is a legal requirement in many countries and,
in addition, an Institutional Review Board usually oversees the process. There
are different standards concerning the information that the patient should receive
before giving consent, but it should certainly include the fact that the trial is for
research purposes, the fact that participation is voluntary, and an explanation of
the procedures to be followed. In RCTs, there is at least a paragraph about the
random allocation of treatments, stated in a non-technical language.16 However,
there is qualitative evidence that patients often misunderstand these paragraphs,
making their informed consent to randomisation dubious. Moreover, there is also
evidence that clarifying this confusion is often difficult, if not expensive.17

Various surveys of the patients’ motivation to take part in trials (e.g., [Edwards
et al., 1998]) point out that a randomised allocation of treatments is at odds with
their goals: they are expecting to benefit personally from the treatment and the
more information there is about the different effects of each drug, the more reluc-
tant they are to a random assignment. It is often cited in this context how AIDS
activists subverted research protocols in the early 1980s trials: among other things,
they exchanged treatments after randomisation in order to increase their proba-
bilities of receiving the experimental drug [Epstein, 1996]. They vindicated their
autonomy to bear the risks of receiving untested treatments and succeeded in gain-
ing access to the first antiretroviral drug, AZT, before any trial was completed. If
patients perceive any difference in the treatments that they can benefit from, they

16E.g., “You will be randomised into one of the study groups described below. Randomisation
means that you are put into a group by chance. It is like flipping a coin. Which group you are
put in is done by a computer. Neither you nor the researcher will choose what group you will
be in. You will have an EQUAL/ONE IN THREE/ETC. chance of being placed in any group”
(From the informed consent template developed by the American national Cancer Institute in
1998, included as an appendix in [Hartnett, 2000]).

17See, e.g., [Featherstone and Donovan, 1998; Flory and Emanuel, 2004].
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may well prefer to dispense with randomisation. Such differences exist: equality
among treatments may refer just to the single quantified outcome measured in the
trial, but the quality of life that each treatment yields may significantly differ.

The question of the benefits that a patient can expect from a trial is also relevant
for the discussion of the justice of randomisation. Intuitively, patients can perceive
randomisation as a fair lottery. However, lotteries are considered fair procedures
when the good allocated is scarce. This was sometimes the case in clinical trials,
but usually there are doses of the experimental treatment for every patient in the
experiment, even if only half of them receive it. What should be distributed are
the potential benefits and burdens of the test, which are a priori unknown. The
fairness of such a distribution does not rely on the outcome (some may win and
some may lose, none of them deserving it), but rather on the impartiality of the
allocation. No patient can claim that the allocation was intended to favour one
person over another.

The best formulation for the view of justice intuitively captured in the idea of a
fair lottery is probably a contractarian one [Stone, 2007]. If the participants in a
trial acknowledge that, all of them being equally eligible, all of them have equally
strong claims to receive the potential benefits and burdens of the trial and, on
the other hand, no other consideration is taken into account, then it seems plau-
sible that they would agree to use an equiprobable lottery in order to distribute
whatever comes out of the treatments. However, if we adopt a different approach
to justice, the fairness of randomisation can be questioned. In a utilitarian per-
spective, for instance, the allocation of treatments would be fair if it maximised
the social utility of the participants in the trial (or, perhaps, society as a whole).
There is no a priori reason to presume that a randomised allocation would achieve
this. E.g., if equipoise fails concerning the comparison of these treatments, there
may be differences in the expected utility that each treatment may yield to each
participant. Hence certain non-random allocations may yield a superior average
expected utility superior and be ethically preferable from a purely utilitarian per-
spective.

To sum up, from an ethical perspective, randomisation is quite controversial,
and it seems clear that if it were possible to avoid it, this would bring ethical gains.
Alternative approaches to randomisation may fare better in some respects, as we
will see in more detail in the second part of the paper. Yet if we want to interpret
the results of the trial through significance tests, some sort of randomisation is
necessary.

The second ethically contentious topic regarding frequentism in clinical trials is
that concerning stopping rules.18 It may happen that before completing the trial, a
larger than expected treatment effect, either beneficial or harmful to the patients,
is observed in the experimental arm. Or, alternatively, it may appear that the
experimental therapy is having no effect. Hence the trial might be terminated
early due to the very bleak prospect of demonstrating any effect, at the risk of

18See [Baum et al., 1994; Cannistra, 2004] for a general discussion. See also [Mueller et al.,
2007; Goodman, 2007] for a discussion incorporating the Bayesian perspective.
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not reaching the statistical power initially envisaged in the protocol, which is tied
to the sample size (i.e., the number of patients treated in the trial). In order to
justify this decision, certain factors should be considered. Namely, the plausibility
of the observed effect, the number of patients already recruited, the number of
interim analyses performed, and the monitoring method applied. If the trial takes
a long time to be completed, the protocol will specify a number of interim analyses
( e.g., according to certain clinical endpoints). At each stage, there will be a
stopping rule providing a criterion for whether or not to continue the trial. The
patients’ interests are usually considered in the choice of the interim endpoints. As
mentioned above, a common view about the ethics of trial interruption nowadays
is that this should happen as soon as the evidence accumulated contradicts the
initial assumption of clinical equipoise. However, if the effect of the experimental
drug is, at that point, positive, should we stop the trial and use it on other patients
without conducting an additional trial in full?19

Our views on this question will depend on the epistemic standard we adopt.
We might choose the standard view in evidence-based medicine, namely that only
accomplished RCTs with a given statistical power count as proper evidence of
the safety and efficacy of a treatment. In this view, it is unethical to administer
the experimental drug to a patient without completing a trial.20 Cases in which
patients have been injured after receiving an improperly tested drug are cited for
this position: thalidomide provides a good example. In the late 1950s and early
1960s, a million West Germans consumed thalidomide (under the trade name
Contergan) as a sedative; many more people around the world took the drug as
well. Reports were soon published in medical journals showing an association
between the drug and peripheral neuropathy and, later, between the drug serious
birth defects when consumed by pregnant women. Only then did the manufacturer
withdraw the drug from European markets, but eight thousand babies had been
already born with severe deformities. At that point, there was no clear regulatory
standard about the safety of a compound, neither in the United States nor in
Europe. As we will see in the following section, the thalidomide scandal prompted
the approval of more strict regulations, leading to the current prevalence of RCTs.
However, there are cases in which lives were lost in additional trials for a treatment
whose efficacy was seemingly clearly evident, but not statistically grounded in a
proper RCT: e.g. the ECMO trials, as analysed by John Worrall [2008].

A recent systematic review shows that the number of trials that are being
stopped early for apparent benefit is gradually increasing [Montori et al., 2005].
This decision is usually not well justified in the ensuing reports: the treatment
effects are often too large to be plausible, given the number of events recorded.
Again, this is open to various interpretations: trials may have been stopped out of

19This is what Gifford [2000, p. 400] calls the RCT dilemma: if trials are stopped as soon as
clinical equipoise vanishes, but before we reach their predefined statistical endpoints, there would
be no point in designing the experiment in search of a certain level or significance or power.

20Therefore stopping rules should be calibrated depending on the trade-off between benefits
for the participants in a trial and benefits for future patients in order to minimize the loss of
information if the trial has to be interrupted. See [Buchanan and Muller, 2005] for a discussion.
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genuine concern for the patients’ welfare, but less altruistic motivations could have
also played a role (e.g., pressure from the funding body or the urgency of an impact
publication). Yet, this review [Montori et al., 2005] depends on the evidentiary
standard we adopt: if we only consider credible the evidence originating from
properly powered RCTs, we should be sceptical about the results of early stopping
trials. However, if we accept alternative sources of evidence, as Worrall suggests,
we may accept some of the results from these trials as legitimate.

Just as it happened with randomisation, the problem is whether there is any
alternative standard for judging clinical evidence which is at least as epistemi-
cally strong as RCTs, but causes less ethical trouble. Part of the strength of
the Bayesian approaches we will discuss in the second part of this paper is that,
in principle, they can solve these problems. On the one hand, randomisation is
not strictly necessary for inference (even if it can be defended on other grounds);
hence perhaps following a Bayesian approach will allow us to avoid it. On the
other hand, a trial may be stopped at any point without disturbing the statistical
validity of the results: the conclusions will be as strong as the evidence gathered
so far.

But before we get to examine this alternative, we should first consider just what
the original alternatives to RCTs were and why the latter succeeded so quickly.
Relatedly, it is worth noticing here that the ethical dilemmas we have just discussed
are not created by RCTs as such, but rather by our current regulatory framework,
in which RCTs feature prominently as a testing standard. As I anticipated in the
introduction, a fair comparison between RCTs and any alternative approach to
clinical trials should take into account not only the inferential and ethical merits
of each option, but also their respective soundness as a regulatory standard.

To this end, I will now present in some detail the different approaches to drug
testing implemented over the 20th century, considering also their regulatory im-
pact. This will show that we demand from clinical trials not only certain inferential
virtues and ethical foundations, but also certain warrants of impartiality that vary
according to each social context.

1.4 Regulatory issues

From the 1950s on, RCTs have been adopted in many countries as a regulatory
standard to decide whether a drug is suitable for commercial distribution: a prop-
erly conducted phase III trial would decide about its safety and efficacy. As I
mentioned in the introduction, this regulatory dimension of RCTs is not usually
considered in their philosophical discussion, despite the attention it receives from
sociologists and historians. However, the epistemic merits of RCTs as a regula-
tory yardstick should be considered together with their methodological and ethical
foundations, if only because these merits were certainly considered by the agencies
that adopted them as their testing standard. This adoption poses an interest-
ing philosophical problem: assuming that the civil officers at these agencies were
statistical novices, what sort of arguments convinced them of the superiority of
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RCTs as opposed to other testing methods? Were they justified in accepting these
arguments, or did they blindly follow the advice of the statistical experts who
recommended RCTs?

The standard sociological account of statistical expertise provides the following
picture of how, in modern democracies, it came to replace non-mathematical forms
of expert advice. [Porter, 1995] An increasing pressure for public accountability
made politicians choose statistical advisors. Statistical figures were perceived as
the outcome of impersonal rules and calculations that exclude bias and personal
preferences. Hence weak professional groups adopted statistical methods in order
to strengthen their credentials as experts. In this account, trust in numbers is
somehow blind: if there is no external check, the mere appearance of impartiality
makes quite a poor epistemic justification. This approach grounds nowadays the
best historical accounts of the introduction of RCTs for regulatory purposes.

In this section, I will provide an overview of the regulatory uses of RCTs, dis-
cussing the main alternatives considered for drug testing in different countries.
In choosing between these alternatives it seems as if the regulatory bodies were
driven by an epistemic concern: they wanted their testing standard to be impar-
tial, i.e., the result of the test should be independent of the interests of any of the
concerned parties (patients, clinicians, the pharmaceutical industry, and the regu-
lator itself). Historians and sociologists claimed that the adoption of RCTs as an
impartial testing standard was blind, because their frequentist foundations were
never well understood either by the medical profession or by the regulators. This
claim may be true, but I contend that they understood quite well in what sense
randomisation and significance testing provided insurance against testing biases,
independently of their statistical underpinnings. In this respect, their adoption
was clearly justified. By way of conclusion, I will briefly consider what our regula-
tory dilemmas are today and to what extent this impartiality request is still valid
today.

Between 1900 and 1950 expert clinical judgment was the main criterion in the
assessment of the properties of pharmaceutical compounds, both in Britain and
the United States. An experienced clinician would administer the drug to a series
of patients he considered more apt to benefit from it. His conclusions would be
presented as a case report, informing of the details of each patient’s reaction to the
treatment. The alternatives were first laboratory experiments and then controlled
clinical trials (from which RCTs would later emerge). Laboratory experiments
would proceed either in vitro or in vivo (on animals and patients) and they were
considered superior by clinicians with a scientific background. Yet their scope was
usually restricted to safety considerations. It soon gave way to comparative trials,
in which two treatments were alternated on the same patient or administered in
two groups of patients (simultaneously or not). The arrangements to secure the
comparability of the two treatments were the controls, and these adopted different
forms: among the most prominent features were a clear statement of eligibility
criteria to enter the trial, alternation and then randomisation in the allocation of
treatments, uniformity in their administration and blinding (concealing the admin-
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istered treatment from the patients and sometimes the doctors). These controls
were not necessarily used all at once. Descriptive statistical reports from these
trials conveyed their results with different degrees of sophistication. Significance
testing features only occasionally in the medical literature before 1950.21

The regulatory authorities in Britain and the United States arranged official
drug testing depending on the standards adopted by the research community
within their respective medical professions. In both cases, and all throughout
the 20th century, regulators were concerned about impartiality, here understood
as independence from the financial interests of the pharmaceutical industry. Tests
sponsored by manufacturers for advertising purposes were considered suspicious
by consumers in both countries and this prompted, in different ways, the develop-
ment of public pharmaceutical agencies to conduct or supervise the tests. How-
ever, most clinical researchers considered themselves impervious to biases from
non-financial sources and impartial enough to conduct clinical tests without bias-
proof mechanisms. Until the 1960s, regulatory decisions were fundamentally based
on expert judgments of this sort. Expert judgment came only to be discredited in
the United States because in the late 1950s a group of methodologically-minded
pharmacologists imposed their views on the superiority of RCTs at the Food and
Drug Administration.22 However, as Iain Chalmers and Harry Marks have often
argued, even for this enlightened minority the inferential power of RCTs and its
statistical foundations were not the primary reason to adopt them: randomisa-
tion and significance testing were understood as impersonal rules for allocating
treatments and interpreting trial results which warranted the impartiality of the
assessment.

During the 1960s and 1970s, RCTs became mandatory for regulatory decisions
in different degrees. In the United States, before the 1960s, the Food and Drug
Administration was only entitled to test the safety but not the efficacy of pharma-
ceutical compounds. In the late 1950s there were voices in the FDA demanding
stricter testing standards linking safety and efficacy, under increasing public mis-
trust in the pharmaceutical industry. The thalidomide scandal gave them the
opportunity to project their views on the 1962 Drug efficacy amendment to the
Food, Drug and Cosmetics Act. It required from the applicant “adequate and
well-controlled clinical studies” for proof of efficacy and safety (although the def-
inition of a well-controlled investigation would not be clarified until 1969, when
it was formally quantified as two well-controlled clinical trials plus one previous
or posterior confirmatory trial). Carpenter and Moore [2007] are correct, in my
view, when they claim that this set of regulations created the modern clinical trial
industry. In the following three decades, pharmaceutical funding would boost the
conduct of RCTs in the United States and abroad.

In the United Kingdom, the Medical Research Council (MRC) acted as a con-
sulting body to the Ministry of Health in pharmaceutical issues from the 1920s on.
Unlike the FDA, the MRC did not supervise ex officio the British drug market:

21For excellent overviews see [Edwards, 2007; Marks, 1997; Toth, 1997].
22For an illustration of these points see [Marks, 2000, Carpenter and Moore, 2007].
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when its Therapeutic Trials Committee started testing compounds in the 1930s,
it was always at the request of the manufacturer. The MRC trials were under-
taken in support of the British pharmaceutical industry, with a view to foster
its international competitiveness and domestic reputation. Until the thalidomide
scandal in the 1960s, the commercialisation of a drug in the UK did not formally
require any sort of clinical test for either safety or efficacy. The thalidomide scan-
dal prompted the creation of the Committee on Safety of Drugs (CSD) within the
Ministry of Health, with a subcommittee in charge of clinical trials and therapeu-
tic evidence. However, neither the Ministry of Health nor the CSD could legally
prevent the commercialisation of new drugs. The industry informally agreed to
get CSD approval for their trials and inform them about the toxicity of their prod-
ucts: it was a non-compulsory licensing system established on the basis of safety
alone, not efficacy. This voluntary arrangement operated smoothly for almost a
decade (1964-1971). A statutory system came to replace it as a result of the 1968
Medicines Act, which gave to the Ministry of Health the licensing authority, with
a Medicines Commission acting as advisory body. The industry was now required
to present evidence regarding safety and efficacy, but clinical trials were defined
in the 1968 Act in a way general enough to encompass all the testing procedures
mentioned above (from expert clinical judgment to statistical tests). Even if RCTs
were at this point the testing standard in clinical research in Britain, the regulator
did not officially adopt them as a yardstick. Provided that the regulatory body
established its independence from the industry (hence, its financial impartiality),
it was possible to submit evidence gathered from different sources and the decision
would be made on a case by case basis.23

Impartiality in clinical trials is therefore the more socially desirable the bigger
the public concern about biases, and this seems to depend entirely on the context
in which trials take place. In Germany, for instance, the Drug Law was also revised
in the aftermath of the thalidomide catastrophe. Yet this did not bring centralised
control over clinical trials, which was considered costly and inefficient. Instead, it
was agreed that the Federal Chamber of Physicians (BÄK) Drug Commission and
the German Society for Internal Medicine issue guidelines for drug testing that
the manufacturers should follow. Unlike Britain or the United States, in Germany
therapeutic reformers did not form a coalition with statisticians after the II World
War. Arthur Daemmrich’s [2004, pp. 53-54] hypothesis is that, as a reaction
against the terrible experiments conducted by the Nazi doctors during the war,
the German medical profession strongly defended the necessity to treat patients
individually, beyond any research protocol reducing them to standardised cases.
In consequence, placebos and double blind experiments were often avoided, even
if their virtues against biases were known and praised. The BÄK’s reputation was
based on the defence of patients’ rights and not even the thalidomide scandal could
shatter it throughout the 1960s and 1970s. While RCTs became more and more
widely used, the 1976 Drug Law still granted the medical profession the right to

23On the creation and early trials of the MRC see [Cox-Maksimov, 1997]. The regulatory
dimensions are discussed in [Abraham, 1995; Ceccoli, 1998].
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set testing standards, even if the BÄK had been already accused of pro-industry
bias and the socialist party had demanded a “neutral” examination of drugs by a
central agency.

The political demands and expectations placed on clinical trials were different in
all these countries. However, for regulatory purposes, the testing standard adopted
was always justified on the grounds of its purported impartiality, no matter if
whether was clinical expert judgment, laboratory tests, or RCTs. Historians and
sociologists are probably right in explaining this regulatory concern for impartiality
as the result of external public pressure. However, it is open to discussion whether
the adoption of a testing standard was always epistemically blind. It may be true
that the statistical foundations of RCTs were never well understood by the medical
profession as a regulatory yardstick either in the United States or in Britain at
the time of their adoption, or even later. However, in both cases, the medical
profession, and even the public, seemed to understand quite well in what sense
RCTs offered real protection against biases in the conduct and interpretation of
medical experiments. RCTs provided proper impartial grounds for regulatory
decisions. As I pointed out in the previous sections, randomisation certainly helps
in preventing selection bias independently of its statistical grounds. Significance
testing was understood less as discretionary interpretation rule than mere clinical
expert judgment. On these grounds, the adoption of RCTs as a testing standard
for regulatory purposes seems epistemically justified.24

All in all, the social process that led to the adoption of frequentist RCTs as a
regulatory standard may have been interest-driven, but it was not epistemically
blind. If we still adhere to the principle that regulatory clinical trials should
be independent of the particular interests of the manufacturers, any alternative
testing methodology should be at least as impartial as our current RCTs are.
However, the situation is today far more complicated than in the 1950s.

As we saw in the previous sections, as patients we may prefer to avoid randomi-
sation, but as consumers of pharmaceutical compounds we may want them to be
fairly tested by an independent authority. For the pharmaceutical consumer, the
situation is today paradoxical in this respect. On the one hand, tight regulatory
standards generate lags: it takes more time for a new drug to reach its targeted
consumers, with significant economic costs for the producer. On the other hand,
consumers are, more than ever, wary of potential fraud in the testing process, if the
industry is entirely free to conduct them.25 In the United States, for-profit private
contractors conduct about 75 percent of all clinical trials, in which the pharma-
ceutical industry invests billions of dollars annually. There is growing evidence of

24Of course, RCTs are not the only means to implement a fair test, but just part of a larger
set of tools: see [Evans et al., 2006] for an overview. The interested reader can visit the James
Lind Library for a general view of the evolution of fair tests over the world: http://www.

jameslindlibrary.org/ See also the Project Impact site: http://www.projectimpact.info/

[both accessed in July 2009]
25For an overview of the literature on the drug lag and related topics, see [Comanor, 1986].

[Carpenter, 2004] provides an analysis of patients’ influence on FDA decisions. The risks of
pharmaceutical fraud are discussed in [Krimsky, 2003].
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bad testing and reporting practices biasing the results, such as: enrolling patients
with a milder disease or healthier than the population who will actually receive
the drug, using a dose of a comparable drug that is outside of the standard clinical
range, using misleading measurement scales, etc.26 In this context, randomisation
and significance testing alone do not guarantee an unbiased clinical trial: various
surveys have found significant degrees of association between private sponsorship
and positive conclusions for the experimental drug in published trials.27 Of course,
these results are open to interpretation (it may simply be the case that the indus-
try only funds and publishes trials of products that are considered better than the
standard therapy), but caution about bias is advisable.

In sum, frequentist clinical trials are controversial from a methodological and
ethical perspective, but have worked reasonably well so far as an impartial reg-
ulatory standard. However, there is a clear need for improvement on this front
as well: we want regulatory trials to be both more impartial and more efficient
(and, in particular, quicker). The prima facie strength of the Bayesian approach
to clinical trials is that they promise improvement along these three dimensions
(methodological, ethical and regulatory). Let us present how they work.

2.1 Bayesian trials: a 25 years history

Let me begin this second part of the paper with a brief summary of the devel-
opment of the Bayesian approach to clinical trials during the last thirty years.
I follow here Deborah Ashby’s [2006] review, where she distinguishes three main
periods. In the first one, ranging from 1982 to 1986, several experimental designs
were launched and some were even implemented [Kadane, 1996]. But the compu-
tational power needed to implement more ambitious trials was still lacking. This
became gradually available between 1987 and 1991, when the BUGS computer sim-
ulation package was created. Then came a period of consolidation (1992-1996),
with a regular flow of publications on Bayesian trials and the first hints of regu-
latory attention to this approach. In the following ten years the variety of ideas
and experiences accumulated deserved a first textbook [Spiegelhalter, Abrams and
Miles, 2004]. Over the last ten years many phase I and II trials have been con-
ducted following Bayesian principles, since these are allowed by the regulations.
Phase III trials for drugs are still rare, due to regulatory restrictions, but they
are already accepted by the FDA for medical devices.28 And a Bayesian meta-
analysis has been accepted as evidence in 2003 in the approval of a therapeutic
compound.29 Bayesianism has not yet reached the mainstream medical literature:
according to Ashby, it will be the next frontier. But there is growing debate on
whether the FDA should approve Bayesian designs for regulatory purposes, and
if this occurs, this last boundary will soon be crossed, just as it happened with

26For a quick general overview of these practices see [Jain, 2007].
27E.g., [Lexchin, et al., 2003; Yank et al., 2007].
28I will not consider here the case of medical devices: see [Campbell, 2005] for a discussion.
29See [Berry, 2006, p. 29] for a quick review. The published source is [Hennekens et al., 2004].
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standard RCTs.
I will first introduce the more elementary concepts in the Bayesian approach

to clinical trials, together with an attempt to classify the different methodologies
in their design and analysis. The point of this section is to show that Bayesian
clinical trials are constitutively diverse and can be tailored to multiple purposes,
so no straightforward overall comparison with standard RCTs is possible. In order
to illustrate this diversity, in the following two sections I will briefly review two
different Bayesian trials. The first one, conducted during the 1980s, exemplifies
how very elaborate ethical considerations can be incorporated into the design of
a trial through a statistical representation of expert judgment. The second one,
designed and conducted at the beginning of this decade, illustrates instead the
potential efficiency of Bayesian trials and their impact on the regulatory process.

The following three sections will thus cover the basic items considered in the
first part of the paper: epistemic, ethical, and regulatory issues. On these grounds
I will provide a final discussion of the relative merits of each approach, frequentist
and Bayesian, in the concluding section.

2.2 Bayesian approaches: a quick introduction

The basic paradigm of Bayesian statistics is straightforward. Initial
beliefs concerning a parameter of interest, which could be based on ob-
jective evidence or subjective judgment or a combination, are expressed
as a prior distribution. Evidence from further data is summarized by
a likelihood function for the parameter, and the normalized product
of the prior and the likelihood form the posterior distribution on the
basis of which conclusions should be drawn [Spiegelhalter, Freedman
and Parmar, 1994, p. 360].30

Suppose we are interested in finding out the true mean difference (δ) between the
effects of two treatments. The statistic xm would capture the difference observed
in the sample of participants in a comparative trial. The statistic xm would here
be normally distributed as expressed in the following density function:

p(xm) = φ(xm| δ, σ
2
/

m)

where mwould be the number of observations of the mean response recorded so
far in the trial and δ and σ2/m would stand for the mean and variance of the
distribution. This first equation provides the likelihood function: it shows the
support lent by the trial data to the possible values of the mean difference between
treatments.

Our initial beliefs about the true mean difference (δ), excluding all evidence
from the trial, could be expressed thus by this density function:

p0(δ) = φ(δ| δ0, σ
2
/

n0)

30In this section, I will follow two standard introductions: [Spiegelhalter, Freedman and Par-
mar, 1994] and [Spiegelhalter, Abrams and Miles, 2004]. Donald Berry has produced very concise
overviews of the Bayesian approach to clinical trials: e.g., [Berry, 1993 and 2006].
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Bayes theorem would allow us to weight our prior by the likelihood function31,
obtaining the posterior distribution of δ:

pm(δ) ∝ p(xm| δ)p0(δ)

= φ

(

δ|
n0δ0 + mxm

n0 + m
,

σ2

n0 + m

)

This is the expression of our beliefs about δ after m observations. The posterior
mean would provide a point estimate of the true mean difference (δ) between treat-
ments. The posterior mean ± 1.96 posterior standard deviations would provide a
95% credible interval estimate of δ.

By way of example, Spiegelhalter, Freedman and Parmar [1994] provide the
following Bayesian analysis of a conventional RCT. This trial studied the effects
of levamisole (LEV) in combination with 5-fluorouracil (5-FU) for patients with
resected cancer of the colon or rectum: that is, LEV+5-FU versus control. The
main outcome measure in this trial was the duration of patients’ survival.

Two prior distributions were constructed for the analysis. The first one was a
sceptical prior formalizing the belief that large treatment differences are not likely.
For instance, we may initially believe that the mean difference δ0 will be 0. The
prior should be spread to encompass a range of treatment differences considered
plausible by the experts who designed the experiment. The probability of observ-
ing a mean difference equal or superior to the minimal clinically worthwhile benefit
was set to 0.05 (the type I error α of the original trial). Assuming a value for σ,
we can calculate n0 and specify the sceptical prior distribution p0 (δ). An enthu-
siastic prior would concordantly represent the beliefs of those “individuals who
are reluctant to stop when results supporting the null hypothesis are observed”.
They would expect the mean difference δ0 to be the minimal clinically worthwhile
benefit. This second distribution would be spread with the same σ and n0 than
the sceptical prior.

In fig.1 we can see the sceptical (continuous line) and the enthusiast prior (inter-
mittent line), with the probabilities of falling below, within and above the range of
equivalence between treatments (dotted vertical lines) in the right hand corner.32

With the data from the mpatients gathered in the original trial, we can calculate
the observed sample difference xm and the corresponding likelihood for LEV+5
versus control, as shown in fig.2. The probability that LEV+5-FU is an inferior
treatment seems low (0.003), though the probability of it being superior is just
moderate (0.777)

Weighting the priors with the likelihood, we obtain their posterior distributions
(fig.3)

Should anyone holding the sceptical prior (continuous line) accept the efficacy
of LEV+5-FU? Even if the posterior mean is now closer to the upper limit of

31In the usual expression of Bayes theorem, the product of the prior and the likelihood function
is divided by the normalising factor p(xm).

32The range of equivalence is the space between the null hypothesis and the minimal clinically
important difference, measured as an increase in average survival of a given number of months.
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Figure 1. (from [Spiegelhalter, Freedman and Parmar, 1994])

Figure 2. (from [Spiegelhalter, Freedman and Parmar, 1994])
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Figure 3. (from [Spiegelhalter, Freedman and Parmar, 1994])

the range of equivalence than the prior mean (fig.1), it is still within this range.
The sceptic can reasonably refuse to accept the superiority of LEV+5-FU over the
control treatment on the basis of the trial data.

Despite this straightforward illustration, there is no such thing as a single
Bayesian approach, not only to clinical trials, but generally. But for concrete-
ness, let us just focus here on the general approaches to clinical trials classified by
Spiegelhalter, Abrams and Miles in their textbook [2004, pp. 112-13].

One classificatory criterion is the type of prior used in each approach. In the em-
pirical Bayes approach, hyperparameters for the distribution of an array of stud-
ies assumed exchangeable can be estimated directly from these studies through a
meta-analysis. In the proper Bayes approach the priors are constructed with either
empirical data or subjective opinions (obtained through elicitation methods). Ob-
jective or reference prior distributions are used in the reference Bayes approach.
These priors summarise a minimal amount of information: for instance, a uniform
(e.g., flat) probability distribution over the range of interest; or the sceptical and
enthusiastic priors of the previous example.

We can also differentiate these approaches according to their methods of analy-
sis and reporting. In the empirical Bayes approach, a frequentist meta-analysis of
several studies is reinterpreted, under certain assumptions, as an approximation
of a Bayesian estimate. In the reference Bayes and proper Bayes approaches, the
analysis is a direct application of Bayes’s theorem. However, in the former, depend-
ing on the priors, the posterior distribution would approximate the conclusions of
a frequentist likelihood analysis. Spiegelhalter, Abrams and Miles distinguish a
fourth Bayesian approach to clinical trials: the full Bayes approach, in which
decision theory is incorporated into the analysis so that judgments about treat-
ments depend on the maximization of an expected utility function (with subjective
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probabilities).
Hence, depending on the approach implemented, a Bayesian clinical trial will

yield results that will diverge more or less from the conventional RCT. By way
of example, we can compare the strength of a p−value for or against a given
hypothesis with the corresponding Bayes factor. This latter is, in its simplest
form, the ratio between the likelihoods of two alternative hypotheses, i.e., the
probability of the data, assuming their truth:

BF = p(data|H0)/p(data|H1)

The p−value is precisely the probability of observing a certain range of values
(observed and unobserved), assuming the truth of a hypothesis. The BF is in-
dependent of the priors on the hypothesis33: it just compares how probable the
observed data are assuming the truth of each hypothesis. If H0 states that there is
no difference between treatments regarding a certain parameter (θ = 0) and H1 en-
compasses a range of alternative values of θ, the minimum Bayes Factor proposed
by Steve Goodman takes, among these alternative values, the one that provides
the “smallest amount of evidence that can be claimed for the null hypothesis (or
the strongest evidence against it) on the basis of the data”.

Of all possible θ 6= 0 (H1), we take the one which makes higher the probability
of obtaining the observed data, assuming the truth of H1. For this value of θ,
the BF will be minimum: a small BF implies that the observed data will be much
more probable under H1 than under H0, just as a small p−value implies that there
is a small probability of obtaining data as extreme or more than the one observed
if H0 is true, which is why we should reject it.

Table 1 provides a comparison between one particular minimum BF34 and the
corresponding one-sided p−value (for a fixed sample size), for a range of values of
the test statistic Z. For the conventional p−value threshold, 0.05, the BF is 0.15,
meaning that the null hypothesis gets 15% as much support as the best supported
alternative value of θ. As Goodman observes, this is a moderate strength of
evidence against H0. If the prior probability of H0is 0.75, the impact of the
corresponding likelihood will yield a posterior of just 0.44. Only with a very low
initial probability (0.26) will we obtain a posterior of 0.05.

This illustration just shows that, for BF of a certain form, a Bayesian analy-
sis can be as demanding as a conventional hypotheses testing or even more so.
However, as Spiegelhalter, Abrams and Miles [2004, p. 132] point out, there is no
simple monotonic relationship between Bayes factors and p−values. If we choose
a different form for the BF, they can diverge from the p−values. In other words,

33Yet, it does depend on the prior distribution within hypothesis. The BF impinges on the prior
probabilities through Bayes theorem, which for the comparison between these two hypotheses
takes the form:

p(H0|y)
p(H1|y)

=
p(y|H0)
p(y|H1)

×
p(H0)
p(H1)

34Assuming a normal distribution and H1 ? 0, the minimum Bayes Factor would be:
BFmin = exp(−z2

m/2)
where zm is the standardised test statistic for H0. For further details see [Goodman, 1999b].
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Figure 4. (from [Goodman 1999b])

the traditional frequentist approach to clinical trials and a possible Bayesian al-
ternative will depend on a combination of principled and practical considerations
that can justify this choice in case of discrepancy. Since this justification depends
entirely on the type of Bayesian approach we choose, it is better to examine a
couple of well-articulated examples to see how strong the Bayesian case can be.

2.3 The veramapil vs nitroprusside trial

Our first example is a clinical trial aimed at determining the relative efficacy of
two drugs, veramapil and nitroprusside, in controlling hypertension immediately
after open-heart surgery. The trial was conducted over 30 months, from Septem-
ber 1984 to March 1987 in Baltimore, at Johns Hopkins Hospital, by a team led
by E. Heitmiller and T. Blanck. The statistical advisors were led by J. Kadane
at Carnegie Mellon University in Pittsburgh. Both drugs were already available,
though verapamil was used for different heart conditions and counted as the ex-
perimental treatment in the comparison. A conventional RCT had already been
attempted unsuccessfully at John Hopkins in the early 1980s, and in 1984 the idea
arose of conducting instead a pilot Bayesian study. The trial implemented for the
first time an approach developed by Kadane, N. Sedransk and T. Seidenfeld (here-
after KSS), in the early 1980s. Following the classification outlined above, the KSS
approach, as implemented in the trial, would count as a proper Bayes approach:
priors are elicited from a group of experts to be updated through Bayes theorem.
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However, Kadane and his coauthors show a clear sympathy for the full Bayes ap-
proach: decision theory plays a certain role in the conceptual foundations of the
KSS methodology (e.g. [Sedransk, 1996]), even if in this particular trial utility
functions were not elicited or postulated to account for any of the choices made.

The main goal of the KSS approach is ethical: it is aimed at improving the
allocation of treatments in a trial, so that patients receive a treatment that at
least one expert would recommend in view of his personal characteristics. This way,
they are protected against treatments that are unanimously considered inferior at
the point they enter the trial. The elicited prior for the variable measuring the
effect of each treatment probabilistically depends on a set of covariates (diagnostic
indicators) and treatment. Depending on the values of these covariates in each
patient, a computer will calculate which of the two treatments each expert would
recommend for him, according to the expert’s updated prior.

Whereas the implementation of the clinical equipoise principle in a frequentist
RCT presupposes that the medical community has no statistical grounds to judge
one treatment as superior until a significant conclusion is reached, in a Bayesian
approach at least some actionable evidence can be attained earlier, depending on
one’s prior and the data accumulated throughout the trial. The KSS approach
uses this evidence in the following manner: a patient will only receive a treatment
if at least one expert judges it admissible, given his characteristics, at the point at
which he enters the trial. From then on, the patient will never receive a treatment
that the panel of experts in the trial agree to consider inferior at that point.

Sedransk [1996] provides an excellent formal analysis of the notion of admissi-
bility as implemented in the KSS design. It hinges on the following basic principles
(for which Sedransk provides an axiomatic statement as well)35:

P1: The outcome following treatment with any admissible treatment
must be scientifically interpretable

P2: Admissibility must be determined based on current information
including data already gathered in the course of the clinical trial

P3: A set of K experts is sufficient when the addition of any other
expert (i.e., any other relevant scientific opinion) cannot change the
admissibility or inadmissibility of any treatment.

For a treatment to be admissible P1 requires that its effects can be traced to
clearly defined factors (excluding therefore those “alternative” therapies without
clear causal mechanisms to back up the experts’ opinion). P2 differentiates the
KSS approach from standard RCTs since the evidence accumulated throughout
the trial impinges on the definition of an admissible treatment. P3 is also crucial
for the design of the study, since the trial will terminate only when the data
gathered bring to an agreement the panel of experts whose priors are elicited for

35Sedransk actually presents eight principles, but in order to simplify the discussion I will just
consider three, those that she deems the “basic premises” for the KSS designs [Sedransk, 1996,
p. 109]
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the study. The cogency of the results of the trial will therefore depend on the
range of opinions represented in the panel. P3 establishes a sufficiency criterion
to assess the diversity of this range.

Several admissibility criteria can potentially satisfy this set of principles, of
which the simplest one defines an admissible therapy “as a treatment considered
superior or equivalent (to the proper comparison treatment(s)) by at least one
expert in the panel”.36 However, this criterion presents no particular difficulty for
P1 and P2, but it will only comply with P3 if the views about each treatment
in the scientific community are just a few and are fully represented in the panel.
Otherwise, the admissibility criterion may not secure that patients do not receive
an inferior treatment.

A variety of allocation rules based on admissibility criteria are possible within
the KSS approach, sometimes departing from standard randomisation. The “sta-
tistical price” to pay for the ethical constraint imposed on allocation rules is that
the likelihood function should explicitly condition on the patients’ characteristics
that are considered in the allocation of a treatment. As Kadane and Seidenfeld
[1996] show, the likelihood function would then be of the general form:

fθ(Pj) ∝
∏J

j
fθ(Oj |Tj , Xj)

Where Xj is the vector of relevant characteristics of jth patient, Tj is the treatment
assigned to the jth patient and Oj the corresponding outcome. The past evidence
up to and including the jth patient is expressed by Pj = (Oj , Tj , Xj , Oj−1, Tj−1,
Xj−1, . . . O1, T1, X1). θ is a vector of the parameters that determine the probability
of an outcome Oj for a patient jgiven characteristics Xj and treatment Tj .

This is the likelihood function that will be used in the allocation of treatments
during the trial; conditioning on Xj ,the set of diagnostic indicators used in the
allocation of the treatment, makes explicit all the information on the outcome Oj

carried by the assigned treatment. If the computer assigns treatments according to
this information alone, all other sources of bias in the allocation will be excluded.
Even if randomisation is acceptable in a Bayesian perspective in order to prevent
selection biases, the KSS approach achieves this by virtue of its own design.37

However, the allocation algorithm designed by Sedransk will make use of it in
order to balance the independent variables.

Let us now briefly review how the KSS methodology was implemented in the
veramapil vs. nitroprusside trial conducted at Johns Hopkins Hospital.38 Five
experts representing a range of medical opinions about the treated condition were
identified. Once the criteria of eligibility for the trial were set, the anaesthesiologist
in charge of the study independently chose the four most important variables for

36More formally, as Kadane puts it, “if at least one (updated) expert would consider it (in
the computer) to have lower expected deviation from target than the other treatment” [Kadane,
1994, p. 223].

37See [Kadane and Seidenfeld, 1990] for the details of this argument and a wonderful discussion
of randomisation from a Bayesian perspective.

38This summary draws from the papers compiled in [Kadane, 1996, pp. 129-219].
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predicting a prognosis for each of the participant patients. Then the prior opinion
of each expert on the outcome (the effects on arterial pressure) was elicited as a
function of these covariates and the treatment administered.39

The elicitation method designed by Kadane and his coauthors required an hour-
long telephone interview. The prior was estimated assuming that the treatment
outcome depended on the four predictor variables according to a normal linear
model. There were 16 possible combinations of these variables and, therefore,
16 possible patient types. For each of these, each expert’s prior would allow us
to estimate the effect of each treatment and therefore the expert’s preference for
either veramapil or nitroprusside.

Once the trial started, whenever a suitable patient was recruited, the values of
each of the four predictor variables were measured and entered into a computer,
which yielded the mean arterial pressure predicted by each expert for a patient
with such values according to each treatment. The computer also implemented an
allocation rule as follows: if all the experts predicted a higher (better) mean arterial
pressure with the same treatment, this one was assigned to the patient; otherwise,
the computer would assign one at random with the constraint of maximising bal-
ance among treatments regarding the predicting variables. After a treatment was
administered to a patient, the lowest mean arterial pressure recorded was also en-
tered into the computer and the experts’ priors were updated. The updated priors
were then used to deliver predictions for new patients entering the trial.40

All in all, 29 patients completed the trial, 17 in the verapamil arm and 12 receiv-
ing nitroprusside. Even if the allocation rule made more likely that certain types
of patients received one of the treatments more often, no statistically appreciable
effect was detected. The results can be summarised in a table showing the treat-
ment each expert would recommended for each type of patient before and after the
treatment, using for this end the priors elicited for LADEV, once updated with the
data collected in the trial. This table shows “an overall trend towards preferring
verapamil over nitroprusside” [Kadane and Sedransk, 1996, p. 177]. The prior and
posterior distributions of each expert for the effects of each treatment in each type
of patient are also presented. Kadane and Sedransk do not provide an aggregate
of these opinions showing the degree of consensus attained and suggest instead

39E.g.: “For patients on beta blockers and calcium antagonists who have no previous history
of hypertension and no wall motion abnormality, what is your median for the average deviation
of mean arterial pressure from 80mmHg?” [Kadane, 1996, p. 171]. The methodology of this
elicitation procedure was exposed in full in [Kadane et al., 1980].

40Due to a “gap in communication” between the medical team and the statistical advisors about
how to measure the more beneficial outcome for patients, two different endpoints were used in the
trial (each one with its own set of elicited priors): the lowest value of the mean arterial pressure
and the average deviation from a target pressure, both over 30 minutes after the patient received
the treatment (LADEV). An additional measure was used in the transition between these two.
Also, due to a bug in the computed program, the treatments were not assigned according to the
original allocation rule. However it was always a function of the patients’ characteristics alone
and therefore the results were not biased by this change. For a discussion of these complications
see Kadane’s section on “Operational History and Procedural Feasibility” [Kadane, 1996, pp.
171-176].
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a more general assessment, using standard indexes in cardiology to evaluate the
effects of each treatment [Heitmiller et al., 1996].

Given the difficulties that hindered this particular implementation of the KSS
approach, it is understandable that the trial yielded no strong conclusion. Actually,
this study is not defended on the basis of the statistical strength of its results, but
rather for its ethical superiority in terms of the standard of care provided to the
participants. Let us then briefly examine this Bayesian methodology in the light of
the ethical issues that arise in frequentist trials. It has already been mentioned that
in the KSS framework it is possible to incorporate the actual beliefs of the medical
community about a treatment: clinical equipoise can therefore be measured rather
than merely postulated as in conventional RCTs. On the patients’ side, regarding
their autonomy, it is open to discussion whether there is real understanding of the
informed consent form regarding the allocation procedure. The participants in the
verapamil trial had to deal with the following paragraph:

The drug to be used in your case would be chosen with a recently
developed statistical technique which incorporates the opinions of ex-
perts in the field concerning which drug is best for you, based on a
variety of characteristics of the disease process, such as any history of
high blood pressure or abnormal heart movements, rather than on an
actual consideration of your case. If these opinions lead to the conclu-
sion that only one of the drugs is allowable for you, that drug will be
used. If both are found to be allowable, the assignment will be based
on the need for balance in the characteristics of participants receiving
each drug. [Kadane, 1996, p. 141]

Whether patients can understand this paragraph better than the usual sentence
about flipping coins is a purely empirical question. A priori, it does not seem
very plausible that they do.The autonomy of the participant in KSS trials seems
to be grounded more on their desires than on their beliefs. If patients expect to
benefit personally from their participation in a trial, it can be argued a priori that
a KSS trial gives them a better expected utility to do so under very reasonable
assumptions [Emrich and Sedransk, 1996]. Notice that this does not amount to
straightforward choice of treatment by the patient [Kadane and Seidenfeld, 1996,
pp. 118-119], but the KSS allocation rule probably does more to meet the demand
for the personal recommendation of the physician than standard randomisation.

This is also relevant to the justice of the allocation procedure. If the distribu-
tion of costs and benefits in a KSS trial admits a utilitarian justification from the
patient’s point of view, a fortiori it will be equally justifiable from a contractarian
perspective: if the treatment assigned is conditional on just the set of covariates
capturing the relevant diagnostic indicators, no patient can claim that the alloca-
tion was intended to favour one person over another.41 Hence, the KSS allocation

41Assuming, of course, that nobody can decide at what point a patient enters a trial: the later
he does, the more accumulated information he will benefit from.
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rule admits a broader justification than randomisation, as far as the principle of
justice is concerned.

Lastly, the admissibility rule implemented in the verapamil trial provides a very
strong implementation of the principles of beneficence and non-maleficence: pa-
tients will not receive a treatment that no expert recommends, and they have a
better chance of receiving one they can personally benefit from than with ran-
domisation. This is also relevant for the discussion of the trial-stopping rules, the
other ethical contentious issue raised by frequentist trials. Let me quote Kadane
again:

Whether to stop is a different kind of decision in a design of this sort
than it is in a classically randomised design. In the latter, there can
be agonizing decisions about whether to suspend operations when it
is fairly clear which treatment is best (either overall or for a subclass
of patients), but the results are not yet “significant”. By contrast,
in the trial suggested above, patients are protected from clearly bad
treatments, so the decision of whether to continue has no ethical com-
ponent. Rather, it is merely a question of whether the cost of continued
data collection is repaid by the information gained. [Kadane, 1994, p.
223]

All in all, the KSS approach seems to comply better with the principles of au-
tonomy, justice, and beneficence than do standard RCTs. However, its scope is
somewhat more restricted: as Kadane [1994, p. 222] points out as well, the KSS
approach will only offer protection to patients against inferior treatments if the
results are gathered at a pace quick enough to update the experts’ priors before
new patients enter the trial. In the verapamil trial the relevant data were ready
for collection from each patient an hour after the surgical procedure. “In slower,
more chronic diseases, there might be little or no information to capture at this
step, and consequently little or no advantage to patients (or anyone else) in using
these ideas” [Kadane, 1994, p. 222]. Not much was said about the advantages of
the KSS approach from a regulatory perspective, but I will discuss this further in
the final conclusion.

2.4 The ASTIN trial

Our second example is ASTIN (Acute Stroke Therapy by Inhibition of Neu-
trophils), a phase II clinical trial conducted between 2000 and 2001 in order to
test a neuroprotective therapy to stop or slow the death of brain cells in acute
ischemic stroke.42 Very few treatments are available for this condition, despite
the tens of thousands of patients randomised into clinical trials over the last four
decades. The ASTIN design was intended to provide a more efficient approach to
clinical trials, improving the use of scarce patient resources and accelerating the
development of promising therapeutic agents. ASTIN was described as follows:

42The neutrophil inhibitory factor UK-279,276.
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A Bayesian sequential design with real-time efficacy data capture and
continuous reassessment of the dose response allowed double-blind, ran-
domised, adaptive allocation to 1 of 15 doses (dose range, 10 to 120 mg)
or placebo and early termination for efficacy or futility. The primary
end point was change from baseline to day 90 on the Scandinavian
Stroke Scale (SSS), adjusted for baseline SSS. [Krams et al., 2003, p.
2543]

This is an instance of so-called adaptive designs: in trials of this sort, the design
can be periodically modified depending on the evidence about certain hypotheses
provided by the accumulated data. In ASTIN both treatment allocation and
stopping rules were adaptive in a sense we will discuss in detail below.

ASTIN was a multi-centre international trial, sponsored by a pharmaceutical
company (Pfizer). The trial was designed by Donald Berry and Peter Mueller,
from the University of Texas M.D. Anderson Cancer Center. Under the leader-
ship of Berry, over the last decade the centre became an international reference
in the conduct of Bayesian clinical trials.43 Of the 964 trial protocols registered
at M.D. Anderson between 2000 and early 2005, 178 used both a Bayesian design
and a Bayesian analysis, namely for monitoring efficacy and toxicity. Some trials
implemented Bayesian adaptive randomisation and dose finding techniques and,
to a lesser degree, hierarchical models and predictive probabilities were also in-
corporated. For the last thirty years, Berry has advocated a full Bayes approach
to clinical trials, grounding his arguments both on statistical and ethical consid-
erations. However, Berry and his team at M.D. Anderson work under a strict
regulatory system which requires approval from various internal panels and, some-
times, the FDA and other national bodies. Due to these regulatory constraints,
most of trials at M.D. Anderson were phase I/II or phase II, supported by extensive
simulations of their operating characteristics showing their degree of equivalence
with standard frequentist trials. As Berry [2004, p. 186] puts it,

At least for the near future they will be used as tools, with justifications
following a more or less traditional frequentist course. As time passes
and as researchers and regulatory folk become more accustomed to
Bayesian ideas, they will be increasingly accepted on their own terms.

The ASTIN trial is no exception in this respect, and its original design was de-
scribed by their own authors as a “frequentist cake with Bayesian icing” [Berry et
al., 2002, p. 154]. This is why the efficiency of these constrained Bayesian designs
is so prominently emphasised. Even if the “playing field” is not levelled, Bayesian
trials can provide a more efficient solution to one of the main regulatory issues
of our time: scientific innovation goes much faster than the development of new
therapies and this delay is partly caused by the time constraints imposed by the
current regulatory regime of RCTs.

43See Berry’s profile in [Couzin, 2004]. For an overview of the trials conducted at M.D.
Anderson, see [Biswas et al., 2009].



Frequentist versus Bayesian Clinical Trials 287

Bayesian phase II trials such as the one we will discuss here can be more efficient
in the following ways [Krams et al., 2005, p. 1341]: the participant patients
will be treated more effectively thanks to an adaptive allocation procedure that
incorporates the available information about the more efficient dosage; their design
allows a quicker and more reliable choice of the dose to be used later in the phase
III trial; if the regulatory authority permits, it is possible to make a seamless (and
therefore quicker) transition from the dose finding to this confirmatory phase of
the trial.44

The aim of the ASTIN trial was to identify the minimum dose with satisfactory
effects, defined as the ED95: this dose would deliver 95% of the maximum efficacy,
minimizing unacceptable adverse reactions. ASTIN sought a point estimate of
ED95 with minimal variance. In order to achieve this goal, a standard phase II
design may use between three and five doses and placebo. Each dose will be tested
on an equal number of patients, usually fixed, independently of their comparative
efficacy that will only be revealed at the end of the trial. The patients’ reactions
will provide the basis to estimate the dose-response curve. However, part of the
observations may be wasted depending on the adjustment between the true range
of efficacy of the drug and the dosage tested in the trial. The separation between
the doses tested will constrain the accuracy of the ED95estimate. Ideally, it would
be better to test many different doses, but the number of patients that this would
require to ground the power of a standard design is prohibitive.

The ASTIN trial tested 15 doses and placebo. In order to learn quickly and
make the sample size as small as possible an adaptive treatment allocation rule was
implemented. The rule was grounded on a formal decision model that calculated,
at each point in the trial, the expected utility of choosing a given dose with a view
to minimise the expected variance of the response at the ED95. Once the optimal
dose Zj was chosen, the next patient could receive either placebo (with a fixed
probability p0) or a dose in the neighbourhood of Zj (the remaining probability
1-p0 was split uniformly over all of them).45

Another adaptive feature of the ASTIN trial was an optimal stopping rule. Once
a week, in view of the available data, it had to be decided whether to end the trial
abandoning the drug (futility), continue with the dose-finding phase or finish it
switching to a phase III trial. A stopping rule grounded on another formal decision
model was initially constructed, but the trial implemented a simpler approach,
based on bounds of posterior probability, that the authors summarised as follows:

The stopping rule in ASTIN continuously asked the following ques-
tions: (1) Does our estimate of the dose–response suggest that there is
<10% chance of success for any dose (success was defined as a >3-point

44The original design of ASTIN [Berry et al., 2002] envisaged the possibility of this seamless
transition between phase II and phase III, but it was not finally implemented. Inoue et al., 2002
provide another sequential design for a seamless phase II/III trial.

45This fixed lower bound p0 for placebo granted that there would be a group of patients (at
least 15% of the total) providing a “comparison benchmark” in the study, as expected by the
regulator: see [Walton, 1995, p. 352].
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recovery over and above placebo as measured by a stroke scale)? If so,
then stop for futility. (2) For the best dose, is the response good enough
to conclude that there is >90% chance of success? If so, then stop for
efficacy and switch to a confirmatory trial, comparing the “best dose”
against placebo. [Krams et al., 2005, p. 1343]

The effects of this sort of therapy are measured around 90 days after the stroke,
assessing the patient’s neurological deficit with a standardised scale. In order to
update the dose allocation system before this three-month deadline, a predictive
longitudinal model was built to estimate the score for eligible patients in the
Scandinavian Stroke Scale (SSS). Once measured, the true day 90 score replaced
the estimate. The model was built on the evidence gathered in the Copenhagen
Stroke Database46 and was updated with the periodical responses obtained from
patients in ASTIN .

Finally, in ASTIN the probability model for the dose-response curve was a nor-
mal dynamic linear model.47 In the initial week of the trial, the prior estimate
was flat, with a placebo effect of 10 points change from the SSS baseline (calcu-
lated from the Copenhagen Database). Such prior would not influence much the
final results of the analysis and therefore its validity was never a concern for the
regulators, who could rely entirely upon the study data [Walton et al., 2005, p.
352]. Updating this model with the study data yielded posterior estimates and
95% posterior credible intervals of the dose-response curve, ED95 and the effect
over placebo at the ED95.

The successful conduct of this trial depended on a computer system that recorded
and processed the information entered by the investigators, ran the software im-
plementing all the statistical models, delivered the dose for each patient to the
investigators, and assessed the stopping rules, helping to monitor the progress of
the study [Berry et al., 2002, pp. 127-134]. In the actual trial, the computer
system was run by a private company independently of the sponsor.

The trial process could therefore be charted as follows48:

[1] A patient enters the trial. Baseline data are entered into the
system;

[2] Patient is randomised in blinded fashion to placebo or “optimal”
dose to learn about research question;

[3] Dose assigned is converted to particular vial numbers, allowing
for blinded administration of study drug;

[4] Patient’s response data are entered into the system as they progress
through the study;

46A compilation of data gathered over two years in a Copenhagen facility from 1351 pharma-
cologically untreated stroke patients.

47See [Berry et al., 2002] for details.
48I quote from [Krams et al., 2005, p. 1343].
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[5] Patient’s final outcome is predicted using a longitudinal model
(the prediction is substituted by the final response, as soon as it
becomes available)

[6] Based on the currently available data, the system updates the
“estimate” of the dose response curve and its uncertainty;

[7] Each day the algorithm implements a decision rule and recom-
mends to either:

[8] A0: stop the study because of futility (based on the posterior
probability that the treatment has an effect smaller than a mini-
mum clinically relevant size) or

[9] A2: stop dose finding and moves to a large confirmatory study
(based on the posterior probability that the treatment has an
effect larger than some clinically relevant size);

[10] A1: continue dose finding study (the recommendation of the sys-
tem is reviewed by the IDMC, which incorporates clinical judg-
ment and factors in safety issues);

[11] The dose allocator chooses a dose from a list of possible doses
that will optimise learning about the ED95 or some aspect of the
dose-response curve. The database used to determine the dose is
continually updated as outcome data from patients are gathered.

Before the trial was started ASTIN was simulated under a wide range of assump-
tions in order to convince both the sponsors and the regulatory authorities of
its soundness [Berry et al., 2002, pp. 135-154]. Simulations provided both opti-
mal parameters for the algorithm and the operating characteristics of the design,
allowing a comparison with a standard RCT. The following table compares, for
instance, the sample size required in each [Grieve and Krams, 2005, p. 345]

Figure 5.

For a dose-response curve that reached a plateau at 2, 3 or 4 points benefit over
placebo, on the left side there is the number of patients needed for a 80% and
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90% power. On the right side, for an adaptive design with a maximum of 1000
patients, you can see the percentage of trials that would stop for the same benefit
over placebo and the median number of patients required in each. The trial was
designed to detect a 3 point benefit over placebo.49

In the actual trial, 966 patients were randomised, 26% of them to placebo. 40%
of the patients were allocated to the top three doses. Quoting from the published
results, “UK-279,276 did not produce any statistically significant effect on any of
the efficacy variables at any dose or dose category for any of the analysed pop-
ulations” [Krams et al., 2003, p. 2545]. After 48 weeks, the Independent Data
Monitoring Committee that oversaw the trial decided that it could be stopped for
futility and no more patients were admitted. The algorithm allowed a conclusion
of futility at week 40, so the number of patients recruited might have been smaller.
However, the trial protocol required at least 500 assessable patients before stop-
ping. Those already in the trial were monitored for 13 additional weeks without a
positive-dose response.

A less conservative protocol could have stopped the trial much earlier: ap-
parently, similar conclusions could have been reached with half of the recruited
patients [Walton et al., 2005, p. 356]. However, with sequential stopping rules,
a frequentist design could have been effective with fewer patients than those esti-
mated in table 2. As William du Mouchel observed, the inflexibility of standard
RCTs is more a consequence of the regulatory framework than of the frequentist
approach itself [Walton et al., 2005, p. 354]. The panel discussion of the ASTIN
trial organized in 2005 in a FDA-sponsored symposium revealed a general appre-
ciation of the simplicity of implementing, e.g., the stopping rule in a Bayesian
approach. Yet it remains an open question to what extent it is necessary to be-
come a fully committed Bayesian in order to benefit from the ASTIN techniques.
I will return to this point in the final discussion.

Finally, notice that, from an ethical perspective, the ASTIN trial is at least
as defensible as a standard frequentist trial, and perhaps more so. Going again
through the principles we examined in the KSS trial, the autonomy of the patient
is certainly respected. When adaptive randomisation schemes are implemented in
a M.D. Anderson trial, the informed consent form incorporates clauses along these
lines:

If you are ... eligible to take part in the study, you will be randomly
assigned (as in the toss of a coin) to one of two treatment groups.
Participants in one group will receive [regimen 1]. Participants in the
other group will receive [regimen 2]. At first, there will be an equal
chance of being assigned to either group. As the study goes along,
however, the chance of being assigned to the treatment that worked
better so far will increase. [Biswal et al., 2009, p. 214]

49For a more extensive comparative discussion of sample sizes in both approaches, see the
contribution of Land and Wieand in [Berry et al., 2002, pp. 169-174] and the rejoinder in pp.
176-180.
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Again, this seems no more difficult to understand than standard randomisation
techniques in a conventional RCT, and plausibly the patients will be happy that
their chances of being assigned to the better treatment are gradually increased.
Beneficence and non-maleficence are equally well observed. From the point of
view of justice, the stopping rule originally designed for the trial is particularly
interesting. This rule allowed maximisation of the value of each stroke patient
entering the trial in order to optimise treatment for the overall population and the
individual patients [Berry et al., 2002, pp. 119-124]. From a utilitarian perspective,
the sacrifices of the trial participants will be minimised and justified by the welfare
the tested treatment would bring to this bigger collective [Krams et al., 2005, p.
1343].50 However, the contractarian argument to justify the distribution of costs
and benefits among trial participants would also apply here.

3 CONCLUDING DISCUSSION: FREQUENTIST VS BAYESIAN TRIALS

The examples discussed in the previous section show that, on the one hand, we have
highly standardised frequentist RCTs, the design of which evolved under increasing
regulatory pressure over the last 50 years. On the other hand, we have a plurality
of Bayesian approaches to clinical trials: depending on which principles we want
to implement, there is a wide range of designs available and more will certainly
come in the future. What would a fair comparison under these circumstances be?
Let us examine this question considering the three dimensions discussed in this
paper: epistemological, ethical, and regulatory.

Starting with the first one, we saw that p−values and confidence intervals are of-
ten misinterpreted in the medical literature as if they provided direct probabilities
for particular events in clinical trials (§1.1). If this is not just a misunderstanding,
but rather the expression of the sort of probability assignment the medical profes-
sion is interested in, this is an argument for the Bayesian approach, in which these
probabilities can be correctly calculated. The objections against randomisation
we examined in section 1.2 do not apply, in principle, to its use in Bayesian trials,
since it does not provide any inferential grounds: randomisation can be defended
in a Bayesian perspective as a device against allocation biases [Berry and Kadane,
1997]. Even in this respect, there are alternatives to randomisation in a Bayesian
approach, like conditioning on the allocation mechanism (and implementing it in a
computer in order to assign treatments): the KSS approach provided a nice illus-
tration of this possibility. We saw in section 1.4 that RCTs were mainly adopted
in Britain and the United States for the warrant they provided against biases.
Bayesian trials can provide such warrants, using randomisation if necessary.

Hence, in principle, Bayesianism is a suitable alternative for the potential epis-
temic demands of the medical profession. From a pure research perspective, any
kind of Bayesian trial provides an excellent tool to conduct experiments to learn

50From this perspective, it is really worth considering the procedure to calculate sample sizes
developed in [Inoue et al., 2005].
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about therapies, and in non-regulatory contexts their use is growing fast [Biswas
et al., 2009]. The thorny question is what kind of Bayesian approach should be
preferred for the design and analysis of clinical trials in a regulatory context, where
experiments should prove the efficacy and safety of a compound. It is at present
dubious whether there is a purely epistemic response to this issue.

As I briefly mentioned in the discussion of the ASTIN trial, from a purely
pragmatic perspective it may seem possible to use the more suitable technique
for the goals of each trial, be it frequentist or Bayesian, without paying much
attention to coherence (e.g. [Walton et al., 2005, p. 354]). However, the main
epistemic argument for Bayesianism is that it makes it possible to carry out the
entire design and analysis of a trial within a coherent framework (e.g., [Walton
et al., 2005, p. 356]). In this respect, the apex of coherence would be provided
by a full Bayes approach, in which every decision to be made in a trial could be
explicitly formalised. This may not be very attractive for many practitioners: as
it was observed in the discussion of the ASTIN design, the utility functions that
feature in decision models are often simplistic in order to facilitate computations
[Berry et al., 2002, p. 167]. Yet, as Berry often notes, the decisions will be
made anyway and the formalisation contributes to clarify our choices and make
them more transparent to every stakeholder in the trial. The verapamil and the
ASTIN trials are both supported by expected utility calculations that are certainly
relevant from the patient’s perspective.

The open question here is whether it is possible to incorporate in a unified
decision model all the interests at stake. John Whitehead [1993, p. 1410] presented
this problem as follows. Three different goals are usually pursued in phase III
clinical trials: regulatory agencies (acting on behalf of patients and consumers)
want to keep out of the market ineffective and harmful compounds; pharmaceutical
companies want to introduce into the market effective and safe compounds; finally,
clinicians are interested in acquiring information on the relative characteristics of
the experimental and control treatments. This is certainly a simplification, since
all parties are interested in all aspects of the trial, but, it shows nonetheless that
there is no single decision maker in clinical trials. But from a Bayesian perspective,
this multiplicity of agents is difficult to encompass in a unified model.51 There may
be limits to the implementation of a full Bayes approach in a regulatory context.

As Whitehead points out, in standard RCTs all these interests are somehow
represented in the different elements of the analysis: small p−values express the
concerns of the regulator; high-powered trials give a better chance of showing the
efficacy of a compound and thus are in the producer’s interest; and the estimates
of the comparative difference between treatments will serve the clinician’s inter-
ests. Of course, as we saw, it is easy to approximate all these aspects of standard
RCTs from a Bayesian perspective, even without a full-fledged decision model.
But, again, there are too many ways of approximating these characteristics in a

51This is too technical an issue to discuss here, but it is certainly not neglected by the authors
we are considering here: see, for instance, the compilation of essays in [Kadane, Schervish and
Seidenfeld, 1999].
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Bayesian trial. In the current epistemology of science, this is more a virtue than
an obstacle: as the methodological debate on evidence-based medicine illustrates
(e.g., [Worrall, 2007]), scientific data serve different practical purposes and it is
good to have different approaches to assess them (e.g., [Cartwright, 2006]). How-
ever, in a regulatory context, this plurality of standards may complicate the final
decision: whether to authorise or not the commercial distribution of a drug. As
Robert Temple, an FDA officer put it in an informal debate on the incorporation
of Bayesian approaches to regulatory decisions:

Of course, everybody knows that ”p < 0.05” is sort of stupid. Why
should it always be the same? Why shouldn’t it be adjusted to the
situation, to the risks of being wrong in each direction? The alternative
to adopting a standard is to actually determine a criterion for success
on the spot for each new case. That is my idea of a nightmare. So, we
use a foolish, if you like, simplification. Maybe we adjust it sometimes
when we feel we have to but you simplify the process a little bit so you
can get done. I don’t want to have to have a symposium for every new
trial to decide on an acceptable level of evidence. [Berry et al., 2005,
p. 303]

The FDA has been revising their views on acceptable evidence for regulatory
purposes over the last decade. Two landmarks in this process are the so-called
Evidence Document and the Critical Path Initiative report52: both texts acknowl-
edge that quicker phase III trials drawing on broader data sources are necessary
in order to accelerate the approval of new drugs. The current regulatory process
is costly for pharmaceutical companies and deprives patients of access to poten-
tially life-saving drugs for years. Complaints about this drug lag date back to
the late 1960s and early 1970s, when the FDA enforced the current regulatory
regime requiring two trials. However, nowadays the Bayesian approach provides
a viable alternative to RCTs in order to meet this demand for faster trials and
it has been defended precisely along these lines: patients want quick access to a
better standard of care from the early testing stages just as much as the industry
wants faster trials.

In my view, an argument about the way Bayesian trials can help to protect
the consumer from incorrect regulatory decisions is still lacking. In particular, it
is still undecided which is the best design to cope, within a Bayesian framework,
with the growing financial pressure exerted by pharmaceutical companies in the
conduct of for-profit clinical trials. The KSS admissibility criteria illustrate the
sort of practical issues involved in this process. If an expert decides to recommend
a treatment independently of the accruing data, patients will not be protected
from inferior treatments; thus it is necessary to incorporate a (fourth) admissi-

52Food and Drug Administration, Innovation or stagnation? Challenge and opportunity on
the critical path to new medical products (2004) and Providing clinical evidence of effectiveness
for human drug and biological products. Guidance for industry (1998), both available at http:

//www.fda.gov (accessed in July 2009).
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bility principle in order to prevent such situations.53 Mutatis mutandis, a similar
principle should be applied to the selection of priors in a trial conducted for reg-
ulatory purposes, so that pharmaceutical companies do not make abusive use of
exaggeratedly optimistic priors. That is, this should occur unless, as happened in
the ASTIN trial, we use priors with minimal information in order not to influence
the trial data, thus diminishing the potential to exploit the information available
before the trial.

I think Steven Goodman is right in pointing out the necessity of a middle ground
between the potential flexibility of Bayesian approaches and the necessity of stan-
dardised Bayesian procedures that secure good (and quick) regulatory decisions
[Berry, 2005, p. 304]. Once these procedures are agreed, their ethical superiority to
standard RCTs may not be as outstanding as it currently appears in the examples
discussed in the previous section, but this should not be the crucial consideration
in our choice of a design for regulatory purposes. Even if it is an imperative to
conduct clinical trials with the highest ethical standards, in the current regulatory
regime most of them are conducted for the sake of consumer protection. In my
view, this latter goal should prevail, as long as our societies deem it necessary to
have regulatory agencies overseeing pharmaceutical markets.
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UNCERTAINTY IN CLINICAL MEDICINE

Benjamin Djulbegovic, Iztok Hozo and Sander Greenland

1 INTRODUCTION

It is often said that clinical research and the practice of medicine are fraught with
uncertainties. But what do we mean by uncertainty? Where does uncertainty come
from? How do we measure uncertainty? Is there a single theory of uncertainty that
applies across all scientific domains, including the science and practice of medicine?
To answer these questions, we first review the existing theories of uncertainties.
We then attempt to bring the enormous literature to bear from other disciplines to
address the issue of uncertainty in clinical research and medical practice. Our main
and overarching goal is to review and classify uncertainties in clinical medicine.

To appreciate and understand multiple sources of uncertainty in medicine, con-
sider that clinical practice sits at the intersection of several great branches of
learning [Wilson, 1998] where the sciences meet humanities. It is at a crossroads
of basic natural sciences (i.e., biology, chemistry, physics) and technological ap-
plications (i.e., relying on the application of numerous diagnostic and therapeutic
devices to diagnose or treat a particular disorder). It occurs in a specific economic
and social setting (each with its own resources, social policies, and cultural val-
ues). It essentially involves a human encounter, typically between a physician and
a patient, that results in the subsequent attempt for rational and ethical decision-
making to create a framework for action in order to do more good than harm
for individuals and societies (and consistent with individual or societal values and
preferences). This encounter can occur in the setting of clinical practice or clinical
research. It is then no wonder that medicine is an enormously complex enterprise
where there are more questions than answers and where definitive knowledge is
rare and doubts reign.

The analysis of uncertainty has only been recently explored in clinical medicine,
but has a long tradition in philosophy, mathematics, statistics, economics, deci-
sion theory, engineering and psychology. Hence, any treatise on uncertainty should
start with a review of the concepts previously developed in these fields. We illus-
trate the application of these concepts to the major types of uncertainties encoun-
tered in medicine. We have structured this text so that as we review a particular
scientific theory of uncertainty, we illustrate its relevance to one of the key types
of uncertainties encountered in medicine. We then summarize our views on uncer-
tainty in medicine, both in clinical practice and in clinical research. We finish by
providing some thoughts on ethics of uncertainty and training for uncertainty.

Handbook of the Philosophy of Science. Volume 16: Philosophy of Medicine.
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c© 2011 Elsevier BV. All rights reserved.
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2 DEFINITIONS OF UNCERTAINTY

The term “uncertainty” subsumes multiple concepts and has different meanings
with respect to various activities that are performed in medical research and prac-
tice [Morgan and Henrion, 1990]. Table 1 presents some common definitions. The
literature distinguishes two approaches to uncertainty: (1) the study of the rela-
tionship between the unknown and existing knowledge and (2) the quantification
of unpredictability and risk, given existing knowledge by employing concepts of
probability. The latter approach is often narrowed to statistical methods to cal-
culate and report estimates of random and systematic errors in observations.

Table 1. Definitions of Uncertainty

Definitions of Uncertainty in Relation to Knowledge 

1. “The state of being indefinite, indeterminate, unreliable, unknown beyond doubt. Not 

clearly identified or defined, and/or not constant.” [Merriam-Webster] 

2. “Cognitive state created when an event cannot be adequately defined or categorized 

due to lack of information.” [Mishel, 1990] 

3. “The inability to determine the meaning of illness-related events” resulting from the 

ambiguity, complexity, unpredictability of illness, deficiency of information about one’s 

illness and its consequences. [Politi et al.,  2007] 

4. “The difference of ‘knowing’ and the concept of ‘being certain’ is not of any great 

importance, except when ‘I know’ is meant to mean ‘I cannot be wrong.’” [Wittgenstein, 

1969] 

5. “The lack of information which quantitatively or qualitatively can describe, prescribe or 

predict deterministically and numerically a system, its behavior or other characteristics.” 

[Zimmerman, 2000] 

 

Statistical Definitions of Uncertainty 

6. “A parameter, associated with the result of a measurement (e.g., calibration or test) that 

defines the range of values that could reasonably be attributed to the measured quantity. 

When uncertainty is evaluated and reported in a specified way, it indicates the level of 

confidence that the value actually lies within the range defined by the uncertainty 

interval.” [UKAS Service] 

7. “Standard deviation of the collection of data samples approximating the measurand, the 

quantity being measured.” [Taylor and Kuyatt, 1994] 

8. “A parameter associated with measurement that characterizes the dispersion of the 

values that could reasonably be attributed to measurand. The parameter may be a 

standard deviation or the width of a confidence interval...” “Uncertainty represents the 

range of all determination, while error refers to the difference between an individual 

result and the true value of measurand.” [Ellison et al., 2000] 

 

2.1 Philosophical views: knowledge and certainty

Philosophers have long been preoccupied with uncertainty. They were first to
highlight the connection between knowledge and certainty, or between the lack of
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knowledge and uncertainty and judgments that are derived from such statements.
This connection was captured by Socrates with “All I know is that I know nothing”
and by Lao Tzu with “To know one’s ignorance is the best part of knowledge”
[Morgan and Henrion, 1990]. Later writers distinguished two broad categories of
uncertainties [Colyvan, 2008; Regan et al., 2002]: (1) epistemic uncertainty, which
is related to our knowledge of the state of a system, about some underlying fact
of the matter, typically due to lack of useful or complete information, and (2)
linguistic uncertainty, which arises because of uncertainty and ambiguity in the
language we use to describe the phenomena of interest — in this case, there is no
fact of the matter under consideration.

Epistemic uncertainty can be subdivided with respect to whether something is
known or whether some particular agent knows something [Djulbegovic et al., 2009;
Audi, 2003]. Do we, as a scientific/medical community, know that “treatment A”
is superior to “treatment B”? Do I (as an individual subject) know it? Addressing
the first question leads us to examine the justification of scientific and medical
theories and the evaluation of the reliability of different sorts of evidence. To
address the second question, we need to understand the nature of beliefs agents
hold and the different ways these agents acquire beliefs [Djulbegovic et al., 2009;
Audi, 2003]. However, these two types of inquiries (knowledge about something
vs. who knows it) are not clearly demarcated and often overlap. As stated,
there may not be uncertainty about the effects of a particular treatment, which,
however, may not be administered to patients in need because a doctor seeing these
patients may not know about it. Similarly, doctors may have strong beliefs about
the effects of the treatments, even though medical science has not resolved all
unknowns about benefits and harms related to the particular treatment. Because
of this, (uncertainty about) the nature of medical practice often interacts with
(uncertainty about) the nature and scope of medical research.

Epistemic uncertainty is intimately linked to the relationship between theory,
evidence, and knowledge [Djulbegovic et al., 2009]. If we want to test a hypothesis
in medicine (for example, that aspirin will prevent myocardial infarction), we must
carry out a series of observations, but inevitably we will conduct only a finite
number of observations to test a hypothesis that is supposed to be generalizable
to future practice. Thus, we go beyond the observations we are able to collect as
we are testing a claim about a feature of reality we cannot observe directly (in
part, the claim that a physiological mechanism exists for aspirin to prevent heart
attack). [Djulbegovic et al., 2009] The relationships among observed, observable,
and unobservable realities express uncertainties that can be characterized as a
lack of knowledge about what is known (unknown knowns), what is known to
be unknown (known unknowns), and not knowing what is unknown (unknown
unknowns) [Murray, 2003]. This classification extends to methods for dealing with
uncertainties.

Intimately linked with this classification of uncertainty is the psychological tax-
onomy that categorizes uncertainty based on knowledge of the external world and
on our own state of knowledge [Schwartz and Bergus, 2008] (see below). Wittgen-
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stein [1969] emphasized both the imprecision of our language and the link between
knowledge and certainty. His notion of “a language game” points to the impor-
tance of the context for understanding the meaning of a particular expression — a
view held by contemporary scholars of uncertainty [Wittgenstein, 1969; Zimmer-
man, 2000; Colyvan, 2008; Regan et al., 2002]. In his posthumously published
text titled “On Certainty,” Wittgenstein remarked that “the difference of ‘know-
ing’ and the concept of ‘being certain’ is not of any great importance, except when
‘I know’ is meant to mean ‘I cannot be wrong.”’ [Wittgenstein, 1969]. Modern
applied scientists consider uncertainty as “the gap between certainty and present
state of knowledge” [Nikolaidis et al., 2005] or “the lack of information that quan-
titatively or qualitatively can describe, prescribe, or predict deterministically and
numerically a system, its behavior, or other characteristics” [Zimmerman, 2000].
In this view, the role of information is to reduce epistemic uncertainty. Figure
1 illustrates a conceptual relationship between knowledge and uncertainty. The
figure also illustrates that perfect knowledge is impossible-there will always be
irreducible uncertainty.

Figure 1. Relationship between knowledge and uncertainty

2.2 Research and resolution of uncertainty

Uncertainty can be considered within a broader context of scientific knowledge,
which evolved from application of scientific methods. Scientific methodology, in
turn, evolved as the primary means to address and reduce uncertainty [Matthews,



Uncertainty in Clinical Medicine 303

1995]. An essential distinction from religion is that scientific and medical knowl-
edge is admittedly fallible. Most of it will be revised eventually to some degree,
and thus it should be regarded as only approximately true and should not be
treated as absolutely certain [Audi, 2003].

Raw material for knowing is supplied in justified (or warranted) beliefs. Knowl-
edge can be regarded as the right kind of reliably grounded (propositionally but
not necessarily conclusively certain) justified true beliefs [Audi, 2003]. Therefore,
we can still know something, or something can be made knowable, even if it cannot
be known for certain. Although it can be argued that in our subjective experiences
of convictions we can be “absolutely certain,” every scientific statement remains
tentative and, therefore, uncertain forever [Popper, 1959]. Nevertheless, this does
not mean that we cannot define the optimal or rational course of action under
shrouds of uncertainty. Although errors are unavoidable, [Hozo et al.,2008; Djul-
begovic and Hozo, 2007] a hallmark of science is belief that scientific methods
are the best means we have to address uncertainties about general and specific
propositions.

3 THEORIES OF UNCERTAINTY

Is there a single theory that can model all types of uncertainties? One school of
thought is that the language of probability is sufficient to describe all uncertainty
[Edwards et al.,2007; Lindley, 1985]. Others maintain, however, that probability is
not the only coherent approach to uncertainty, as in cases where the logical prin-
ciple of excluded middle fails when uncertainty is due to vagueness (see below)
[Colyvan, 2008; Zimmerman, 2000]. A related question is: should our approach
to uncertainty be context-free, or should we develop a taxonomy of uncertain-
ties, which is context and domain-specific Zimmerman, 2000; Regan et al., 2002;
Djulbegovic, 2007]?

3.1 Taxonomy and sources of uncertainty

Several attempts have been made to characterize different kinds of uncertainties
[Morgan and Henrion, 1990; Colyvan, 2008; Regan et al., Colyvan, 2002; Zim-
merman, 2000]. Table 2 summarizes one such scheme. It also suggests methods
to address the particular uncertainty as a function of its type and source, and it
provides examples from clinical medicine. In this section we discuss probabilistic
and nonprobabilistic theories of uncertainty [Hajek, 2001; Hayek, 2007]. We also
illustrate an application of all these theories in medicine.

3.2 Measurement of uncertainty: interpretations of probability

As discussed above, our understanding is always based on incomplete knowledge.
The completeness of knowledge can be expressed via probabilities: “a statement
is probable if our knowledge concerning its content is deficient” [von Mises, 1957].
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Table 2. Types and Sources of Uncertainty1
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1 Based on [Regan et al., 2002; Zimmerman, 2000; Morgan and Henrion, 1990]. Numbers indicate

estimated ranks in terms of how common the causes of uncertainty are in clinical medicine (e.g.,

#1 = most common source of uncertainty, #2 = second leading cause of uncertainty, etc.).
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Probabilities can range from 0 to 1, where 0 is equated with the impossibility of
the event, and 1 is equated with absolute certainty. Values between 0 and 1 reflect
various degrees of uncertainties.

The literature is replete with ways to analyze and interpret probability, but typ-
ically the interpretation and discussion of the probability is approached from two
main points of view: “objective” and “subjective” [Greenland, 1998; Haack, 1995;
Hajek, 2001; Hajek, 2007]. The main difference between these two approaches to
interpretation of probability is as follows: “objective probability” is believed to
reflect the characteristics of the real world, i.e., the probability somehow relates
to the physical property of the world or a mechanism generating sequences of
events [Greenland,1998; Hajek, 2007]. On the other hand, “subjective probabil-
ity” is believed to represent a state of mind and not a state of objects [Edwards
et al., 2007]. “Objective probability” includes many subtypes, such as the classic
interpretation of probability as the way to express the notion of probability as a
degree-of-certainty measure of a random phenomenon, as well as logical probabil-
ity, which provides the framework for inductive reasoning, and propensity theory,
which considers probability a physical property, disposition, or tendency of a par-
ticular physical situation to yield an outcome of a certain kind [Popper, 1959;
Hajek, 2001; 2007]. Our view is that only two types of probability are broadly
relevant to health sciences and medical practice today,: “objective” frequentist
and subjective Bayesian.

3.2.1 “Objective probability”: the frequentist interpretation of probability

In frequentism, probability is defined as the limit of the proportion, as n increases
without bound, of

f =
k

n

where f is the frequency of occurrence of the relevant event, k is the number
of times the event occurs in n repetitions of the experiment [De Sa, 2008]. This
approach to probability is effectively summarized by Venn who stated, “probability
is nothing but [a] proportion” [Hajek, 2001; 2007].

Application in medicine: Frequentism has been widely embraced in
clinical medicine, particularly in the design of clinical studies and the
interpretation of results. For example, one may see statements such as:
“in a series of 100 patients seen in a particular clinic (n), 20 patients had
hypertension (k) indicating that there is a 1 in 5 (20%) chance that one
of the patients will have high blood pressure.” However, if we repeat
the determination of the number of patients with hypertension in a
series of the next 100 patients, it is unlikely that we will obtain the same
estimate (20%) as in the first study. To better articulate our confidence
in research findings, a number of additional measures for uncertainties
have been devised and widely popularized. One such measure is the
confidence interval demarcated by confidence level. For example, in
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our case, we can calculate a 95% confidence interval ranging from 12
to 28 patients. This does not mean that this is a “true” assessment
about this particular interval. Frequentism says only that if we repeat
our survey thousands of times, 95% of the intervals we computed will
contain the true percentages of patients with high blood pressure. It
does not say the true percentage is between 12% and 28%; instead, the
frequency with which this single computed 95% CI contains the true
value is either 100% or 0% [Greenland 1998]

Orthodox frequentism concerns only class probability (frequency within a class of
events or patients), as opposed to case (singular) probability [von Mises, 1957].
Since many natural events are not repeatable, the knowledge of class probability
cannot tell us anything about a particular case and therefore would leave a physi-
cian presented with a single patient in a quandary. The usual practice is simply to
identify single-case probability with the frequency in the smallest identified class
(“reference set”) in which the patient can be placed. This act is sometimes called
“the gambler’s fallacy” [von Mises, 1957] (see below).

3.2.2 Subjective Bayesian interpretation of probability

Many modern interpretations consider probability a measure of “degree of belief”
[Savage, 1954; Greenland, 2006; Greenland, 2008; Hajek, 2007] rather than a
frequency or other property of the world. Accordingly, probabilities are states of
mind and not states of objects [Edwards et al., 2007]. There is no such thing as an
objective probability: a probability reflects a person’s knowledge or, equivalently
ignorance, about some uncertain distinction” [Edwards et al.,2007; Howard 1988].

As argued by de Finetti, [DeFinetti, 1974] “The only relevant thing is uncer-
tainty — the extent of our knowledge and ignorance. The actual fact of whether or
not the events considered are in some sense determined, or known by other people,
is of no consequence”. Since there is no such thing as an objective probability,
using a term like “subjective probability” only creates confusion. “Probabilities
describing uncertainties have no need of adjectives” [Howard, 2007].

Subjective notions of probability have been traditionally captured through Bayes’
theorem, named after 18th-century British minister Thomas Bayes [1764]. He de-
rived the following theorem, which allows updating probabilities as new evidence
emerges [DeFinetti, 1974; Greenland, 1998]:

p(H + |E) =
p(H+) · p(E|H+)

p(E)
=

p(H+) · p(E|H+)

p(H+) · p(E|H+) + p(H−) · p(E|H−)

where p(H±) = prior probability that hypothesis is true (H+) or false (H−)
(i.e., before new evidence is collected) and p(E) = probability of the evidence;
p(E|H±) = the probability of evidence given that the hypothesis is true (H+)
or false (H−), p(H + |E) = the probability of hypothesis being true given the
evidence (posterior probability).
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Application in medicine: Bayes’ theorem has been widely popularized
in clinical medicine, particularly as a means to make more rational di-
agnosis [Sackett et al., 2000]. For example, assume that a patient with
rheumatoid arthritis who has been taking nonsteroidal agents for many
years sees you for the workup of anemia. Completed blood count con-
firms a hemoglobin level of 10 g/dL, with a mean corpuscular volume
(MCV) of 75. Both bleeding (iron deficiency anemia) and rheumatoid
arthritis (anemia of chronic disease) can explain the findings, but you
are completely uncertain (50:50) which of these is the culprit. Knowing
from the literature that low MCV is truly low (“true positive”) in iron
deficiency anemia 90% of the time but only 25% of the time in anemia
of chronic disease, you can use Bayes’ theorem to calculate that the
probability that your patient has iron deficiency anemia is 78%.

Figure 2 illustrates the role of Bayes’ theorem in updating the probability of di-
agnosis after the diagnostic test was performed.

Figure 2. A role of Bayes’ theorem (from Sox et al. [1988])

Modern research in decision-making using brain imagery suggests that humans
appear to be natural Bayesians [Kording, 2007]; the same is claimed for clinicians
[Gill et al., 2005]. However, there are problems with the Bayesian approach. Two
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types of critiques are usually offered. The first is that the assessment of priors can
dramatically vary between different observers [Eddy, 1984]. Therefore, even if the
probability calculus is not formally violated (see discussion below of the psycho-
logical account of uncertainty), the calculation of posterior probability is bound to
be spectacularly different between different parties. However, this problem merely
reflects the reality that people often disagree, sometimes spectacularly. Second,
and more serious, in order to derive a logically credible calculus, the probabili-
ties of all possible hypotheses should be represented exhaustively and mutually
exclusively. This represents an insurmountable challenge since there are an almost
infinite number of ways to claim that a hypothesis is false [p(H − |E)]. This is a
problem with the so called “catch-all hypothesis” [Kasser, 2006]. In practice, how-
ever, doctors and scientists do not worry about the “catch-all hypothesis” problem
since they typically believe that they have exhausted all the serious possibilities
when they assess the p(H + |E), whether in the context of accurate diagnosis
or in that of clinical research findings [Kasser, 2006]. While this approach often
serves well, the history of both science and medicine has shown that rare events
can occur and that it is hazardous to ignore the problem of “catch-all hypothesis”
[Goodman, 1999a; 1999b].

The Bayesian approach has been most often advanced within the field of deci-
sion theory, which established a relationship between desirability of outcomes (util-
ities), their probabilities and rational preferences [Edwards et al, 2007]. Applied
decision theory, decision analysis, has been increasingly used in clinical medicine
[Edwards et al., 2007; Hunink and Glasziou, 2001]. It provides a logical structure
for balancing of the factors that influence decisions under uncertainty [Edwards et
al., 2007]. At its most basic level, decision analysis distinguishes between the ac-
tions (choices), probabilities of events, and their relative values (payoffs, outcomes,
consequences) [Hunink and Glasziou, 2001; Djulbegovic et al., 2000]. Decision
scientists distinguish between decisions under risks (when probabilities of events
are known, typically in the objective sense of the probability or unwanted events
that may or may not occur) and decisions under uncertainty (when probabilities of
events are either not known or not available to a decision maker) [Hansson, 2007;
Knight, 1921]. Since, in medicine, most estimates of risks are not accurate, almost
all decisions are “under uncertainty.” To derive most optimal decision, decision
analysis proposed that rational decision-making should employ the expected util-
ity calculus (the average of all possible results weighted by their corresponding
probabilities) [Edwards et al., 2007; Hunink and Glasziou 2001; Sox et al., 1988].

Maximization of expected utility is widely considered to be a normative criterion
of rationality, according to which a rational decision-maker should act (e.g., select
one treatment over another) [Edwards, et al., 2007; Hunink and Glasziou, 2001;
Sox et al., 1988; Bell et al.,1988; Hastie and Dawes, 2001]. Mathematically, this
can be expressed as:

EU =
∑

pi · u(xi)

where pi is the probability and u(xi) is the value (utility) associated with each
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outcome xi.
Empirical violations of this criterion [Allais, 1953; Wakker, 2008] led to the

development of subjective expected utility (SEU), [Savage, 1954] which assumes
that probabilities are not necessarily objectively known. In the SEU framework,
the distinction between known and unknown probabilities becomes meaningless
since subjective probabilities are never unknown [Camerer and Weber, 1992].

Application in medicine: A 60-year-old man presents to his orthopedist
surgeon with severe back pain due to a herniated disk. The surgeon
recommends an operation to correct the hernia and help the patient
to lead a pain-free life again. However, there is a risk associated with
surgery: about 1% of patients die during or immediately after this type
of surgery. Is it rational for the patient to undergo surgery? According
to the SEU criterion for any outcome of X (= back pain), which is
preferable to L (= death) but not as good as H (= cure, pain-free),
there is some probability (p) such that the decision-maker is indifferent
(the expected utilities are equal) between X for sure (= 1) and the
gamble of giving a chance (p) of getting H (= cure) and (1 − p) of
getting L (= death) [Watson and Buede 1987]. If we assume that, on
a scale of 0 to 1, the patient rates the utility of pain-free state (H) as
1, the utility of death (L) as 0, and the utility of living with back pain
as 0.95, then we can determine that:

u(X) = p · u(H) + (1− p) · u(L)
0.95 = p · 1 + (1− p) · 0⇒ p = 0.95

Thus, as long as the probability of successful surgery is above 95%, the
rational choice would be to undergo surgery.

However, humans appear to constantly violate the expected utility criterion,
which is probably one of the major factors underlying uncertainty in contempo-
rary medical practice as evidenced by tremendous practice variation [Hozo and
Djulbegovic, 2008; 2009; Eddy, 1984]. Before we return to the question of uncer-
tainty and variation in medical practice, we also need to review nonprobabilistic
and psychological theories of uncertainty.

4 NONPROBABILISTIC THEORIES OF UNCERTAINTY

Probability theory has been criticized as being insufficient as a model for all types
of uncertainties [Zimmerman, 2000; Colyvan, 2008; Curley, 2007; Shaffer, 1976].
Many competing theories, each with its own axioms, have been proposed as alter-
native theories to model uncertainty. Most of these theories have been developed
in the fields of engineering and computer sciences, and their relevance to clinical
medicine is not clear at this time [Nikolaidis et al., 2005; Goble, 2001]. Therefore,
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we will only briefly list these theories and selectively point out the possible clinical
values of some of these theories.

Information theory has advanced the concept of entropy as the optimal measure
of uncertainty [Shannon and Weaver, 1962] Mathematically, entropy is equal to:

H = −
∑

i

pilog(pi)

This equation states that we obtain maximum uncertainty when events are
equally probable. In the views of information theorists, higher entropy (uncer-
tainty) is associated with higher information load and more freedom of choice:
when the probabilities of the various choices are equal, one has maximum freedom
in making a choice. Conversely, when H = 0, one is heavily influenced toward
one particular choice and has little freedom of choice (i.e., the information, the
uncertainty, the freedom of choice is low) [Shannon and Weaver, 1962]. Interest-
ingly, within the concept of “classical probability,” the notion of “equally possible”
is meant to be interpreted as “equally probable” [Hajek, 2001, 2007]. This led
Keynes to define the “principle of indifference,” which states that whenever there
is no evidence favoring one possibility over another, they should be assigned equal
probability [Hajek, 2001; 2007].

Application in medicine: The concept of entropy, which relates to un-
certainty about choice, has been likened to the concept of equipoise —
a state of reasoned epistemic uncertainty in clinical research [Mann and
Djulbegovic, 2003, 2004]. It has been contended that when equipoise
exists (i.e. the effects of competing treatment alternatives are con-
sidered equiprobable), uncertainty about (treatment) choice becomes
maximum, and the most rational (and ethical) way to resolve such
uncertainty is to select treatment at random as through randomized
controlled trials (RCTs) [Djulbegovic, 2007] (see below).

Fuzzy theory (many-valued logic) [Zimmerman, 1996] has been developed to
address the problem that not all statements must be considered to be “true” or
“false” as the classical logic “law of the excluded middle” supposes. The proba-
bilistic analog of the “law of excluded middle” can be stated as [Colyvan, 2008]:

Pr(P∨ ∼ P ) = 1

where ∨ is read as “or” and ∼ as “not”. The expression states that the proposition
(P∨ ∼ P ) is certain (= 1)] and that the possibility of neither P nor ∼ P is
excluded. However, it has been argued that in vague, borderline cases, the law of
excluded middle fails and is not the appropriate tool for representing uncertainty
(see below) [Colyvan, 2008]. This is more evident in medicine, where classification
of individuals according to particular (diagnostic or prognostic) categories is rarely
precise, as shown in the following example:
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Application in medicine The U.S. National Institutes of Health define
obesity as having a BMI (body mass index) of 30 or above [Vickers
et al., 2008]. This means that anyone with a BMI of ≤ 29.9 is not
considered obese and that anyone with a BMI of ≥ 30.1 is classified
as obese. However, it is difficult to claim that there is any medical
significance in a BMI of 29.9 vs. a BMI of 30.1. By allowing partial
membership in the categories of interest (e.g., we may allow that all
individuals with a BMI of 25 to 35 are assigned the value 0.5 on scale
0 to 1), fuzzy theory can effectively deal with these borderline cases.
[Zimmerman, 1996]

Many other nonprobabilistic theories can deal with uncertainties associated with
vagueness in our language. A partial and nonexhaustive list includes supervalua-
tions, intuitionistic logic, paraconsistent logic, modal logic, possibility theory, and
rough sets theory [Goble, 2001] as well as the Dempster-Shafer (D-S) theory of
evidence, which is a generalization of the Bayesian theory of subjective probability.

To date, all these theories have seldom been used in medical domains. Therefore,
it is difficult to assess their usefulness in clinical medicine despite their potential
theoretical appeal, and so they will not be discussed further here.

Probability theory, with its modifications from the insights gained from psycho-
logical research, remains the dominant theory of uncertainty in clinical medicine
today. We now turn to a brief account of psychological theories of uncertainties.

5 PSYCHOLOGICAL THEORIES OF PROBABILITIES AND
UNCERTAINTY: PSYCHOLOGY OF JUDGMENTS UNDER

UNCERTAINTY

Are human beings “intuitive statisticians” capable of correctly employing the prob-
ability calculus, or are they “pragmatic rule-makers” who bend and distort the
normative probability rules depending on the context [Howell and Burnett, 1978]?
Although there are laboratory studies that confirm both views, [Howell and Bur-
nett, 1978] research during the last 30 to 40 years has convincingly demonstrated
that people rarely make decisions in accordance with normative expected utility
(EU) theory [Baron, 2000; Bell et al., 1988; Hastie and Dawes, 2001]. Ample
evidence has accumulated that the precepts of the EU theory are often violated
during the actual decision-making process [Baron, 2000; Bell et al., 1988; Hastie
and Dawes, 2001]. Descriptive theories of decision-making focusing on the question
of how people actually make decisions suggest that the major reason for violation
of EU is that people violate laws of the probability calculus. For example, humans
are prone to overweight small probabilities and underweight moderate and large
ones. [Kahneman and Tversky, 1979; 1982; Kahneman, 2003; Tversky and Kah-
neman, 1974; 1986; 1992]. The result is such that a change from impossible to
possible has a stronger impact than an equal change from possible to more possi-
ble. This is known as the possibility effect [Kahneman and Tversky, 1979; Tversky
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and Kahneman, 1992; Tversky and Wakker, 1995]. Similarly, a change from possi-
ble to certain effect has more impact than an equal change from possible to more
likely. This is known as the certainty effect [Kahneman and Tversky, 1979; Tver-
sky and Kahneman, 1992; Tversky and Wakker, 1995]. In addition, many other
violations of the axioms of probability [Birnbaum, 2008] have been described in the
literature, although mostly in decision-making and economic literature [Birnbaum
et al., 1999a; Hastie 2001; Birnbaum and Navarrete, 1998; Birnbaum, 1999b]. In-
stead of using formal probability calculus, people typically use heuristics (“rules of
thumb”) [Brandstatter and Gigerenzer, 2006; Gigerenzer and Todd, 1999]. These
heuristics are resource-conserving means for problem-solving and dealing with un-
certainty, but they are suboptimal and often can produce biased assessments of the
phenomenon that is being judged [Tversky and Kahneman, 1974]. Table 3 shows
representative heuristics and biases that are based on a distortion of judgments
about event frequencies and coherence in probability assignments.

Furthermore, people consistently make choices as if utilities or consequences of
our actions were a nonlinear function of outcomes of interest [Birnbaum, 1999c;
2008] This explains, for example, why a gain of $100 is valued more by a pau-
per than by a millionaire. Descriptive theories of choice, such as the prospect
theory, predict that risk behavior depends on whether outcomes are perceived as
gains or losses, relative to some reference point [Kahneman and Tversky, 1979,
1982; Kahneman, 2003; Tversky and Kahneman, 1974; 1986; 1992]. As a result, a
decision-maker is characteristically being risk-averse when relative gains are con-
sidered, while a relative loss is accompanied by risk-seeking behavior [Kahneman
and Tversky, 1979; 1982; Kahneman, 2003; Tversky and Kahneman, 1974; 1986;
1992].

These phenomena that are empirically well documented have a profound impact
on the decision-making under uncertainty, including clinical medicine.

Application in medicine: People are generally risk-averse when the
baseline probability of winning is high, but risk-seeking when it is low
[Kahneman and Tversky, 1979; 1982]. This can explain why patients
may enroll in risky phase I cancer trials: they believe that the suc-
cess of the standard treatment is so low that it is worth undergoing
the risk of experimental therapy for potential, albeit uncertain, bene-
fits [Meropol et al., 2003; Weinfurt, 2007]. People are also risk-averse
when the baseline probability of losing is low, but they are risk-seeking
when it is high [Kahneman and Tversky, 1979; 1982; Weinfurt, 2007].
This can explain why people undergo invasive screening tests such as
colonoscopy for the detection of colorectal cancer; the risk of complica-
tions is relatively low, but the prospect of detecting cancer at an early
curative stage is appealing [Kahneman and Tversky, 1979; Tversky and
Kahneman, 1992; Hastie and Dawes, 2001].

The insights discussed above have been used in attempts to develop a cognitive
taxonomy of uncertainties. Kahneman and Tversky [1982] proposed four proto-
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typical variants of uncertainty: two based on knowledge of the external world
and two on our own state of knowledge. External uncertainty (also known as
aleatory uncertainty) refers to the assessment of the frequency of similar events
(class probability) compared with the assessment of the propensity (probability) of
the singular cases at hand (case probability) [von Mises, 1957]. These types of un-
certainties closely match the formal presentation of uncertainties discussed above.
Internal uncertainty refers to our own ignorance, which would roughly correspond
to the subjective interpretation of probability, except that the axioms of formal
probability calculus are often violated [Kahneman and Tversky, 2000; Kahneman,
2003]. We can reason through our ignorance either by appealing to reasoned ar-
guments in our knowledge base or by expressing confidence in our answer by the
strength of associations provided by our introspective judgments. However, the
uncertainty related to any given problem can be attributed to the combination of
these two pairs of factors.

In an attempt to develop a cognitive taxonomy of uncertainty, Howell and Bur-
nett [1978] distinguished four general tasks related to measurement of uncertainty:
(1) direct frequency estimation (class probability, past-oriented), (2) probability
estimation (future-oriented, applying to both frequentist and nonfrequentist events
but typically in assessing probability of single events), (3) prediction (relating to
true/false prediction of future events), and (4) choice (requiring both prediction
of future events and the choice of alternatives). Uncertainty related to choice dif-
fers from that related to prediction only by the fact that it also involves utility
considerations. Uncertainty judgments related to these tasks that can occur over
shorter or longer time spans are the product of four cognitive processes: prior
knowledge, stored data (typically data on the frequency of events), heuristics, and
selective and confidence bias [Howell and Burnett, 1978; Tversky and Kahneman,
1986]. These factors can predictably be combined, depending on the contextual
factors and ease of encoding, to assess the uncertainty related to each of these
tasks [Kahneman and Tversky, 1982; Kahneman and Frederick, 2006; Lichenstein
and Slovic, 2006].

Despite some views that humans may be inherently Bayesian [Gill et al., 2005;
Kording, 2007; Gigerenzer and Hoffrage, 1995] (see above), the current prevailing
view is that people do not systematically update the prior knowledge gradually
and systematically [Kahneman, 2003]. Rather, collection of new evidence is cog-
nitively distinct from the existing knowledge. The existing knowledge often bi-
ases acquisition of the new evidence [Kahneman and Tversky, 2000; Howell and
Burnett, 1978]. This view has important implications for understanding medical
uncertainty (Tables 2 and 3).

There are many psychological theories of uncertainty, typically related to choice
and judgments under uncertainty. These include prospect theory, [Kahneman
and Tversky, 1979; Tversky and Kahneman, 1979; 1992] potential/aspiration the-
ory, [Lopes, 1987] transfer-of-attention exchange model, [Birnbaum and Navarrete,
1998; Birnbaum, 1999a; 2008] support theory, [Tversky and Koehler, 1994] and
regret theory [Bell, 1982; Djulbegovic, et al., 1999; Hozo and Djulbegovic, 2008;
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Loomes and Sugden, 1982]. In addition, many heuristics have been proposed to
explain how humans manipulate probabilities and make choices under uncertainty
[Brandstatter et al., 2006]. Although these theories have rarely been tested in med-
ical domains, they provide important insights for understanding decision-making
in medicine.

Application in medicine: Support theory [Tversky and Koehler, 1994]
postulates that subjective estimates of the probability of an event are
affected by the detailed description of a given event. This has im-
portant implications for clinical medicine since longer, more detailed
descriptions of cases will increase the suspicion of a disease more than
will a brief presentation [Schwartz and Bergus, 2008]. Similarly, in-
formed consent that lists a large number of adverse events unlikely to
occur may lead to overestimation of the risks of drugs [Schwartz and
Bergus, 2008].

Both regret and prospect theory can explain why some 40-year-old
women undergo annual screening mammography (SM) while others
do not. Since SM is associated both with benefits (it can help avoid
death due to breast cancer if cancer is detected at an early stage) and
harms (it can lead to increased risk of dying from radiation-induced
breast cancer), some women may regret more the act of commission
(undergoing SM) than the act of omission (failure to undergo SM)
[Djulbegovic and Lyman, 2006]. We do not, however, know of empirical
studies that show how women consider SM probabilities (if they do at
all), or how they make their choice under uncertain estimates of SM
benefits and risks.

Although at the moment, there is no agreed-upon a single, unifying psycho-
logical theory of judgments under uncertainty, these examples illustrate that any
attempt to develop a comprehensive treatise of uncertainty in clinical medicine
must take into account the insights obtained from psychological research on un-
certainty.

6 UNCERTAINTY ABOUT PROBABILITIES

Empirical evidence suggests that people’s knowledge or perceived knowledge about
the probability of events influences their decision-making. This introduces the con-
cept of uncertainties about probabilities [Ellsberg, 1961; Camerer and Weber, 1992]
relating to the reliability, credibility, or adequacy of information, which can possi-
bly be understood in two or more different ways. Although some theorists dispute
the validity of this concept [Howard, 1988; 2007], uncertainty about the probabil-
ity appears to influence how risk and uncertainty are communicated in medical
practice (as discussed below). Some authors refer to uncertainty about proba-
bilities as “ambiguity” [Camerer and Weber, 1992], which differs from ambiguity
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related to the use of unclear words and meanings (Table 2). Uncertainty about
probability is typically represented by frequentist confidence intervals or Bayesian
posterior intervals. Diamond and Forrester [1983] expressed these uncertainties
through connection of beliefs, degree of confidence, and information.

!

!

“I figure there’s a 60% chance of heart 
disease and a 15% chance we know what  
we’re talking about.” 

Figure 3. Uncertainty about uncertainty (adapted from Diamond and Forrester
[1983]).

Application in medicine: Diamond and Forrester [1983] presented the
case of a 55-year-old patient undergoing a heart stress test to diagnose
coronary heart disease, and attempted to answer three fundamental
questions (Figure 3):

1. What do we know? “Your positive stress test result implies that
there is a 30% chance that you have coronary disease.” (The
authors calculated this probability using Bayes theorem.)

2. How sure are we? Three physicians (A, B, C) add different pro-
visos, as follows:
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Physician A adds that “there is a 2% chance that we are certain
about you having 30% chance of coronary heart disease” This is
because only 2% of the curve lies within the 1% posterior credi-
bility interval around the 30%.

Physician B adds that “there could be less than a 28% chance of
disease and a 50% chance that we are certain that you have less
than a 28% of chance of coronary heart disease”. This is because
28% represents the median of the probability distribution of heart
disease, with 50% being the area under curve below the median.

Physician C adds that “there is between a 5% and a 64% chance
of disease, with a 90% chance that we are correct about these
chances” because the 90% posterior credibility interval for the
probability of heart disease ranges from 5% to 64%.

3. Why can’t you all agree? “There is precisely a 30% chance that
you have coronary disease, and a 2% chance that we are correct
about these chances.” Don’t be surprised if someone else feels
differently since the stress test can provide only 23% of the infor-
mation we need to be certain.

This example illustrates how even simple clinical assessments such as the use
of stress tests in diagnosis of coronary heart disease, far from yielding certainty,
raise several levels of questions about the uncertainty that we have. This is a key
reason why more attention needs to be given to uncertainty and why understanding
uncertainty is so important for the clinical practice and research as further outlined
below.

7 THE IMPACT OF UNCERTAINTY IN MEDICINE: PRACTICE
VARIATION

Dramatic practice variations in the management of seemingly similar patients and
their conditions are well documented [Wennberg, 1986; Dartmouth Atlas of Health
Care, 2009]. These variations occur across large and small areas, among physicians
within the same medical settings, in test and treatment use, and in hospital ad-
missions, referral rates, and surgical rates [Sirovich et al., 2006; Wennberg, 1986;
Fisher et al., 2003; 2003]. Although many factors — from the structure of lo-
cal care, the availability of health care technologies, financial incentives to health
providers, and costs to patients — have been invoked to explain variations in the
practice of medicine [Fisher et al., 2003;], in the final analysis, it has been argued
that most of these factors converge on questions about the role of uncertainty and
its impact on the practice of medicine [Eddy, 1984; McNeil, 2001; Gerrity et al.,
1990]. Indeed, it is our “stubborn quest for diagnostic certainty” [Kassirer, 1989]
that has been proposed as a leading cause of excessive and inappropriate testing
resulting in ever-increased health care costs.
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We will now try to dissect the various sources of uncertainty that help explain
the many variations in clinical management. Intuitively, if multiple causes of
uncertainty are operating at random, one would expect that variations in practice
would average out [Eddy, 1984]. Instead, the variations are regional, occurring due
to “herd behavior” in terms of a mistaken consensus, [Hirshleifer and Teoh, 2003;
Bikchandani et al,1998] often termed the “community standard” [Eddy, 1984]. The
“herd behavior” typically occurs due to a lack of reliable information and the poor
quality of evidence that inform most medical decisions [Eddy and Billings, 1988;
McNeil, 2001; Djulbegovic, 2004].

8 COMMON SOURCES OF UNCERTAINTY IN MEDICINE

Three basic types of uncertainty have been identified by Fox [1957; 1980]. The
first result from incomplete or imperfect mastery of the existing knowledge, the
second is a consequence of limitation of the current knowledge, and the third is
a combination of the first two. More recently, McNeil [2001] classified he major
types of uncertainty in clinical medicine: (1) uncertainty due to lack of convincing
evidence because of delayed or obsolete data from clinical studies, (2) uncertainty
about applicability of evidence from research at the bedside, and (3) uncertainty
about interpretation of data. All of these types can be broadly classified as epis-
temic uncertainty [Morgan and Henrion, 1990; Colyvan, 2008; Regan et al., 2002].
Similar types of uncertainty have been identified in other fields and can be equally
well applied in the health care setting. Each of these specific uncertainties is han-
dled differently (see also Tables 2-4). This, in turn, further indicates that that no
single theory of uncertainty is sufficient for clinical medicine [Zimmerman, 2000].

Before we can address uncertainty in medicine, we need to define the clinical
context: First, we need to distinguish the contexts of clinical research and clinical
practice, and second, we need to distinguish the types of uncertainties related to
the key activities in medicine (e.g., making diagnoses, administering treatments).

Table 4 details generic sources and types of uncertainty with illustrative exam-
ples from medicine. Note that epistemic uncertainty (e.g., measurement errors,
bias, natural variation, the lack of information or conflicting evidence, the prob-
lem of applying class probability to single cases, issues of values, preferences) and
linguistic uncertainty apply equally well to medicine. In fact, the complexity of
medicine is such that all uncertainties listed in Table 2 are so pervasive and inher-
ent in practice and research in clinical medicine that they are likely to multiply,
with the ultimate effect of creating a “fog of uncertainty in medicine” [Djulbegovic,
2004]. There is no systematic study of types and sources of uncertainties outlined
in Tables 2 and 4, but in our view, the following are the most prevalent causes of
uncertainty in clinical medicine.
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Table 3. Biases and Heuristics: Distortion of Probabilities in Judgments Under
Uncertainty
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8.1 Lack of evidence, conflicting evidence, or “information overload”
that can hinder adequate decision-making

These factors are by far the most common causes of uncertainty in medical practice.
Evidence is necessary but not sufficient for optimal decision-making [Djulbegovic,
2006]. Today’s practice of medicine is dominated by an information paradox.
On one hand, we have an exponential growth of information [Djulbegovic et al.,
2000] making it difficult to find relevant information at the time of need. On
the other hand, most existing evidence is irrelevant or unreliable, resulting in
high uncertainty in inferences or decisions [Djulbegovic, 2004]. The unreliability
and poor quality of medical evidence are considered to be the key factors that
can explain the enormous variation in medical practice [Eddy and Billings, 1988;
McNeil, 2001].

If reliable and evidence-based information had been available at the time of care,
physicians would have arrived at a different medical decision in approximately 30%
to 60% of cases [Covell et al, 1985; Ely et al., 1999; Sackett and Strauss, 1998].
Physicians have need for many types of information related to etiology, prognosis,
treatment, diagnosis, patient preferences etc. However, about 70% of informa-
tion requirements sought by physicians focus on diagnosis and/or treatment, but
physicians cannot afford to spend more than 2 minutes to search for this infor-
mation [Jefferson, 2008; Davies, 2007]. In principle, this type of uncertainty can
be easily resolved by performing research that would generate reliable evidence
for the decision-maker [Djulbegovic, 2004]. Indeed, research in medicine indicates
that it is possible to generate better evidence [Higgins and Green, 2008; Guyatt
and Rennie, 2002] and deliver better existing evidence. For example, in general
medicine it has been shown that the use of filters to identify relevant and valid
evidence can reduce the background noise by over 99.9%, resulting in only five
to 50 research articles per year that may need to be incorporated in systematic
reviews [Haynes et al., 2006]. In oncology, less than 1% of new evidence has been
judged to be important for practicing physicians [Vincent and Djulbegovic, 2005].
Therefore, it may be an achievable goal to identify relevant and valid evidence
that can be delivered when needed at the point of care and ideally in its totality
as a systematic review.

8.2 “The problem of the single case”— uncertainty about the appli-
cation of trial (“group averages”) data to individual patients

This is probably the second most important source of uncertainty in clinical
medicine, and it is widely and passionately discussed [Tanenbaum, 1993; 2005;
Rothewell, 2007; Glasziou and Irwig, 1995]. It illustrates the epistemological dilem-
mas better than any other issue. It can be linked to ancient debates about the na-
ture of knowledge, cause and effect, and deterministic vs. probabilistic knowledge
[Goodman, 1999a; Matthews 1995]. It is intimately linked with Hume’s “problem
of induction” [Vickers ,2006; Achinstein, 2004; Achinstein, 2005]. Hume pointed
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out more than 200 years ago that there is no logical way to assert the validity of
universal statements based on inferences from a number of singular observations
[Vickers, 2006]. The problem of induction is further compounded in medicine
with eternal debate about the value of deterministic, experimental methods vs.
probabilistic, statistical inductive methods.

The application of probabilistic statements based on group averages to individ-
ual patients at the bedside remains at the crux of the debate related to the use of
frequency probability. As far as back as 1865, this sentiment was first expressed
by Claude Bernard, a pioneer of modern experimental medicine, who maintained
that

“A great surgeon performs operations for stone; later he makes a statis-
tical summary ... and concludes from these statistics that the mortality
law for this operation is two out of five. Well, I say that this ratio means
literally nothing scientifically and gives us no certainty in performing
the next operation ... What really should be done, instead of gathering
facts empirically, is to study them more accurately, each in its special
determinism. We must study cases of death with great care and try to
discover in them the cause of mortal accidents so as to master the cause
and avoid the accidents. . . Empiricism precedes science. . . .never have
statistics taught anything, and never can they teach anything about
the nature of phenomena”. [Goodman,1999a]

The fundamental problem is that there is inherent variation in the natural his-
tory of diseases or in the way that people respond to medical interventions [Collins
and McMahon, 2001; Eddy, 1984]. Even for well described diseases such as a type
I diabetes mellitus, where the cause of disease is well established, dramatic vari-
ations can occur in the course of illness, the response to insulin therapy, and the
short- and long-term outcomes [Collins and McMahon, 2001]. What physicians
can know is only the behavior of classes; individual cases remain unique and un-
repeatable.

Nonetheless, despite the uniqueness of each particular patient, most authors be-
lieve there is simply no better method of addressing uncertainty in individual cases
but through using research evidence obtained from groups of people in controlled
clinical trials. Despite its problems, such induction remains one of the key meth-
ods for generation of knowledge in science and medicine. This is best expressed
by one of the “fathers” of clinical trial methodology, Austin Bradford Hill [Hill,
1952]:

“Our answers from the clinical trial present . . . a group reaction.
They show that one group fared better than another, that given a
certain treatment, patients, on the average, get better more frequently
or rapidly, or both. We cannot necessarily, perhaps very rarely, pass
from that to stating exactly what effect the treatment will have on
a particular patient. But there is, surely, no way and no method of
deciding that.”
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Other authors still contend that the uniqueness of patients, along with their
distinctive experiences, requires different modes of resolution of these types of un-
certainties, such as the “tacit knowledge” of experts [Tanenbaum, 1993; Matthews,
1995].

Application of trial data to individual patients is permissible as long as we
espouse the idea of exchangeability of the past and future events [Greenland, 1998].
In practice, this type of uncertainty is addressed by paying attention to PICO
(i.e., whether the differences between the trial’s patients (P), interventions (I),
comparators (C), and outcome(s) (O) observed in the setting and circumstances of
the trials are similar enough to allow application of the trial results to an individual
patient) [Rothwell, 2007; 2006]. Or, to put it another way, the characteristics and
circumstances of the patients are typically not demonstrably so different that one
is easily able to dismiss the relevance of the group data.

8.3 Uncertainty about patient values and preferences

Ethical and normative standards of current medical practice are based on the
views that patients are autonomous beings free to reason and exercise their rights
to participate in clinical research or in their clinical care [Foster, 2001]. Ratio-
nally, people’s attitudes will depend on the outcomes that the proposed medical
intervention brings about, either in the context of research or medical practice.

The problem is that it is relatively rare that a medical procedure will result
in unequivocally (good) outcomes. When it does, a situation known as effective
decision-making, [O’Connor et al., 2003] most people will make the same choice
regarding the proposed diagnostic or treatment intervention. Unfortunately, most
medical interventions are associated with multiple outcomes, some good and some
bad [Eddy, 1984]. For example, coronary bypass surgery can improve quality of life
and prolong survival, but it is associated with surgical mortality, hospitalization,
pain, anxiety, and expense. When outcomes are multiple and go in opposite direc-
tions, decisions have to be based on trade-offs, [Eddy, 1984] and trade-offs involve
values. This is known as preference-based decision-making [O’Connor et al., 2003].
This might not be a problem if people’s beliefs and preferences were well articu-
lated and stable and easy to assess. Unfortunately, this is not the case. Results
from research conducted during the last two decades convincingly demonstrates
that peoples’ preferences vary dramatically as a function of contextual factors in-
cluding time pressure, task complexity, reference point regarding gains vs. losses,
and the manner in which information is presented (framed), processed, and elicited
[Lichenstein and Slovic, 2006]. In fact, it has become apparent that preferences
are often constructed in the process of elicitation [Lichenstein and Slovic, 2006].
In theory, this type of uncertainty can best be addressed by explicit measurements
of the degree of beliefs of experts and patients’ preferences. The problem is that
good and agreed-upon methods that address how to do this in the medical context
have not yet been identified [Lichenstein and Slovic, 2006; Nelson et al., 2007].
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8.4 Uncertainty due to bias in generating, observing, disseminating,
reporting, and interpreting clinical data

Systematic distortion of the estimated intervention effect that leads away from the
“truth” — caused by inadequacies in the design, conduct, data collection, analysis,
or reporting of results of clinical research — adds substantially to the uncertainty
regarding the use of such information [Juni et al., 2001; Juni and Egger, 2002;
Higgins and Green, 2008; Greenland, 2009; Greenland and Lash, 2008]. It has
been estimated that bias can exaggerate up to 60% the real effect of a healthcare
intervention [Altman, 2002]. It is claimed that most of our research findings are
wrong [Ioannidis, 2005] and that most of what we do in practice is not based on
evidence but rather is dictated by authority, personal uncontrolled experience, or
habit [Taubes, 1996]. Indeed, there are countless more ways that a particular
research finding or clinical observation can go wrong than right [Guyatt, et al,
2008]. The unreliability and poor quality of medical evidence are considered to be
the key factors explaining the enormous variations in medical practice [Eddy and
Billings, 1988; McNeil, 2001].

The rise of the evidence-based medicine movement (EBM) [Hitt, 2001] has ex-
posed systematic flaws in the way research is conceived, performed, analyzed,
submitted, published, and cited [Higgins and Green, 2008]. Space prevents a dis-
cussion of all the biases described in the literature which can increase uncertainty
[Higgins and Green, 2008; Baron, 2007; MacCoun, 1998; Sackett, 1979]. Below we
discuss two of the most common types of epistemic uncertainty related to bias in
clinical research and practice.

The first — uncertainty about interpreting results — is illustrated by ongoing
discussions about the reliability of data obtained in nonrandomized, observational
studies vs. experimental, randomized clinical trials [Concato et al., 2000; Benson
and Hartz, 2000; Kunz and Oxman, 1998] In general, results that are obtained in
RCTs are considered more credible in terms of internal validity (i.e., the extent
in which we are confident that an estimate of effect is correct under the circum-
stances of the study) [Altman et al., 2001]. For example, many observational
studies showed that women taking HRT (hormone-replacement therapy) benefited
from estrogen replacement [Grodstein et al., 1996]. As a consequence, more than
50 million women were given HRT in recent decades. However, RCTs showed that
many women have suffered from serious consequences from this therapy, including
avoidable deaths due to exposure to HRT [Heiss et al., 2008]. Nevertheless, ob-
servational studies are considered to have better external validity [Altman et al.,
2001] (i.e., the extent to which the study findings can be applied to other clinical
settings [“the actual patient”— see below]). Not surprisingly, uncertainty about
these questions is particularly acute at the personal level [Daley, 1999].

The second — uncertainty about observing outcomes — is pervasive in clin-
ical practice. There are well documented variations in inter- and intra-observer
agreement for all the skills that physicians use in clinical practice, such as history
taking, performing the physical examination, reading X-rays, analyzing laboratory
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samples, and reading pathology specimens [Eddy, 1984; Berner and Graber, 2008].
This is further compounded by biases and heuristics that add to uncertainty, both
in practice and in research (Table 3). As a response, the entire science, mostly
within the EBM movement, has emerged to strengthen our methods in the de-
sign, conduct, analysis, and reporting of clinical research, [Gabbay and le May,
2004; Guyatt, 1991; Guyatt and Rennie, 2002; Guyattt et al., 2008] and it has
further raised awareness of heuristics and biases in handling this type of uncer-
tainty. Many checklists and standardized procedures have been developed to both
improve the reliability of generating new research evidence and critically assess
claims regarding the existing findings [Guyatt and Rennie, 2002]. These methods
apply to most types of uncertainty in clinical practice and research. The reader
is referred to other sources about bias in research for further details [Guyatt and
Rennie, 2002; Higgins and Green, 2008; Altman et al, 2001; Bossuyt et al. , 2003;
Boutron et al., 2008; Greenland, 2009].

8.5 Ambiguity: uncertainty due to unclear meanings in terms or
words

Ambiguity arises when a word can have several meanings and it is not clear which
one is intended [Regan et al, 2002; Zimmerman, 2000]. It is often seen in medicine
when verbal expressions are used to communicate risk or probability. For example,
a physician might say, “It is unlikely that there will be a risk from the treatment
I prescribed.” The problem is that there is a great overlap in the meaning of
qualitative terms. What is “unlikely” for one person may be “likely” for another
[Hunink and Glasziou, 2001; Cutler, 1985].

A common source of ambiguity is the wide usage of abbreviations in medical
prescribing, which is one of the major causes of medication errors.2 This is par-
ticularly important since medical errors are one of the leading causes of deaths
in hospitals in the United States [Kohn et al, 2000; Leape, 1994]. Many of these
deaths are due to uncertainty in interpretation of medical terms or abbreviations.
For example, “MS” magnesium sulfate might be confused for morphine sulfate,
which may lead to the error in prescribing with life-threatening consequences.
Ambiguity is common when there is no precise, operational criteria for diagnosis,
study entry, response to treatment, etc. [Ramsden, 2006].

Uncertainty due to ambiguity can be resolved by clarifying terms and conditions.
For example, there is now a major effort across the U.S. hospitals to clarify which
abbreviations should be permitted. Similarly, when risk is communicated, it is
preferable to use quantitative rather then qualitative terms. In research, expert
panels try to improve the classification of particular disorders (e.g., World Health
Organization on classification of hematologic malignancies [Harris et al., 1999]) or
to define standardized criteria for judging responses to treatment (e.g., RECIST
[Jaffe, 2006]).

2http://www.jointcommission.org/sentinelevents/sentineleventalert/sea_23.htm
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8.6 Vagueness — uncertainty due to borderline cases

Uncertainty due to vagueness commonly occurs because of difficulties in classifi-
cation of borderline cases: a single measurement or very small differences in the
quantities of interest may completely change the categorization and consequent
actions [Williamson, 1994; Hyde, 2005; Sorenson, 2006]. For example, if a diag-
nosis of obesity defined by a BMI of ≥ 30 is followed by the administration of a
particular health intervention, this would mean that only those individuals classi-
fied by a BMI of ≥ 30 would obtain the intervention, while those with a BMI of
≤ 29.9 would not.

Solutions to the vagueness problem include technical approaches such as fuzzy
theory [Zimmerman, 1996]. In the example above we may assign individuals with
a BMI from 25 to 35 the value of 0.5 on scale of 0 to 1. In the open texture
concept, borderline cases are judgment dependent: they become true because
the speaker and the audience (of similarly competent individuals sharing similar
values) judge them to be true [Sorenson, 2006]. The latter concept is implicit in the
consensus approach used in medicine to address ambiguities about classification
of diseases. Yet, despite its importance and its roots dating back to the ancient
Sorites paradox, [Hyde, 2005] little work has been done on examining the role of
vagueness in medicine.

We will further illustrate relevance of these sources in clinical medicine as we
discuss the major types of uncertainties in clinical practice [Eddy, 1984; McNeil,
2001; Djulbegovic, 2001; 2007; Schwartz and Bergus, 2008; Hunink and Glasziou,
2001; Sox et al., 1988; Legare, in press] (Table 4).

9 UNCERTAINTY IN CLINICAL PRACTICE

9.1 Uncertainty about defining the disease

Three main sources of uncertainty arise in defining the disease. The first relates
to the difficulties in drawing the line between disease (“abnormal”) and “nor-
mal” [Murphy, 1997; Eddy, 1984]. This difficulty is rooted in vagueness (i.e., the
problem of borderline cases) and ambiguity (Table 4). The example given above
illustrates the effect of vagueness [Williamson, 1994; Regan et al., 2002] concerning
the diagnosis of obesity based on the application of BMI value. Should a person
with a BMI of 29.9 be considered obese? If hypertension is defined as having sys-
tolic blood pressure ≥ 140 mmHg, does that mean that an individual with blood
pressure of 139 mmHg is normotensive? As current guidelines recommend that
only patients with systolic blood pressure ≥ 140 mmHg are treated, this would
imply that people with blood pressure <140 mmHg are at no risk for cardiovas-
cular complications, while the ones with blood pressure = 140 mmHg presumably
are [Vickers et al., 2008]. This type of uncertainty is of greater relevance to disor-
ders that are measured on a continuous scale, cases which indeed comprise leading
causes of illness in industrialized countries [Vickers et al., 2008]. These disor-
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Table 4. Matching Uncertainty with Context: Common Types of Uncertainty in
Clinical Medicine
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ders include cardiovascular diseases, diabetes, developmental disorders, back pain,
arthritis, and cancer [Vickers et al., 2008]. Uncertainty due to vagueness has little
effect on conditions that are defined by discrete properties (as someone is either
HIV infected or not infected, for example).

Occasionally, uncertainty is related to ambiguity as in cases when scientific
community has not clearly distinguished one entity from another. For example,
the current definitions of stage IA and smoldering myeloma overlap [International
Myeloma Working Group, 2003].

The second source of uncertainty is epistemic, related to the lack of information
about disease outcomes, while the third source of uncertainty relates to application
of population data to the individual. The latter sources of uncertainty relate to the
fact that many “diseases” do not present threats to life or cause pain, suffering,
or distress at the time of diagnosis [Vickers et al., 2008; Eddy, 1984; Murphy,
1997]. They are considered “diseases” or “abnormal” conditions because they
increase the probability that a target disorder will develop [Murphy, 1997; Eddy,
1984]. For example, people with high cholesterol are at increased risk of myocardial
infarction, [Wilson et al., 1998]. but the vast majority of people with increased
cholesterol — 90% to 99%, depending on other risk factors such as high blood
pressure and smoking status — will not have a myocardial infarction [Wilson et
al., 1998]. So, who should be considered a “diseased” person? This uncertainty
is further magnified when the definition of disease is linked with intervention, as
a typically is the case. Treating a particular condition does not mean that we
will prevent a target disorder from occurring. As the hypercholesterolemia case
illustrates, people with high cholesterol may never have a myocardial infarction,
regardless of treatment, while those who were given treatment may still have it.

As with premorbid conditions, uncertainty due to ambiguity in disease definition
can be resolved by clarification of the terms and conditions, but uncertainty due
to borderline cases will often remain.

9.2 Diagnostic uncertainty

Diagnostic uncertainty refers to determining the true underlying cause of disease:
what is wrong with this patient [Hunink and Glasziou, 2001]? In addition to
heuristics and biases (Table 3), six major sources of uncertainty affect diagnostic
uncertainty.

1. Uncertainty about defining disease: when a disease is difficult to classify (see
above), there will be a greater problem in diagnosing it. This is particularly
true for diseases defined on a continuum, wherein uncertainty due to vague-
ness becomes critical, leading some authors to argue “against diagnosis”
[Vickers et al., 2008].

2. Measurement error: relates to analytical validity, such as the ability of diag-
nostic tests to accurately and reliably measure the entity of interest [Hunter
et al., 2008; Knottnerus, 2002].
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3. Lack of evidence: as it relates to information on clinical validity [Hunter
et al, 2008; Knottnerus, 2002] (e.g., the test’s sensitivity, specificity, and
positive and negative predictive values, i.e., the ability of the test to detect
or predict the associated disorder) and clinical utility [Hunter et al., 2008;
Knottnerus, 2002] (if a patient has a disease or is at risk of a disease, what
can be done about it? What are the benefits and risks of the treatments
that may be given? Will we regret ordering the diagnostic test?).

4. Uncertainty about observing outcomes: poor intra- and inter-observer agree-
ment in elicitation of diagnostic signs and symptoms is well documented in
medicine [Eddy, 1984; Berner and Graber, 2008] Disagreement about diag-
nosis is striking regardless of whether it relates to history taking (e.g., the
proportion of patients who answered a simple question such as “Do you have
a cough?” varies from 23% to 40% depending on who asked), physical exam-
ination (e.g., 26% of physicians stated that cyanosis existed in patients with
normal oxygen content), laboratory or radiologic interpretation (the discor-
dance rate typically varies between 2% and 20% for most general radiology
readings; 35% of cases of atrial fibrillation were misdiagnosed by ECG; this
error was detected by the reviewing physicians only 76% of time), or pathol-
ogy reports (misclassification of cancer ranged for 2% to 9% for gynecologic
cancers and 5% to 12% for nongynecologic cancers [Eddy, 1984; Berner and
Graber, 2008]

5. Uncertainty framed by degrees of beliefs (prior probability) about diagnostic
possibilities among different observers, which may result in different esti-
mates about (posttest) probability of diagnosis. For example, different prior
probabilities may help explain the failure to appropriately exclude a clot in
the lungs [Sox, 2006]

6. Failure to include all the diagnostic possibilities (mutually exclusive and ex-
haustive list of differential diagnosis) [Redelmeier et al., 1995]: for example,
some physicians are able to diagnose a particular disorder simply because
they thought of it, while others forget to include it in their differential diag-
nosis.

Resolving diagnostic uncertainty: Bayes’ theorem (discussed above) is widely pro-
moted as the method of choice for dealing with diagnostic uncertainty. Most uses
presuppose that data are accurate and free of bias and that all reasonable possi-
bilities have been taken into consideration. In practice, heuristics are taught in
order to deal with diagnostic uncertainty (e.g., “Any patient who smokes and has
palpable supraclavicular adenopathy has [lung] cancer until proven otherwise”)
[Djulbegovic and Sullivan, 1997].
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9.3 Uncertainty about selecting a diagnostic or treatment procedure

For most conditions, there are many diagnostic and treatment procedures that
can be ordered, [Eddy, 1984] and there is tremendous variation among physicians
regarding selection of diagnostic or treatment procedures. For example, many
drug combinations exist for the treatment of lymphoma, but it is not clear which
one physicians should choose. How many courses of treatment should they give
before they evaluate response — two, three, or more? Which imaging studies
should be employed? When and in which sequence? Even for common tests such
as a fecal occult blood test, the problem is not a trivial one: there are different
test brands, using different technologies, with different sensitivity and specificity
[Eddy, 1984]. Should a fecal occult test be followed by colonoscopy only when the
test is positive? Can sigmoidoscopy suffice?

This type of uncertainty is often compounded by measurement uncertainty and
low intra- and inter-observational agreement (see above). Much uncertainty about
selection of a particular health care intervention nonetheless arises from model
uncertainty and lack of evidence addressing a question of interest.

Model uncertainty refers to what is lost in the simplified picture of the real world
used in our decision-making scenarios. Models in clinical medicine are typically
based on a limited understanding of the underlying pathophysiology of diseases
and the mechanisms of actions of health interventions. The model should be based
on supporting evidence and explicit and transparent clinical logic, but often the
basis is sketchy. The model is best tested by its predictions in validation stud-
ies, but subsequent revisions may remain unvalidated, leaving unresolved model
uncertainty.

Lack of direct evidence, possibly the largest source of uncertainty in medicine,
refers to the lack of research related to testing of a given diagnostic or treatment
procedure on clinical outcomes of interest. The best direct evidence comes from
“head-to-head” comparative trials in which the effects of one intervention are di-
rectly compared with the effects of another for all important outcomes patients
care about (e.g. survival, quality of life etc). Unfortunately, direct evidence to
inform our practice is often lacking. For example, it is estimated that in oncology
only about 25% of decisions are supported by direct evidence [Djulbegovic et al,
1997]. Most decisions are based on indirect research evidence, i.e., evidence that
does not directly address a particular question [Glenny et al., 2005].

Uncertainty due to lack of evidence can in principle be resolved through empirical
research. It is nonetheless impossible to empirically test every permutation of
dozens of diagnostic tests and treatment interventions that are available for each
condition. Most decisions in medicine will continue to be based on inferences from
indirect evidence.

Perhaps the best we can do is to represent clinical or research scenarios based
on explicit and transparent understanding of the current best science. Since
we cannot test every idea we conceive, we must select what we should study.
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This selection, however, leads to research agenda bias, a major threat to research
integrity [Djulbegovic, 2007]

9.4 Uncertainty about treatment

In addition to the biases that plagues research evidence on therapy, treatment
uncertainty arises because, for most disease, the effects of treatments are imper-
fect or incomplete [Dagli et al., 2003; Djulbegovic et al., 1997; Djulbegovic, 2004;
Vincent and Djulbegovic, 2005]. Also, many treatments are associated with both
benefits and harms. This all contributes to the incompleteness of our knowledge
about treatment effects. Major therapeutic uncertainties include: (1) epistemic
uncertainty regarding the accurate assessment of probability of outcomes arising
from the fact that the majority of medical evidence is of low quality and unreli-
able (particularly regarding therapies), [Dagli et al., 2003; Djulbegovic et al., 1997;
Djulbegovic, 2004; Vincent and Djulbegovic, 2005]. (2) uncertainty about apply-
ing treatment from the trial data (“averages”) to individual patients (see above),
and (3) integration of trade-offs and patients’ preferences related to the choice of
treatment (discussed below).

It is not surprising that, as in the case of ordering diagnostic tests, studies show
dramatic differences among physicians when they are asked about the appropri-
ateness and necessity of recommending given treatments. For example, when an
expert panel was asked about recommending splenectomy for a patient with idio-
pathic thrombocytopenic purpura with a platelet count of <10,000/ccu, the range
of opinions varied dramatically. Some experts would not wait longer than 2 weeks,
while others would give steroids for up to 10 weeks [George et al., 1996]. When
they were asked how much annual fecal occult blood tests and flexible sigmoi-
doscopy would decrease colorectal cancer mortality, the answers varied from 0 to
100%!.....[Eddy, 1984]

Resolving therapeutic uncertainty: Therapeutic uncertainty is best resolved by
reliable and relevant data. In fact, when evidence is of high quality, disagreement
among experts usually disappears [Cruse et al., 2002] However, results from such
data must be available in intelligible form when and where it is needed [Djulbegovic
2004; Djulbegovic et al, 2006]. Thus, it is essential to have effective presentations
of evidence in terms of a balance sheet summarizing benefits and harms of a
given treatment. Since different presentations of evidence can result in different
decisions, it is recommended that the effects be presented in several formats, as
discussed below. Finally, when decisions involve complex trade-offs, therapeutic
uncertainty is ideally handled using a formal decision theory approach, but this
use may be beyond ordinary practice skills.

9.5 Uncertainty about prognosis

Prognostic uncertainty concerns predicting the future (what will happen to this
particular patient?). It is typically expressed as the probability of outcome within



336 Benjamin Djulbegovic, Iztok Hozo and Sander Greenland

some time frame (e.g., there is a 5% probability that this patient will develop a
heart attack within next 10 years). Physicians are generally not good prognosti-
cators. For example, in predicting the course of cancer, they are correct only 10%
to 30% of the time [Christakis, 2001].

Major sources of prognostic uncertainty include lack of evidence from which to
forecast; biases (such as anchoring), and model uncertainty [McShane et al., 2005].
Another source of prognostic uncertainty relates to applying the “class probability
to case probability.”

Resolving prognostic uncertainty: When given enough data, statistical models
are more accurate than human hunches [Hastie and Dawes, 2001; Dawes et al.,
1989]. Hence, formal risk-prediction approaches are increasingly advocated [Vick-
ers et al., 2008]. Model validation, such as using acceptable statistical techniques
and testing predictions in external populations of patients, is considered the best
way to address prognostic uncertainty [McShane et al., 2005].

9.6 Uncertainty about eliciting patients’ values, preferences and risk
attitudes

Uncertainty about eliciting patients’ values and preferences is another major source
of uncertainty in medicine. People hold different values in relation to the benefits,
harms and costs of health care interventions. As discussed above, the contem-
porary psychological research is unanimous in the view that peoples’ values and
preferences are not stable but rather are often constructed during the process
of elicitation [Lichenstein and Slovic, 2006; Kahneman and Tversky, 2000]. In
addition, because medical interventions are inherently related to risk, people’s at-
titudes toward risks and decisions in the face of risks and uncertainty also differ
[Schwartz and Bergus, 2008] Some people are risk-neutral, while others are risk-
averse or even risk-seeking. It is important to realize that there is no such thing as
a right or wrong risk attitude. It is now widely accepted that risk attitude based
on elicitation of a patient’s own preferences should be accepted, even if it may
not adhere to normative criteria of rationality or the values of physicians [Douard,
1996; Brock, 1990; Kahneman, 2003].

Resolving uncertainty about patients’ preferences: Theoretically, we can address
uncertainty about patient preferences by measuring them. Unfortunately, there
is no ideal way to do so [Lichenstein and Slovic, 2006]. Elicitation is further
complicated by the tendency of physicians to project their own risk attitude onto
the elicitation, [Schwartz and Bergus, 2008] especially when expert panels de-
velop guidelines to inform clinical practice based on preferences of “hypothetical
patients.”

10 DECISION-MAKING UNDER UNCERTAINTY

A core task of clinical medicine is decision-making, which is fraught with uncer-
tainties every step of the way. We summarize this point with a case presentation:
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A 60-year-old man presented to his physician in January with short-
ness of breath without fever. The physician had already seen a number
of patients who presented with similar complaints. He knew that this
was a flu season, and he was told that the protective value of flu vac-
cine is around 40% to 60%. His assistant reported that the patient’s
vital signs were normal except “slightly increased pulse” and “a some-
what low blood pressure at 100/65 mmHg”. The assistant also stated
that the patient complained of cough, but when the doctor asked the
patient about cough, he denied it. The doctor examined the patient
and thought he heard diminished breathing at the right lower side of
the lungs. The chest-X ray was read by a radiologist as “suspicious
for pneumonia,” but when the doctor looked at the X-ray, it looked
rather normal to him. In addition, the radiologist made no comment
regarding which type of pneumonia was suspected: viral, bacterial,
or atypical? The patient had received both flu vaccine and pneumonia
vaccine. Five other patients were waiting to see the doctor, and he had
to make a quick decision. Should he send the sputum for cultures and
a PCR (polymerase chain reaction) test for upper respiratory viruses
and wait for the results to make a further decision? Should he prescribe
an antibiotic for presumptive bacterial pneumonia? If so, which antibi-
otic? Should he hospitalize the patient because of low blood pressure
suggesting possible systematic infection? The patient told him that
the last time he was at a doctor’s office 3 years ago, he was told that
he had a low blood pressure but was not told the exact value. The pa-
tient stated that he would prefer to be treated at home, but he would
do whatever “the doctor thinks is best.” The physician successfully
treated the last several cases with similar complaints symptomatically
without antibiotics. Time was running out; what should the physician
do?

Although the case just described appears complex, it is typical and might even
be described as relatively easy; many decisions in medicine are considerably more
complex. The case illustrates that we do not start with a “blank slate” [Hunink
and Glasziou, 2001]: the patient’s symptoms and signs represent data items that
will be converted into information and actionable knowledge in the context of
given clinical circumstances. The process is associated with many uncertainties
regarding history (taking accuracy of eliciting information about cough varies from
around 20% to 40%), [Eddy, 1984] physical examination (sensitivity and specificity
of physical examination in diagnosis of pneumonia is only around 50% to 70% and
60% to 75%, respectively [Wipf et al., 1999]), the positive and negative predictive
value of a chest X-ray for diagnosis of bacterial infection (around 75% and 57%,
respectively); the choice of treatment vs. further diagnostic tests vs. symptomatic
treatment without antibiotics, generalizing previous experience to this particular
patient, ambiguity and vagueness (what does “slightly increased pulse” and blood
pressure of 100/65 mmHg in the patient’s context mean?), and cognitive constraint



338 Benjamin Djulbegovic, Iztok Hozo and Sander Greenland

due to time-pressure forcing physicians to make a decision and act within the
allocated time.

What is the best way to handle this complex decision problem? In theory,
the physician could apply decision analysis, which was developed to aid rational
choice under uncertainty [Hastie and Dawes, 2001; Hunink and Glasziou, 2001].
He could model the situation as a decision tree that includes all courses of actions
he can think of (such as whether to give antibiotics, treat symptomatically, or
obtain further tests), assign probabilities to all possible outcomes (e.g., efficacy of
antibiotics, probability of adverse events, sensitivity and specificity of test results),
and assign consequences to each course of action in terms of morbidities and mor-
talities. He may even assign costs to each of the proposed alternative courses of
action should he be interested in modeling cost-effectiveness. The solution of such
a decision-tree model (which employs the expected utility criterion) would provide
“optimal” normative advice to our physician [Hunink and Glasziou, 2001].

The typical doctor visit currently lasts 5 to 10 minutes [Jefferson, 2008]. It is
impossible for a human mind to create a logically coherent and technically valid
model, insert all variable values (even if data were available at one’s fingertips,
which in today’s practice they almost never are), and come up with a sound deci-
sion within this time frame. Therefore, it is not surprising that physicians resort
to heuristics as the key decision-making strategy [Kahneman et al, 2005]. In fact,
psychological research has indicated that humans operate within a framework of
bounded rationality [Kahneman, 2003] with a goal of “satisficing” [Simon, 1955;
1979] rather than “optimizing,” [Schwartz et al., 2002] as expected utility the-
ory would require. To satisfice is to pursue not the best option but rather a
“good enough” (satisfactory) option [Schwartz et al., 2002]. Satisficers evaluate
choices until they reach a threshold of acceptability, when making potentially bad
decisions would be associated with tolerable, acceptable regret [Hozo and Djulbe-
govic, 2008; Djulbegovic et al., 2005]. Although it is not clear what theory best
describes physicians’ decision-making [Birnbaum and Navarrete, 1998; Birnbaum,
2008; Brandstatter and Gigerenzer, 2006], it is clear that physicians rarely use a
deliberative, time-consuming analytical approaches (optimizing) [Hozo and Djul-
begovic, 2009]. Rather, they rely on informal, intuitive decision-making to address
uncertainty during typical clinical encounters [Dijksterhuis et al., 2006].

11 MANAGING UNCERTAINTY

Life under uncertainty is complex, is colored by stress, is fraught with anxiety
due to lack of control, but also includes hope that uncertainty allows, as there is
always the possibility that outcomes will be more favorable than initially feared.
Reduction of uncertainty is essential to the practice of medicine, but elimination of
uncertainty is impossible [Djulbegovic, 2004; Hastie and Dawes, 2001; Djulbegovic,
2007]. Rather, uncertainty must be “managed.” Below is a brief discussion of the
key approaches to management of uncertainty.
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11.1 Acknowledgment of uncertainty

There is growing consensus that the first step in managing uncertainty, in the
context of either clinical research or practice, is to admit and recognize that it exists
[Eddy, 1984; Djulbegovic 2001; 2007; Chalmers, 2004; Legare, in press]. Once
uncertainty is explicitly acknowledged, we can recognize the type of uncertainty
we are facing, its underlying sources, and the means to reduce it [Djulbegovic,
2001; 2007].

11.2 Strategies to reduce complexities and distress associated with
decisions under uncertainty

Figure 4. Conceptual model for factors influencing physicians’ reactions to uncer-
tainty (from Gerrity et al. [1995])

Physicians do not address uncertainties in the sharp categories listed above.
In fact, as Figure 4 illustrates, the uncertainty inherent in clinical encounters is
affected not only by physicians’ reactions, but also by patients’ reactions and by
characteristics of where the encounter occurs [Gerrity et al., 1990; 1995]. Nev-
ertheless, it is physicians’ reactions to uncertainty that are believed to influence
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physicians’ problem-solving abilities [Gerrity et al., 1990; 1995]. If that is true,
then it would appear that measurement of physicians’ reactions to these uncertain-
ties would represent one of the first steps in managing uncertainties. Gerrity et al.
[1990; 1995] described a scale for measuring physicians’ reactions to uncertainty
(PRU) in patient care. Their refined PRU scale is composed of four constructs:
anxiety due to uncertainty, concern about bad outcomes, reluctance to disclose
uncertainty to patients, and reluctance to disclose mistakes to other physicians
[Gerrity et al., 1995]. PRU appears to reflect disclosure of uncertainty to patients,
resource use, interpretation of diagnostic tests, decisional conflicts, and physicians’
willingness to engage in shared decision-making [Gerrity et al., 1995; Legare, in
press].

Presumably, alleviating the burden and unpleasantness associated with uncer-
tainty should improve decision-making and patients’ outcomes [Legare, in press].
According to this view, uncertainty is an undesirable state. To effectively man-
age it, one can first screen for decisional conflict [Legare, in press] (defined as the
uncertainty about which course of action to take when competing actions involve
various trade-offs such as risks, loss, regret, or challenge to personal values) by
utilizing instruments such as the 16-item Decision Conflict Scale [O’Connor, 1995;
O’Connor, 1997] This scale evaluates the level of certainty and clarifies values
and information to assess the perceived state of uncertainty, which in turn may
help identify areas for which decision support is needed and may encourage shared
decision-making [Legare, in press]

11.3 Identify relevant and reliable evidence: balance sheet

Since less than 1% of published evidence is judged to be important for practicing
physicians, [Vincent and Djulbegovic, 2005; Haynes et al., 2006] it is crucial to
identify the relevant, reliable evidence for the most important clinical decisions
[Djulbegovic, 2004]. Such a compilation should present outcomes associated with
benefits and harms of therapeutic interventions, sensitivity and specificity of di-
agnostic tests, validity of risk predictions models, and perhaps costs [Djulbegovic
et al, 2006; Eddy, 1990]. To make this resource useful, evidence has to be contin-
uously and systematically accumulated in a manner adhering to the principle of
total evidence [Chalmers, 2001; 2006; Chalmers et al., 2002; Djulbegovic, 2003].
This type of undertaking is one of the key investments that society must make if
dismal outcomes seen in contemporary practice [Commitee on Quality of Health
Care in America, 2001] are to improve [McClellan et al., 2008].

11.4 Clinical practice guidelines and systematic review of the totality
of relevant evidence

Clinical practice guidelines (CPGs) have evolved as a reaction to wide variation
in the practice of medicine, which, as argued above, is mostly due to uncertainty.
CPGs are defined as systematically developed statements to assist practitioners
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and patients choose appropriate health care in specific circumstances [Field and
Lohr, 1990]. There are different methods for developing CPGs [Eddy, 1990; Woolf,
1992]. Some are based on informal consensus [Winn et al, 1996], while others are
based on evidence-driven consensus of the expert panels [Guyatt et al., 2008]. The
evidence-based guidelines panels use systematic reviews to inform their recommen-
dations. Systematic reviews employ a specific set of techniques to identify, criti-
cally appraise, and synthesize all relevant evidence on a given topic. While CPGs
are increasingly popular, and in many respects have revolutionized the practice of
medicine, evidence that they have actually improved patient outcomes is lacking
[Timmermans and Mauck, 2005; Boyd et al., 2005]. Consensus-based guidelines
suffer from the risk of cascade to a mistaken consensus because individual panel
members are influenced by the recommendations of other (and often more influ-
ential) members of the panels [Hirshleifer and Teoh, 2003]. All guidelines suffer
from methodologic difficulties concerning how to incorporate patients’ preferences
and instead rely on projections of the panel members’ preferences as surrogates
for patients’ preferences [Guyatt et al., 2008].

11.5 Using probability theory and decision analysis

While many decisions will not require formal use of probability and decision-
modeling, such approaches to decision-making can outperform unaided human
judgments [Hastie and Dawes, 2001]. Many obstacles, particularly the time pres-
sure discussed above, must be overcome for widespread use of these models.
Nonetheless, further development of information technology will facilitate generic
development of decision models, which can be customized for use at the bedside
in “real time” (discussed below) [Sim et al., 2001].

11.6 Communicating the uncertainty

Communication of uncertainty (“risk communication”) is critical for rational
decision-making, although best practices for communicating uncertainty about
benefits and harms of most medical interventions have yet to be identified [Lip-
kus, 2007; Politi et al., 2007]. Such communication should occur in the setting
of shared decision-making, defined as a joint process shared by the physician and
patient. Communication is considered effective when it leads to engagement in
recommended behavior, when the target audience pays attention to the message,
when it results in improved acquisition in knowledge, acceptable effects on emo-
tions, and accurate judgments of perceived risks and benefits, and when it results
in a message that is credible, accurate, useful, relevant, comprehensive, trustful,
clear, and easy to understand [Lipkus, 2007]. To achieve these effects, a number
of formats have been evaluated: numeric communication of risk and uncertainty
presented as the probability or frequency (e.g., “Your lifetime risk of getting breast
cancer is 5%” or “5 out of 100 women like you will develop breast cancer during
their lifetime”) [Gigerenzer and Hoffrage, 1995; Schwartz and Bergus, 2008], verbal
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communication (“It is unlikely that you will develop breast cancer”), and visual
tools to express risk and uncertainty (e.g., bar charts can compare magnitude of
risks of an individual patient getting breast cancer with the “average” risk in gen-
eral population). All formats can include uncertainty measures such as confidence
intervals or crediblity intervals, or can frame information in terms of relative or
absolute effect measures, [Covey, 2007] gains (benefits), or losses (risks/harms),
and do it so either simultaneously or sequentially [Kahneman and Tversky, 1982;
2000; Kahneman and Frederick, 2006].

The communication format is crucial because, as explained above, people often
do not have a priori stable opinions about the magnitude of risks and benefits, and
their beliefs and attitudes crystallize during the process of elicitation [Lichenstein
and Slovic, 2006; Lipkus, 2007]. It is thus not surprising that when identical
treatment effects are presented in terms of relative effect measures (e.g., “screening
reduces risk of death due to breast cancer by 33%”), more people opt for screening
than when it is communicated as absolute effect measures (e.g.,“screening reduces
risk of death from breast cancer from 3% to 2%), despite the fact that the two
statements are mathematically equivalent [Hall, 1995; Fahey et al., 1995; Covey,
2007]. Decision aids are promoted as the technical device that can improve risk
and uncertainty communications [O’Connor et al., 2003]. When used with care,
decision aids appear to improve decision quality [O’Connor et al., 2003].

11.7 Clinical decision support systems

As illustrated above, many avoidable shortcomings in health care occur because of
uncertainty resulting from not having evidence at the time and place it is needed
[Djulbegovic, 2004]. This suggests that major investment should be made in infor-
mation technology not only to improve connectivity between fragmented aspects
of modern health care, but also to enable effective management of data, infor-
mation, and knowledge using clinical decision support systems (CDSS) [Detmer,
2003]. Electronic medical records (EMRs) are considered one of the prerequisites
for effective management of clinical information [Emanuel et al., 2007; Basch, 2005;
Carter, 2008]. CDSS is broadly defined as “any automated tool that helps clini-
cians improve the delivery or management of patient care. Ideally, CDSS is a set
of knowledge-based tools that are fully integrated with both the clinician workflow
components of an EMR and a repository of complete and accurate clinical data”
[Perreault and Metzger, 1999; Carter, 2008]. For example, CDSS is typically used
to alert help providers (e.g., highlighting critical value of potassium level), remind
(e.g., annual breast cancer screening for women 50 to 70 years of age), critique (e.g.,
rejecting duplicate orders), interpret (e.g., use ECG to interpret/diagnose atrial
fibrillation), predict (e.g., calculate risk for myocardial infarction), diagnose (e.g.,
list differential diagnosis in the patient with abdominal pain), assist (e.g., modify
drug dosage in patients with renal failure), suggest (e.g,. generate suggestions for
mechanical ventilator weaning), [Carter, 2008] guide decision-making [Sim et al.,
2001] (e.g., provide guidelines for the management of deep venous thrombosis, and
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provide a full customized decision-making module for whether to give heparin or
order further diagnostic tests, depending on the patient’s symptoms and signs).

11.8 Training for uncertainty

It has been asserted that failure to educate physicians about uncertainty is “the
greatest deficiency of medical education throughout the twentieth century” [Lud-
merer 1999]. Most physicians are trained in technical aspects of clinical care but
not in the fundamentals of scientific methodology [Altman, 1994; 2002]. Medical
curricula need to provide information on how one can avoid biases in judgments
under uncertainty and how clinical research should be approached, which includes
not only statistics, but also principles of study design, conduct, data collection,
analysis, and interpretation. Training should also include the basics of probability
as a method for quantifying uncertainty, along with formal methods of decision-
making under uncertainty such as incorporating evidence synthesis (meta-analysis)
within decision-analysis and economic analysis. In recent years, there has been
widespread promotion of courses on evidence-based medicine, which to some ex-
tent have taught these topics. We hope that the 21st century will not repeat the
education failure of 20th century.

11.9 Clinical research as a strategy to address clinical uncertainties

It can be argued that the research enterprise has evolved in order to address uncer-
tainties [Hastie and Dawes, 2001; Djulbegovic, 2007]. Clinical research, therefore,
has become the main means to address and resolve some of the uncertainties of
interest to a decision-maker.

11.9.1 Matching study design with taxonomy of clinical uncertainties

Uncertainties, as discussed throughout the text, come in “grades and shades.”
These can range from complete uncertainty to simply not having the factual con-
firmation for what is an otherwise sufficiently clear understanding of what is going
on (Figure 1) [Djulbegovic, 2007]. The first step in using (empirical) research to
shape our responses to uncertainties is to acknowledge and articulate the existing
uncertainties [Djulbegovic, 2007; 2001; Chalmers, 2004]. We can then arrange
them according to their perceived magnitude and thus develop a taxonomy of
(clinical) research uncertainties [Djulbegovic, 2007]. Figures 5a and 5b show one
such taxonomy. Like any taxonomy, the one proposed is somewhat artificial and
cannot be precisely quantified. Its main value is to express level of uncertainty in
such a way that it can be tailored to specific clinical research designs. According to
this view, RCTs are best for resolving uncertainties when alternatives are clearly
formulated and when there is no convincing evidence that one treatment is better
than the other (i.e., when we are in equipoise) [Djulbegovic, 2007]. On the other
hand, when the effects of interventions are convincingly clear from mechanistic
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and animal studies, observational studies may suffice for decision-making, [Djul-
begovic, 2007; Glasziou et al. , 2007] with weaker observational evidence required
when stronger odds can be obtained from such studies [Vandenbroucke, 2008]. In
the extreme, if a compound is found to kill laboratory rats at dosages comparable
to proposed human treatments, we need not even a single case report to justify no
further use of the compound.

!

Figure 5. Taxonomy of uncertainties (from Djulbegovic [2007] Behera et al. [2007]
Vandenbroucke [2008])

11.9.2 Assessing what is known through research synthesis

As discussed earlier, there is a fundamental relation between the state of existing
knowledge and the perceived level of uncertainty. Therefore, a scientific and ethical



Uncertainty in Clinical Medicine 345

imperative [Djulbegovic, 2001, 2007; Chalmers, 2004] is to assess the quality of the
existing knowledge, i.e., what is known on a particular issue and how good that
knowledge is. As highlighted previously, this imperative is based on the epistemic
principle of total evidence [Good, 1967; Djulbegovic et al., 2009]. The technique of
systematic review has emerged as arguably the best method to synthesize existing
research and assess its reliability. Using such techniques, uncertainties about the
existing knowledge regarding treatment effects can be classified as:

1. Inevitable or irreducible uncertainty of applying class probability

to individual cases. “We know sufficiently about the treatment effects
to inform our choices, but there is inevitable uncertainty about how the
treatment will affect you.” This is similar to arguments made by von Mises
[von Mises, 1957] that the specific case probability is not open to numerical
evaluation (see above).

2. Uncertain certainty (unknown knowns). We don’t know what is known
about treatment effects. However, this can be known if we perform system-
atic synthesis of existing evidence (systematic review) [Evans et al., 2006]

3. Certain uncertainty (known unknowns). We know that we don’t know
since systematic synthesis of the existing evidence has shown us that what
we need to know isn’t known. According to this view, it is ethical to proceed
with clinical trials in humans (as a means to address a given uncertainty) only
if systematic review concluded that there is “certain uncertainty” [Chalmers,
2001]. Indeed, this view has been espoused by several major research organi-
zations such as Medical Research Council in England, which will not approve
a new clinical trial until it is preceded by systematic review to address uncer-
tainties at hand [Chalmers, 2001]. Only if systematic reviews show that there
is uncertainty (as, for example, indicated by wide confidence intervals or the
lack of reliable evidence about the relative effects of two competing treat-
ments) is a new clinical trial in humans justified to settle these uncertainties
[Chalmers, 2001; Evans et al, 2006; Djulbegovic, 2003]. Once this trial has
been completed, its results should then be assimilated systematically with
existing knowledge. Therefore, in this view, uncertainties are being continu-
ally addressed by systematic accumulation of evidence: research starts and
finishes with systematic review [Clarke et al, 2002; Clarke, 2004].

12 EMBRACING UNCERTAINTY

The views expressed above imply that uncertainty is an undesirable state. Indeed,
most people abhor uncertainty since it makes decisions difficult and it does not
allow control over unpredictable events — in short, it interferes with our life plans.
However, there is a paradox in dealing with uncertainty: imagine a life without
uncertainty, a future that is totally predictable and deterministic, with no choice
to be made, no trade-offs to consider, and nothing to hope for [Djulbegovic, 2004;
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Hastie and Dawes, 2001; Schwartz and Bergus, 2008]. In the context of medical
decisions, most people might become resigned to the future regardless of how bleak
it looks. However, acceptance of uncertainty means we can rationally engage in
a decision-making process [Hastie and Dawes, 2001; Nelson et al. , 2007] with
the hope that we can shrink the domain of the unpredictable and steer it toward
favorable outcomes. So, the wisdom is to learn how to live with uncertainty,
knowing that it is unavoidable, that it cannot be totally eliminated, but that it
can be reduced. In essence, this means knowing when we can affect the future
and when we cannot. We need to remember that good decisions can result in bad
outcomes and bad decisions can produce good outcomes [Edwards et al., 2007;
Hastie and Dawes, 2001]

Outside of being clairvoyant, the best we can do is to scrutinize our decisions
and learn how to make good ones. That is the key to decision-making under un-
certainty [Edwards et al., 2007; Hastie and Dawes, 2001]. The management of
uncertainty revolves around assessing what is uncertain, appreciating the limits of
our knowledge, grasping its probabilistic nature, and understanding when uncer-
tainty should be accepted and when it should be addressed using one of the means
described above.

13 ETHICS OF UNCERTAINTY

Although uncertainty can be experienced both negatively (e.g., involving fear,
anxiety, panic) and positively (e.g., maintaining hope and optimism), [Politi et
al., 2007] most commentators maintain that it should be shared with patients and
the public [Henry, 2006; Smith, 1992]. In recognition that research is key toward
reducing uncertainty, the British General Medical Council states that physicians
have a professional responsibility to help address uncertainties about the effects of
health care interventions [Chalmers, 2007]:

You must work with colleagues and patients to maintain and improve
the quality of your work and promote patient safety. In particular
you must. . . .help resolve uncertainties about the effects of treatments.
[General Medical Council, 2007]

Nonetheless, recognition that scientific methods are fallible and that absolute
certainty is impossible [Popper, 1959; Audi, 2003; Djulbegovic and Hozo, 2007;
Hozo et al, 2008] has also led to a manipulation of uncertainties to promote inter-
ests of various parties [Michaels, 2005]. The classic example involves uncertainties
raised with respect to harmful effects of tobacco [Michaels, 2005]. The lack of
“definitive” scientific proof that smoking is harmful to one’s health resulted in post-
ponement of tobacco legislation for decades, with the unfortunate consequences
of much avoidable disease [Michaels, 2005; Parascandola, 2007]. Most recently,
this practice has been adopted by some pharmaceutical companies as well as the
manufacturers of substances that are potentially toxic to our environment and to
our health [Michaels, 2006].
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14 CONCLUSIONS

Uncertainty is inherent in medicine. It occurs at every level of the clinical practice
and research. It has multiple causes, with important implications for decision-
making, quality of care, and patient management. It will remain a central feature
of medical practice. However, uncertainty can be effectively managed by explicitly
recognizing its many sources, improving the quality of medical evidence, using
better information technology tools, searching for sources of bias, and applying
probability and decision theory to decisions under uncertainty.
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THE LOGIC OF DIAGNOSIS∗

Kazem Sadegh-Zadeh

1 INTRODUCTION

In contrast to veterinary medicine, historically human medicine has developed as
a healing profession. It is oriented toward caring for suffering human beings. This
orientation is primarily centered around the healing relationship, a relationship
that is usually considered to be of a dyadic structure comprising the physician and
the patient. Well-known terms such as “the physician-patient relationship” and
“the doctor-patient interaction” reflect this traditional view. As we will see below,
however, the healing relationship has a more complex structure than a dyadic one
and also contains other components than the patient and the physician.

The healing relationship manifests itself in a process of interaction that is
traditionally called clinical practice (from the Greek terms “cline” for bed, sick-
bed ; and “praxis” for acting, doing). Clinical practice constitutes the focus of
medicine. Since Hippocrates’ time five partial, overlapping activities are distin-
guished in clinical practice that have come to be termed anamnesis, i.e. history
taking or clinical interview of the patient, diagnosis, prognosis, therapy, and pre-
vention. They are the fundamental features of the healing relationship. Diagnosis
has been playing a central role for only about two hundred years. In the entire
history of medicine prior to this, prognosis was considered more important than
diagnosis (see [Hartmann, 1977]).

It is generally believed that diagnosis provides information on ‘the true state of
the patient’ and thereby enables the physician to identify the appropriate treat-
ment. In what follows it is argued that this belief is epistemologically and onto-
logically problematic. What is usually considered ‘the true state of the patient’ is
a construct of medical knowledge and reasoning methodology applied in clinical
decision-making. To substantiate this view we will suggest a theory of the relativ-
ity of diagnosis that reveals a complex context producing the diagnosis. The theory
also provides an answer to the following question frequently asked in medicine: Is
there a logic of diagnosis, and if so, what is the logic of diagnosis?

To handle this question adequately it is advantageous to differentiate between
diagnostics as an investigation into the patient’s health condition, on the one
hand, and diagnosis as the outcome of this very investigation, on the other. For
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example, the statement “Hilary Ciccione has diabetes” is the outcome of a more
or less complex examination of the patient Hilary, i.e. diagnostics, and represents
a diagnosis. The subject of the present chapter is the logic of both diagnostics and
diagnosis. For the sake of simplicity, however, we will talk of the logic of diagnosis.

There are two different approaches we can take to inquire into the subject
of our concern, a descriptive and a constructive one. A descriptive approach is
concerned with how things are, e.g., “What do physicians understand by the term
‘diagnosis’ and how do they actually perform diagnostics?” Such an approach
can only be based on empirical surveys and thus belongs to empirical linguistics,
psychology, and sociology (see, e.g. [Elstein, 1978]). By contrast, a constructive
approach reconstructs the existing concepts, methods, knowledge, and theories
metatheoretically, e.g. the concepts of disease and diagnosis, so as to improve
them by constructing new frameworks and tools for use to enhance the quality of
clinical decision-making, medical research, and health care. Our approach belongs
to the latter, constructive category. We will not concern ourselves with descriptive-
empirical analyses.

We will start our constructive approach by inquiring into the syntax and se-
mantics of diagnosis in Section 2. It will in this way become possible to distinguish
different types of diagnosis. An analysis of the methods of producing such diagnoses
will then follow in Section 3. Among them are the so-called hypothetico-deductive
approach, Bayes’ Theorem, case-based reasoning, and fuzzy-logical reasoning. The
second important device of diagnostic inquiry, i.e. diagnostic knowledge, will consti-
tute the subject of our discussion in Section 4. The analysis of the metapractical
notions of indication, contra-indication, and differential indication in Section 5
completes our preparatory studies. The results of these studies will enable us to
present in Section 6 our theory of the relativity of diagnosis according to which
a diagnosis is relative to the context from which it emerges. Section 7 will be
concerned with the pragmatics of diagnosis to suggest that clinical diagnoses be
viewed as social acts that create social facts. The question of whether there is a
logic of producing such social acts and facts is discussed in Section 8. The final
Section 9 summarizes our inquiry.

2 THE SYNTAX AND SEMANTICS OF DIAGNOSIS

The analysis of the logic of diagnosis requires a clear concept of diagnosis with
specified syntax and semantics. We will therefore introduce such a concept first.
For this purpose and for our later inquiries we need some elementary notions from
logic. Readers acquainted with logic may skip the following section.

2.1 Some classical-logical terminology

The notations of different systems of logic will be employed in what follows. We
will successively introduce them in special terminology subsections such as the
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present one. Here some elementary notions of predicate logic, modal logic, and
probability that we will need are assembled. For details, see [Sadegh-Zadeh, 2011].

A simple subject-predicate statement such as “Hilary has diabetes” will be
rewritten as “has-diabetes(Hilary)” by prefixing the bracketed subject with the
not bracketed predicate. To generalize this notation, let P be a predicate such as
“has-diabetes.” We consider a predicate P to apply to n ≥ 1 individual objects
x1, . . ., xn yielding a subject-predicate sentence of the form P (x1, . . ., xn). Accord-
ing to the number n of the objects (x1. . ., xn) a predicate P applies to, it is called
an n-place or n-ary predicate. We have, for example:

• has-diabetes(Hilary) ≡ P (a) P is a one-place or unary predicate,
• loves(Hilary, Bert) ≡ Q(a, b) Q is a two-place or binary predicate,
• gives(Hilary, Bert, c) ≡ R(a, b, c) R is a three-place or ternary predicate,

where “a” stands for “Hilary” and “b” stands for “Bert.” A sentence of the
form P (x1, . . ., xn) is referred to as a predication. Likewise, let f be an m-place
function symbol with m ≥ 1 such as the unary function symbol “the father of”
or the binary function symbol “the sum of . . . and −”; and let x1, . . ., xm, y be
m + 1 individual objects; then f(x1, . . ., xm) = y is called an equality or identity.
Here is an example:

• The sentence “Hilary’s blood sugar is 215 mg%” rewritten as “blood-sugar-
of(Hilary) = 215” and symbolized by f(a) = b is an equality where the unary
function symbol f stands for “the blood sugar of” and “b” stands for “215”.

Predications and equalities are referred to as atomic sentences. Individual ob-
jects, called individuals, will be represented by the symbols “a” “b”, “c”, . . . re-
ferred to as individual constants. The symbols “x”, “y”, “z”, . . . will be used as
individual variables. An individual variable represents any individual and is thus
a place-holder for any individual constant. Thus, the atomic sentence P (x) in the
present context means that someone, x, has diabetes. We need not know who x
is.

The symbols “P”, “Q”, “R”, . . . represent n-place predicates as above with
n ≥ 1. And m-place functions with m ≥ 1 will be represented by “f”, “g”, and
“h”. These two types of symbols as well as individual symbols are descriptive
signs. There are also so-called logical signs of the language with which we now
will briefly concern ourselves. We will sketch sentential connectives, quantifiers,
and some modal-logical signs. We symbolize the sentential connectives:

“not” by ¬
“and” by ∧
“or” by ∨
“if. . . then −” by →
“. . . if and only if −” by ↔
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Thus we have, for example:

P (a) ≡ a has diabetes;
¬Q(a) ≡ a does not cough;
P (a) ∧ ¬Q(a) ≡ a has diabetes and a does not cough;
P (a) ∨ ¬P (a) ≡ a has diabetes or a does not have diabetes;
P (a)→ f(a) > 160 ≡ if a has diabetes then a’s blood sugar exceeds 160

(mg%);
P (a)↔ f(a) > 160 ≡ a has diabetes if and only if a’s blood sugar ex-

ceeds 160.

Greek lower case letters α, β, γ, . . . will be used as sentential constants repre-
senting sentences. For example, let α and β be, respectively, the sentences P (a)
and f(a) = 215. Then α ∧ β means P (a) ∧ f(a) = 215, while α → β symbolizes
P (a)→ f(a) = 215.

In natural languages we also encounter additional logical signs called quantifiers
such as the expressions “there is” and “all” and their synonyms used in sentences
like “there is a patient who has diabetes” and “all diabetics have hyperglycemia.”
The quantifier “there is” is called the “existential quantifier,” and the quantifier
“all” is referred to as the “universal quantifier.” We now introduce symbols for
these two quantifiers. We write:

∃ for “there is”, “there exists”

∀ for “all”, “every”, “each”, “for all”.

Let x be an individual variable and α be a sentence, then both ∃xα and ∀xα are
sentences. The first one reads “there is an x such that α,” e.g. ∃xP (x); and the
second one reads “for all x, α,” e.g. ∀xP (x). Examples are:

• the sentence “there is someone who has diabetes and gastritis” may be rewrit-
ten as “there is an x such that x has diabetes and x has gastritis” and
symbolized by ∃xP (x) ∧Q(x) where P and Q stand for the predicates “has
diabetes” and “has gastritis,” respectively;

• the sentence “all diabetics have insulin deficiency” may be rewritten as “for
all x, if x has diabetes then x has insulin deficiency” and symbolized by
∀x(P (x)→ R(x)) where R stands for “has insulin deficiency.”

A quantified sentence may contain many instances of quantifiers such as, for
example, the simple statement “every patient has a doctor.” This example may
be rewritten as “for every x there is a y such that x is a patient and y is her
doctor” and symbolized by ∀x∃y(A(x) → B(y, x)) where A(x) stands for “x is a
patient” and B(y, x) stands for “y is x’s doctor.” A statement of the form:

¬α is called a negation
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α ∧ β conjunction
α ∨ β disjunction
α→ β conditional
α↔ β biconditional
∃xα existential instantiation
∀xα universal generalization.

The class of logical symbols introduced above are predicate-logical ones. They are
dealt with in predicate logic. In addition to predicate-logical notation we will also
need some logical terminology beyond predicate logic. Here we mention only some
modal-logical operators, specifically from alethic-modal logic and epistemic logic.
Additional ones will follow in Section 4.1 below.

We distinguish between extensional and intensional operators. Predicate-logical
operators listed above are extensional ones. An extensional operator such as ∧
(“and”) operates only on the truth values of the sentences α and β which it con-
nects to yield the conjunction α ∧ β. The operation is independent of the content
of the sentences it connects. For example, the true sentence “2 = 2 ∧ the Eiffel
Tower is in Paris” remains true if we replace any of its two constituent sentences
with another true sentence, e.g. “2 = 2” with “Jupiter has more than 60 moons.”
In this way we obtain the sentence “Jupiter has more than 60 moons ∧ the Eiffel
Tower is in Paris” that again is true.

An intensional operator, on the other hand, operates on the content of the
sentences to which it is attached. An example is the operator “to know that” in a
sentence like “Hilary knows that 2 = 2.” Whereas this is a true sentence because
Hilary in fact knows that 2 = 2, the replacement of its true constituent sentence
“2 = 2” with the true sentence “Jupiter has more than 60 moons” yields the false
sentence “Hilary knows that Jupiter has more than 60 moons” on the grounds that
Hilary lacks this knowledge. This is so because the operator “to know that” does
not focus on the extension, i.e. truth or falsity, of the sentence it is attached to,
but on its intension, i.e. content, that is either known or unknown to the supposed
owner of knowledge.

The most important class of intensional operators are the so-called modal op-
erators. They are dealt with in modal logics. A modal operator represents a
modality such as possibility, necessity, knowledge, belief, etc., and is a constituent
part of a modal sentence such as “Hilary knows that she has diabetes.” Medical
knowledge is replete with such modal sentences. Two types of them are alethic
modal sentences of the form:

• it is possible that α,

• it is necessary that α,

where α is any sentence. For example, it is possible that Hilary has hepatitis.
Here the italic phrases are logical operators of alethic modal logic and represent
the modalities of possibility and necessity. They are therefore referred to as alethic
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modal operators. Additional operators we should be aware of in the logic of diag-
nosis are the operators of epistemic logic referred to as epistemic-logical operators.
They represent the modalities of knowledge, conviction, belief, and conjecture:

• I know that α,

• I am convinced that α,

• I believe that α,

• I conjecture that α,

• I consider it possible that α.

The italicized phrases represent the operators. Examples are physician judg-
ments such as “I know that Hilary has diabetes” and “I believe that she does not
have hepatitis.” Also the famous concept of probability is a modal expression,
specifically, a quantitative one. It transforms the qualitative modality “it is prob-
able that α” into a numerical function. The latter is usually symbolized by the
one-place probability function “p” in sentences of the form “the probability that X
is r,” written p(X) = r. For example, p(Hilary has diabetes) = 0.7. On the basis
of this one-place probability function, p, a two-place probability function is de-
fined that is used in conditional probability sentences of the form “the probability
that X conditional on Y is r,” e.g. “the probability that a patient has hyper-
glycemia conditional on untreated diabetes is 0.99.” Unfortunately, this binary
function is also represented by the same symbol “p” such that our last example
reads p(X,Y ) = r and is usually written p(X|Y ) = r. For instance, p(Hilary has
hyperglycemia|Hilary has diabetes) = 0.99. For details, see [Sadegh-Zadeh, 2011].

2.2 On the syntax of diagnosis

Let us now consider a simple example at the outset to fix some terminology which
we will use throughout.

A particular patient, Hilary, consults her doctor complaining of tiredness, inter-
mittent tachycardia, and loss of weight. After performing a routine examination
and some non-routine tests the doctor arrives at the conclusion that Hilary has
diabetes.

The patient data that Hilary presents at any instant in the diagnostic process,
i.e. her problems, complaints, symptoms and signs, are described by a non-empty
set D of m ≥ 1 singular sentences {δ1, . . ., δm} = D where each δi is a statement
describing a problem, a complaint, a symptom or a sign, e.g. “Hilary has hyper-
glycemia.” The set of judgments on what might be wrong with Hilary that the
doctor holds at this instant of the diagnostic process is also a set of n ≥ 1 sen-
tences, symbolized by {α1, . . ., αn} = ∆. It will be referred to as the diagnosis,
where each αi is a statement about the patient.
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Not every statement about a patient is a diagnosis. Both the structure and the
content of the statement, i.e. its syntax and semantics, must be taken into account.
To this end we distinguish between categorical and conjectural diagnoses.

2.2.1 Categorical diagnoses

A categorical diagnosis is a statement about the patient that the diagnostician
considers to be true, and for this reason it is an idiogram about the patient. An
idiogram in a language L about a particular individual is a conjunction α1∧. . .∧αk

of k ≥ 1 statements αi with k ≥ i ≥ 1 about the individual such that each αi

is an atomic sentence or the negation of an atomic sentence. For example, each
of the following statements is an idiogram about Hilary: “Hilary has diabetes,”
“Hilary does not have hepatitis,” “Hilary has diabetes and Hilary does not have
hepatitis.”

Recall that an atomic sentence is either of the structure P (x1, . . ., xm) or
f(y1, . . ., yn) = z, where P is an m-place predicate, f is an n-place function sym-
bol, and x1, . . ., xm as well as y1, . . ., yn, z are individual variables or constants.
We now define the term “literal.” A literal is an atomic sentence or the negation of
an atomic sentence. For example, P (x) and ¬P (x) are literals. Thus, an idiogram
about an individual a may simply be defined to be a conjunction α1 ∧ . . . ∧ αk

of k ≥ 1 literals αi about this individual a such that all literals are variable-free
and contain the proper name of the individual, i.e. “a”. For example, let P,Q
and R be unary predicates of a language L such as English or German; let f be a
unary function symbol; and let a and b be individual constants of L. The following
statements are literals:

P (a),¬Q(a), f(a) = b

and the following ones are idiograms in this language about the individuals a and
b:

P (a), P (a) ∧ ¬Q(a), P (a) ∧ ¬Q(a) ∧R(a), P (a) ∧ f(a) = b.

Natural language examples are:

Hilary has diabetes ≡ P (a)

Hilary has diabetes and she does not have hepatitis ≡ P (a) ∧ ¬Q(a).

Hilary’s blood sugar is 215 mg% ≡ f(a) = b

Hilary has diabetes and her blood sugar is 215 mg% ≡ P (a)∧f(a) = b.

Since a fuzzy-set membership function such as µA is a function f as above, fuzzy
statements such as µdiabetes(Hilary) = 0.66 and their occurrence in idiograms about
a patient are also covered by the concept of categorical diagnosis (see Section 2.3.5
below).
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2.2.2 Conjectural diagnoses

Categorical diagnoses are not always attainable in clinical practice. A considerable
number of diagnoses are conjectural diagnoses.

A conjectural diagnosis is a conjecture about a patient. That means that the
diagnostician does not yet consider it to be true, but only a ‘hypothesis.’ For
this reason it may have one or another of a multitude of syntactical structures.
For example, it may be a disjunction such as ‘Hilary has diabetes or she has
hepatitis’; or it may be an alethic-modal statement such as ‘it is possible that
Hilary has gastritis.’ Also a probabilistic diagnosis is a conjectural diagnosis. It
may be either a qualitative-probabilistic diagnosis such as ‘it is likely that Hilary
has diabetes,’ or a quantitative-probabilistic diagnosis such as ‘the probability that
Hilary has diabetes is 0.7.’ The notion of a conjectural diagnosis may be succinctly
introduced in the following way.

Let φ be the qualitative-probability operator ‘it is probable that . . . ’ or another
modal operator, e.g. an alethic-modal operator such as ‘it is possible that . . . ’ or
an epistemic-modal operator such as ‘I consider it possible that . . . ’ or ‘I believe
that . . . ’ We may define the notion of a conjectural diagnosis thus:

A statement β about a patient is a conjectural diagnosis if there is a statement
α about her such that (i) β is φ(α), for example:

It is probable that Hilary has diabetes, ≡ it is probable that α1

it is possible that Hilary has appendicitis ≡ it is possible that α2

I believe that Hilary has cystitis ≡ I believe that α3

or (ii) α is a disjunction and β is α such as, for instance:

Hilary has diabetes or Hilary has appendicitis or Hilary has cystitis,

or (iii) β is a quantitative probability statement of the form p(α) = r with 0 <
r < 1. For example, p(Hilary has diabetes) = 0.7, i.e. the probability that Hilary
has diabetes is 0.7. For details, see [Sadegh-Zadeh, 1982].

2.2.3 The diagnostic set

Any diagnostic statement attained about a patient in the diagnostic process is
a diagnosis. The entirety of these diagnoses constitutes the diagnosis set ∆ =
{α1, . . ., αn} of all singular diagnoses about a patient at a particular instant in
the diagnostic process. The diagnostic set may consist of categorical diagnoses
or conjectural diagnoses or both types of diagnoses. For example, a diagnosis set
about the patient Hilary may be of the form ∆ = {Hilary has diabetes and she
does not have hepatitis; Hilary has retinopathia diabetica; it is possible that she
has coronary heart disease; the probability that she has gallstones is 0.6}.

2.3 On the semantics of diagnosis

Not every categorical or conjectural statement about a patient is a medical diagno-
sis. Examples are the statements “Hilary has fever” and “Hilary is blonde.” The
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content of the statement is also a critical factor. We must therefore ask what it is
that a physician is diagnosing. To answer this question we distinguish between the
following types of diagnosis: nosological diagnosis, abnormality diagnosis, causal
diagnosis, fuzzy diagnosis. We will consider them in turn below. To this end we
need to assemble some terminology first.

2.3.1 Some fuzzy-logical terminology

The concept of diagnosis has traditionally been closely related with the concept
of disease. Although the concept of disease is a fundamental element of medicine,
there is as yet no general agreement on what it exactly means. There are many
reasons for this deficiency that cannot be discussed here. Nor can we here introduce
a concept of disease. For details of this conceptual problem, see [Sadegh-Zadeh,
2000b; 2011].

We must first of all distinguish between disease as a general category, on the
one hand, and individual diseases as its members such as, for example, diabetes
mellitus, myocardial infarction and so on, on the other. The concept of disease is
concerned with the former. But we are here interested in the latter ones, i.e. indi-
vidual diseases. They are also called clinical entities, disease entities or nosological
entities (from Greek “nosos” for “disease” and “illness”). A linguistic expression
such as “diabetes mellitus” and “myocardial infarction” that designates a nosolog-
ical entity, i.e. an individual disease, is referred to as a nosological predicate. We
distinguish between the concept of disease that says what disease is, on the one
hand, and a nosological predicate such as “diabetes mellitus” that says what dia-
betes mellitus is, on the other. A nosological predicate is not a concept of disease
or the concept of disease. It is simply the name of a subcategory of the latter one.

In a series of papers we have suggested a way to reconstruct and represent
individual diseases as fuzzy sets (see [Sadegh-Zadeh, 1999; 2000b; 2008]). To
consider this approach in our concept of diagnosis requires some acquaintance
with fuzzy sets. We will therefore briefly sketch this notion. For details on fuzzy
set theory, see [Zadeh, 1965; Klir and Yuan, 1995; 1996; Yager et al., 1987].

In classical set theory a collection of any objects is referred to as a set. Ex-
amples are ‘the set of even numbers’ and ‘the set of one’s siblings.’ The objects
that constitute a set are called its elements or members. If a set comprises a finite
number of n ≥ 1 members x1, ..., xn, it is represented by enumerating its mem-
bers between two braces { } such as {x1, ..., xn} and is read “the set of objects
x1, ..., xn”. One can also assign a name such as A or B or something else to such
a set to easily deal with it, e.g. {x1, ..., xn} = A. Sets are represented by Roman
capitals. Their members are represented by lower case letters. A set whose mem-
bers are characterized by a particular property P is represented by {x|xisP} to be
read as ‘the set of all x such that x is P .’ For example, the set of healthy people
is {x|x is healthy}.

We write x ∈ A to say that the object x is a member of set A, while y /∈ A
means that the object y is not a member of set A. For example, a ∈ {a, b, c, d},



366 Kazem Sadegh-Zadeh

whereas Einstein /∈ {a, b, c, d}. According to this classical view an object either
is definitely a member of a set A or it is definitely not a member of set A. A
third option does not exist. That is, a classical set is a collection with a clear-cut
boundary that obeys the all-or-nothing principle. It sharply separates members
from non-members and does not allow intermediate members between full members
and non-members. This characteristic reduces the practical usability of classical
set theory because real-world classes do not have sharp boundaries. For example,
there are no clear-cut demarcation lines between the class of trees and the class
of bushes. For exactly this reason the former Berkeley computer scientist Lotfi
A. Zadeh proposed as an alternative the concept and theory of fuzzy sets [Zadeh,
1965].

A fuzzy set is a collection of objects without sharp boundaries. Thus the all-
or-nothing principle for membership does not hold. As before, an object may be
definitely a member or definitely a non-member of a fuzzy set. But it may also be
something intermediate. For example, an individual may be ill or not ill, though
she may also be very ill or slightly ill, scarcely ill, and so on. That is, the set of
ill people has no sharp boundaries. It is a fuzzy set and allows more than two
grades of membership. If we represent full membership by 1, non-membership by
0, and intermediate membership by a number between 0 and 1, we obtain for a
fuzzy set A a membership function, µ, that assigns to any object x the degree of
its membership in A, written µA(x). For instance, if the degree of membership of
Hilary in the fuzzy set of ill people is 0.7, then we have µill(Hilary) = 0.7.1

After the considerations above we may now intuitively define what a fuzzy set
is. A fuzzy set A in, or over, a universe of discourse Ω is a set of n ≥ 1 pairs of
the form (x, µA(x)), i.e.:

A = {(x1, µA(x1)), (x2, µA(x2)), ..., (xn, µA(xn))}

such that an xi in a pair (xi, µA(xi)) is a member of Ω and µA(xi) is a real
number in the interval [0, 1] denoting xi’s degree of membership in fuzzy set
A. For example, let Ω = {Alvin, Bert, Carla, Dirk} be a family abbreviated by
{a, b, c, d}. The following set YOUNG is a fuzzy set in this family:

YOUNG = {(a, 1), (b, 0.7), (c, 0.3), (d, 0)}.

It means that:

µyoung(a) = 1 i.e. Alvin is young to the extent 1
µyoung(b) = 0.7 Bert is young to the extent 0.7

1The term “fuzzy set” is the basic concept of Fuzzy Theory that is popularly known as “fuzzy
logic.” This theory is a rapidly-developing, multidisciplinary science of vagueness and uncer-
tainty, and as such, best suited for dealing with vague entities like diseases. It was inaugurated
by Lotfi A. Zadeh at the UC Berkeley in 1965 (see [Zadeh, 1965; Klir and Yuan, 1996; Yager et
al., 1987]). It is more and more becoming the leading methodology in all scientific disciplines
and technology, including medicine. See, for example, [Barro and Marin, 2002; Mordeson et al.,
2000; Steimann, 2001; Szczepaniak et al., 2000].
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µyoung(c) = 0.3 Carla is young to the extent 0.3
µyoung(d) = 0 Dirk is young to the extent 0.

In any universe of discourse Ω there are infinitely many fuzzy sets because the
members of the universe can be mapped to unit interval [0, 1] in infinitely different
ways. In closing these introductory notes, consider the following two subsets of
our example family {a, b, c, d}:

MALE = {a, b, d}

FEMALE = {c}.

These two sets are classical sets with sharp boundaries. On the one hand,
the individuals a, b, and d definitely belong to set MALE, whereas c definitely
does not belong to it. On the other hand, the individual c definitely belongs to set
FEMALE, whereas the other three individuals are definitely excluded. For exactly
these reasons, both sets are also fuzzy sets in {a, b, c, d} of the following structure:

MALE = {(Alvin, 1), (Bert, 1), (Carla, 0), (Dirk, 1)},

FEMALE = {(Alvin, 0), (Bert, 0), (Carla, 1), (Dirk, 0)}.

These examples demonstrate that every classical set is also a fuzzy set, specifically,
a limiting one with membership degrees from the two-valued set {0, 1} only. The
concept of fuzzy set with values from [0, 1] is thus the more general one and
includes the classical case. For more details on fuzzy set theory, see [Klir and
Yuan, 1995; Ruspini et al., 1998; Dubois and Prade, 1980].

2.3.2 Nosological diagnoses

It is commonly assumed that a diagnosis identifies the disease from which the
patient suffers, e.g. “Hilary has diabetes.” This traditional notion of diagnosis
may be called a nosological diagnosis.

A nosological diagnosis would require that every predicate or function symbol
occurring in a diagnosis, e.g. in the idiogram P (a)∧ . . .∧f(a) = b, be a nosological
term that signifies a disease. However, the actual usage in medicine of the term
“diagnosis” strongly deviates from this view. Many physician judgments in clinical
practice are handled as diagnoses which are by no means nosological ones. For
instance, statements of the type “the patient has an hypercholesterolemia of 280
mg%” identifying an abnormality are also used as diagnoses, whereas nobody
would classify such an abnormality as a disease. For this reason a second notion
of diagnosis may be useful, i.e. the notion of abnormality diagnosis.

2.3.3 Abnormality diagnoses

An abnormality diagnosis is a statement that identifies an abnormality in the
patient. According to this notion, any predicate or function symbol contained in
a diagnosis would have to be the name of an abnormality, i.e. a malady, be it
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a disease, syndrome, disorder, injury, wound, lesion, defect, deformity, disability,
and the like. A nosological diagnosis is an abnormality diagnosis, but not vice
versa.

2.3.4 Causal diagnoses

For a statement to be a diagnosis it is not enough to be the identification of a
disease or abnormality. There needs to be some relationship between the diagnosis
and what it is a diagnosis for, i.e. the patient data. It is reasonable to require that
this relationship be a causal one. That means that if ∆ = {α1, . . ., αm} is a
diagnosis for patient data D = {δ1, . . ., δn}, there should be a link ∆#D between
them with # being a causal relationship that causally relates ∆ to D. What does
this causal relationship ‘#’ look like?

Usually it is required that the diagnosis causally explain patient data. Ac-
cording to this requirement the doctor would have to causally explain, for exam-
ple, why Hilary is suffering from tiredness, intermittent tachycardia, and loss of
weight. This apparently reasonable pursuit that sometimes is also referred to as
the ‘hypothetico-deductive’ approach is unrealistic because it is not satisfiable (see
Section 3.1 below). It requires causal laws that more often than not are lacking
in medicine. For this reason we envisage a weaker relationship than causal ex-
planation. It suffices if the diagnosis describes an event that to some extent is
causally positively relevant to patient data. The concept of causal relevance that
is a prerequisite in this context cannot be introduced here. It may only briefly
be noted that an event A in a domain, or population, PO is said to be causally
positively relevant to another event B if A precedes B and increases the probabil-
ity of occurrence of B in PO. It is said to be causally negatively relevant to B if
it precedes B and decreases the probability of its occurrence in PO. For details
of this probabilistic concept of causality that is advanced by Patrick Suppes, see
[Suppes, 1970; Sadegh-Zadeh, 1998, 2011].

Roughly, the degree of causal relevance, cr, of an event A to an event B in a pop-
ulation PO is defined as the difference between the two conditional probabilities
p(B|PO&A) and p(B|PO) thus:

cr(A,B, PO) = p(B|PO&A)− p(B|PO).

Thus, it is a real number r in the interval [−1, 1]:

(1) cr(A,B, PO) = r ∈ [−1, 1]

and indicates the extent to which the occurrence of A in PO changes the proba-
bility of B occurring, given that some additional requirements are satisfied. Ac-
cordingly, the relationship may be a positive, a negative or a neutral one:

cr(A,B, PO) = r > 0 positive,
cr(A,B, PO) = r < 0 negative,
cr(A,B, PO) = 0 neutral.
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For example, we may have these positive causal relevance relationships:

cr(influenza, cough, smoker) = 0.7(2)

cr(influenza, cough, non-smoker) = 0.2.

The former one says that in the population of smokers, influenza is causally
positively relevant to cough to the extent 0.7. According to the latter, influenza
in the population of non-smokers is causally positively relevant to cough to the
extent 0.2.

Let ∆ = {α1, . . ., αm} be a diagnosis for patient data D = {δ1, . . ., δn}. By
interpreting the diagnosis as a set of statements that describe the cause event A
in a respective population PO, and patient data as another set of statements that
describe the effect event B, it becomes apparent how through this interpretation:

cr(∆, D, PO) = r > 0

the concept of positive causal relevance, cr(A,B, PO) = r > 0, enters the theory
of diagnostics. For instance, with reference to relationships (2) above we may have
the following diagnosis for the patient Hilary who coughs and is a smoker:

cr({Hilary has influenza}, {Hilary coughs}, smoker) = 0.7.

It says that influenza is causally positively relevant to her cough to the extent 0.7.
As stated above, there are also negative causal relevances such as, for example:

(3) cr(aspirin, myocardial infarction, men) = −0.44

where ‘men’ is a shorthand for the population of ‘men with elevated C-reactive
protein concentration.’ A negative causal relevance such as (3) amounts to preven-
tion. Thus, (3) says that in the population mentioned aspirin prevents myocardial
infarction to the extent 0.44. In this way, preventive and protective factors are
events with negative causal relevance to the effect events they prevent. By con-
trast, causation is a positive causal relevance such as in (2) above. Examples
are diseases, risk factors, and other abnormalities that generate patient data, i.e.
problems, complaints, symptoms, and signs.

2.3.5 Fuzzy diagnoses

We will introduce two different concepts of fuzzy diagnosis. The first one is a
fuzzification of the notion of nosological diagnosis considered in Section 2.3.2 above.
To this end we briefly introduce a notion of fuzzy disease. For details, see [Sadegh-
Zadeh, 1999; 2000b; 2008].

Traditionally an individual disease is considered to be a set of n ≥ 1 attributes,
e.g. complaints, symptoms, signs, findings or problems. For example, someone
may define diabetes mellitus as the presence of “hyperglycemia, glucosuria and
polydipsia.” This disease is representable in two ways, either as a classical set
such as {hyperglycemia, glucosuria, polydipsia} or as a fuzzy set in the following
way:
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(4) diabetes = {(hyperglycemia, 1), (glucosuria, 1), (polydipsia, 1)}.

A disease represented in this fashion we call a fuzzy disease. We have previously
suggested the use of this approach in medicine [Sadegh-Zadeh, 2000b].

As is well known, often not all of the defining attributes of a disease are present
in a patient, with the effect that it remains uncertain whether the patient does or
does not have the disease. Moreover, required attributes may not be present in the
required strength. For example, when high body temperature is a required symp-
tom of a disease, the patient’s body temperature may be only slightly increased.
In such cases the patient’s condition cannot be considered a full member of the
disease under discussion. The degree of its membership in the disease is less than
1. For example, the patient Hilary with the following data:

(5) {(hyperglycemia, 1), (glucosuria, 0.8), (polydipsia, 0)}

cannot be said to have diabetes to the extent 1 because this data is not in complete
agreement with the concept (4) of diabetes above. She cannot be denied to have
diabetes either because there is a considerable overlap. It is therefore reasonable
to find out to what extent r < 1 she can be supposed to have diabetes. This
important question may be answered by means of the concept of similarity that
we will introduce below. We will see that to the extent 0.6 the patient’s state
(5) resembles the disease (4). We propose using this degree of similarity between
the patient’s health state and a fuzzy disease as the degree of membership of the
patient in the class of those who have that fuzzy disease. In the present example,
to the extent 0.6 the patient Hilary is a member of those who have diabetes. That
is, µhas−diabetes(Hilary) = 0.6. This statement is a fuzzy diagnosis and represents,
according to the syntax discussed in Section 2.2.1 above, a categorical diagnosis
of the structure f(a) = b. We now turn to our second notion of fuzzy diagnosis.

In Section 2.3.4 above a concept of causal diagnosis has been proposed according
to which a set ∆ = {α1, . . ., αn} of statements is considered a diagnosis for a patient
in a population PO if it signifies an event that is causally positively relevant to
patient data D = {δ1, . . ., δn} in that population:

cr(∆, D, PO) = r > 0.

Now the following problem arises. In the wake of this concept the diagnosis for
patient data D will seldom be unique. Almost always there will exist a large
number n > 1 of such diagnoses ∆1, . . .,∆n because a lot of different, positive
causal relevance relationships of the following type will be available:

cr(∆1, D, PO) = r1,
...
cr(∆n, D, PO) = rn,

such that each ∆i to a particular extent ri causally accounts for the same patient
data D. For example, even at the end of the diagnostic inquiry it may turn out
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that as many as twenty different diseases appear to be causally responsible for
Hilary’s ill health. Since not all of them can be regarded as being of equal weight,
it may be useful to search for how to evaluate their diagnostic relevance. This is
the well-known problem of differential diagnosis in medicine. The novel notion
of fuzzy diagnosis that we will now introduce provides a differential-diagnostic
reasoning facility.

It is commonly assumed that a statement is either a diagnosis or is not a
diagnosis for a patient. For example, the true statement “Hilary has diabetes”
is classified as such a diagnosis for her tiredness and loss of weight, whereas the
equally true statement “Hilary is blonde” is viewed as a non-diagnosis for the same
data. Thus, the category of diagnoses is handled as a classical set with clear-cut
boundaries such that diagnoses definitely reside within the boundaries and non-
diagnoses definitely stand outside. The fuzzifying of this clear-cut set boundary
will yield a fuzzy set, denoted by Diag, such that a collection of statements, ∆ =
{α1, . . ., αn} with n ≥ 1, is a member of this set only to a particular extent r ∈ [0, 1]
and thus a diagnosis to that extent. Let µDiag be the membership function of this
fuzzy set Diag that we are constructing. We will in this way obtain a notion of
fuzzy diagnosis which says that the degree of membership of a statement set ∆
in the fuzzy set Diag of diagnoses for patient data D in the population PO is
µDiag(∆, D, PO) = r ∈ [0, 1]. For example, it may be that we have:

(6)

µDiag({Hilary has diabetes}, D,PO) = 0.6
µDiag({Hilary has hepatitis}, D,PO) = 0.3
µDiag({Hilary has diabetes and hepatitis}, D,PO) = 1
µDiag({Hilary is blonde}, D,PO) = 0,

where the set of patient data, D, in the present case is {tiredness, intermittent
tachycardia, loss of weight}. The degree of membership of a statement set ∆ in the
fuzzy set Diag, µDiag, will be referred to as the degree of its diagnostic relevance, or
simply, as its diagnosticity. We define the diagnosticity of a statement set simply
by the degree of its causal relevance, that is:

DEFINITION 1. µDiag(∆, D, PO) = cr(∆, D, PO).

We have, for instance, µDiag({Hilary has diabetes}, D,PO) = cr({Hilary has
diabetes}, D,PO) = 0.6. Thus, the diagnosticity of Hilary’s diabetes for her data
is 0.6. The higher a statement set is causally relevant to patient data, the greater
its diagnosticity.

Note that the diagnosticity of a statement set ∆ for patient data derives from
its causal relevance, but not from its probability, truth or plausibility. Hence,
diagnosticity is not a measure of probability, truth, plausibility or any other epis-
temic quality. It is not an epistemic notion. It is an ontological measure indicating
the extent to which something is a diagnosis for something else. In this way, the
totality of all possible diagnoses ∆1, . . .,∆n for a particular patient data set D
may be arranged in the order of their increasing diagnosticity to suggest an idea
of how to plan therapeutic steps. Thus, diagnosticity constitutes a quantitative
concept of diagnosis.
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3 METHODS OF DIAGNOSTICS

What is usually called a ‘diagnosis’ is something relative to a complex diagnostic
context that literally generates the diagnosis as a product. This generative context
will be analyzed in Section 5 below. Two important components thereof are the
method of diagnostic reasoning and the knowledge used to attain the diagnosis.
We will therefore briefly inquire into these two components first to prepare our
analysis.

In clinical textbooks and education individual diseases such as diabetes melli-
tus, myocardial infarction, hepatitis A, B, C, and so on are described and special
techniques are presented concerning how to diagnose each of these individual dis-
eases. However, in spite of the honorable age and history of medicine there is
as yet no general science of diagnostics that could instruct medical students and
young doctors how to diagnose in general, i.e. how to search and find in all cases
the best path from a patient’s complaints to a diagnosis for this patient by forming
diagnostic hypotheses, by testing them, etc. Every individual doctor has her own,
idiosyncratic mode of diagnostic reasoning. What is even worse is that only a
few physicians are aware of how they achieve their diagnoses. Usually a diagnosis
seems to happen to the doctor much as a dream or a headache does. It is therefore
not surprising that there are still about 38% misdiagnoses in medicine [Gross and
Löffler, 1997; Sadegh-Zadeh, 1981a]. These diagnostic errors will bring with them
at least as many wrong treatments. Therefore, as we have already stressed previ-
ously, medicine in the 21st century will urgently need to develop a methodology of
clinical practice to guide the physician’s clinical reasoning [Sadegh-Zadeh, 1977;
1994-2000a]. The emerging disciplines of clinical knowledge-based systems research
and medical decision-making may be viewed as the advent of such a methodology.

It is generally believed in medicine that the patient suffers from n ≥ 1 diseases
or abnormalities and that the aim of diagnostics is to identify them by searching
for a diagnosis. Based on this belief is the assumption that a diagnosis actually
informs us about the patient’s diseases and abnormalities. We will demonstrate
why this assumption is both ontologically and epistemologically problematic. To
this end we will point out that diagnosis depends on several components, the most
important of them being the medical knowledge and the method of diagnostic
reasoning used. In the present section we will be concerned with the role that the
method of diagnostic reasoning plays. There are a large number of such methods.
Only three examples will be demonstrated here, i.e. the hypothetico-deductive
approach, Bayesian reasoning, and similaristic reasoning.

3.1 The hypothetico-deductive approach

It is a rather widely held opinion that the aim of science is to explain natural
phenomena and to predict future events. In accord with this traditional dogma,
clinical diagnostics is supposed to provide explanations of the patient’s suffering.
It is therefore important to ask what an explanation is and whether it is true that
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clinical diagnostics provides explanations of the patient’s suffering.
The most influential theory of scientific explanation today, first proposed by

Carl Gustav Hempel and Paul Oppenheim in 1948 [Hempel and Oppenheim 1948;
Hempel, 1965], is known as the “covering-law model.” Roughly, it says that a scien-
tific explanation is a logical argument whose premises comprise a set of statements
that include one or more scientific laws and whose conclusion is a statement that
describes the explanandum, i.e. the phenomenon, fact or event to be explained.
The premises are called the explanans because they explain the explanandum.
In addition to laws the explanans also contains some other statements describ-
ing those particular circumstances, called antecedent conditions, which made the
occurrence of explanandum possible.

The authors distinguish several subtypes, the main representative of which is
the so-called deductive-nomological (D-N) explanation. A D-N explanation is a
deductive argument such that the explanandum statement follows from the ex-
planans. The explanans consists of m ≥ 1 universal generalizations, referred to as
laws, and n ≥ 1 statements of antecedent conditions. The explanandum statement
describes an event such as, for example, the event that the patient Hilary has suf-
fered myocardial infarction. A D-N argument may be schematically represented
in the following way:

L1, . . . , Lm

A1, . . . , An

}

Explanans

E Explanandum

Here L1, . . ., Lm are universal generalizations, i.e. laws; A1, . . ., An are singu-
lar statements of antecedent conditions; and the conclusion E is the explanandum
statement implied by the explanans. A simple example may demonstrate. Our ex-
planandum is the event that the patient Hilary has suffered myocardial infarction.
Why did this event occur? The following D-N argument explains why:

L: If one of the main coronary arteries of the heart of a human being occludes
at time t1 then she suffers myocardial infarction after a short time;

A1 Hilary is a human being;

A2 A main coronary artery of Hilary’s heart occluded at time t1 (e.g. ten
minutes ago);

A3 time t2 is shortly after time t1;

E Hilary suffers myocardial infarction at time t2.

The explanandum statement E deductively follows from the explanans L∧A1∧
A2 ∧ A3. The law statement L in the explanans is a universal generalization of
the form ∀x∀t1∀t2(Px ∧Qxt1 ∧ t2 is shortly after t1 → Rxt2) where Px ≡ “x is a
human being”, Qxt1 ≡ “one of the main coronary arteries of x’s heart occludes at
time t1”, and Rxt2 ≡ “x suffers myocardial infarction at time t2”. In the example
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above, the explanandum E is the patient’s suffering; and the antecedent statement
A1 ∧A2 ∧A3 suggests a cause of this event and thus a “diagnosis.”

We will here not go into the details of the D-N theory. It provides an explication
of the so-called hypothetico-deductive approach where the laws in the explanans
represent the hypotheses. The idea behind it is that a D-N argument explains
an event by demonstrating that this event was nomically expectable (“nomos” ≡
law). An extensive analysis, criticism, and evaluation of the theory may be found
in [Stegmüller, 1983].

Our aim here is to point out that the D-N theory of explanation has only limited
value in medical diagnostics, for the following reason. The universal generaliza-
tions required by the explanans, i.e. the so-called deterministic laws as above, are
scarcely available in medicine. Most statements in empirical-medical knowledge
are statistical statements that do not enable the deduction of the explanandum
statement from explanans. That is, only a limited number of diagnoses can be
obtained using D-N explanation.

Hempel and Oppenheim’s theory also includes as a subtype a method of
‘inductive-statistical explanation’ (I-S). An explanation of this type, it is said, is
an argument whose explanans contains at least one statistical law and inductively
implies the explanandum statement [Hempel, 1965, pp. 381 ff.]. We need not
speculate about whether inductive-statistical explanations might be used as a de-
vice of diagnostic reasoning. It has been shown in the meantime that Hempel and
Oppenheim’s proposal is objectionable to the effect that there are no inductive-
statistical explanations [Stegmüller, 1973, 1983].

3.2 Bayesian reasoning

Strangely enough the existence of universal generalizations in a domain is usually
identified with ‘certainty’ in that domain. Wherever only statistical knowledge
or knowledge below the level of ‘certainty’ is available, reasoning processes are
characterized as ‘uncertain.’ Since the emergence of the concept of probability, and
especially since the probabilization of the natural sciences and medicine in the early
twentieth century, uncertainty in diagnostics is handled primarily probabilistically
by applying the mathematical apparatus of probability theory and statistics. This
approach that is characteristic of so-called medical decision-making was introduced
by Ledley and Lusted in their seminal paper on the reasoning foundations of
medical diagnosis in 1959 [Ledley and Lusted, 1959]. Already in that paper they
used, for the first time in medicine, the so-called Bayes’ Theorem as a method of
diagnostic reasoning. This theorem has become an important methodological tool
of medical decision-making in the meantime. The theorem was discovered by the
eighteenth century English clergyman Thomas Bayes (1702-1761) and published
posthumously in 1763 [Bayes, 1763]. After probability theory received its explicit
formulation in the twentieth century it was shown that Bayes’ Theorem is indeed
a theorem of this theory, i.e. derivable from its calculus.

Consider, for instance, a doctor who seeks a diagnosis for a patient, Joseph K.
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At the beginning of the patient interview she only weakly believes that Joseph
K has coronary heart disease. But one hour later she strongly believes in this
hypothesis after she has obtained new evidence by recording and interpreting an
ECG of the patient. This is an example of the continuous change of our belief,
belief revision for short, that takes place throughout the diagnostic process. To
‘rationally’ manage this diagnostic belief revision the adherents of Bayes’ Theorem,
the Bayesians, recommend the use of that theorem as a reasoning method that is
usually referred to as Bayesian reasoning, Bayesian inference, Bayesian logic, or
simply Bayesianism (see [Sadegh-Zadeh, 1980b]).

To assess the role that Bayes’ Theorem may play in diagnostics, suppose that
before you know whether or not the patient Joseph K has a pathological ECG you
only weakly believe that he has coronary heart disease. To what extent should
your belief change after observing a pathological ECG in the patient? Bayes’
Theorem is a device to calculate just the ‘rational’ extent of this belief revision,
i.e. the belief strength after -the-observation given the belief strength before-the-
observation. That is, it connects the posterior probability of an event with its
prior probability (prior to the new evidence, posterior to the new evidence).

In the theory of probability Bayes’ Theorem is derivable from the concept of
probability space. It exists in a variety of forms. We will present its simplest
version where A and B are two arbitrary events:

p(B|A) =
p (A|B) · p (B)

p (A)
. (Bayes’ Theorem)

The theorem says that the probability of event B conditional on event A equals the
product p(A|B)× p(B) divided by p(A). To illustrate, let us suppose that in the
population of patients over 60 years of age, 15% of those who have coronary heart
disease show ST segment depression in their resting ECG. We may thus state that
in the population mentioned the probability of ST depression occurring in resting
ECG on the condition that coronary heart disease is present is 0.15. That is:2

(7) p(ST |CHD) = 0.15.

The shorthands used in this sentence mean:

ST ≡ ST depression in resting ECG is present,

CHD ≡ coronary heart disease is present.

The patient Joseph K is 63 years old. In a checkup his family physician has
recorded a resting ECG and is surprised at observing ST depression on it. She
is wondering about whether Joseph K has coronary heart disease. She knows
that Bayes’ Theorem relates a conditional probability of the form p(A|B) with the
inverted conditional probability p(B|A). It enables her to conclude from (7) above
that:

2The ST segment in ECG connects the S wave and the T wave. When it is below the baseline
it is said to be depressed. ST depression is indicative of myocardial ischemia that may cause
myocardial infarction.
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(8) p(CHD|ST ) = 0.93.

This conclusion says that the probability that a patient older than 60 years has
coronary heart disease conditional on ST depression in his resting ECG is 0.93.
Thus the physician has strong reason to believe that Joseph K has coronary heart
disease and to act accordingly.

We now will demonstrate how, by means of Bayes’ Theorem, (8) follows from
(7). To this end the doctor above needs two additional, prior probabilities. She
knows that in the population of patients over 60 years of age:

p(CHD) = 0.01
p(ST ) = 0.0016.

On the basis of this information she can now use Bayes’ Theorem to calculate the
probability that her patient Joseph K has coronary heart disease on the available
evidence that he has ST depression in his resting ECG:

p (CHD|ST ) =
p (ST |CHD) · p (CHD)

p (ST )

=
0.15× 0.01

0.0016

=
0.0015

0.0016

= 0.9375.

Thus, the doctor’s belief revision has led her to the posterior belief: the probability
that the patient Joseph K has coronary heart disease is very high, i.e. 0.93.

3.3 Similaristic reasoning

More often than not there is no sufficient domain knowledge available to under-
stand and manage a particular clinical problem, e.g. a patient’s suffering. In such
circumstances knowledge of another type is needed. For example, the data at
hand may indicate similarities between the current problem and some previous
cases that have already been successfully resolved in the past. Using such sim-
ilarities to reason about, and manage, a present problem by utilizing previous
experiences we will refer to as similaristic reasoning.

Similaristic reasoning is a salient characteristic of natural human problem solv-
ing. It has been known as casuistry in the history of ethics and theology, and
as casuistics in the history of medicine. A sophisticated type of these similaristic
methods, the so-called case-based reasoning, was born in the early 1980s. It has
been attracting research interests in computer science and artificial intelligence
since then. This approach will be briefly outlined in the present section to inquire
into its diagnostic applicability. To this end we need some terminology, especially
a concept of similarity, to be introduced first.
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3.3.1 A concept of similarity

The key notion on which case-based reasoning relies is the concept of similarity.
The best-known concept of similarity has been the one suggested by Amos Tversky
[1977]. Because of its drawbacks, however, we will replace it in this section with
a powerful one that we will construct by means of fuzzy-set terminology. To this
end, the entities whose similarity is to be assessed, e.g. two diseases or two human
beings, are represented as fuzzy sets of attributes that they possess. Similarity
will be conceived as a relation between two such fuzzy sets, say A and B, of
the syntax “fuzzy set A is similar to fuzzy set B to the extent r” symbolized by
simil(A,B) = r. The concept we will introduce will enable us to measure, for
example, how similar the following two fuzzy sets are that represent the states of
two different individuals or of one and the same individual at two different times:

X = {(hyperglycemia, 1), (glucosuria, 1), (polydipsia, 1)}(9)

Y = {(hyperglycemia, 1), (glucosuria, 0.8), (polydipsia, 0)}

An inverse semantic relationship connects the terms “different” and “similar.”
It says that the less different two objects, the more similar they are and vice versa.
This implies that the less different two fuzzy sets, the more similar they are. In
complete accord with this precept we will construct our fuzzy set similarity relation
as the inverse of fuzzy set difference. So let us first introduce a notion of fuzzy set
difference as our basic term.

The difference between two fuzzy sets, A and B, will be defined as a relation
of the form “fuzzy set A differs from fuzzy set B to the extent r” symbolized by
diff(A, B) = r. The value r is a real number in the unit interval [0, 1]. To define
the basic notion diff(A,B), we need the following six auxiliary notions that will
be introduced in turn:

• the greater of two numbers a and b,

• the lesser of two numbers a and b,

• the absolute value of a real number,

• the size, or count, of a fuzzy set A,

• the intersection of two fuzzy sets A and B,

• the union of two fuzzy sets A and B.

Let a and b be two not necessarily distinct real numbers. The greater of them
is called max(a, b) and the lesser is called min(a, b). These two functions, max
and min, that we will use below as auxiliary notions, are defined as follows:

max(a, b) = a, if a ≥ b
= b, otherwise

min(a, b) = a, if b ≥ a
= b, otherwise.
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For example, max(5, 3) = 5 and min(5, 3) = 3. Sometimes we need the absolute
value of a real number r, denoted by |r|. The absolute value |r| of a real number
r is its size without regard to its sign. Thus, it is defined as follows:

If r is a real number, then |r| =

{

r, if r ≥ 0
−r, if r < 0.

Consider the real number r = 5 as an example. Then we have |5| = 5. And if
r = −5, we have | − 5| = −(−5) = 5, too. Thus, |5| = | − 5| = 5.

The size or count of a fuzzy set A, written c(A), is simply the arithmetic sum
of the membership degrees of its members. For instance, c({(x, 0.2), (y, 1)}) =
0.2 + 1 = 1.2. Let Ω be a universe of discourse and let A and B be two fuzzy sets
in Ω such that:

A = {(x1, a1), ..., (xn, an)},(10)

B = {(x1, b1), ..., (xn, bn)},

where an ai is the degree of membership of xi in set A and a bi is the degree of
membership of the same object xi in set B. Two such fuzzy sets A and B in a
universe of discourse Ω may have any relationships with one another. For example,
their intersection, denoted by A∩B, is a fuzzy set defined by the minima of their
joint membership degrees, i.e. by the following membership function µA∩B :

µA∩B(x) = min(µA(x), µB(x)).

That is, A ∩ B = {(x, µA∩B(x))|x ∈ Ω and µA∩B(x) = min(µA(x), µB(x))}. And
their union, denoted by A∪B, is a fuzzy set defined by the maxima of their joint
membership degrees, i.e. by the following membership function µA∪B :

µA∪B(x) = max(µA(x), µB(x)).

That is, A ∪B = {(x, µA∪B(x))|x ∈ Ω and µA∪B(x) = max(µA(x), µB(x))}. This
terminology may be illustrated by a few examples. Let:

Ω = {a, b, c, d}

be our universe of discourse, and let the following two sets be fuzzy sets in Ω:

Proficient doctor = {(a, 0), (b, 0.4), (c, 0.8), (d, 1)},
Young doctor = {(a, 0.9), (b, 0.5), (c, 0.3), (d, 0.7)}.

Then the following two sets are also fuzzy sets in Ω:

Proficient doctor ∩ Young doctor = {(a, 0), (b, 0.4), (c, 0.3), (d, 0.7)},

Proficient doctor ∪ Young doctor = {(a, 0.9), (b, 0.5), (c, 0.8), (d, 1)}.
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The intersection A ∩ B represents a fuzzy conjunction (‘A and B’). The union
A∪B represents a fuzzy disjunction (‘A or B’). The fuzzy intersection above, i.e.
Proficient doctor ∩ Young doctor, is the fuzzy set of those doctors in Ω who are
both proficient and young, while their fuzzy union, i.e. Proficient doctor ∪ Young
doctor, is the fuzzy set of those doctors in Ω who are proficient or young.

Having the auxiliary notions above at our disposal, we can now define the
difference between two fuzzy sets as follows:3

DEFINITION 2. Let A = {(x1, a1), ..., (xn, an) and B = {(x1, b1), ..., (xn, bn)} be
two fuzzy sets, then:

diff(A,B) =

∑

i |ai − bi|

c(A ∪B)
.

Here Σi means the arithmetic sum of i ≥ 1 numbers, i.e. the sum |a1 − b1|+ . . . +
|an − bn| in the present case representing the sum of the absolute differences of
membership degrees of our two fuzzy sets A and B. For example, if these fuzzy
sets are those displayed in (9) above:

X = {(x, 1), (y, 1), (z, 1)},
Y = {(x, 1), (y, 0.8), (z, 0)},

then we have:

diff(X,Y ) = (|1− 1|+ |1− 0.8|+ |1− 0|)/(1 + 1 + 1)
= 1.2/3
= 0.4.

This calculation shows that set X differs from set Y to the extent 0.4. Af-
ter these preparatory remarks we now introduce fuzzy similarity as the additive
inverse of fuzzy set difference in the following way:

DEFINITION 3. simil(A,B) = 1− diff(A,B).

For instance, our two example fuzzy sets X and Y above with the difference 0.4
between them are similar to the extent 1− 0.4 = 0.6.

A very convenient method of computing similarities that we will use below is
provided by the following interesting Similarity Theorem that follows from Defi-
nitions 2-3. For details, see [Lin, 1997; Sadegh-Zadeh, 2011]:

THEOREM 4 Similarity. simil(A,B) =
c(A ∩B)

c(A ∪B)
.

That is, the degree of similarity between two fuzzy sets equals the count of their
intersection divided by the count of their union. For instance, regarding our two
example fuzzy sets X and Y above we have:

simil(X,Y ) = 1 + 0.8 + 0/1 + 1 + 1
= 1.8/3
= 0.6.

3The concept is due to [Lin, 1997; Sadegh-Zadeh, 2000c]. Its formal presentation here is
overly simplified. For details, see [Sadegh-Zadeh, 2011].
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Similarity as defined above is a relationship between fuzzy sets. According to
Definition 3 its extent is a real number in the unit interval [0, 1]. The concept
introduced is applicable to all fuzzy sets including the patients’ health conditions
that are being treated as individual cases so as to make them amenable to case-
based reasoning.

3.3.2 Case-based reasoning

Case-based reasoning, or CBR for short, is a method for solving a current problem
by utilizing experience on previous problems. It is increasingly becoming an im-
portant subject of research in medical artificial intelligence and clinical decision-
making. Although it is often viewed as a recent brainchild of Janet Kolodner
[Kolodner, 1993], it does not represent a novel approach. It is rooted in the so-
called casuistry, a case-based moral judgment, that had its origin in Stoicism and
in the writings of Cicero (106-43 BC). Also contemporary bioethics research is
devoting attention to casuistry as a method of ethical decision-making (cf. [Boyle,
2004; Strong, 1999]). Casuistry flourished during the fifteenth and sixteenth cen-
turies in the Roman Catholic Church [Jonsen and Toulmin, 1989; Keenan and
Shannon, 1995]), and was also used in medicine in the eighteenth and nineteenth
centuries giving rise to the well-known case reports or casuistics. However, as
a moral-philosophical and medical-casuistic approach it lacked a formal method-
ology. This facility was provided by and after Janet Kolodner’s pioneering work
on CBR.

As a revival of casuistry, CBR is an empirical approach in that it exploits
previous experiences to find solutions for present cases. Previous experiences on
individual cases are stored in the memory of a CBR system referred to as its
case base. Facing a new problem, e.g. a new patient with a particular medical
complaint, it retrieves similar cases from its case base and adapts them to fit the
problem at hand and to provide a solution for it (cf. [Jurisica et al., 1998]). It
thus rests on the basic CBR axiom that similar problems have similar solutions.
This philosophy is reminiscent of homeopathy that relies on Samuel Hahnemann’s
esoteric law of similars, i.e. “similia similibus curentur” (1796), like cures like. In
order for CBR to be distinguishable from such speculative conceptions, therefore,
it may be based on a framework with efficient methods of case representation and
a clear notion of case similarity.

Usually CBR is contrasted with the so-called ‘model-based reasoning.’ The
latter term is an inappropriate one and ought to be avoided. It is a misleading
name for a knowledge-based, or knowledge-guided, approach that uses general,
scientific knowledge in the premises of arguments, e.g. rule-based clinical expert
systems such as Mycin and others. CBR does not do so because the knowledge
contained in its case base is merely the description of some individual cases without
any generalization or statistical analysis. The expertise that is used as ‘knowledge’
in a CBR system simply consists of narrations on specific problems embodied in
a library about single cases, for example, about (i) the patient Hilary who had
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had symptoms A,B, and C and had received the drug D to the effect E; (ii) the
patient Joseph K who had had symptoms F,G, and H and had received the drug
I to the effect J ; and so on. A current case is matched against such exemplars
in the case base to make a judgment and decision. How is the comparison to
be made and the judgment and decision to be attained? Otherwise put, how is
information on previous cases to be used so as to manage a present case? This is
the central methodological question CBR is concerned with. The first answer it
provides is that there must be some similarity between the present case and one or
more cases in the case base. Such inter-case similarities are utilized in judging and
decision-making by CBR. As an example of CBR we will briefly discuss case-based
diagnosis.

3.3.3 Case-based diagnosis

The case base of a CBR system for diagnosis contains records of the making of
diagnosis for each individual case in the case base. The records include information
of the following type: (i) every individual case’s initial data, i.e. initial patient
complaints, symptoms, signs, and findings; (ii) the course of diagnostics, i.e. the
diagnostic examinations performed at each diagnostic stage and the data gathered;
(iii) final patient data; (iv) the set of patient data used in making the diagnosis;
(v) the diagnosis; and (vi) whether the diagnosis was confirmed or disconfirmed
by biopsy, operation, autopsy or controls of another type.

Suppose there is a particular patient, Hilary, with a set D of initial data. To
solve the diagnostic problem for this patient by CBR, set D is matched with all
initial data sets in the case base to retrieve a number of sufficiently similar cases,
given a similarity threshold of some kind. In order for data set D to be comparable
to a data set D′ of a case in the case base, both data sets must be represented as
fuzzy sets. For example, suppose D and D′ are the following fuzzy data sets:

D = {(fever, 1), (vomiting, 0.7), (tachycardia, 0.5)}
D′ = {(fever, 0.8), (vomiting, 1), (tachycardia, 0.5)}.

According to Similarity Theorem 4 in Section 3.3.1 we have the following degree
of similarity between these two data sets:

simil(D,D′) = (0.8 + 0.7 + 0.5) / (1 + 1 + 0.5) = 0.8.

From among the retrieved set of cases the best case is selected in this way, i.e.
the case whose initial data set has the maximum similarity to D, and the patient
Hilary is examined like that case. The same procedure is followed in making the
diagnosis on the basis of the final patient data set. Where more cases than one
have been retrieved the solution must be transformed into a solution for the current
patient, Hilary. This adaptation process is the most important and difficult step
of CBR and cannot be discussed here. For details, see [Hüllemeier, 2007; Pal and
Shiu, 2004].
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3.4 Fuzzy-logical reasoning

A large number of fuzzy-logical approaches to diagnostics have developed in re-
cent years which deviate considerably from classical-logical and probabilistic ones.
However, their discussion would require an introduction to fuzzy logic that we can-
not here afford. Among the interesting ones are Adlassnig et al.’s CADIAG project
where they introduce a new, fuzzy-logical method of medical knowledge represen-
tation by fuzzifying frequency notions such as “seldom,” “frequently,” “never,”
and others, and temporal notions such as “a few days,” “more than four weeks,”
etc. [Adlassnig, 1980; 1986; Adlassnig and Akhavan-Heidari, 1989; Boegl et al.,
2004]). Also the possibilistic approach based on the theory of possibility [Zadeh,
1978; 1981] belongs to this category and seems to be a promising one. For details,
see [Sadegh-Zadeh, 2011].

4 THE DIAGNOSTIC KNOWLEDGE

The second component in the diagnostic context which essentially determines the
diagnosis is the medical knowledge, especially the clinical knowledge, which is used
in the diagnostic process. In inquiring into the logic and philosophy of diagnosis it
is therefore useful to be aware of the syntax of all kinds of statements constituting
the clinical knowledge and data, and to examine what kind of knowledge plays the
central role in making a diagnosis. This issue is briefly discussed in the present
section. After introducing some terminology we will first undertake a typology
of clinical statements and then analyze the logical deep structure of diagnostic
knowledge in the sequel. Our analysis will reveal that clinical decision-making in
general and diagnostics in particular belong to the realm of practical ethics. An
outstanding contribution to this subject may be found in [Schwarz, 1993].

4.1 Deontic rules and acts

We will reconstruct diagnosis as both social act and fact. To prepare this perspec-
tive we will first demonstrate that the making of a diagnosis is a deontic act, and
thus the diagnosis itself is the product of a deontic act. To this end we have to
explain what we understand by the term “deontic act.”

A deontic act is simply an action performed in following a deontic rule. For
example, by telling the truth a witness performs a deontic act because she follows
the deontic rule “everybody ought to tell the truth.” We will now introduce
the notion of a deontic rule to show that diagnostic knowledge is not declarative
knowledge like, for example, the anatomic description of the body. It consists
of deontic rules, and as a consequence, diagnostic decision-making turns out to
consist of deontic acts.

The adjective “deontic” derives from the Greek term “deon” meaning duty. The
class of modal operators that we touched upon in Section 2.1 above also contains
three important ones called deontic operators. They represent deontic modalities,
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i.e. obligation, prohibition and permission, and are dealt with in deontic logic. In
natural languages there are various phrases such as the following to express deontic
modalities. For details, see [Åqvist, 1984; McNamara, 2006; Sadegh-Zadeh, 2011]:4

For obligation:
obligatory, ought to, required, should, must, obliged;

For prohibition:
forbidden, prohibited, impermissible, must not, wrong,
unacceptable;

For permission:
permitted, permissible, allowed, allowable, may.

Simple examples are:

• Alvin ought to tell the truth;

• Bert is forbidden to commit murder;

• Carla is allowed to drink water.

We will use only the following as their representatives:

• it is obligatory that . . . symbolized by OB (obligation operator)

• it is forbidden that . . . FO (prohibition operator)

• it is permitted that . . . PE (permission operator).

Each of these expressions is an intensional sentential operator. That is, when
it is prefixed to a sentence we obtain a new sentence, referred to as a deontic
sentence. For example, let α be any sentence. Then we have:

• OBα ≡ it is obligatory that α

• FOα ≡ it is forbidden that α

• PEα ≡ it is permitted that α.

The above examples may now be rewritten as follows:

• it is obligatory that Alvin tells the truth;

• it is forbidden that Bert commits murder;

• it is permitted that Carla drinks water.

That means semiformally:

4There are in fact five deontic modalities (obligation, prohibition, permission, optionality,
gratuitousness). But they are reducible to the above-mentioned three, and these are definable
by only one of them. See below.
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• OB(Alvin tells the truth),

• FO(Bert commits murder),

• PE(Carla drinks water).

For our studies on the logic of diagnosis in the sequel it is important to note
that the three deontic operators sketched above are interdefinable. The obligation
operator OB may serve as the undefined, basic one to introduce all other deontic
operators as derived ones in the following way (“iff” stands for “if and only if”):

DEFINITION 5.

1. FOα iff OB¬α

2. PEα iff ¬FOα.

As a consequence of this definition we obtain: PEα iff ¬OB¬α. Due to the
central role that the obligation operator OB obviously plays it may serve as the
basic concept to ground a deontic logic thereon. The remaining operators are
used as shorthands according to Definition 5. We will therefore use the obligation
operator as our main device in our studies below. Moral rules such as “one ought
to tell the truth” and legal rules such as “theft is forbidden” are reconstructible
as deontic sentences by using deontic operators as above. For details, see [Åqvist,
1984; McNamara, 2006; Sadegh-Zadeh, 2011].

Also diagnostic knowledge consists of deontic sentences, specifically, of deontic
rules. To uncover this important feature of diagnostics, we will now introduce the
term “deontic rule.” To this end we will use the auxiliary notion of an action
sentence. A sentence of the form P (x1, . . ., xn) with an n-place predicate P will
be called an action sentence if P denotes an action such as “tells the truth,”
“examines the patient,” “drinks water,” and the like. Thus, sentences such as
“Dr. Smith examines the patient Hilary” and “Hilary drinks water” are action
sentences. Our aim is to base the notion of a deontic rule on action sentences to
prevent vacuous obligations, prohibitions, and permissions such as “it is obligatory
that the sky is blue.”

DEFINITION 6 Action sentence.

1. If P is an n-ary action predicate, then P (x1, . . ., xn) is an action sentence;

2. If α is an action sentence, then ¬α is an action sentence referred to as the
omission of the action;

3. If α and β are action sentences, then α ∧ β and α ∨ β are action sentences;

4. If α is any sentence and β is an action sentence, then α → β is an action
sentence, referred to as a conditional action sentence.
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Examples are the action sentences “Hilary tells the truth” and “if Dr. Smith
interviews Hilary, then she tells the truth.” The latter is a conditional action
sentence. We will now introduce the notion of a deontic rule in two steps.

DEFINITION 7 Deontic action sentence.

1. If α is an action sentence and ∇ is a deontic operator, then ∇α is a deontic
action sentence;

2. If α and β are deontic action sentences, then ¬α, α∧β, and α∨β are deontic
action sentences;

3. If α → β is an action sentence, then α → ∇β is a deontic action sentence
referred to as a deontic conditional.

For example, “it is obligatory that Hilary tells the truth” is a deontic action
sentence. A deontic conditional is the sentence “if Dr. Smith interviews Hilary,
then it is permitted that she does not respond.”

If α is any sentence and x is an individual variable, ∀xα is also a sentence
referred to as the universal generalization of α. We say that the quantifier ∀ binds
the individual variable x. For example, ∀yP (y) is the universal generalization
of Py in which the individual variable y is bound by ∀. If α is a sentence with
free individual variables x1, . . ., xn, e.g. the sentence P (x1, . . ., xn), its universal
generalization ∀x1. . .∀xnα is called its closed generalization.

In the same fashion as above, if α is any deontic action sentence with free in-
dividual variables x1, . . ., xn, e.g. the sentence OB(P (x1, . . ., xn)), its closed gen-
eralization is ∀x1. . .∀xnα, that is, ∀x1. . .∀xnOB(P (x1, . . ., xn)) in our present ex-
ample. For instance, the closed generalization of the sentence “it is obligatory
that the doctor tells her patient the truth” is: For all x and for all y, if x is a
doctor and y is her patient, then it is obligatory that x tells y the truth. That is,
∀x∀y(Doctor(x)∧ Patient(y, x)→ OB(Tells-the-truth(x, y))).

DEFINITION 8 Deontic rule.

1. If α is a deontic action sentence, then its closed generalization is a deontic
rule, i.e. ∀x1. . .∀xnα with n ≥ 1;

2. A deontic rule of the form ∀x1. . .∀xn(α → ∇β) is called a conditional obli-
gation if ∇ ≡ OB, a conditional prohibition if ∇ ≡ FO, and a conditional
permission if ∇ ≡ PE.

A deontic rule is also called a deontic norm. For example, according to clause
1 of Definition 7 the sentence “one ought to tell the truth,” i.e.:

1. For everybody x, it is obligatory that x tells the truth

is a deontic rule because it is the closed generalization of the deontic action
sentence “OB(x tells the truth).” Additional examples are:
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2. For everybody x, it is forbidden that x steals;

3. For everybody x, if x is a child of age 6, it is obligatory that x starts school.

These three rules may be formalized as follows:

• ∀xOB(Tells-the-truth(x))

• ∀xFO(Steals(x))

• ∀x(Child-6(x)→ OB(Starts-school(x))).

The first two examples are unconditional deontic rules. Example 3 represents
a conditional deontic rule, specifically, a conditional obligation. We know from
Definition 5 above that the three deontic operators are interdefinable. Specifically,
PE is definable by FO, and FO is definable by OB:

PEα ≡ ¬FOα
FOα ≡ OB¬α and thus PEα ≡ ¬OB¬α.

On this account the obligation operator OB may serve as the basic and only
deontic operator to formulate both types of deontic rules. That means that all
such rules prescribe ought-to-do actions. They may therefore be viewed as ought-
to-do action rules, ought-to-do rules, or action rules for short. We will use these
terms interchangeably.

4.2 Types of clinical statements

Among the important types of statements constituting clinical knowledge are, in
addition to probability statements, the following ones:

• singular statements such as “the patient Hilary has property P ,” e.g. Hilary
coughs;

• simple general statements such as “all patients who have property P also
have property Q,” e.g. a human being who has bronchitis, coughs;

• complex general statements such as “all patients who have P,Q,R have
also S, T, V ,” e.g. a human being with diabetes mellitus and hepatitis has
hyperglycemia and icterus;

and combinations of them by using sentential connectives such as ‘not’, ‘or’, ‘and’,
etc. In dealing with statements of this type the classical predicate logic is of course
a sufficient and powerful tool.

Medical knowledge also contains several types of modal statements that go be-
yond the facilities of predicate logic. They employ modal operators of different
types some of which we have sketched in previous terminology sections. An out-
standing example in the present context is diagnostic knowledge. We will show
below that it consists of deontic rules. This feature qualifies it as practical knowl-
edge. We will therefore consider the differences between declarative and practical
knowledge first.
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4.3 Declarative knowledge

Non-clinical knowledge in medicine, i.e. extra- or preclinical knowledge that is
usually called ‘biomedical knowledge,’ is not concerned with clinical subjects such
as disease, diagnosis, treatment and other clinical aspects and issues. It deals
with the anatomy, physiology, physics, and chemistry of the human organism and
some animal species such as mice, rats, cats, and dogs that serve as subjects of
biomedical research. The usual label for the production of this type of knowledge
in medicine is “animal experimentation.” Most of what in preclinical medicine
is erroneously called “medical knowledge” or “biomedical knowledge” stems from
such animal experimentation. Therefore, it belongs in fact to zoology and presents
declarative knowledge on its subject. Declarative knowledge states and communi-
cates how things ‘are.’ It describes objects, structures, behavior, processes, and
other entities. Consider, for instance, the following sentences:

“The replication of a DNA molecule begins at special sites called origins
of replication. The bacterial chromosome has a single origin marked by
a stretch of DNA having a specific sequence of nucleotides. Proteins
that initiate DNA replication recognize this sequence and attach to the
DNA, separating the two strands and opening up a replication bubble”.
[Campbell, 1996, p. 290]

These sentences describe the origins of DNA replication and state how this process
develops. In other words, they are constatives. They are therefore considered as
statements and are said to be true or false. They don’t command, don’t ask
questions, and don’t request anything. But practical knowledge does do so: It
commands and recommends.

4.4 Practical knowledge

Medicine proper is clinical medicine and not zoology. It produces and uses clinical
knowledge to attain its goals. This type of knowledge is concerned with human
maladies, i.e. pathology, nosology, diagnosis, treatment and other clinical aspects
of life and death. It consists of a variety of subtypes, e.g. pathophysiological knowl-
edge on the pathological behavior of cells, tissues, organs, organ systems, and the
organism; and phenomenological, ‘shallow’ knowledge on subjective illness and its
symptoms and signs. These knowledge types are also declarative in nature, for
example, “symptoms of pneumonia are fever, cough, and dyspnea.” The main sub-
type of clinical knowledge, however, is practical knowledge consisting of diagnostic
and therapeutic rules. This is why medicine is to be categorized not as an empir-
ical, experimental or natural science, but as a practical science. We will clarify
what practical-medical knowledge is before we proceed to our logic of diagnosis.

It has become customary to contrast practical knowledge with theoretical knowl-
edge. However, this dichotomy is inappropriate. It obscures the nature of practical
knowledge because it suggests that practical knowledge is opposed to theoretical
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knowledge. A correct dichotomy would be the distinction between practical knowl-
edge and non-practical, i.e. declarative, knowledge. Declarative knowledge is, in
essence, what enables us to know that something is the case. By contrast, to know
how to do something is conveyed by practical knowledge, also called procedural
knowledge, for example, know how to diagnose community acquired pneumonia
or to treat acute myocardial infarction. To put it in a nutshell, the difference be-
tween declarative knowledge and practical knowledge lies between know-that and
know-how. A considerable amount of medical knowledge consists of know-how.
The best examples are diagnostic and therapeutic knowledge.

To demonstrate that diagnostic knowledge is practical knowledge it is worth
noting that in textbooks and other publications diagnostic knowledge is commu-
nicated not by single sentences, but by complex texts. Usually these texts are
scattered over different chapters and sub-chapters and do not betray at first glance
that they have a nested deep structure consisting of commands and commitments
of the form “situation X commits you to Y .” Consider as a simple example the
following incomplete conditional:

When a patient has a cough with or without sputum, has an acute or
subacute fever and has dyspnea, then if you want to know whether . . .

This incomplete sentence can, after the phrase “whether,” be continued in numer-
ous different ways, e.g.:

. . . she has disease X1, then do Y1

. . . she has disease X2, then do Y2

. . . she has disease X3, then do Y3

and so on, where each Yi is an action of arbitrary complexity. Only one of these
possible clinical situations may be exemplified. To this end take a clinical textbook
in your hand. You will find therein that a chapter on a particular disease or disease
group, e.g. community acquired pneumonia, is composed of several sub-chapters
each of which is devoted to a special aspect, for example, nosology, diagnosis or
treatment of the disease in the following fashion:

• Chapter on nosology: Symptoms of community acquired pneumonia are
cough with or without sputum, an acute or subacute onset of fever, dys-
pnea, .... etc.

• Chapter on diagnosis: Community acquired pneumonia is diagnosed by chest
examination, chest radiography, thoracentesis with pleural fluid analysis, ...
etc. In chest examination altered breath sounds and rales are heard. Chest
radiography shows that ... etc.

• Chapter on treatment: Antibiotic options for patients with community ac-
quired pneumonia include the following: (1) clarithromycin, 500 mg orally
twice a day, (2) .... etc.
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The diagnosis chapter says that the disease “is diagnosed by chest examina-
tion, . . . etc.” Pseudo-declarative formulations of this type are usual in medical
textbooks. However, they must not be mistaken for declarative report on how
physicians in their practice actually diagnose the disease. Such information would
be uninteresting and off the point because practicing physicians may do what they
like and may do so out of bad habit. Why should that be binding? Rather, the
sentences are to be understood as recommendation and prescription of certain
measures that are to be taken to test a diagnostic hypothesis, e.g. the hypothesis
that the patient might have the disease described in the nosology sub-chapter, i.e.
community acquired pneumonia in the present example. The division into sub-
chapters, in a textbook, of nosology, diagnosis, and treatment of the disease in
fact comprises artificially isolated parts of a conditional command of the following
structure:

When a patient has a cough with or without sputum, has an acute or
subacute fever and has dyspnea, then

• if you want to know whether she has community acquired pneu-
monia, then

• you should

1. examine her chest and

2. search for altered breath sounds and

3. search for rales and

4. perform chest radiography and

5. search for opaque areas in both lungs.

A closer look at this example sentence shows that it is a nested conditional obli-
gation of the following form:

If α1&α2&α3, then (if β, then you-should(γ1&γ2&γ3&γ4&γ5)).

Such a commitment may have the following general structure:

If α1&...&αk, then (if β1&...&βm, then you-should(γ1&...&γn))

with k,m, n ≥ 1. That is:

(11) α1 ∧ ... ∧ αk → (β1 ∧ ... ∧ βm → OB(γ1 ∧ ... ∧ γn)).

Here the predicate “OB” represents the deontic obligation operator it-is-obligatory-
that and stands for “you-should.” For example,

it-is-obligatory-that(you examine the patient’s chest and
you search for altered breath sounds and
you search for rales and
you perform chest radiography and
you search for opaque areas in both lungs).
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As we can see in sentence (11) above, the operator OB applies to the whole sentence
γ1∧...∧γn in the terminal consequent. This example demonstrates a simplified item
of highly complex diagnostic knowledge on how to diagnose respiratory diseases
in patients who present the three symptoms listed above, i.e. cough, fever, and
dyspnea. Note that its terminal consequent, OB(γ1 ∧ ... ∧ γn), is an ought-to-do
sentence and thus a command that may also be represented by using a command
term such as “do action such and such!” Obviously, medical-diagnostic knowledge
does not tell us ‘what is the case,’ but ‘what is to be done.’ It enables us to know
how to proceed and is thus practical knowledge rather than declarative knowledge.
Similarly, the treatment of the disease is based on a command sentence of the
following type that is divided into different chapters on the disease:

When a patient has a cough with or without sputum, has an acute or
subacute fever, and has dyspnea, then

• if she has community acquired pneumonia, then

• it is obligatory that you choose a treatment from among the fol-
lowing options:

1. clarithromycin, 500 mg orally twice a day,

2. etc.

Also this sentence has the same logical structure as the diagnostic rule (11). We
may therefore conclude that diagnostic-therapeutic knowledge consists of, or is
reconstructible as, deontic rules of the form:

∀x1...∀xn(α→ (β → OB(γ)))

such that γ is an action sentence of arbitrary complexity. With these results at our
disposal, we will show in the sequel that diagnostics, as the source of diagnosis,
is part of the diagnostic-therapeutic decision-making that we will reconstruct as
a deontic process of indication, contra-indication, and differential indication of
clinical actions.

5 INDICATION STRUCTURES AND DIAGNOSIS

The following terms will be used as synonyms: clinical decision-making, diagnostic-
therapeutic decision-making, clinical reasoning, clinical judgment.

Clinical diagnostics as a part of diagnostic-therapeutic decision-making cannot
be neatly separated from the therapeutic part of this process. Both acts are closely
intertwined. They are two aspects of one and the same process of clinical reasoning
and action planning. The term clinical “action” unites both of them.

It is widely overlooked in the medical community that crucial to an adequate
understanding of clinical decision-making and reasoning are the notions of indica-
tion and differential indication of clinical actions. Therefore, it will not be possible
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to develop a successful methodology and philosophy of diagnosis without first con-
structing a logic and methodology of indication and differential indication. The
present section suggests a framework for discussing basic problems in handling
this task. We will introduce the notions of indication, contra-indication, and dif-
ferential indication, and will show that on the basis of this terminology clinical
decision-making, including the making of a diagnosis, is to be viewed as a com-
putable sequence of selecting the appropriate clinical actions according to clinical
ought-to-do rules.

5.1 The clinical goal

To begin with, it should be pointed out that the subjects the physician is dealing
with are sick persons and not symptoms, findings, diseases or treatments. Since
sick persons are bio-psycho-moral agents governed by moral values and norms,
different than physical devices, clinical judgment is not comparable to trouble-
shooting in physical devices. Therefore, theories on trouble-shooting
in physical devices that are put forward by artificial intelligence researchers and
are also spreading in medicine cannot provide appropriate foundations for our
task. Raymond Reiter’s acclaimed “theory of diagnosis from first principles” is no
exception (see [Reiter, 1987; de Kleer et al., 1992]).

The starting-point of clinical judgment is a particular person, denoted ‘p’, who
is ill or believes herself to be ill, and thus presents a non-empty set of initial data
consisting of particular problems, complaints, symptoms and signs. Let us call
this initial data about the patient that the physician receives, patient data set D1,
such that D1 = {δ1, .., δm} with m ≥ 1. In this data set each δi is a sentence
providing any information on the patient p. For instance, D1 may be one of the
following sets of sentences:

{p is a male of about 47, p is complaining of headaches};

{p is a 12-year-old boy, p is bleeding at the nose};

{p has just been involved in a car accident, p is unconscious, p’s heart
rate is 124 per minute, p’s blood pressure is 80/60 mm Hg};

{p has undergone a gastrectomy last year, p is complaining of acute
pain in the upper left abdomen}.

It is commonly assumed that in the first place clinical judgment aims at finding a
diagnosis which will explain why the data set D1 occurred. For various reasons,
however, this widespread opinion must be considered a metapractical misconcep-
tion about the nature and purpose of clinical practice [Sadegh-Zadeh, 1977; 1979].
A more realistic and fruitful view is provided by treating D1 as a clinical prob-
lem that provokes a problem-solving process, where the solution aimed at is not a
diagnosis but a remedial action, including advice and ‘wait and watch,’ which is
meant to ameliorate the patient’s present suffering and make her problem disap-
pear. This primary clinical goal may be termed praxiognosis, i.e. recognizing ‘what
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is to be done,’ in contradistinction to diagnosis that identifies ‘what is wrong’ with
the patient. That the search for and the optimization of the remedial action often
requires additional information on the patient, part of which may be termed di-
agnosis, is an accidental feature of the praxiognostic process due to the particular
course the history of medicine has taken since about 1750. It could have been
otherwise (see Section 1).

Our postulate of praxiognosis above becomes plausible by considering the truism
that if there were only one unique remedial action for all kinds of patients, no
problem-solving and thus no diagnosis would be necessary. Every patient would
enjoy that unique remedial measure independent of the nature and causes of her
problem. Unfortunately, however, the therapeutic inventory of medicine offers
many different therapeutic measures, say T1, ..., Tn with n > 1, including the
empty action ‘doing nothing.’ And each of these numerous therapies may be
viewed as a potential remedy for every patient with the initial data set D1. The
problem-solving task is to select from among the therapeutic inventory {T1, ..., Tn}
a minimum subset {T ′

1, ..., T
′

m} that is considered the best solution to the problem
D1.

5

The initial patient data set D1 provides us with a root problem, and the ap-
propriate minimum remedial set {T ′

1, ..., T
′

m} ⊆ {T1, ..., Tn} we are searching for is
the solution goal of the problem-solving process provoked by D1. The entirety of
all possible paths from the root problem to the unknown solution goal {T ′

1, ..., T
′

m}
may be conceived of as a branching clinical questionnaire whose questions are
posed to the patient as a “black box” containing her organism, personality, patho-
genetically relevant factors, environment, and history. The questions posed are
questions in the proper sense of this term as well as tests, examination of the pa-
tient, and the like to gather information.6 We have the opportunity of asking the
box any question, e.g. any physical examination and laboratory test we are allowed
to perform, X-ray photographs and NMR images we can take, etc. By providing
responses to our questions, the organism in the black box guides us through the
labyrinth of the candidate clinical paths to the desired solution goal.

Clinical judgment thus presents itself as a path-searching, or pathfinding, en-
deavor based on an information-producing inquiry in a question-answering process
controlled by the physician and her clinical questionnaire. The process is initiated
by the initial patient data set D1 which provokes the first question and test, i.e.
the initial clinical action A1 the physician takes, and is terminated by her final
action, An, with n ≥ 1. To formulate our problem, we will now reconstruct the
microstructure of this clinical process [Sadegh-Zadeh, 1977; 1994]:

Any particular instance of clinical judgment is initiated at a particular instant
of time, t1, and is terminated at a later instant of time, tn. A doctor, d, at t1

5In what follows, “⊆” symbolizes the subsethood relation such that “A ⊆ B” reads “A is a
subset of B.”

6For the concept and theory of branching clinical questionnaire, see [Sadegh-Zadeh, 2011]. In
such a questionnaire, the answer to a question Qi determines what question is to be asked as the
next one, Qi+1.
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starts inquiring into whether or not the patient p presenting the data set D1 suffers
from any disorder and needs any treatment. The total period of this inquiry, i.e.
the time interval [t1, tn], can be partitioned into a finite sequence of discrete sub-
periods t1, t2, t3, ..., tn. Proceeding from the root data set D1 at t1, the physician
chooses from among all possible actions she might consider, a particular set of
actions, A1, and performs it. This action set A1 may be any questions she asks
the patient, a diagnostic inference she makes, a particular physical examination,
laboratory test, treatment or the like. For instance, A1 may be one of the following
action sets:

{how long has this problem been going on?};

{is there any genetic disease in your family?};

{measure p’s body temperature, determine her heart rate};

{an ECG should be recorded first, followed by postero-anterior chest
radiography and Coomb’s test};

{I believe that p suffers from systemic lupus erythematosus};

{give the patient a Nitroglycerin tablet of 0.3 mg}.

The outcome of the action set A1 the physician performs is some information
on the patient she obtains from the black box. This new information changes the
original data set D1 to data set D2 at t2, e.g. to the set {p is a male of about 47,
p is complaining of severe headaches, p’s body temperature is 39 Celsius, p’s heart
rate is 102 per minute}.

Proceeding from D2 at t2, a second set of actions, A2, is chosen and performed
whose result changes the previous data set D2 to data set D3 at t3, and so forth
until a final action set An is performed at time tn terminating the process of
clinical decision-making.

We have thus partitioned the whole period [t1, tn] of clinical decision-making
into the discrete sub-periods t1, t2, ..., tn such that the sequence of patient data
sets available in these temporal granules is D1, D2, ..., Dn, and the corresponding
action sets performed are A1, A2, ..., An, respectively. Clinical judgment may now
be viewed as a linear path of the form displayed in Fig. 1 (a and b).

The path consists of a finite sequence of data-based selection of the actions
A1, A2, ..., An, on the one hand, and a successive building of the patient data
sets D1, D2, ..., Dn, on the other, that are used in identifying and selecting the
corresponding actions. A double arrow in the figure says that the data set Di

leads the clinical decision-maker to the action set Ai, whereas a simple arrow
represents the Ai-mediated acquisition of the data set Di+1. By reconstructing
this sequence of data-based action selection in the language of our ‘branching
clinical questionnaire’ theory [Sadegh-Zadeh, 2011] it is easily recognized that the
action sets A1, A2, ..., An−1 which the physician performs at t1, t2, ..., tn−1 are the
questions she asks the patient, and the data sets D2, ..., Dn are the respective
answers she receives. This question-answering game creates a clinical path that
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Figure 1. (a and b). The clinical path

represents the route the clinical process in an individual case has actually taken
through the jungle of the branching questionnaire.

Let us now formalize the above idea. We will assume that patient data are
formulated by statements transformed into ordered pairs of attribute-value type
such as, for example:

〈sex, female〉 ≡ statement δ1

〈age, about 50〉 ≡ statement δ2

〈cough, severe〉 ≡ statement δ3

〈body temperature, high〉 ≡ statement δ4

〈heart rate, 102 per minute〉 ≡ statement δ5

The term “attribute” in this context means either a linguistic variable or a
numerical variable in the terminology of fuzzy theory. For instance, the third
statement in the list above says “the patient has a severe cough” identifying the
value “severe” of the linguistic variable “cough.” In special analyses the core data
structure above may be supplemented by a variety of additional dimensions, e.g. by
adding patient name and time period to yield temporal quadruples of object-time-
attribute-value type such as, for example, 〈Hilary Ciccione, February 20, cough,
severe〉. We will symbolize:

• statements describing singular data by δ, δ1, δ2, ... to connote data;

• sets of such data statements by D1, D2, ..., Dn, ... to connote data set ;

• statements describing actions by α, α1, α2... to connote action;

• sets of such action statements by A1, A2, ..., An, ... to connote action set.

The set of all data patients may present in the course of clinical decision-making,
the data space, will be denoted by D. The physician’s action space comprising
all possible and clinically relevant actions she may consider, will be termed A.
‘Clinically relevant actions’ means methods of clinical inquiry in history taking,
diagnosis, prognosis, therapy, and prevention. Note that the omission of an action
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described by a statement α is also an action, i.e. the negation ¬α, and is thus
included in the action space A. The powerset of a set X is written power(X).
Thus we have:

D = {δ|δ is an attribute-value statement about the patient}
A = {α|α is a statement describing an action the physician

may consider}
power(D) = {D|D ⊆ D}
power(A) = {A|A ⊆ A}.

Succinctly stated [Sadegh-Zadeh, 1977], the basic problem in the methodology of
clinical reasoning is this: Supposing that the temporal sequence of the decision-
making process is t1, t2, ..., tn with n ≥ 1, is it possible to construct an effective
procedure which can be initiated at t1 such that when the patient data set is Di ⊆
D with 1 ≤ i ≤ n, the optimal action set Ai ⊆ A can be selected unambiguously
from among the action space A, the next data set Di+1 ⊆ D can be built as
objectively as possible, and the particular doctor d is in principle exchangeable by
any doctor x? Put another way, is there a mapping:

f : power(D)→ power(A)
f : power(A)→ power(D)

such that f is a computable function so as to render the process of clinical judgment
sketched in Fig. 1 above a computable path-searching with:

f(Di) = Ai

f(Ai) = Di+1

and to unambiguously provide the physician in all possible clinical situations with
an optimal guide for her decisions? A computable function of this type will be
referred to as a computable clinical decision function, ccdf for short.

In what follows, the conceptual apparatus needed for constructing a ccdf is
analyzed. To prevent misunderstandings, however, note that the chronologically
ordered patient data sets D1, D2, ..., Dn above are not supposed to display a mono-
tonic relationship of the type D1 ⊆ D2 ⊆ D3 ⊆ ... ⊆ Dn. Such monotonicity is
never found in clinical practice. Otherwise, neither healing nor recovery could
exist. Patient data change over time by changing their size and the truth values
of their single statements. For example, the patient has fever right now, but she
has a normal body temperature after two hours.

Note, secondly, that no distinction has been made between patient data and
diagnosis. What is usually called diagnosis may be part of any of the patient data
sets D1, D2, ..., Dn. We will in this way be able to avoid both the impracticable
partition of clinical decision-making into anamnestic, diagnostic, and therapeutic
phases, and the old-fashioned differentiation between anamnestic, diagnostic, and
therapeutic actions.
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5.2 Indication and differential indication

Traditionally the notion of indication is used in the context of therapeutic decision-
making. A treatment that is required in a particular circumstance is said to
be ‘indicated.’ For example, in acute appendicitis the surgical removal of the
vermiform appendix is indicated. On the other hand, a treatment that must not
be administered in a particular circumstance is said to be contra-indicated, e.g.
the application of a drug when the patient has an allergy to that drug. We will in
the present section show not only that these two fundamental concepts of clinical
practice, indication and contra-indication, are essentially deontic concepts, but
also that all actions the physician performs, i.e. all clinical actions including the
diagnostic ones, are deontic acts. To this end we have to introduce a few terms.

Let � be a variable representing any of the three deontic operators, OB,FO
or PE for obligation, prohibition, and permission, respectively. We write �α
to express any of the propositions OB(α), FO(α), and PE(α). Recall that in
Definition 8 in Section 4.1 a closed generalization of the form ∀x1∀x2...∀xmβ we
have called a deontic rule if x1, ..., xm are the free variables of the sentence β and
the sentence satisfies some additional conditions. For the sake of convenience,
however, a generalization of the form ∀x1∀x2...∀xmβ will be shortened to β by
omitting the cumbersome quantifier prefix ∀x1∀x2...∀xm.

We have already pointed out that clinical reasoning is a knowledge-based en-
deavor based on knowledge of different types and sources. Examples are anatom-
ical, biochemical, physiological, and pathophysiological knowledge of declarative
type. Lastly, however, clinical decisions are made on the base of clinical-practical
knowledge that according to our analysis consists of deontic rules. We are now in
a position to explicate in this section our main, deontic concepts of indication and
contra-indication.

We have seen that a piece of diagnostic or therapeutic knowledge as a deontic
rule is a commitment stating that:

A: if you are in a clinical situation δ1, then
B: if you want to reach the goal δ2, then
C: action α should be performed / is forbidden / is allowed.

That is:
δ1 → (δ2 → �α)

or, equivalently:
δ1 ∧ δ2 → �α.

A is the description of the disease or disease state presented in the sub-chapter
on symptoms and signs of the disease. B is the physician’s goal in that situation,
e.g. the goal to confirm or disconfirm a particular differential-diagnostic hypoth-
esis. And C recommends the appropriate action to be taken, e.g. a diagnostic
technique described in the sub-chapter on diagnosis or a therapeutic measure de-
scribed in the sub-chapter on therapy. The artificially separated presentation of
A,B, and C in different parts of a chapter in a clinical textbook hides the fact that
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a commitment of the following structure is being extended: Situation δ commits
you to α. Here, δ is δ1∧δ2. Thus, the commitment is reconstructible as a universal
deontic conditional of the form:

(12) ∀x1∀x2...∀xmIf δ, then �α

which we will briefly formalize as:

(13) δ → �α

omitting the quantifier prefix. The antecedent δ is an atomic or compound sen-
tence, i.e. patient data describing symptoms, signs, findings, pathological states,
any boundary condition such as patient gender, age, her social environment, the
physician’s goal, etc. The consequent is a deontic statement, �α, containing de-
ontic expressions such as ‘should be performed,’ ‘is required,’ ‘must be applied,’
‘is recommended,’ ‘do!,’ ‘omit!,’ ‘may be used,’ and the like. Simple examples are
the following diagnostic-therapeutic commands, recommendations or rules:

1. If a patient complains of angina pectoris and her ECG is unknown, then an
ECG should be recorded.

2. When someone has acute myocardial infarction, taking an exercise ECG is
forbidden.

3. In acute myocardial infarction one may administer oxygen to the patient.

These examples demonstrate that depending on the nature of the operator �

in the consequent of formula (13), we have to distinguish between:

• conditional obligation: δ → OBα

• conditional prohibition: δ → FOα

• conditional permission: δ → PEα.

Example 1 above is a conditional obligation, example 2 is a conditional prohibition,
and example 3 is a conditional permission. A clinical indication rule is a more
or less complex statement of this type prescribing what actions in a particular
situation of the clinical encounter are permitted, forbidden or obligatory, given
that the patient data is δ. More specifically, we will see below that any clinical
indication rule prescribing particular diagnostic or therapeutic measures may be
construed as a conditional obligation, δ → OBα. A contra-indication rule, on
the other hand, may be construed as a conditional prohibition, δ → FOα. The
propositions δ and α in these rules may be of arbitrary complexity designating a
set of data or actions, respectively.7

7A profound philosophical analysis of this issue may be found in [Schwarz, 1993]. There are
considerable disagreements in the literature as to how conditional obligations, prohibitions, and
permissions are to be formalized. We have conceived them as conditional sentences as above.
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Suppose that a particular clinical knowledge base contains, among other things,
the following indication and contra-indication rules:

δ1 → OBα1

δ2 → OBα2

...
δm → FOαm.

Given a patient with the data set {δ1, ..., δm}, a deontic-logical inference will yield
the conclusion {OBα1, OBα2, ..., FOαm} that says action α1 is indicated and ...
and action αm is forbidden, i.e. contra-indicated.

The preceding preliminaries enable us to reconstruct clinical judgment as a
deontic-logical process of pathfinding for indications and contra-indications in the
branching clinical questionnaire [Sadegh-Zadeh, 2011]. To enhance the expres-
sive power of the framework, however, we will not confine ourselves to individual
deontic conditionals. Let D be a patient data set such that:

D = {δ1, ..., δm}

with m ≥ 1. Then a set function f will identify from among the clinical knowledge
base used a bundle of deontic rules whose antecedents match D:

δ1 → �α1

δ2 → �α2

...
αm → �αm

and will infer their consequents, {�α1, ...,�αm}. This concluded deontic set in-
forms us about the actions α1, ..., αm each of which, depending on the prefixed
operator �, is obligatory, forbidden, or permitted in this situation. Thus, the
whole procedure can be simply formalized as a set-functional relationship between
the black box’s, i.e. the patient’s, reactions to the questions asked and the actions
that are to be taken accordingly:

f(D) = {�α1, ...,�αm}.

If the operator � in {�α1, ...,�αm} is exclusively one of the three operators
OB,FO, or PE, one may also conveniently write OB{α1, ..., αm}, FO{α1, ..., αm},
or PE{α1, ..., αm} to express that the whole action set {α1, ..., αm} is obligatory,
forbidden, or permitted, respectively. That means:

DEFINITION 9. If A is a set of sentences, i.e. A = {α1, ..., αm}, we write

OB(A) instead of {OBα1, ..., OBαm}
FO(A) instead of {FOα1, ..., FOαm}
PE(A) instead of {PEα1, ..., PEαm}.
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For the sake of simplicity and convenience, the set-function variable f used in the
following frameworks may be supposed to be a triple of this type:

f ≡ {a set G of goals; a knowledge base KB; a methodology M
of applying KB}

consisting of:

• G ≡ the goals that the decision-maker, e.g. a doctor, pursues in the process
of decision-making. These goals play a basic role in determining the course
of decision-making;

• KB ≡ a particular system of knowledge that she applies in decision-making,
e.g. a cardiological knowledge base;

• M ≡ a set of methods of how to apply the knowledge base KB in decision-
making to achieve the goals G, e.g. Bayes’ Theorem, hypothetico-deductive
approach, etc.

The methods component, M , may also explicitly or implicitly include, or be
based upon, any particular system of classical or non-classical logic. We will come
back to this point below when analyzing the relativity of diagnosis.

DEFINITION 10. ξ is a decision-making frame iff there are c, d, t,D,A, D,A, f ,
and � such that

1. ξ = 〈c, d, t,D,A, D,A, f,�〉,

2. c is a non-empty set of clients, i.e. c = {c1, . . ., cm} with m ≥ 1,

3. d is a non-empty set of decision-makers (‘doctors’), i.e. d = {d1, . . ., dn} with
n ≥ 1, not necessarily distinct from c,

4. t is a time period,

5. D is the data space, i.e. a set of statements about c’s possible states,

6. A is d’s action space at t, i.e. the set of all possible actions d may take,

7. D is a subset of D accepted by d at t,

8. A is a subset of A,

9. There are goals G, a knowledge base KB, and a methodology M such that
f ≡ {G,KB,M} and f : power(D ∪A)→ power(D ∪A),

10. � is a deontic operator, provided by knowledge base KB or methods M .8

8A notation of the form “f : X → Y ” means that the function f maps set X to set Y . The
symbol “∪” signifies the union of two sets such that X ∪ Y means “the union of sets X and Y .”
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For example, the client set c may consist of an individual patient such as {Hilary}
or a group of patients such as {Hilary, Bert, Carla}, whereas d represents one
or more decision-makers, e.g. an individual doctor or a group of doctors or other
health providers. The time period of decision-making is indicated by t. The
definition above axiomatizes only the frame of a decision-making situation. The
function f maps the union of all possible data and actions to this set itself. Thus,
it will enable us to choose the appropriate action, given a particular data set D at
time t. For this reason, f will be referred to as the decision function of the frame.
In the following definitions, this decision function is characterized and specialized
yielding indication, contra-indication, and differential indication structures.

DEFINITION 11. ξ is a permissive structure if there are c, d, t,D,A, D,A, f , and
PE such that

1. ξ = 〈c, d, t,D,A, D,A, f, PE〉,

2. ξ is a decision-making frame,

3. f(D) = A,

4. PE(A).

Suppose, for example, D is any of the patient data sets D1, D2, ..., Dn the physi-
cian is successively faced with in the time periods t1, t2, ..., tn during the decision-
making process. According to Axioms 3-4, the decision function f will identify
the action set A ⊆ A which is permitted in this situation. A permissive struc-
ture may also be termed a weak indication structure. The following definitions
in an analogous manner determine indication, contra-indication, and differential
indication structures as deontic-logical ones.

DEFINITION 12. ξ is an indication structure iff there are c, d, t,D,A, D,A, f ,
and OB such that

1. ξ = 〈c, d, t,D,A, D,A, f,OB〉,

2. ξ is a decision-making frame,

3. f(D) = A,

4. OB(A).

DEFINITION 13. ξ is a contra-indication structure iff there are c, d, t,D,A, D,A, f ,
and FO such that

1. ξ = 〈c, d, t,D,A, D,A, f, FO〉,

2. ξ is a decision-making frame,

3. f(D) = A,
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4. FO(A).

By interpreting the set D as patient data at time t, and the action set A as a
set of diagnostic or therapeutic measures, in Definition 12 the decision function f
assigns to D the diagnostic or therapeutic action set A that is obligatory in this
situation, i.e. indicated. By contrast, in Definition 13 the selected action set A is
forbidden, i.e. contra-indicated. In this way diagnostic and therapeutic reasoning
will become a model of these definitions. We may therefore term the decision
function f a clinical decision function.

What is particularly important in understanding the deontic nature, and in in-
quiring into the methodology, of clinical reasoning is the clinical decision function
f used in the axiomatizations above. It assigns to a given patient data set a par-
ticular set of actions which is permitted, obligatory or forbidden in this situation.
Informally, the physician’s goals, knowledge, experience, logic, and moral act as a
function of this type.

From the definition of the deontic operators FO and PE in Definition 5 we
recall the following relationships:

1. FOα iff OB¬α

2. PEα iff ¬FOα

3. PEα iff ¬OB¬α.

The first relationship says that a particular action is forbidden if and only if it is
obligatory to omit this action. According to the second relationship permission
is the negation of prohibition. These two sentences imply the third one which
shows that an action is permitted if its omission is not obligatory. Thus, the
obligation operator, as used in (1), may be viewed as the basic and single one to
represent the other two. Thanks to this fact, every contra-indication turns out to
be the indication of the omission of the contra-indicated action as expressed by
the following theorem:

THEOREM 14. δ → OB¬α is equivalent to δ → FOα.

That means that if an action (‘α’ at the right-hand side) is contra-indicated,
then its omission (‘¬α’ at the left-hand side) is indicated. In this way, a contra-
indication structure:

〈c, d, t,D,A, D, {α1, ..., αm}, f, FO〉

as defined in Definition 13 above becomes equivalent to an indication structure of
the form:

〈c, d, t,D,A, D, {¬α1, ...,¬αm}, f, OB〉.

Here, the action set {¬α1, ...,¬αm} is the omission of the actions {α1, ..., αm}.
The relationship is based on the following theorem that follows from Definitions
12–13 and Theorem 15.
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THEOREM 15. 〈c, d, t,D,A, D, {¬α1, ...,¬αm}, f, OB〉 is an indication structure
iff 〈c, d, t,D,A, D, {α1, ..., αm}, f, FO〉 is a contra-indication structure.

For this reason we may integrate contra-indications as obligatory omissions into
indication structures and thus omit the additional term ‘contra-indication.’

When a particular set A = {α1, ..., αm} of clinical actions is indicated, it is
natural to assume that there is a clinical priority ordering ≻ that determines the
temporal sequence of performing the elements or subsets of A, say in the order
α1 ≻ ... ≻ αm. A performance order of this kind defined for action set A will be
written 〈A,≻〉. It renders an indication structure a well-ordered one.

DEFINITION 16. ξ is a well-ordered indication structure iff there are c, d, t,D,A,
D,A, f,OB, and ≻ such that

1. ξ = 〈c, d, t,D,A, D,A, f,OB,≻〉,

2. 〈c, d, t,D,A, D,A, f,OB〉 is an indication structure,

3. ≻ is a binary relation on power(A),

4. 〈A,≻〉 is the performance order induced by f over A.

Considering the circumstance that in clinical situations individual clinical ac-
tions may be differently evaluated with respect to their urgency, invasiveness, risk,
benefit, cost, etc., one will appreciate the advantages of a performance ordering
≻ of the type above which, depending on the degree of its sophistication, may
contribute to a well-ordered indication structure. The search for an adequate
and acceptable performance ordering ≻ is among the central ethical problems of
medicine. ‘What action Ai must be preferred to what action Aj?’

Well-ordered indication structures are necessary, though they are not sufficient
for optimal patient management. There are clinical situations where a patient
presents, as a partition of her data D, various data sets D1, ..., Dm at the same
time such that D is their collection, e.g. multiple disorders to be treated or multi-
ple groups of coherent symptoms and signs to be interpreted. Each of these data
sets, considered separately, necessitates a particular diagnostic or therapeutic in-
dication set Ai such that an array A1, ..., Am of action sets appears to be indicated
corresponding to the data sets D1, ..., Dm. For instance, after a kidney operation
a patient must be given several drugs, while her postoperative pneumonia requires
in addition antibiotics that would increase her current renal insufficiency. In such
cases the physician is faced with the problem of whether or not there is any con-
flict of action among the indication set {A1, ..., Am}, and of how to resolve this
conflict and to minimize the action union A1 ∪ ... ∪Am. The solution aimed at is
a minimum, proper subset B ⊂ A1 ∪ ... ∪Am such that B is indicated due to the
present data set D1 ∪ ...∪Dm. A conflict analysis, optimization and resolution of
this type is referred to as making a differential indication decision.

Note that every patient data set D is the union D1 ∪ ... ∪ Dm of its covering
subsets D1, ..., Dm ⊆ D. Since these subsets may necessitate a large indication set
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A1 ∪ ...∪Am as above, it appears reasonable to view every diagnostic-therapeutic
setting as one that is best managed by a differential indication decision.

DEFINITION 17. ξ is a differential indication structure iff there are c, d, t,D,A,
D1, ..., Dm, A1, ..., Am, B, f , and OB such that

1. ξ = 〈c, d, t,D,A, {D1, ..., Dm}, {A1, ..., Am}, B, f,OB〉,

2. For each pair {Di, Ai}, the tuple 〈c, d, t,D,A, Di, Ai, f, OB〉 is an indication
structure,

3. B ⊂ A1 ∪ ... ∪Am,

4. 〈c, d, t,D, A,D1 ∪ ... ∪Dm, B, f,OB〉 is an indication structure.

DEFINITION 18. ξ is a well-ordered differential indication structure iff there are
c, d, t,D,A, D1, ..., Dm, A1, ..., Am, B, f,OB, and ≻ such that

1. ξ = 〈c, d, t,D,A, {D1, ..., Dm}, {A1, ..., Am}, B, f,OB,≻〉,

2. 〈c, d, t,D,A, {D1, ..., Dm}, {A1, ..., Am}, B, f,OB〉 is a differential indication
structure,

3. ≻ is a binary relation on power(B),

4. 〈B,≻〉 is the performance order induced by f over B.

The last three definitions imply that every differential indication structure is an
indication structure. Differential indication is in Latin what we have in Section
5.1 called praxiognostics in Greek.

A re-examination of the clinical solution path in Fig. 1 above will demonstrate
that each of the proposed action steps Di ⇒ Ai in clinical decision-making may
be construed as the outcome of a differential indication structure where a clinical
decision function f selects, from among the physician’s action space A, the action
set Ai as the indicated one in this situation. The entirety of the concatenated
action steps in that figure may thus be viewed as a trajectory or clinical path of the
form D1 ⇒ A1 → D2 ⇒ A2 → ...→ Dn ⇒ An. The trajectory represents a data-
based action planning in a dynamical system of differential indication structures
consisting of the following sequence of well-ordered indication structures:

〈c, d, t1,D,A, D1, A1, f, OB,≻〉 with 〈D1, A1〉 at t1
〈c, d, t2,D,A, D2, A2, f, OB,≻〉 with 〈D2, A2〉 at t2
...
〈c, d, tn,D,A, Dn, An, f, OB,≻〉 with 〈Dn, An〉 at tn.

The basic problem that we have formulated in Section 5.1 above [“...is it possible
to construct an effective procedure which can be initiated at t1 such that when
the patient data set is Di ⊆ D with 1 ≤ i ≤ n, the optimal action set Ai ⊆ A
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can be selected unambiguously from among the action space A, the next data set
Di+1 ⊆ D can be built as objectively as possible, and the particular doctor d is
in principle exchangeable by any doctor x?”] may now be restated as follows: Is
it possible to render this data-action path computable? To show that the answer
to this question is the affirmative, it will suffice to demonstrate that the clinical
decision function f is a computable function.9

5.3 The computability of differential indication

There has been much discussion in the philosophy of medicine during the last
decades about whether computers are, or will become, able to diagnose diseases
or make clinical decisions as doctors do. The standard stance has been, and seems
still to remain, NO. A famous position says that computers cannot diagnose on
the grounds that “clinical judgment has an essential component [and] cognitive
sensibility or style that is required in catching on to a joke,” whereas “a computer
cannot catch on to a joke” [Wartofsky, 1986, pp. 82 ff.]. However, recent medical
expert systems research and practice has turned this position itself into a joke.
The research and practice referred to is based on the fundamental notion of com-
putability already introduced in the 1930s by Alan Turing. We will briefly show
in the present section that our clinical decision function f above is a computable
one, i.e. may be replaced with a computer program. The computability of the
decision function f will be demonstrated by constructing two series of computable
sub-functions,

f1, f2, ..., fn applicable to patient data D1, ..., Dn, respectively
g1, g2, ..., gn applicable to action sets A1, ..., An, respectively

of which f will be composed. Let there be a series of differential indication struc-
tures as listed above with the initial patient data D1 = {δ1, ..., δm} at time t1.
Now, it is not hard to design a computable function f1 such that:

f1(D1) = A1,
OB(A1),
〈A1,≻〉 is the performance order of the action set A1.

To this end, just write a definite computer program, Prgr-1, that offers the out-
put A1 ⊆ A as an answer to the input D1 and says “A1 is obligatory with the
performance order 〈A1,≻〉.” Thus, Prgr-1 computes a function, f1, such that
f1(D1) = A1. Hence, f1 is a computable function.

Now, write a second definite program, Prgr-2, that proceeds as follows. It asks
the doctor (i) to perform A1 in a particular manner, (ii) to answer a list of specific
questions concerning the outcome of the performed action set A1, and (iii) to

9For our purposes here we may understand by a ‘computable function’ a function that can
be represented by an algorithm. Well-known examples are the arithmetic operations of addition,
subtraction, multiplication, and division. For details, see [Hermes, 1971; Rogers, 1988].
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answer another list of specific questions — regarding the black box the patient —
so as to update the preceding data set D1. Based on (i) through (iii), the program
then composes the patient data set D2 = {outcome of step (ii)} ∪ {outcome of
step (iii)}. Thus, Prgr-2 computes a function, g1, such that g1(A1) = D2. Hence,
g1 is a computable function.

Now, write a third definite program, Prgr-3, that provides the output “A2 is
obligatory with the performance order 〈A2,≻〉” as an answer to the input D2.
Thus, Prgr-3 computes a function, f2, such that f2(D2) = A2. Hence, f2 is a
computable function.

And so forth ... until the final action set An is recommended by the final
program, i.e. Prgr-n at time tn. We will in this way have available two series of
computable functions:

f1, f2, ..., fn

g1, g2, ..., gn

such that

f1(D1) = A1

f2(D2) = A2

...
fn(Dn) = An = {terminate decision-making},

and

g1(A1) = D2

g2(A2) = D3

...
gn(An) = {decision-making terminated}.

The concatenation of the programs Prgr-1, Prgr-2, ..., Prgr-n will yield a composite
program that interlinks the two function series above in the following order:

〈f1, g1, f2, g2, ..., fn, gn〉.

Thus, it executes a computable function f = 〈f1, g1, f2, g2, ..., fn, gn〉 which, as
successively accomplished above, provides the mapping:

f : power(D)→ power(A)
f : power(A)→ power(D),

that is:

f : power(D ∪A)→ power(D ∪A)

for the management of clinical judgment and acts as required regarding the com-
putability question posed in Section 5.1 above. Hence, there is a ccdf, a computable
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clinical decision function f , that is defined by cases as follows:

f(x)



























f1(D1), if X = D1

g1(A1), if X = A1

...
fn(Dn), if X = Dn

gn(An), if X = An

Sufficient empirical evidence is available in favor of this existence claim. Every
clinical expert system designed to provide advice in a particular clinical domain,
e.g. cardiology, is a restriction of the ccdf f to that domain. Analogously, a com-
prehensive clinical expert system covering all of clinical medicine would represent
an instance of the total function f , i.e. a particular global ccdf.

The latter statement suggests that one may conceive of a variety of different,
competing ccdfs each of which will render clinical judgment computable in a partic-
ular manner. The question of how to decide which one of them may be preferred to
the rest, is among the core problems of the experimental science of clinical practice
that is emerging from the current medical knowledge engineering research.

As is obvious from the design of the sub-function series g1, g2, ..., gn above for
performing the indicated actions, the argument of any such function gi is a set of
actions, Ai, having the data set Di+1 as its value, gi(Ai) = Di+1. The physician is
currently involved in each gi of the series in that the computation of gi(Ai) requires
her to perform the recommended action set Ai and to assist gi in gathering data
for building the next data set Di+1. Thus, the doctor is physically integrated
into the computation of the whole function f . For this reason, one may raise the
objection that none of the sub-functions g1, g2, ..., gn is a computable one in the
proper sense of this term, and may conclude that there is no ccdf as maintained
above.

This objection is based on the assumption that the doctor’s involvement in
the execution of the sub-functions g1, g2, ..., gn ∈ f is necessary to this execution.
However, this necessity is a mere physical necessity for the time being, but not
a logical necessity forever. To prove this claim, replace the doctor with a robot
that acts as a mobile peripheral of the machine that computes f . This real ‘sci-
ence fiction’ era has already begun in university health centers where a hospital
information system in collaboration with Intranets and the Internet acts as a clin-
ical decision support and control system using the doctors and other personnel as
mere mobile peripherals to feed the machine and to execute its commands. The
circumstance that robots are not yet able to match the sensorimotor proficiency of
human beings as machine peripherals does not concern the computational aspect
of our problem. So, we need not enter into a philosophical discussion on robotics
(see [Sadegh-Zadeh, 2001b]).
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6 A THEORY OF THE RELATIVITY OF DIAGNOSIS

Within the framework constructed thus far, we will now reconstruct the concept
of clinical diagnosis in this and the next section and follow with an inquiry into
its logic in Section 8.

6.1 Diagnostic structures

The intuitive idea of diagnosis in medicine is that some phenomenon causally
accounts for the patient’s complaints and that the diagnosis is just the description
of that phenomenon. The appropriate understanding and refinement of this vague
idea must be based on the awareness that (1) the patient’s complaints have to be
something pathological in the medical sense to require a diagnosis at all; (2) a clear
concept of causality will be needed; and (3) the diagnosis should be based upon
the acquisition and interpretation of specific diagnostic information to exclude
doubtful diagnostic methods comparable to tossing a coin. All of these criteria are
met by Definition 9 below. To prepare the definition we need the fuzzy-theoretic
notion of a linguistic variable (see [Zadeh, 1975a; 1975b; 1976]).10

We distinguish two types of variables, numerical and linguistic ones. A numer-
ical or quantitative variable, such as ‘height,’ ‘length’ or ‘weight,’ is just what
a quantitative concept denotes. Such a variable is a function in a mathematical
sense and assumes numbers as values. For instance, in the statement “the height
of David is 175 cm” the variable height has taken the value ‘175 cm.’ It may
take another value with respect to the patient Hilary. A linguistic variable, on the
other hand, assumes linguistic entities such as words or sentences as values. For
example, color in the statement “the color of this page is white” is a linguistic
variable that in the present case has assumed the value white. Its possible values
are color terms such as ‘white,’ ‘yellow,’ ‘red,’ ‘green,’ etc. The set of all possible
values of a linguistic variable v is referred to as its term set and written T (v). In
the present example we have T (color) = {white, yellow, red, green, blue, orange,
brown, ... }. Note that a value such as ‘white’ or ‘yellow’ that a linguistic variable
may assume in a particular case is in fact nothing linguistic, but a property, i.e.
a feature or quality, indicating the belonging of the object to a particular class
of objects. For instance, “the color of this page is white” means “this page be-
longs to the class of white objects.” Therefore, the name “qualitative variable” or
“classificatory variable” would have been a better choice than the label “linguistic
variable.” But this terminology is well established in fuzzy theory and cannot be
changed.

Let the phrase ‘normality value,’ written nv, be a linguistic variable whose term
set, T (nv), may be a set of fuzzy evaluation predicates like {normal, pathological,
very pathological, extremely pathological, not very pathological, ... }:

10For a detailed discussion of the concept of linguistic variable and its use in medicine, see
[Sadegh-Zadeh, 2011].
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T (nv) = {normal, pathological, very pathological, extremely patholog-
ical, not very pathological, ... }.

Each of these terms can be used to categorize in a particular population, PO, to
which the patient belongs, a given patient data δ as normal, pathological, very
pathological, etc. The term set T (nv) will therefore be referred to as normality
values. In this way, the normality value, nv, of a patient data δ with respect to
the population PO the patient belongs to may be symbolized by a statement of
the form:

nv(δ, PO) = y where y ∈ T (nv).

It says that the normality value of δ in PO is y. For example, severe chest pain
in the population of men is pathological, that is:

nv(〈chest pain, severe〉, men) = pathological.

Finally, let the following functional statement:

cr(X,Y, PO) = z

express that the causal relevance, cr, of event X to event Y in the population PO
equals z. For instance, it may be that cr(smoking, angina pectoris, diabetics) =
0.3, whereas cr(smoking, angina pectoris, non diabetics) = 0.01. This numerical
causality function cr has already been introduced in Section 2.3.4 above. Roughly,
the causal relevance of an event X to an event Y in a population PO is the extent
to which in this population the occurrence of X raises or lowers the probability of
the occurrence of Y , given that some additional requirements are satisfied.

A diagnosis does not fall from the heavens. It does not originate in the physi-
cian’s mind either. It emerges from a more or less complex, social-historical context
that includes the medical machinery, i.e. practice or hospital, the diagnostician(s),
the assistants, the patient, her family, the laboratory, the medical community,
health authorities, and many other components. All of these factors contribute to
the diagnosis that attaches to an individual patient.

The following definition axiomatizes the complex structure of the diagnostic
context that generates a diagnosis, dg, for a patient p who presents the data set
D and is a member of the population PO. See Axiom 14. The other 13 axioms
are preparatory ones. They say, in essence, that in the specified context a set of
sentences, ∆, is identified as a diagnosis for a patient’s data D in a particular
population PO, i.e. dg(D,PO) = ∆, if in that population ∆ is causally relevant
to D and some additional conditions are satisfied.

DEFINITION 19. ξ is a diagnostic structure iff there are p, d, t1,D,A, D1, A, f,OB,
t2, D2, D,∆, PO, nv, T (nv), cr, and dg such that

1. ξ = 〈p, d, t1,D,A, D1, A, f,OB, t2, D2, D,∆, PO, nv, T (nv), cr, dg〉,

2. 〈p, d, t1,D,A, D1, A, f,OB〉 is an indication structure,
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3. t2 is the same time as or later than t1

4. f(A) = D2

5. D2 is a subset of D accepted by d at t2

6. D is a subset of D1 ∪D2, i.e. D ⊆ D1 ∪D2

7. Also ∆ ⊆ D1 ∪D2

8. PO is a set such that the patient(s) belong(s) to, i.e. p ⊆ PO,

9. nv is a linguistic variable such that its term set T (nv) = {normal, patholog-
ical, very pathological, ...},

10. cr: power(D)× power(D)× {PO} → [−1,+1],

11. dg: power(D)× {PO} → power(D),

12. nv(δ, PO) = y ∈ T (nv) and 6= normal, for all δ ∈ D,

13. cr(∆, D, PO) > 0,

14. dg(D,PO) = ∆.

The definition requires, first of all, that the base of the structure be an indication
structure. This property of being an indication structure, stated in Axiom 2,
implies that there is an initial patient data set D1 and an initial action set A1

(question, test, examination) that is indicated due to that data. Axioms 3-5 say
that a diagnostic inquiry by performing the indicated action set A1 has updated
the information on the patient to yield the data set D2. Axioms 6-11 characterize
the respective ingredients of the diagnostic structure. Axiom 12 states that some
part, D, of total patient data is pathological in the reference population PO.
Axiom 13 says that to some extent another subset ∆ of patient data is positively
causally relevant, in the population PO, to the pathological part D of patient data.
In Axiom 14, the function dg (‘diagnosis’) assigns to the pathological part D of
patient data in the reference population PO the set ∆ as diagnosis. Note that
due to the time points or periods, t1 and t2, the structure is a temporally dynamic
one, i.e. a process (‘the diagnostic process’). Now, on the basis of the structure
above the following Definition 20 introduces a concept of diagnosis as a ternary
set-function. The functional relation:

diagnosis(p,D,KB ∪M) = ∆

in the definiendum of Definition 20 reads:

the diagnosis for patient p with data set D and relative to the knowl-
edge base KB and its application methods M is ∆.
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Set ∆ is, as above, a set of sentences about the patient and a subset of D1 ∪D2.
The knowledge base and the methods of its application, KB ∪M , have already
been included in our basic Definition 10 (see Axiom 9 of that definition in Section
5.2).

DEFINITION 20. diagnosis(p,D,KB ∪M) = ∆ iff there are d, t1,D,A, D1, A, f,
OB, t2, D2, PO, nv, T (nv), cr, and dg such that:

1. 〈p, d, t1,D,A, D1, A, f,OB, t2, D2, D,∆, PO, nv, T (nv), cr, dg〉 is a diagnos-
tic structure,

2. KB is the knowledge base and M is the methodology of the functions f and
dg.

The knowledge base and the methods of its application, KB ∪M , that we have
included in our concept above we will call the frame of reference of the respective
diagnosis. We will see below that, depending on the frame of reference, one and
the same patient may receive different diagnoses. For instance, it may be that a
diagnostic examination of our female patient Hilary above, undertaken within a
particular frame of reference, say cardiological knowledge and methodology, sug-
gests:

diagnosis({Hilary}, {〈cough, severe〉, 〈body temperature, high〉, 〈heart rate,
102 beats per minute〉, 〈heart beats, irregular〉, 〈blood pressure,
low〉, 〈substernal chest pain, intermittent〉}, KB ∪ M)
= {〈bronchitis, chronic〉, 〈pericarditis, acute〉}.

Overly simplified, that means that “Hilary has chronic bronchitis and acute
pericarditis.” The theory of diagnosis we are developing will make it more appar-
ent in what follows that it is of course most realistic to assume that another frame
of reference may generate another diagnosis [Sadegh-Zadeh, 1977]. In addition,
from Definition 19 it follows that every diagnostic structure is also an indication
structure, i.e. a context where individual diagnostic actions are deontically re-
quired. And it goes without saying that the computability proof as demonstrated
in Section 5.3 above can be extended to the diagnostic function dg sketched in
Definition 19, and to the ternary function defined in Definition 20.

6.2 The relativity of diagnosis

As was alluded to in Section 5.2 above, the physician’s goals, knowledge, experi-
ence, logic, and moral act as part of her frame of reference in the sense above.
In the current era of clinical knowledge-based or so-called expert systems research
and practice we entered in the 1970s, the frame of reference is included in the ex-
pert system, i.e. in the computer program that is being applied in a hospital or in
a doctor’s practice. Such an expert system in its entirety may be conceived of as a
computable clinical decision function, ccdf, that controls diagnostic and differential
indication structures eliminating physicians’ confined and biased clinical judgment.
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Due to the experimental and technological nature of clinical knowledge-based sys-
tems research it seems realistic to view this emerging discipline as an experimental
engineering science of clinical practice that continually produces different species
of computable clinical decision functions: ccdf1, ccdf2, ccdf3, and so on [Sadegh-
Zadeh, 1990].

The implementation of any such function will be referred to as a ‘clinical oper-
ator,’ cop for short. For example, cop1 may be a MYCIN machine that executes
the expert system MYCIN; cop2 may be a CADUCEUS machine that executes
the expert system CADUCEUS; cop3 may be a QMR machine, and so on.

Let copi be a particular type i ≥ 1 of clinical operator with its domain-specific
knowledge base KBi and its underlying methodology Mi as its frame of reference;
and let p be a patient with the data set D and her doctor d using the clinical
operator copi to get a diagnosis or advice X. Upon receiving this output X, we
have that:

(14) copi(p, d,D,KBi ∪Mi) = X.

That is, the machine copi operates as a mathematical operator on the quadruple
〈p, d,D,KBi ∪Mi〉 as its argument and produces the value X that may be the
recommendation of an indicated action, a diagnosis or something else. The ob-
jectivity of an indication or diagnostic structure governed by the operator copi is
provided by the fact that for all patients p with the same data set D and for all
doctors d, the output X in (14) will remain the same guaranteeing the exchange-
ability of doctors. We can therefore remove the doctor variable d and agree upon
the pruned syntax:

(15) copi(p,D,KBi ∪Mi) = X

replacing formula 14. The ternary function copi in (15) may be construed as a
composite operator consisting of at least two parts, a diagnostic operator written
diag i, and an indication operator termed indici, such that:

diagi(p,D,KBi ∪Mi) = ∆

indici(p,D,KBi ∪Mi) = OB(A).

The first formula says that relative to the frame of reference KBi∪Mi the diagnosis
for patient p with data set D is ∆. The second formula says that relative to the
frame of reference KBi ∪Mi action A is obligatory in patient p with the data
set D. This syntax may be based and interpreted upon our conceptual apparatus
already available, for instance, in the following manner:

DEFINITION 21. indic(p,D,KB ∪M) = OB(A) iff there are d, t,D,A, and f
such that:

1. 〈p, d, t,D,A,D,A, f,OB〉 is an indication structure,

2. KB ∪M is the knowledge base and methodology of the function f .
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DEFINITION 22. diag(p,D,KB ∪M) = ∆ iff there are d, t1, D,A,D1, A, f,OB,
t2, D2, PO, nv, T (nv), cr, and dg such that:

1. 〈p, d, t1,D,A, D1, A, f,OB, t2, D2, D,∆, PO, nv, T (nv), cr, dg〉 is a diagnos-
tic structure,

2. KB is the knowledge base and M is the methodology of the functions f and
dg.

Apparently, the diagnostic part of a clinical operator, the function diag, is formally
identical with our ternary concept of diagnosis, i.e. diagnosis(p,D,KB∪M) = ∆,
that we have introduced in Definition 20 above. They may therefore be used inter-
changeably. The only difference is that diag, executed by a machine, is unbiased
as compared to fallible human doctors executing diagnosis(p,D,KB ∪M) = ∆.

A clinical knowledge-based or expert system, reconstructed in this fashion as
a composite operator, maps patient data to diagnoses and indications. And it
does so always relative to its frame of reference, i.e. its underlying knowledge base
and methodology, KB ∪M . Any change in the variable KB ∪M will generate
changes in diagnoses and action recommendations. This may be exemplified by
the behavior of the diagnostic operator. If for a particular patient p with the data
set D we have:

diagi(p,D,KBi ∪Mi) = ∆i

and

diagj(p,D,KBj ∪Mj) = ∆j

then

it is almost certain that ∆i 6= ∆j if i 6= j.

That means that the diagnoses produced by different knowledge bases and reason-
ing methods for the same patient with the same data set are different. Suppose,
for example, that KB1,KB2,KB3, and KB4 are four cardiology knowledge bases.
They are used, respectively, with the following four reasoning methods that we
have sketched in Section 3 to obtain a diagnosis for the same patient p with the
data set D:

M1 ≡ hypothetico-deductive approach

M2 ≡ Bayes’ Theorem

M3 ≡ case-based reasoning

M4 ≡ fuzzy-logical reasoning.

Four different diagnoses will emerge because the contents and the logical structure
of the four knowledge bases KB1–KB4 as well as the inference strategies of the
reasoning methods M1–M4 are different from one another. Diagnoses are thus
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context dependent in that they are epistemically and methodologically relative.
There are no such things as the patient’s disease and health independently of
the respective frame of reference, i.e. theories, methodologies, and epistemologies
applied. Apart from such frames nothing can be said about a patient’s state of
health or disease [Sadegh-Zadeh, 1977; 1981b; 1982; 2011].

7 ON THE PRAGMATICS OF DIAGNOSIS

Independently of its syntax, semantics, origin, and context-relativity, a diagnosis
has additional characteristics that are usually overlooked. They are perhaps even
more important than those we have already considered thus far since the diag-
nosis lends both to the patient and the physician a social role that develops a
remarkable impact on the populations they belong to. In the present section this
focal pragmatic dimension of diagnosis will be briefly discussed. We will interpret
diagnosis as something social that has both social sources and effects. Specifically,
we will propose viewing it, in light of John Austin’s speech act theory [Austin,
1962, 1979], as a speech act that generates social facts. To this end we need to
introduce some terminology first.

7.1 Speech acts

It is usually believed that as human beings we perform actions only by our ex-
tremities and sense organs in that, for example, we enter our study by using our
legs, we take the present book from the shelf by using our arms, we read it by
using our eyes, and so on. Surprisingly, the Oxford philosopher John Langshaw
Austin (1911-1960) presented in a paper in 1946 and in his lectures during 1950s
an intriguing theory built around his discovery which says that also by speaking we
can perform actions. The actions we may perform in this way he therefore called
speech acts, and his theory has come to be known as speech act theory [Austin,
1946; 1956; 1962; 1979].11

A simple example of speech acts is the act that I perform when I say “I promise,”
e.g. when I say to a patient “I promise to examine you tomorrow.” By uttering
this sentence I do not describe anything existent or non-existent. I do not make
a statement about myself and my behavior, e.g. I do not say that I was making
a promise. Rather, I am actually making a promise. Thus, I do not report on
the act of my doing. I just do it. I perform the action, specifically, the act of
promising. My utterance is my promise that I make.

John Austin discovered that declarative sentences consist of two types, consta-
tives and performatives. As far as a declarative sentence such as “the Eiffel Tower
is in Paris” states that something is, was, or will be the case it is called a statement,
assertion or constative (from the Latin “constare” = to stand firm, be fixed). A

11In the context of discussions on speech act theory it has become common to use the term
“act” instead of “action.”
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constative makes a validity claim and may turn out true or false. For example,
the constative “you are 47 years old” that is told the patient Hilary may turn out
true if a thorough examination confirms that she was born 47 years ago. However,
it is also possible that the constative will turn out false. A majority of declarative
sentences we speak look like such constatives, though they state nothing. For in-
stance, it was already pointed out above that the declarative sentence “I promise
to examine you tomorrow” that I utter to the patient Hilary is not a description
of something in my mind or in the world out there. It is an act of promising
that I perform by my very utterance itself. Thus, it is a performative utterance,
or a performative for short. While Hilary can reasonably tell me “You said that
you promised,” her claim “You stated that you promised” would be self-defeating.
Speech acts are performatives and not constatives.

A performative is a first person declarative sentence in the singular or plural,
present indicative tense, e.g. “I promise to examine you tomorrow.” There is a
fundamental difference between such a performative and a constative. In contrast
to constatives a performative does not communicate truth or falsehood. It is an
action performed by the speaker. So, it cannot be true or false, but only successful
or unsuccessful.

It is also worth noting that a performative is a self-referring and self-verifying
sentence. First, a performative utterance such as “I promise to examine you
tomorrow” refers to itself and to nothing else in so far as it announces what it
does, i.e. promising; it tells that it is doing the promising by using the phrase “I
promise ...” Second, it verifies itself; although it is not true of an antecedent fact
prior to the utterance, it becomes true of the fact that it creates itself, i.e. the fact
of promising.

A speech act thus comprises three actions called locution, illocution, and per-
locution. The locutionary act is the phonetic act of saying something, e.g. the
speaking of the six-word sentence “I promise to examine you tomorrow.” This
partial act is only a physical occurrence and serves as the vehicle of performing
the mission of the speech act, i.e. the illocutionary act. The illocutioanary act is the
performative speech act proper, e.g. the act of promising, welcoming, apologizing,
and the like:

I promise to examine you tomorrow ≡ promising
I welcome you ≡ welcoming
I apologize ≡ apologizing
I swear ≡ swearing
I name this baby ‘David’ ≡ naming, baptizing, christening.

The locutionary and illocutionary acts always develop some side-effects ‘in the
world out there.’ For example, my act of promising may please, disappoint, annoy
or frighten other people and make them take any action. This impact of a speech
act on others constitutes the perlocutionary act.

To summarize, in a speech act the locutionary act is the act of saying some-
thing. The illocutionary act is the act of performance in saying something. The
perlocutionary act is an act done through the former two acts. Illocutionary acts
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are the core of speech acts. Just as we do things by using our hands and feet, we
do other things by using our mouth in that we utter performative sentences and
do illocutionary acts thereby.

A performative verb is a verb that in a performative names its illocutionary act,
e.g. the verb “to promise” in the performative “I promise to examine you tomor-
row.” Other performative verbs are: to welcome, to apologize, to swear, to request,
to warn, etc. We may thus distinguish between explicit and implicit performatives.
An explicit performative contains a performative verb, e.g. “I promise to examine
you tomorrow.” In an implicit performative the verb is omitted. For example,
a sentence such as “you have coronary heart disease” may at first glance appear
as a constative. However, it is an implicit performative. It can be revealed as
an explicit performative by inserting the missing performative verb: “I assert that
you have a coronary heart disease.” This example shows that there are actually no
sharp boundaries between constatives and performatives because most constatives
can be transformed into performatives. This finding has important philosophical
consequences both in general and particularly in medicine [Sadegh-Zadeh, 2011].

7.2 Diagnosis as speech act

Clinical diagnoses are speech acts. In this capacity they establish social realities
and roles independently of whether they are true or not and state or communicate
any facts. What does that mean?

Syntactically and semantically, a diagnosis such as “Hilary has diabetes” or “to
the extent 0.8 Hilary has diabetes” resembles a constative statement such as “it
is raining” and “to the extent 0.8 it is raining.” Since constative statements are
usually viewed as truth-evaluable assertions of facts, a physician who considers
her diagnoses as constatives believes they report facts. Because of its far-reaching
consequences, however, this superficial view merits critical examination [Sadegh-
Zadeh, 1976].

The diagnostic context that we have called a ‘diagnostic structure’ has been ax-
iomatized in Definition 9 in Section 6.1 above. It includes the patient, the doctor,
her practice, the hospital, the patient’s family, medical knowledge, and all other
components from which a diagnosis emerges. The whole context may metaphor-
ically be characterized as a machinery that like a Turing machine consists of a
tape and a control unit. An individual tape is assigned to any individual patient
throughout the clinical encounter and contains any information we obtain and
learn about the patient. It is an infinite sequence of cells, with each cell contain-
ing a particular sentence about the patient. The control unit of the machinery
has a tape head that moves over the tape and successively reads the contents of
its cells. Sometimes the tape head attaches the label ‘diagnosis’ to a sentence
after it has read the sentence in the cell. Thus, the machinery selects from among
the set S of all possible sentences about the patient a finite subset that it calls
‘diagnosis.’ So the question arises how the machinery generates and justifies its
diagnoses. Why does it label sentence α ∈ S a diagnosis, e.g. the sentence “Hilary
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has AIDS,” but not another sentence β ∈ S, e.g. “Hilary is blonde”?
The real-world context or ‘machinery’ of diagnostics is a highly complex one

with regard to the genesis of diagnoses. For example, a diagnosis such as “Hilary
has AIDS” emerging from a molecular-biological context of the 21st century would
never emerge from a context of the Hippocratic humoral pathology that produced,
or produces, diagnoses such as “Hilary has black fever” instead. If we consider
this aspect, i.e. the context of genesis of a diagnosis, as a base variable on which
the diagnosis depends, it will become obvious that the diagnosticity of a sentence
(see Section 2.3.5) is a construct of the context of its genesis in the ‘machinery.’
The sentence “Hilary has black fever” gets the label ‘diagnosis’ attached in a Hip-
pocratic context, but not in a molecular-biological one. This context sensitivity
of diagnosis may be called its contextuality. The contextuality of diagnosis may of
course be viewed and analyzed from different perspectives, e.g. from a technolog-
ical, social, scientific, economic or historical one.

The epistemic and ontological import of diagnosis as an alleged constative that
purportedly reveals truth or some truth about the patient is called into question
by its contextuality. The adherents of the Hippocratic school considered their
diagnoses true. In our view today they are not false, but simply meaningless.
In a future system of health care our current diagnoses will earn a comparable
judgment. Notwithstanding the quarrel about whether or not a diagnosis narrates
facts, it generates facts in that it triggers individual, group and organizational
behavior. Specifically, the patient assumes the role her doctor’s diagnosis suggests;
her family members, relatives, and the hospital personnel do what the diagnosis
implies; the health insurance pays for what the diagnosis costs; and so on. The
doctor’s utterance “you have diabetes” or “you have myocardial infarction” makes
it appear so in the real-world context. The patient behaves, and is treated, as if she
had diabetes or she had myocardial infarction even though the doctor’s diagnosis
may in fact be a misdiagnosis. That means that a diagnosis belongs to the second
type of declarative sentences. Rather than being a constative, it is a performative.
And its impact on the patient, her family, the hospital and community referred to
above is the perlocutionary act of the diagnostician (see Section 7.1).

The diagnosis proper, e.g. the supposed ‘fact’ and the induced social belief and
role that the patient has diabetes, is the illocutionary act of the physician. This
will become apparent by reconstructing the context of its communication in clinical
encounter. Let ∆ = {α1, . . ., αn} be the diagnosis set the physician has arrived at.
She usually discloses it by communicating the implicit performative “you have ∆,”
e.g. “you have diabetes”. We have seen above that such an implicit performative
may be transformed into an explicit one, i.e. into the following explicit performative
in the present case:

(16) I diagnose you as having ∆.

Examples are “I diagnose you as having diabetes mellitus” or “I diagnose you as
having diabetes mellitus, hepatitis A, and no coronary heart disease.” It can easily
be observed that the verb “to diagnose” is a performative verb like “to promise”
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and “to swear.”
A clinical diagnosis as a speech act belongs to the following, particular category

of speech acts.12 Like a judicial verdict, it is a verdictive. As a verdictive it imposes
a social status on the patient (see below), a status that is made by the physician
or a group of decision-makers on behalf of the society and is regulated by:

• the state: health care laws, physician duties, patient rights,

• professional community: taxonomies, terminologies, oaths,

• medical sciences: medical language, medical knowledge, diagnostic rules.

The decision says that “you have the malady X and must therefore do Y .” The
supplement “and must therefore do Y ” we have added to the diagnosis (16) in the
narrow sense because the diagnostic judgment of the physician in a wider sense
also includes her recommendation as to what must be done in this situation, i.e.
treatment and advice.

7.3 Diagnosis as a social act

Diagnosis as a verdictive imposes a social status on the patient, the well-known
‘sick role,’ in that the patient becomes the client of a care group that cares for
her: medically, psychologically, socially, financially, spiritually, etc. This collective
action of caring for the sick is not a natural, but a social fact.

A communal or social fact is a man-made fact that involves a community, i.e.
a group of at least two individuals, and whose description by these individuals
irreducibly contains “we” as its grammatical subject. Examples are facts that
may be communicated by sentences of the type “we X,” e.g. we transplant a
heart; we diagnose; we care for this patient; we work together; we love each other;
we are just leaving for a trip to Berlin; and the like. The verb X characterizing
the fact is an intentional we-verb like the verbs in “we transplant,” “we diagnose,”
“we work,” “we love,” “we believe,” or “we X” in general. Therefore, collective
acts of this type are called “we-intentions” or “we-acts.” For details, see [Searle,
1995; Tuomela, 2002; Sadegh-Zadeh, 2011].

Although diagnosis as a verdictive is usually enacted by the doctor, it is brought
about by a collective action of a group that participates in the diagnostic process.
This collective action, i.e. diagnostics, is a recurrent one that takes place daily in
numerous practices and hospitals.

12John Austin, the founder of the speech act theory, has distinguished the following five types
of speech acts (see [Austin, 1962], lecture 12): 1. Verdictives are speech acts giving a verdict, e.g.
court decisions; 2. Exercitives are speech acts exercising power, rights, and influence, e.g. orders
and requests; 3. Commissives are speech acts that commit the speaker to a course of action,
e.g. promises and guarantees; 4. Behabitives are speech acts concerning social behavior and
interaction, e.g. apologies and congratulations; and 5. Expositives are a heterogeneous group
of speech acts expounding views on how utterances fit into a present discourse, e.g. arguing,
replying, and conceding.
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A recurrent collective action characterized by “we X” as above we call a social
practice. Examples are collective rituals, rites, greeting by shaking hands, the
relatively uniform course of scientific conferences, and the mode of patient man-
agement in hospitals. Also diagnostics as a recurrent collective we-act turns out
to be a social practice.

Social practices are generative of social facts. Such facts are referred to as
institutional facts because they emerge, through social practices, from and within
social institutions. An example is a chant sung in a mass. It is an institutional fact
generated by the institution of religion. Also the sick role imposed by diagnosis is
an institutional fact that is generated, through the social practice of diagnostics,
by the institution of medicine and supporting state authorities. It is not a natural
fact such as raining.

A social institution is a set of n ≥ 1 rules or norms that are constitutive of a
social practice. Thus the institution creates this social practice. For example, the
rules of chess are constitutive of the chess game. Without those rules there would
exist no chess game. Analogously, diagnostic rules as ought-to-do rules may be
viewed as a social institution that constitutes the social practice of diagnostics.
Thus, the sick role as a social fact is an institutional fact brought about by the
social institution of diagnostic ought-to-do rules.

8 ON THE LOGIC OF DIAGNOSTICS

From the previous discussions we can conclude that, first, there is no “logic of
diagnostics,” and second, medical diagnostics will need a variety of logics. Thus,
logical pluralism is the most realistic and appropriate stance in medicine. This
will be explained.

By the term “logic” in the narrow sense we understand any system of formalized
reasoning with which the science of logic is concerned. We have seen above that
viewed from the descriptive perspective, medical diagnostics may be categorized
as a human social practice. Therefore, it cannot have a logic because human
beings and the actions they perform to manage expected and unexpected social
situations are inherently illogical. Viewed from a normative perspective, however,
it is of course possible to regulate the diagnostic process by algorithms that may
guide and control the clinical pathfinding so as to render clinical decision-making
computable. We have discussed this possibility in Section 5.3.

So far as diagnostic reasoning is concerned, logic will automatically come into
play whenever a diagnostician is acquainted with logic to examine whether or not
a particular diagnosis is justified on the basis of the available patient data and di-
agnostic knowledge used. Unfortunately, however, most physicians are ignorant of
logic. Medical data and knowledge engineering such as medical knowledge-based
systems, decision support systems, and hospital information systems research have
been ameliorating this deficiency since about the 1970s. They are transforming
clinical decision-making into an engineering science and technology of clinical rea-
soning, ESTCR for short. The price one will have to pay for this transformation
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in the long run is the successive elimination of the doctor from clinical judgment.
She will assume the role of a mobile peripheral of the machine to gather patient
data. This transformation is unavoidable for two reasons: the information ex-
plosion and globalization of knowledge, on the one hand, and the inability of the
doctor’s natural intelligence to cope with it, on the other [Sadegh-Zadeh, 2001b,
p. IX].

For the reasons above the application of logic in diagnostics is, and will remain,
the task of the emerging ESTCR. As we have seen in Section 6.2, a clinical operator
constructed and executed by ESTCR has a diagnostic component of the following
form:

diag(p,D,KB ∪M) = ∆

such that ∆ is the diagnostic set {α1, . . ., αn} consisting of n ≥ 1 statements about
the patient such as {Hilary has diabetes, she does not have coronary heart disease}.
There are a variety of different logics that can be used by the methods component,
M , of such a diagnostic operator to draw diagnostic conclusions from the union
of patient data and knowledge base, D ∪KB, and to produce the diagnostic set
∆. Which one of them will actually be used depends on the syntax and semantics
of D ∪KB because it has to be syntactically and semantically capable of dealing
with D ∪KB. For example, we will need:

predicate logic if D ∪KB satisfies the syntax of predicate logic,
probability theory if D ∪KB contains probability sentences,
alethic modal logic if D ∪KB talks of possibility and necessity,
temporal logic if D ∪KB is dealing with time periods and time series,
deontic logic if D ∪KB contains deontic sentences,

and so on. Our analyses in the previous sections have demonstrated that for
diagnostic purposes at least deontic logic is required because diagnostic knowledge
in fact consists of deontic rules. However, many additional logics will also be
necessary on the grounds that a variety of knowledge types from anatomy to
biochemistry to surgery to epidemiology are used in diagnostic reasoning. Each one
of them uses sentences of different syntax and semantics, e.g. probability sentences,
temporal sentences, and others.

In discussions on the role and usefulness of logic in medicine what people usually
have in mind is the traditional, classical, bivalent logic. However, apart from the
above aspects, there are two additional problems that reduce the applicability of
classical logic in medicine. The first one is the inconsistency of medical knowledge
and data. To demonstrate, consider the following example.

The traditional representation of medical knowledge in textbooks does not be-
tray that its application by a physician to an individual patient requires a par-
ticular logic that is capable of dealing with the syntax of that knowledge. Some
physicians may believe that it is enough to possess that knowledge and to try to
use it according to one’s liking. The naivety of this attitude becomes obvious by
considering the precise formal representation of the same textbook knowledge in
the medical knowledge base of an expert system.
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Like the content of a textbook, medical knowledge bases used in medical ex-
pert or decision support systems, e.g. in cardiology, stem from various knowledge
sources such as handbooks, journals, and domain experts. Domain experts, for in-
stance, are interviewed by different programmers to elicit their expert knowledge.
Since different experts have different experiences during their career and often
disagree with each other about states of affairs, it is conceivable that a particular
medical expert system contains knowledge items, elicited from different experts,
which contradict each other and thereby render the knowledge base inconsistent
in terms of classical logic. It is practically difficult and sometimes even impossi-
ble to localize and detect such inconsistencies in a large knowledge base or in a
hospital database that is used by the expert system. Suppose now that the reason-
ing method operative in the expert system, usually called its inference engine, is
based on classical logic. The concept of inference of classical logic is explosive, i.e.
it infers from inconsistent knowledge everything because a contradiction {α,¬α}
classical-logically implies every statement β (“ex falso quod libet”). That means
that when set KB is the inconsistent knowledge base of the expert system and
D is the set of data of an individual patient for whom a diagnosis is sought, the
inference engine will infer from the inconsistent set KB ∪D arbitrary statements
about the patient, including false ones. By implying all statements of the world the
expert system becomes trivialized because it says everything and nothing about
the patient. Such trivializations of knowledge bases can be prevented by using,
instead of classical logic, a paraconsistent logic as the underlying logic of the in-
ference engine. See, for example [da Costa and Subrahmanian, 1989; Blair and
Subrahmanian, 1987; 1989; Grant and Subrahmanian, 1995].13

The second problem that makes classical logic almost useless in medicine is
the fuzzy nature of medical language. Most terms of medical language, espe-
cially nosological terms such as “pneumonia” and “myocardial infarction,” and
symptom names such as “pain,” “icterus,” and so on denote fuzzy categories and
are thus fuzzy predicates. As fuzzy predicates they violate central principles of
classical, two-valued logic (specifically, the principles of excluded middle and non-
contradiction), rendering clinical knowledge classical-logically inconsistent. Con-
sequently, classical logic cannot be the appropriate logic to use in diagnostic rea-
soning. Fuzzy logic will be indispensable (see [Barro and Marin, 2002; Mordeson
et al., 2000; Steimann, 2001; Szczepaniak et al., 2000; Sadegh-Zadeh, 2001a]).

13Paraconsistent logics are inconsistency tolerant systems of logic which do not contain a
principle of non-contradiction. They originated around 1910 with the Russian physician Nikolaj
A. Vasiliev (1880-1940) who at the beginning of the 20th century taught philosophy at the
University of Kazan, Russia. Inspired by Nikolaj Lobachevski’s non-Euclidean geometries in
which the Euclidean parallel postulate is not valid, he attempted to construct new, ‘Imaginary
Logics’ by discarding some of the basic laws of classical logic [Arruda, 1977]. These logics would
enable us to study a large class of ‘imaginary worlds’ which are impossible to classical logic,
but nevertheless quite well imaginable. Following Stanislaw Jaskowski’s contribution [Jaskowski,
1948], specific research in this new field of non-classical logics was initiated by the significant
work of the Brazilian logician and philosopher Newton C.A. da Costa [1963; 1974]. The term
‘paraconsistent logic’ was coined by the Peruvian philosopher F. Miro Quesada in 1976. For a
comprehensive account of the subject, see [Priest et al., 1989; Grana, 1983; da Costa et al., 2007].
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Thus far there is convincing evidence that, on the one hand, clinical diagnostics
has no inherent logic, and on the other hand, it needs a variety of different logics to
manage the diagnostic reasoning. No particular system of logic will suffice. This
is comparable to the use of mathematics in medicine. A large number of math-
ematical theories from arithmetic to algebra to ergodic theory to non-Euclidean
geometry are needed and used. Like this mathematical pluralism, logical pluralism
is the only solution to diagnostic-logical problems (cf. [Sadegh-Zadeh, 1980a, p.
7]).

9 SUMMARY

We have reconstructed the concept of medical diagnosis and have sketched its
syntax, semantics, and pragmatics. Concepts of indication, contra-indication and
differential indication have been introduced to demonstrate that the making of
diagnosis is both a deontic act and computable. Thus, as a deontic act the making
of diagnosis belongs to the realm of practical ethics. The core of a theory of
the relativity of diagnosis has been outlined according to which a diagnosis is
relative to a complex diagnostic context. Among the constituents of this context
are the patient, the diagnostician, the method of diagnostic reasoning, M, and the
particular medical-diagnostic knowledge used. Method M may also contain one or
more logics for use in diagnostic reasoning. Due to the deontic-logical structure
of diagnostic knowledge used, the logics in M must also include a deontic logic,
presumably a fuzzy-deontic logic or another type of paraconsistent deontic logic
(see, e.g. [da Costa and Carnielli, 1986; Grana, 1990; Sadegh-Zadeh, 2002]). We
have distinguished between diagnosis and diagnostics, and have shown that medical
diagnosis is a social construct because the process of diagnostics that produces the
diagnosis is a human social practice based on the social institution of deontic rules.
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[Hermes, 1971] H. Hermes. Aufzählbarkeit, Entscheidbarkeit, Berechenbarkeit. Einführung in
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CONCEPTUAL FOUNDATIONS OF
BIOLOGICAL PSYCHIATRY

Dominic Murphy

INTRODUCTION

Modern Psychiatry has a somewhat uncertain self-image. Most thinkers about
psychiatry agree — though they may deplore it — that in recent years psychiatry
has embraced “the medical model”. The subject has become more biological and
more closely affiliated with medicine and the life sciences. But there is confusion
about what these developments mean. There are also disputes about the impli-
cations of these changes for the classification and explanation of mental illness.
In this chapter, I offer one perspective on these issues that starts from seeing
psychiatry as an applied branch of the cognitive neurosciences.

I begin by trying to get clear about what it means to say that psychiatry has
adopted the “medical model” by distinguishing between stronger and weaker ver-
sions of the medical model. The difference between them lies in their conceptions
of disease. I’ll suggest that the stronger version of the medical model, which sees
mental illness as caused by pathological neuropsychological processes, is more suit-
able to moving psychiatry in the direction of successful and established science. I
will then explore the implications of this view, beginning with questions of tax-
onomy. I will argue that psychiatric classification ought to be based on causal
hypotheses. Many biological psychiatrists will agree. But I disagree with many
enthusiasts for the medical model when it comes to assessing what the relevant
causes might be. It’s a familiar point that the causes of mental illness are various
and occur at many levels of explanation, and nothing in the commitments of the
medical model, properly construed, throws that familiar picture into doubt.

In this paper I distinguish two ways to understand the medical model, which
I call the minimal and strong interpretations. A minimal interpretation thinks of
diseases as collections of symptoms that occur together and unfold in character-
istic ways, but it makes no commitments about the underlying causes of mental
illness. A strong interpretation of the medical model, on the other hand, does
make commitments about causes. The strong interpretation argues that mental
illnesses are caused by distinctive pathophysiological processes in the brain. I then
try to show what difference it makes to psychiatry if we choose one or the other.

In section 1 I defend and elaborate on the distinction between the strong and
minimal interpretations of the medical model. Then I move on to explanation.
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Some forms of explanation sit comfortably with the minimal interpretation of the
medical model, but the strong interpretation makes room for a form of causal
explanation. If disease is a pathological process in bodily systems, then there
must be a way of understanding how such processes occur in the brain, and how
they cause the clinically observable symptoms of mental illness. Hence, most of
the paper traces out the implications of the strong interpretation in terms of a
causal theory of psychiatric explanation. Section 2 discusses levels of explanation.
I deny that the medical model forces us to privilege any one level of explanation
– notably, it does not commit us to reductive explanations in terms of molecular
biology. In section 3, I ask what it is that we explain when we explain a mental
illness. I suggest that we use models to explain exemplars, which are idealized
representations of the symptoms and course of disorders.

1 THE MEDICAL MODEL

1.1 Introducing The Medical Model

Thirty years or so it was controversial to say that psychiatry was a branch of
medicine, but these days it is a commonplace that the field has adopted the “med-
ical model”. On the other hand, it is hard to find out exactly what that means.
How do we know, for instance, when a piece of psychiatric theorizing departs
from, adheres to, or revises the medical model? What difference does it make to
psychiatrists whether they see themselves primarily as doctors or as something
else?

Many statements of the medical model provide only vague information. If we
consult a typical recent textbook, for instance, we find the medical model intro-
duced at the beginning to set the scene. We are told that the medical model just
commits you to the “the consistent application, in psychiatry, of modern medical
thinking and methods” [Black, 2005, p.3]. So what are these methods and forms of
thought? The textbook (p. 5) lists three core assumptions of the medical model:

First, the same approach should be used for mental illness as for other
illnesses. One corollary of this assumption is that there exist different
psychiatric illnesses with different causes, courses and optimal treat-
ments. Second, empiric proof is the best way to test a medical theory.
In other words, the scientific method should be medicine’s approach to
knowledge. A third assumption of medical model psychiatry is that an
increased understanding of the physiology of the brain will eventually
improve the care of patients with mental illness.

This sets a pro-science mood, and is notable for its attempt to align psychiatry
with the biological and medical communities and its complete neglect of human-
istic approaches. (Psychiatry is not, on this picture, about understanding people
in ways other than the scientific.) But although they may rally the troops for
medicine, the three assumptions are very uninformative. Without any guidance



Conceptual Foundations of Biological Psychiatry 427

about what they are, it is hard to know how psychiatry can employ “the methods
of medicine”: does electroshock therapy count as a method, for example, and if so
is it medical? or does a method have to be of proven use elsewhere in medicine
and then imported into psychiatry?

Similarly, to just claim that theories should be tested empirically hardly distin-
guishes biological psychiatry from other approaches to the unsound mind. Psy-
choanalysts believe that their theories have been tested. The disagreements are
likely to come about what counts as a test. Much of the controversy surrounding
Grunbaum’s [1984] hostile assessment of psychoanalysis, for example, concerned
the extent to which clinical encounters provide a context in which analytic hy-
potheses can be tested. Outside psychoanalysis, there are many therapists who
believe that the outcomes of different talk therapies can be experimentally assessed
by statistical trials, but it is unclear whether such trials belong to medicine in the
sense that drug trials do [Dawes, 1994].

And a broad range of opinions could also agree that we will understand mental
illness better of we know more about the brain: Louis Sass’ phenomenological
theory of schizophrenia [Sass, 1992] contains a substantial discussion of the relevant
neurophysiology and does not deny that brain science can be informative about
the causes of schizophrenia. If you believe that mental illnesses are sometimes real
phenomena rather than invariably social constructions, and you are a materialist
about the mind, you are likely to think that the brain is important to psychiatry.
Again, many psychoanalysts would agree with that claim, for instance, since Freud
always intended his theory to be a materialist one. Disagreement between camps is
likely to appear when we ask how much illumination will come from neuroscience
as opposed to other sciences, and from which parts of neuroscience. Some clinicians
regard the medical model as overstressing neurobiological rather than cultural and
cognitive variables, but are nonetheless materialists who are fully committed to
empirical testing.

It seems, then, that two theorists can endorse all three of the textbook proposi-
tions about the medical model that we just looked at but understand them in quite
different ways, including some ways that are sometimes thought of anti-medical.

There are, of course, skeptics about the whole idea of psychiatry as a branch
of medicine. But even if we stick to professed believers in the medical model
who seem to belong to the same biologically motivated area of the subject, we
find disagreements about how Black’s core commitments should be understood.
For instance, Guze [1992, p.129] likewise defines the medical model as “using
in psychiatry the intellectual traditions, basic concepts, and clinical as well as
research strategies that have evolved in general medicine”. And Black’s third
claim, that the physiology of the brain is important, echoes Guze’s insistence that
mental illness “represents the manifestations of disturbed function” in the brain
[1992, p.44]. So far, Guze is fully in agreement with Black, and so is Nancy
Andreasen when she says that psychiatry is a form of neuroscience [1997].

But disagreements emerge when we look closer. Andreasen means that psychi-
atry is a form of cognitive neuroscience, and thinks that we should aim for causal
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explanations of disease in terms of failures of information processing systems in
the brain. Kandel [2005] however, seems much more committed to the view that
molecular explanations of mental disorders in terms of gene expression are the
way to bet, and that higher levels of explanation can be discarded. Kandel does
not mean by this that all diseases have genetic causes. He means that all diseases
have effects mediated by activities within the cell, so that all we need to do is
understand the proximate, molecular causes of symptoms. But this dispute over
levels of explanation cross-cuts another dispute over the nature of disease. This
second argument gives us a better way to frame the conceptual disagreements over
the medical model.

The dispute over disease turns on whether we should see diseases as genuine
entities or conventional categories. When Guze [1992] calls psychiatry a branch of
medicine all he means is that disorders can be distinguished by their characteristic
symptoms and courses. He does not think of diseases as specific pathologies, but
as conventional labels for groups of patients. They are associated with biologi-
cal markers but not identified with causal processes in the brain. Similarly, the
Diagnostic and Statistical Manual of Mental Disorders ([DSM-IV-TR]; American
Psychiatric Association 2000) aims to classify mental illnesses based on course
and symptoms but not specific causes. Andreasen [2001, p.172-76], on the other
hand, argues that we are presently identifying the specific pathophysiologies that
cause mental illnesses. Her account sees the medical model in a different way.
It is not just a matter of using empirical methods to understand the nature and
treatment of syndromes, but a matter of applying cognitive neuroscience to the
causal-explanatory strategies of modern medicine. Disagreements over the correct
level of explanation proceed against a background of prior dispute over what is to
be explained. I shall therefore begin by discussing the medical model in terms of
conceptions of mental illness based on a wider way of thinking about disease, and
then go on to address levels of explanation in the next section.

I distinguish two ways of understanding the medical model. A minimal inter-
pretation thinks of diseases as collections of symptoms that occur together and
unfold in characteristic ways, but it makes no commitments about the underlying
causes of mental illness. A strong interpretation of the medical model, on the
other hand, does make commitments about causes. The strong interpretation ar-
gues that mental illnesses are caused by distinctive pathophysiological processes
in the brain. I will expand on this and then try to show what difference it makes
to psychiatry if we choose one or the other.

1.2 The Medical Model and the Nature of Mental Illness

The DSM-IV-TR conceives of mental illnesses as syndromes. Individuals who
share a diagnosis share a subset of symptoms from a larger list; in some instances
they may have all their symptoms in common, but there may be no overlap in the
symptoms at all for some cases. These collections of symptoms are also supposed
to unfold over time in more or less the same way, once we make allowances for
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a degree of individual variation, and respond similarly to treatment. Each diag-
nosis is supposed to represent malfunction in some mental, physical or behavioral
trait or capacity, but the diagnosis is officially made without worrying about that
underlying malfunction might be.

This approach to diagnosis is often called Kraepelinian, to indicate that it stands
in the tradition of Emil Kraepelin. He affirmed that “only the overall picture
of a medical case from the beginning to the end of its development can provide
justification for its being linked with other observations of the same kind” [1899,
p. 3]. This familiar neo-Krapelinian picture is of mental illnesses as collections
of signs and symptoms that doubtless depend on physical processes but are not
defined or classified in terms of those physical processes.

This idea of diseases as observable syndromes shies away from any commitment
to the underlying reality of disease as a genuine process. It is the hallmark of what
I have called the minimal interpretation of the medical model. Unlike someone
such as Andreasen, who is a realist about disease, a minimalist thinks of mental
illnesses as constructs designed to order inquiry. Guze [1992], for example, is a
minimalist: in calling psychiatry a branch of medicine he means only that disorders
can be distinguished by their characteristic symptoms and courses. He thinks that
the concept of disease is conventional, and stresses our ignorance of most etiologies.
McHugh and Slavney seem to agree. They insist that a disease “is a construct
that conceptualizes a constellation of signs and symptoms as due to an underlying
biological pathology, mechanism and cause [1998, p.302].” To diagnose a patient
as suffering from a mental disorder, for McHugh and Slavney, is to label them in
a way that (p.48) we judge helpful as a starting point for investigating physical
processes.

McHugh and Slavney deny that a disease is a physical process — “its essence is
conceptual and inferential” (p.48). As a precursor of this view, they cite Thomas
Sydenham, the great seventeenth century English physician who distinguished
varieties of pox based on their characteristic courses and outcomes. This way of
thinking about diseases prescinds from theorizing about underlying causes of a
disease entity in favor of a concentration on observable phenomena, not hidden
causes. However, it is diseases understood as destructive processes that make up
the taxa of medicine.

Remember our textbook: it argued for a commitment to normal medical meth-
ods within psychiatry, and there is certainly nothing within McHugh and Slavney’s
discussion of mental illness that makes scientific methods inapplicable. For one
thing, a conception of diseases as syndromes can underwrite one of the most com-
mon explanatory strategies in all of sciences, which I called [Murphy, 2006] causal
discrimination, as opposed to causal understanding. (Cooper [2007] calls the same
phenomenon natural history explanation.) This involves explaining some particu-
lar entity’s behavior in terms of the kind of object it is, as when we say that Miffy
is afraid of dogs because she is a rabbit. We might prefer to think of this as a
sketch or place-holder for a more full explanation, but even in the absence of a
clear account of why something behaves as it does, we may get useful information
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from knowing which class of objects it belongs to. Different types of plant may
need to be put in the ground at different times, or in different seasons, in order to
maximize crop yield, for instance, and different patients may respond to different
drugs even if the causal basis of these differences remain unknown.

We can also use bare categories, without further causal information, as a basis
for epidemiological inquiry. A conventional or syndromic account of disease also
permits us to use case studies to draw attention to salient features of different
diagnoses, and descriptive psychopathology lets us use even conventional categories
as the basis for a richer account of the relevant disorder.

So, a conventional concept of disease, in the manner of the minimal medical
model, lets us make use of descriptive and statistical reasoning and offers the hope
of accurate prediction and effective control. In the opinion of some philosophers,
that is all science ever aspires to.

Other philosophers, though, will tell you that the job of science is to discover
the causal structure of the world. From this perspective it looks like dereliction of
duty when a scientific discipline decides to isolate itself from inquiry into causes,
as the DSM-IV-TR has officially done. If we ask why the conventional view of
diseases is successful in organizing prediction and control, the obvious answer is
that in sorting entities into classes we are sometimes sorting them into sets with
the same casual structure. If it is Miffy’s rabbithood that explains why she is afraid
of dogs, that is because something about the nature of rabbits disposes them to
fear of canines, and we now face the task of going on to find out what that is. The
same applies to sorting patients based on the natural history of their conditions,
or on differential responses to drugs. We can see these sorts of explanations as
opening the way to a fuller inquiry, one that tries to uncover the causal structure
of psychopathology.

I noted above that the DSM approach is often called “neo-Kraepelinian”. But
even Kraepelin saw classification by clinical description as an interim measure de-
signed to satisfy the practical requirements of contemporary physicians and also,
more importantly, to provide a fruitful heuristic for subsequent pathological and
etiological inquiry: “the value of every diagnosis is thus rated essentially by the ex-
tent to which it opens up reliable prospects for the future” [1899, p.4]. Kraepelin’s
considered position was actually [1899, p.2] that “pathological anatomy promises
to provide the safest foundation” for classification of mental illness, and assumed
that the correct taxonomy would be one in which clinical description, etiology and
pathophysiology coincided: “cases arising from the same causes would always have
to present the same symptoms and the same post-mortem result” (p.3).

There is a substantial difference between thinking of clinically-based, syndromic
classification in this way and thinking of it in the DSM’s way. The DSM classifica-
tion is designed [DSM-IV-TR, p. xxiii] to improve communication across clinical
specialties and underwrite clinical education, but not to serve as a spur to an even-
tual causally-based system. DSM-IV-TR is certainly intended to reflect and foster
extensive empirical investigation, but the investigation is guided by the existing,
acausal categories. It is not designed to revise those categories in the direction of
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a causal taxonomy, and it defines mental illness (p.xxxi) as a clinically significant
syndrome rather than a destructive process. Unlike Kraepelin, the DSM-IV does
not even envisage a causal taxonomy as a goal. This reflects a minimal interpreta-
tion of the medical model; it can guide empirical research but not uncover causal
structure.

As well as this lack of explanatory power, the DSM leaves itself open to the
charge of arbitrariness. It is a classification that rests on grouping together ob-
servable phenomena. We already know from other areas of medicine that what
looks like the same phenomenon — a cough, say, or a sore throat, or chest pain —
can reflect different causal pathways on the inside and hence different conditions.
Any taxonomy that rests content with surface features risks lumping different con-
ditions together and keeping related ones apart. Indeed, without an account of
underlying causal structure, it becomes difficult to give a principled answer to the
question why some conditions should be seen as pathological to begin with. Merely
saying that members of a class have certain properties does not tell us whether,
let alone why, they are mentally ill. To answer that question we need some basis
for making the judgment. The DSM, as we have seen, states that we have such a
basis; mental disorder is an outward sign of dysfunction. But to make that argu-
ment, we need a commitment to finding dysfunction somewhere on the basis of the
outward, observable phenomena. No amount of observation alone will uncover the
dysfunction without a commitment to the idea that there is a destructive process
at work that causes an underlying dysfunction. In other words, the minimal model
can only answer questions about the relationship between membership in a taxon
and some other variable: it will not explain why the taxon has the nature that it
has, or why it should be seen as a kind of disorder.

Let me give an example: Ross et al. [2008] point out that the brains of patholog-
ically addicted gamblers resemble the brains of cocaine addicts more closely than
either resembles the brains of heroin addicts. This, they suggests, shows both that
pathological gambling is a genuine addiction and that its basis is a hijacking of
the reward learning machinery in the brain’s dopaminergic system. They further
argue that the substance disorders should be seen as complications of pathological
gambling, since the latter’s neurological properties mark it out as the basic form
of addiction.

To make this argument it is necessary to distinguish the truly pathological
gambler, whose life is dominated (and typically wrecked) by gambling, from merely
habitual gamblers. Habitual gamblers might engage in gambling more than they
feel they should, or periodically lose more than they can afford, but there is a
qualitative difference between this population and the population of genuinely
addicted gamblers. This qualitative difference is detected by observing behavior
and rating the results of questionnaires. However, if we classify gamblers according
to quantitative measures alone, we miss the reason why different groups, separated
by statistical measurements, behave differently. The reason is a causal process
in which the brain works in a way that it does not work among non-addicts;
thinking of addiction merely in terms of habitual behaviors will not let us make
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the discriminations among gamblers that Ross et al. detect.
An even stronger version of the same argument was recently made by Horwitz

and Wakefield [2007]. Here, the claim is that only a hypothesis about causes can
allow us to distinguish a normal population from a disordered one. They begin
with the DSM criteria for diagnosing major depression to receive a diagnosis of
Major Depressive Episode, one must suffer five of the following nine symptoms
over a two week period (including either or both of depressed mood or diminished
interest or pleasure in almost all activities):

1. depressed mood

2. diminished interest

3. weight gain or loss (without dieting) or change in appetite

4. insomnia or excessive sleep

5. observable psychomotor agitation or retardation

6. fatigue or loss of energy

7. feeling worthless or excessively guilty

8. diminished ability to think or concentrate, or indecisiveness

9. recurrent thoughts of death or suicide or a planned or attempted suicide

Now, it is clear that, since being alive involves a series of disappointments,
many ordinary episodes in a person’s life can cause behaviors or feelings from this
list. We can be depressed, inattentive, tired and sleepless after losing a loved one,
receiving a major professional setback or serious medical diagnosis, or being jilted,
along with many other trials. These vicissitudes of life were recognized and allowed
for by the traditional concept of melancholy or depression, which has a continuous
history going back to classical antiquity [Radden, 2000]: we have always recognized
that some people become melancholic because of life’s misfortunes whereas others
slip into depression without any apparently significant cause. The tradition sees
pathology only in the latter case, consistently holding that “pathological depression
is an exaggerated form of a normal human emotional response” [Horwitz and
Wakefield, 2007, p.71]. All of us are downcast by misfortune (even when we deserve
it), but some people become melancholy without any apparent justification.

The DSM, however, ignores this tradition. Anyone who fits the syndrome re-
ceives the diagnosis, except only that grief following bereavement does not count
towards diagnosis of Major Depressive Disorder. (The bereaved person gets two
months to grieve after which time a diagnosis of clinical depression may be made.)
Not even that minor qualification, however, is made if one shows depressive symp-
toms after one’s spouse abandons one by emptying the back account and running
off with a lover, rather than dying.
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Horwitz and Wakefield make a very compelling negative case, to wit that DSM-
IV fails to respect common sense or previous psychiatric consensus about depres-
sion and is diagnosing many people as depressed when they are just normally
miserable. They conclude that the concept of depression defined by this diagnos-
tic syndrome represents a major conceptual break with both past psychiatry and
commonsense thought about human nature. This leads to needless alarmism about
an epidemic of depression and has unfortunate consequences for many individuals
who are diagnosed in error.

Horwitz and Wakefield think that what is really wrong in cases of genuine
depression is a failure by a loss-response system built onto our minds by natural
selection. The system is adapted to respond to losses that threaten to deprive us
of reproductive resources. The operations of this system explain why we get sad
in those situations where we expect people to be sad, since sadness is the normal
adaptive response to loss (p.25). The distinction between this normal sadness
and depression reflects the normal and abnormal workings of the loss-response
system, since they believe it is the failure of this system to operate normally that
explains major depression. In depressives the system brings about the response it
is designed to produce, but in situations where it should not, or to a degree that
is not consistent with the degree of loss that the individual has undergone.

None of this is very convincing as a positive account, but the argument that
Horwitz and Wakefield make about the conflation of depression and sadness has
great intuitive force. The DSM concept of depression, on the face of it, lumps to-
gether different psychological and behavioral types in the same category because
of observable similarities that may nonetheless reflect diverse etiologies. There is
no way to answer this charge, or to arrive at a satisfactory taxonomy that mirrors
that of general medicine, unless we adopt a causal foundation for nosology. And
to do that involves not just the empirical study of mental disorder, but a strong
interpretation of the medical model, with its commitment to a view of disease as
not just a syndrome but a destructive process. It is certainly possible to collect
data using the DSM concept of depression, especially information about epidemi-
ology and natural history. In that sense normal medical reasoning can indeed be
employed, but much medical reasoning is directed at trying to understand causes.
It is here that we come to the strong interpretation of the medical model, with its
commitment to the idea that a mental disorder, like any other kind of disease, is
not just a construct to guide inquiry, but a genuine part of the causal structure of
the biological world – a destructive entity with a distinctive pathophysiology that
explains the observable patterns that the minimal model trades in.

So let me now turn to the strong interpretation of the medical model. We have
seen that theorists like Ross, Horwitz and Wakefield are committed to the view
that to understand mental disorders correctly — to make the right distinctions
between populations — we need to find the right underlying causal structure. The
strong view, then, has adherents among psychiatrists and other thinkers about
mental illness, even if its realism about mental illness goes beyond the official
self-conception of (at least American) psychiatry.
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Historically, the minimal medical model has countenanced great variation in
the causes of diseases: what matters is the syndrome, not its causal antecedents,
since the latter do not form part of the definition of the disease. Indeed, different
instances of the same disease, on this picture, might have radically different etiolo-
gies. Carter (2003, p.11) gives examples of this thinking, including the following
list of the causes of diabetes, from a medical encyclopedia published in 1845:

frequent exposure to sudden alterations of heat and cold, indulgence in
copious draughts of cold fluid when the system has been over-heated
by labour or exercise, intemperate use of spirituous liquors, poor liv-
ing, sleeping out the whole of the night in the open air in a state of
intoxication, checking perspiration suddenly, and mental anxiety and
distress [...].

If you understand diseases in terms of their symptoms, you can admit a great
variety of causes provided they produce the same effects. Carter suggests that
for the early nineteenth century medical profession, the notion of the cause of a
disease was meaningless.

Carter argues via a series of case histories that this picture was supplanted in
the mid-nineteenth century by what he calls the aetiological standpoint. From a
literature in which medical writings simply deny that the notion of cause is any
use at all, we move to a situation in which experimentalists and epidemiologists
look for the cause of a disease. The movement reaches its culmination in Koch’s
germ theory. The aetiological standpoint, thinks Carter, sees the causes of diseases
as phenomena that are natural (ie diseases are not just a matter of transgressing
norms), universal (i.e. the cause is common to every instance of the disease) and
necessary (the disease does not occur in the absence of the cause) [Carter, 2003,
p. 1].

Carter thinks this is a revolutionary break with the whole of prior western
medicine. To really make that case we might want to add a fourth condition, which
is that the cause is usually categorically different from normal natural processes.
This distinguishes the explanation of Pasteur and Koch from the long tradition
in classical and Renaissance medicine of seeing disease as caused by unbalanced
mixtures of normally occurring humors or temperaments.

Whether or not Carter’s larger claims about a scientific revolution are correct,
there really was a new conception of cause associated with mid-nineteenth century
medicine. For the first time researchers began to think of every disease in terms of
a unique cause that was necessary and sufficient for the disease and could explain
all the signs and symptoms associated with it. Conceptually, this shift in thinking
of causes meant that diseases came to be defined in terms of their causes, and
seen not as collections of symptoms but as pathophysiological processes. Thus the
same observable phenomena could be seen as belonging to different diseases, since
it is the underlying cause, not the outward show, which constitutes the disorder.

Let me pause here to say more about causation. I have argued that the minimal
medical model, with its stress on syndromes, departs from a key idea of modern
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medicine, which is the idea of disorders as pathological processes defined causally.
But what kind of process counts? This is a question about explanation and reduc-
tion — how we should think of the processes that constitute diseases. There might
seem, though, to be a prior problem. Since lots of mental illnesses have myriad
causes, you might think there is an impediment to embracing the medical model,
which seems to require that a disease be the sole cause of the observable symp-
toms. I noted above that the causal explanations of nineteenth century physicians
assumed that a disease has a universal and necessary cause. I contrasted this
to the earlier view which the etiological program superseded. According to that
earlier view, two people could share a diagnosis even though their symptoms had
very different causes. But many mental illnesses appear to have numerous causes.
This seems to depart from the strong medical model’s idea — namely, that each
disease has one necessary cause. I will end this first section by taking up these
issues.

1.3 Causation and realization in the strong medical model

Donald Gillies raises the objection I just mentioned as a more general problem
for Carter’s analysis of nineteenth century medicine. Gillies wonders [2007, p.370]
whether it is not true that

the modern concept of causality looks rather like the early 19th century
plurivalent approach to causality which Pasteur and Koch rejected.
Consider a modern account of heart disease for example. It would be
quite legitimate to say that heart disease can be caused by smoking
and/or by eating fast food. Yet these two causes are neither necessary
nor sufficient. There might well be a patient who gets heart disease
from smoking 60 cigarettes a day without consuming even a mouth-
ful of fast food; while another might succumb as a result of eating
hamburgers and fries twice a day without smoking even once.

There are two responses one can make to this, both of which are relevant to
thinking about causal explanation. Indeed, they complement each other, although
it would take a bit more time than I have here to fully explain why. First, as
Gillies himself goes on to note (p.371), the modern conception of causation in
the life sciences is not really the same as the early nineteenth century one that
was elbowed out of the way by the medical revolutionaries. The difference is
that modern thinking has incorporated statistical methods to give much greater
empirical content to the claim that different risk factors cause the same disease.
For instance, Kendler and Prescott [2006, p.148ff] found that “stressful life events”
are among the chief causes of depression, and that they are especially depressogenic
if they involve experiences of humiliation [Kendler and Prescott, 2006, p. 160].
Constructs like these can be operationalized and their probabilistic relationships
to each other studied in order to reach a much clearer understanding of the ways
in which different causes interact so as to produce a case of depression.
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Second, we can distinguish between more remote and more proximate causes,
or talk, as Kraepelin did, of etiology and pathology. Many factors can interact to
produce the pathology that is common to all cases of a condition. On this view, all
the people who share a diagnosis do so in virtue of having a common destructive
process in their mind/brain: indeed, the diagnosis names that process: as Gillies
(p.371) says, an example is one variety of heart disease, atherosclerosis, which does
have a necessary cause, viz. tangled arterial plaques (atheromata). Such factors
as overdoing the fried food and cigarettes are more remote causes, or risk factors,
that bear a probabilistic relation to the pathology that is conditioned by other
factors.

We might prefer to say that the neuropathology realizes the disease, rather than
causes it. A particular destructive process is the way the disease occurs in humans,
and it can be brought about in many ways via combinations of risk factors. On
this view, atherogenesis just is a biochemical process of plaque formation and its
sequelae, and it can be caused in many ways. For instance, it can happen in
blood vessels whose narrowing is of no physiological consequence, and hence not
a disease process. Similarly, one might think that major depression just is some,
as yet unknown, cognitive and/or neurological process (or, perhaps, a family of
specific processes) that can be triggered in diverse ways depending on one’s genetic
inheritance, acquired psychology and contingent biography.

Let me sum up section 1. I have distinguished strong and minimal interpre-
tations of the medical model. A minimal interpretation makes no commitments
to the underlying physical structure that causes mental illness, whereas a strong
interpretation argues that mental illnesses have specific pathophysiologies.

I suggested also that we can think of the conceptual move from minimal to
strong interpretations of the medical model as akin to the shift from syndromes
to causes in the conception of disease in nineteenth century medicine. I am not
arguing for any direct historical influence of these debates, or suggesting that
contemporary psychiatrists see themselves as belonging to historically conditioned
camps (although we saw above that McHugh and Slavney do see themselves as
heirs of Sydenham). I do, however, want to suggest that we can see the strong
and minimalist camps as divided over realism about disease.

Last, I suggested in this section that we do better, if we are to be realists about
disease categories, to view diseases as realized in biological systems rather than
caused by them, and this permits strong medical thinking to acknowledge that a
realization which is shared across patients might have a variety of specific, peculiar
causes.

I will now move on to explanation, with the strong interpretation of the medical
model in mind, although much of what I say is relevant on any view of what the
medical model is all about, since minimalists tend to be as interested as anyone
else in empirical investigation of the causes of symptoms.

If disease is a pathological process in bodily systems, then there must be a way
of understanding how such processes occur in the brain, and how they explain the
clinically observable facts about mental illness. The rest of this chapter traces out
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the implications of the strong interpretation for the theory of psychiatric expla-
nation. I first deny that the medical model forces us to privilege any one level of
explanation. Section 2, therefore, discusses reductionism. I try to block the idea
that the medical model forces us in the direction of the “geneticisation” of psychi-
atry. Then in section 3 I offer a positive account of what we are doing when we
seek to explain a mental illness. I suggest that we use models to explain exemplars,
which are idealized representations of the symptoms and course of disorders. In
section 4 I look more briefly at the consequences of this view for classifying mental
disorders.

2 THE MEDICAL MODEL, REDUCTIONISM AND LEVELS OF
EXPLANATION

To find the specific causes of disease we need a background theory of normal func-
tion relative to which pathology can be identified. Finding a malfunction does
not establish the existence of a disease, since our concept of disease involves not
just biological abnormalities but also judgments that such abnormalities impede
human flourishing [Boorse, 1976; Engelhardt, 2004; Richman, 2004; Sadler, 2004;
Wakefield, 1992]. I am avoiding these broader issues. I am asking how far psy-
chiatry can adopt medical reasoning about pathogenic neurobiological processes,
which are necessary but not sufficient for mental illness.

I have argued that the medical model assumes that mental illness is brain dis-
ease, but that alone does not give us much guidance about choice of background
theory. The brain can be understood at many levels of explanation, so it is to
this issue that I now turn. I will claim that the obvious source of background
theory is cognitive neuroscience, understood very broadly. My conception of cog-
nitive neuroscience includes not just what we might think of as narrowly cognitive
phenomena, but also the systems underlying social cognition, visceral states, and
other affective processes [Schulkin, 2004]. I do not mean that all explanations will
involve cognitive levels of explanation as opposed to other levels of brain func-
tion. Cognitive neuroscience is a background theory in the sense that it provides
a general framework for understanding mental life as the upshot of information
processing systems in the nervous system at various levels of explanation, just as
medicine in general derives from theories of normal organ function. We should
think not of a cognitive level of explanation, but as a general orientation towards
the brain as a collection of systems that process information. Deficits in that
information processing can be understood via a number of theories at different
levels.

Other thinkers contend that the background theory for psychiatry is molecular
neurobiology [Kandel, 2005, ch.2]. I disagree, on two grounds: first, as a matter
of logic the medical model privileges explanations of a certain form — explana-
tions that cite a destructive process in the brain — but not a particular level of
explanation; second, there are good reasons for thinking that familiar pictures of
reduction do not apply when we are relating causal processes of very different types
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both within the organism and outside it, in the environment. A commitment to
reductionism, I think, is motivated by a metaphysical prejudice in favor of the very
small, plus an overoptimistic generalization from a few cases. Most explanations
in the life sciences cross levels [Schaffner, 1993; 1994].

2.1 The explanatory commitments of the strong interpretation

The strong interpretation seeks explanations that cite pathogenic processes in
brain systems, just as bodily diseases are explained by processes in other organs.
The process at issue need not be destructive, in the sense that it makes the system
collapse. Bolton and Hill [2004, p. 252] note that many mental illnesses seem to be
the outcome of systems in a poorly regulated state that is stable, albeit suboptimal.
But, as they say, the same is true of hypertension and Cushing’s disease; the idea
of a specific pathogenic process in medicine includes dysregulation.

However, Bolton and Hill are bothered by the thought that the medical model
requires explanations in terms of biological rather than intentional phenomena.
This, they fear, means that it can only apply when “intentionality has run out”
[2004, p. 256]. If true, this rules out using the medical model to explain the
many psychopathologies that appear to involve irreducibly intentional processes.
Their worry is reasonable if the medical model commits us to a reductive view of
biological phenomena, or, more generally, if there is an unbridgeable distinction
between understanding a phenomenon in intentional terms and providing a causal
explanation of it [Bolton and Hill, 2004, chs. 1 & 2]. But the brain is a cognitive
organ — and, indeed, a social one. Many disciplines study the effects of healthy
cognition on behavior, and there is no reason to expect that cognition will suddenly
become irrelevant to the explanation of behavior when we study mental illness.
For instance, as I mentioned above, Kendler and Prescott [2006, p.148ff.] found
that “stressful life events”, especially episodes of humiliation, are among the chief
risk factors for depression (pp. 160). They doubt, as well they should, that
humiliation can be understood in reductive terms, as a molecular process (p.350).
Yet this anti-reductionism does not stop Kendler and Prescott from calling Major
Depression one of the oldest diagnoses in medicine (p.52). And they happily
employ “classically mental constructs” (p.350) in their causal models of mental
illness.

If mental illness is caused by pathogenic systems we must understand systems in
terms of their normal function. Any conception of normal neurological functioning
must take information-processing into account, because processing information is
what brains are for. Nothing in the strong interpretation of the medical model rules
out explanations that cite cognitive processes in brains: Andreasen [1997] argues
that schizophrenia and depression are cognitive pathologies and sees psychiatry
as both a form of medicine and “the discipline within cognitive neuroscience that
integrates information from all these related disciplines in order to develop models
that explain the cognitive dysfunctions of psychiatric patients based on knowledge
of normal mind/brain function” (p.1586). I share this conception of psychiatry.
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It is fully biological but not committed to a particular interpretation of what
biological explanation must look like.

So Bolton and Hill’s worry about the compatibility of the medical with their
“neural encoding” theory [2004, ch.2] seems overstated. They are right to stress
that the brain can be seen as a socially situated, cognitive organ, but there are
advocates of a strong medical model who are equally attuned to this conception
of neuroscience. The medical model sees mental illness as the result of pathogenic
processes taking place in brain systems but does not force us to choose reductive
explanations as a matter of logic.

Now let me turn to the question of whether reductive explanations are likely to
be the norm in psychiatry as a matter of fact. Most mental illnesses are caused
by diverse environmental and genetic factors. We have little reason to think that
all the relevant causes can be given a reductive analysis, for as Schaffner dryly
points out, to specify and measure environmental variables in purely molecular
terms “would be a very long-term project” [1994, p.287].

However, you might still think that molecular processes are the root causes of
mental illness even if many other contributory factors exist. Kandel [2005, p.39]
for example, argues that “all of ‘nurture’ is ultimately expressed as ‘nature’.” Of
course behavioral and cultural factors influence gene expression — the dynamic
processes that cells use to turn gene products on and off — but Kandel seems
to have a stronger point to make: he implies that psychiatric explanations need
only mention gene expression, which will capture all the effects of prior processes
without needing us to state them in higher level terms.

Kandel’s genetic reductionism is a metaphysical position, aimed at identifying a
privileged level in nature. It is a reasonable metaphysical position to hold that all
mental phenomena involve gene expression in the brain. But that does not solve
the question we are asking, which is what conception of explanation is needed in
a mature psychiatry. In medicine the goal of causal explanation is instrumental
[Whitbeck, 1977]. We seek the factors that make a difference in a given case, not
a metaphysically privileged level.

In studying eating disorders, for example, we find that social factors may explain
particular epidemiological patterns, like different levels of eating disorder across
populations. But social factors don’t tell us why only one girl in a family gets
bulimia. To explain that we can appeal to her membership in a class of people
with a particular brain chemistry that puts her at risk [Steiger et al., 2001]. But
that does not establish that neurobiology really is fundamental. Rather, nothing
is fundamental. Culture or trauma may require biological mediation to have its
pathological effect, and vice-versa. Neither one should be considered fundamental,
but seen rather as the best way to answer a specific question about what makes a
difference in a context.

The reason for this, as Whitbeck [1977, p.630] convincingly argued, is that
medicine’s interest in causal explanation is driven by instrumental goals. The
identification of a cause of a disease often depends on what we want to control.
That is why alternative theories of etiology can complement, rather than compete
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with, each other, as in Meehl’s [1977] example of an elderly man, genetically
somewhat at risk for depression, who develops it after his spouse dies. It seems
wrong to call this a genetically caused episode of depression: the genes needed
an unusual environment, so that in most other circumstances the man would not
be depressed. But he would not have developed clinical depression had his genes
been different. Both factors are causally relevant.

Because of this stress on figuring out what makes a difference in a context,
medicine is a natural home to manipulationist accounts of causation, as Whitbeck
saw [1977, p.627-28]. The basic idea behind the manipulationist approach is that
it puts us in a position to begin explaining a phenomenon “when we have iden-
tified factors or conditions such that manipulations or changes in those factors
or conditions will produce changes in the outcome being explained” [Woodward,
2003, p.10]. This view is silent about the underlying metaphysics.

Reductionism, in contrast, bets that molecular explanation will be successful
because it picks out nature’s own preferred level. This requires us to give up a
fruitful approach in favor of a promissory note, which we have little reason to
expect to see fulfilled. (Schaffner [1998] pointed out how hard it is to supply re-
ductive explanations even in simple model organisms.) Existing medical practice
already uses cross-level explanations [Schaffner, 1993], and environmental informa-
tion about stress or other risk factors. There is in principle no objection to adding
an intentional level to the mix. The manipulationist account gives a rigorous way
to do this, since its formal properties are compatible with the identification and
interrelation of variables of any sort, from the molecular to the cultural. In the
next section I consider levels of explanation in more detail.

2.2 Levels of Explanation Again

We should expect explanation in a mature psychiatry to take a model of a normal
psychological capacity and then show how symptoms systematically depend on
disrupted processes within and between components of the model. Models need
to be multi-level, able to use information about cognitive and social processes, as
well as biological ones. I will go over this approach in the rest of this section. I
start by looking at Marr’s familiar picture of levels.

Marr [1982, p. 24-5] distinguished three levels of explanation in cognitive sci-
ence. The highest specifies the computational task accomplished by the system
of interest. The middle level describes the particular information processing al-
gorithms the system uses to solve that task. The lowest level tells us how brain
tissue implements the algorithm.

Marr wanted to build machines to do the computational tasks that minds per-
form. This led him to try to specify psychological tasks in the abstract, without
worrying about biology. As he said, we can understand flight as a process with-
out knowing anything about the physiology of a bird’s feathers. But if one is
interested in the details of biological cognitive organization in a particular species,
one obviously needs to see how mental processes are actually realized biologically,
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just as one would need to investigate feathers if one’s focus was the physiology of
birdflight. And if one were trying to establish why a bird could not fly, it would
be fruitless to look only at some abstract principles of flight that birds share with
helicopters or insects. We would need to know the details of the physical set up
and why it is dysfunctional in order to understand the breakdown. Further, re-
cent cognitive neuroscience suggests that Marr’s approach overstates the degree
to which processes can be specified independently of each other at different levels.

Marr’s three levels are different representations of the same process. But in
psychiatry different levels often represent distinct causal processes. For example,
the causes of major depression are a mix of genes and environmental adversity.
These levels do not represent, as Marr’s did, different perspectives on the same
kind of process, but processes of different kinds.

So we must amend the Marrian picture in the light of the two complications I
have mentioned. First, then, we should look for physical structures in the brain
that carry out information-processing jobs, or “cognitive parts” [Glymour, 1992].
Mental capacities can be distinguished functionally, but the final decomposition of
our mental life into cognitive parts — physical structures in the brain that carry out
information-processing jobs — should be guided by the interrelation of cognitive
hypotheses and physical facts. The decomposition of cognitive activity and the
identification of cognitive parts mutually inform each other [Bechtel and Mundale,
1999; Zawidski and Bechtel, 2004]. The result may be a functional specification of a
psychological process that is less abstract, and less elegant, than one would expect
on engineering grounds. When we understand lower level processes we might
discover that they constrain higher level processes. Abstract specifications might
lead us to harbor expectations about the system that turn out to be incorrect.
Nature does not always hit on the solution that a human engineer might come up
with if she started from scratch.

Here’s a famous example. Mishkin et al. [1983] cited lesion studies of monkey
brains to show that visual information is processed along two main routes (my
discussion of the philosophical morals of this work draws heavily on [Zawidski
and Bechtel, 2004]). One route defines the “What” system: lesions in this system
prevent the recognition of familiar objects; this, together with the very large visual
receptive fields of the neurons in this system, suggest that those neurons identify
the physical qualities of objects, enabling them to be re-identified regardless of
their locations in the visual field. This system is defined by the ventral stream,
in which visual information moves from prestriate cortex down to areas TEO and
TE.

Mishkin argued that the “what” system forgets information about location.
That is the province of the dorsal or “Where” pathway. It runs into the posterior
parietal cortex. Lesions there prevent monkeys from responding appropriately to
an object in ways that are sensitive to the object’s spatial position.

The final picture was more complicated than this original proposal. But neither
the complications, nor the original separation of “what” and “where” processing,
would have been predicted via attempts to reach an abstract task decomposition
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of the visual system.

Cognitive neuroscience puts much tighter constraints on the relations between
levels than the Marrian engineering project. Our understanding of biological real-
ization feeds back into and constrains our understanding of the abstract structures
of cognition. Rather than relating abstract psychological capacities to each other,
higher level descriptions of the mind/brain relate capacities understood as func-
tional descriptions of fairly coarse-grained brain areas rather than purely abstract
computational task specifications. Theories of the normal system specify the na-
ture and interrelation of cognitive parts. Armed with these assumptions about
cognitive parts, psychiatrists can see a disorder as a breakdown in normal func-
tioning within and between cognitive parts.

I have argued that cognitive processes taking place in the brain cannot be
understood as abstractly as Marr imagined. I now turn to the second problem I
mentioned earlier. Levels-talk is often used to specify processes that operate across
different phenomena, not different descriptions of the same phenomena. Most
mental illnesses, for example, are caused by a complex interaction of proximal
causes, within the organism, and distal, environmental causes.

2.3 Levels within and without

In a classical theory reduction we aim at replacing higher-level generalizations
with lower-level ones and bridge laws translate the higher level vocabularies into
a common lower one. Something like this is anticipated by Kandel’s assumption
that facts about higher level processes can be restated in terms of genes. Such a
vision may make sense when we are talking about generalizations that apply at
different levels to the same structures or processes. But this reductive project is
not likely to be even imaginable when we are dealing with processes of radically
different kinds. Marr’s levels represent the same process in different ways. But
suppose that an interaction of genetic endowment and long-term unemployment
conspire to make someone depressed. In this case we are dealing with different
processes, not the same process realized in different ways.

It is hard enough to imagine a molecular reduction of a psychological construct
like humiliation (which, we saw above, is depressogenic). It is even harder to imag-
ine a reductive analysis of socio-cultural factors like unemployment or childhood
sexual abuse. They have brain effects, but the brain effects vary across classes of
individuals in ways that depend on other environmental and genetic contexts (see
[Kendler and Prescott, 2006] for a comprehensive review.)

Schaffner [1993; 1994] suggests this interlevel structure is the norm throughout
biology, where we frequently find ourselves relating causes and effects at different
levels of explanation. Psychiatric explanations will continue to employ different
levels, or (perhaps better) types, of explanation, that combine several different
processes in one explanatory structure. I turn now to a logically separate question
— what are we trying to explain in this way? I suggest that we are trying to
explain exemplars, which are idealized descriptions of mental illnesses at various
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levels of explanation. The need for them arises from the confrontation between
great variation in clinical reality and the need to simplify in order to render that
reality scientifically tractable. That is, we must identify the modal processes —
those that occur most frequently in a population.

3 EXPLANATION

3.1 Exemplars

I shall now argue that explanation in psychiatry, qua branch of cognitive neu-
roscience, proceeds via model-based explanation of exemplars. Now, mental dis-
orders manifest themselves differently according to the different biographies, cir-
cumstances and psychological properties (including the other psychopathologies)
of the people who have them. This is why we need exemplars. An exemplar is
not a model, but an idealized description of what we need to explain, whereas a
model is used to explain the exemplar.

An exemplar is best thought of as an imaginary patient with the textbook form
— the symptoms and natural history — of a disorder, and only that disorder. (Or,
we can think of an actual patient as an exemplar of a disorder enriched with a set of
real-world facts.) Thus, the exemplar for major depression might include lowered
affect, serotonin imbalances, negative (but complicated) self-assessment, disturbed
sleep and lethargy and lack of motivation. As well as information about the pre-
sentation of a patient at a time, exemplars include information about the course
of disorders. Discrimination among conditions via information about their histo-
ries is characteristic of theory-building in medicine: Sydenham used information
about course to distinguish chicken pox from small pox in the seventeenth century.
Contemporary psychiatry still uses this method to disentangle related diagnoses
or support a unitary interpretation of a category: the idea that schizophrenia is
one disease rather than a bundle of conditions is supported by the similarities in
development across patients [Lewis and Levitt, 2002].

The conception of mental illness that I earlier argued was characteristic of the
minimal medical model is a natural fit here, and in some ways one can see that
approach in the construction of a set of exemplars. What is necessary, though, is
to treat the construction of exemplars as setting the causal-explanatory challenge.

We need to identify robust processes [Sterelny, 2003, p.131-2, 207-8] that are
repeatable or systematic in various ways across individuals, rather than the actual
processes that occur as a disorder unfolds in one person. Building an exemplar
involves construing a condition according to the minimal medical model; we iden-
tify a set of symptoms and a characteristic history that is shared by patients who
have the condition, extracting the commonalities from the noise of individual vari-
ation. But we do not stop there: the ultimate goal of the strong interpretation is
causal understanding of a disease. We build a model to serve this end. It aims
to represent the pathogenic process that accounts for the observed phenomena in
the exemplar. Then we show how those relations, in their turn, resemble the ones
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that exist in the actual condition as realized in particular patients.

It is a recurring theme in the history of psychiatry that we conceive of a disor-
der as an ideal type that can be realized in individuals in different ways. Charcot
[1887-88] distinguished archetypes, or the ideal types of a disorder, from formes
frustes, the imperfect forms in which the ideal type occurs in individual subjects
with some of its features missing or altered. Birnbaum [1923] is another exam-
ple. He argued that a psychosis contains both pathogenic features, which define
its essential structure, and pathoplastic features, which depend on the personal
circumstances of a given patient. Neuroscientists who talk about the effect of a
tumor, lesion or other pathological process must do something similar, since their
task is to distinguish the core deficit that is shared across different patients and
then explain it as the result of a lesion in a cognitive part. A different approach,
exemplified by Bentall [2005] is to look for the smallest unit of explanation that
reliably replicates across patients — Bentall advocates forgetting about diagnoses
like depression or schizophrenia and seeing individual cases as mosaics made up
of recurring symptoms like hallucinations. In general, the process of idealization
seems to me to be more typical of successful science. Bentall’s approach is also
open to the problem of knowing where to stop when one begins to discriminate
into smaller units.

The same process of exemplar construction, though, can, in the spirit of Bentall,
be applied recursively to symptoms within the wider structure. For example, a
symptom of depression like “hopelessness,” might have an exemplar. This could in-
clude features like “automatic cognition”, which produces persistent, wide-ranging
negative self-evaluations (“I got a bad grade because I’m stupid, I’ve always been
stupid and that’s why I don’t have a girlfriend.”)

We might combine diagnostic exemplars of particular diseases, too, into more
general categories like mood disorders or addictions. This gives us an initial clas-
sification that can be refined as more is learned. If Ross et al. are correct about
pathological gambling, for instance, an initial bifurcation of addictions into forms
of drug dependency and behavioral addictions might be revised so that addictions
to gambling and cocaine come to be seen as disorders of the dopamine reward-
based desire/learning system.

The result is a very ecumenical picture, with lots of symptoms at different levels
of explanation jostling together in the exemplar. The overall goal is to vindicate
the strong interpretation of the medical model by explaining these abnormalities in
biology, behavior and cognition in terms of abnormal processes within and between
cognitive parts.

Our knowledge of the pathophysiology is typically scantier in psychiatry than
in general medicine, in which we have very often developed our models to such
an extent that we can think in terms of just a (perhaps partly) completed model
that shows how the symptoms depend on unobserved processes. But logically
there are (and historically there have been) at least these steps: first, the study of
patients; second, the construction of an exemplar by isolating those features which
the patients share; third, the explanation of why the exemplar takes the form it
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does; fourth, relating the exemplar to its realization in individuals.
My approach to psychiatry derives from a general view about biomedical ex-

planation which shares features with Thagard’s [1999, 113-117] account of how
medicine explains disease. Thagard argues for seeing diseases as networks of causal
factors, with their nodes linked not by conditional probabilities but by causal re-
lations. We discover these relations using epidemiological and experimental meth-
ods. Thagard’s causal networks provide “a kind of narrative explanation of why
a person becomes sick” (p115). (Recall, above, our discussion of what Cooper
[2007] calls natural history explanation.) Thagard’s narrative explanations re-
semble what I call exemplars in that they include information about the typical
course of a disease as it unfolds over time, including information about typical
risk factors for the disease, such as the finding that heavy use of aspirin increases
acid secretion, which makes a duodenal ulcer more likely. This is a description,
like an exemplar, but not really an explanatory model, since the causal network
does not specify how each causal factor produces its effects. He calls the network
(p.114-115) a set of “statistically based causal relations”.

Thagard (p. 106) also mentions mechanisms as having a role in the explanation,
but he leaves the relation between mechanisms and disease networks unclear. We
are not told whether the nodes in the network are the output of mechanisms
whose nature we understand, whether they are putative outputs of mechanisms,
or whether they are just symptoms that need to be explained mechanistically in
some way or other. It is necessary to be clearer than Thagard about the relations
between an explanatory model and the prior description of a set of observable
relations, or, in my terms, the relation between model and exemplar.

Like the exemplars I talk about, Thagard’s causal network is what needs ex-
plaining. But I do not presume that the relata in the exemplar are causally rather
than probabilistically related: exemplars are narratives, but not narrative expla-
nations. The underlying causal relations do the explaining.

Our job is to explain the observed relations by identifying the mechanisms that
give rise to them. To do that in medicine, and therefore in medicalized psychiatry,
we exploit knowledge of the mechanisms that give rise to the normal forms of the
behavior. To do that we need a scientific theory that explains how cognitive parts
work and interact, so that we can explain abnormal outcomes as a product of
the organism’s failure to function normally. We causally explain the abnormal by
drawing on our knowledge of the normal.

Exemplar explanation, then, belongs to a tradition that deals with the messiness
of reality by first constructing a simplified system and seeing how it behaves and
second, by showing how relations among parts of the simple system resemble
relations in real-life systems. In the rest of this section I will try to make this idea
more precise by locating exemplar explanation in the conceptual vicinity of some
theories drawn from the literature on modeling. Then in the last section I will
give concrete examples to further illustrate the idea.
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3.2 Models

The exemplar, remember, does not explain the disorder. It sets the explanatory
task. We get an explanation when we successfully model the condition. Kraepelin
did not provide a model of schizophrenia when he distinguished dementia praecox
from other forms of dementia. Rather, he described an exemplar — the symptoms
and course that characterize the disease. But why the symptoms and course have
that form is what we need to explain; and we do that via a model. In this section
I will say more about modeling.

I start by borrowing a way of talking about models [Giere, 1988; Godfrey-Smith,
2006; Weisberg, 2007] that distinguishes between the target system, the model,
and the description of the model. Weisberg and Godfrey-Smith take this to imply
the indirectness of modeling, since one is explaining nature by first constructing
and explaining something else, the model system, which one treats as an indepen-
dent object with properties of its own. Having understood the model, one then
“co-ordinates”, as Weisberg puts it, the properties of the model with real-world
phenomena. I’ll say more in a moment about how that works. Weisberg calls the
alternative strategy abstract direct representation, in which one identifies proper-
ties of interest in a real world system and represents them directly via, say, an
equation (or, in Weisberg’s example, the periodic table), rather than first figuring
out how a model works and then using that knowledge to understand nature.

Weisberg’s language may suggest he thinks that representation in modeling
takes an indirect form (as opposed, say, to representation in language, or the
representation of age by tree rings) but I take it he does not think that. It is
not that there is a funny, indirect kind of representing going on, but that the
representation of reality by theory goes in two stages; theory-model, and model-
reality.

The basic modeling strategy in biology and biomedicine should be seen as the
manipulation of concrete entities. But in some cases these entities are imaginary:
they are concrete in that they are individuals with specific features, but some-
times they are manipulated in thought, or on a computer, not in vivo. A disease
exemplar is as an imaginary patient who has the syndrome in an idealized form.
Similarly, as Wachbroit [1994] argued, when we say that an organ is normal, we
employ a biomedical concept of normality that is neither normative nor statisti-
cal. Rather, it is an idealized description of a component of a biological system
in an unperturbed state that may never be attained in actual systems. But it is
the account of the organ that gets into the physiology textbook. This concept of
normality is not justified by appeal to a conceptual analysis that aims to capture
intuitions about what’s normal. It draws all its authority from its predictive and
explanatory utility: against the background of assuming normal heart function,
for example, we account for variation in actual hearts (a particular rhythm, say),
by citing the textbook rhythmic pattern (which may be very unusual statistically)
and identifying other patterns as arrhythmic. Likewise, psychiatrists and neu-
ropsychologists assume a theory of normal function of cognitive structures that
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is a set of idealizations. Interestingly, Ankeny [2000; 2002] argued that a model
organism is a “descriptive model”, which is an idealized representation of a par-
ticular species, like C. elegans. There may be no naturally occurring organism
with exactly that set of genes, but differences in behavior or development can
be compared against the idealized “wild type” and, in theory, traced back to the
differences between types and the genetic differences they depend on.

Godfrey-Smith [2006] also thinks that model-based biological and cognitive sci-
ence typically involves imagining fictional entities. But he is reluctant to draw too
close a parallel between imagining fictional systems and manipulating material
entities. I think, though, that the latter should be taken as the basic case; we can
see the point of the strategy in its clearest form by reflecting on cases in which
actual systems are built.

Model organisms are obviously one case, in which abstract models can be
checked against biological reality by making them material. Model-building in
the life sciences involves taking a theory of how the world works and testing that
theory by manipulating a simple intermediate system, whether in thought or in
a lab. We cannot build an exemplary patient as we can construct a genetically
engineered vole or sea hare, since the psychiatrist or physician can only imagine
physical systems — an exemplar and perhaps a set of putative models. But the
basic idea is the same. We can imagine what an exemplary patient would be like
and try to explain why, by drawing on our knowledge of the actual physical work-
ings of the systems our imaginary patients would contain if they were real people.
When we explain a mental disorder, we show that some biological, cognitive or
other processes cause the symptoms and course that make up the exemplar, which
is the ideal imaginary patient. The exemplar represents the syndrome and course,
and the model explains the relations between features of the exemplar. Then we
explain real patients by pointing to the resemblance between the model and the
world.

The model can be more or less realistically construed, depending on the avail-
able information which the model-builders possess and their general intellectual
commitments. Data on the nature and location of brain lesions, for example,
correlates biological insults with symptoms, but do not show how the disturbed
function depends on a cognitive part. So a model that relates lesions to features
of the exemplar is not a realistic model of causal structure in the brain, but it has
some predictive power. In other cases, the model may depict the actual causal
relations responsible for the symptoms. The causes are diverse biological and
non-biological factors, often interacting in complicated ways, and typically they
raise the probability that something will happen, but they do not make it certain.
Modeling exemplars is not a search for laws governing mental phenomena, but a
search for the causal relations that explain the presence of exemplary features.
The assumption is that those relations in the exemplar resemble relations that ob-
tain in actual humans who meet a diagnosis, but an exemplar itself is a descriptive
abstraction.
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3.3 Clinical Application

Psychiatric models explain exemplary disorders. The point of it all, though, comes
when that understanding lets us help patients. Guze [1992] calls this the move from
the biological perspective to the clinical one. In making the move we shift from
a general description of a disease process to a specific description of the biology
of an individual. The clinician takes the imaginary ideal patient and specifies
more real-world detail, so as to produce a description of a smaller set of patients,
perhaps even a single case. The scientific project generalizes, whereas the clinical
one uses the resources of the science to help individuals.

When we explain a disease, we construct an exemplar and model it. But the
causal structure that explains the exemplar resembles real world patients to vary-
ing degrees. So when we talk about individuals we explain their symptoms by
identifying processes in the patient and showing how they resemble some part of
the model. Godfrey-Smith [2006], following Giere, suggests that there may not be
a helpful general treatment of these resemblance relations. They are not formal
relations but the sort of comparisons between imaginary and real states of affairs
that we all perform effortlessly. If there is a general theory, then, it is likely to be
found not by philosophers but by cognitive scientists studying analogical thought
(e.g. [Hummel and Holyoak, 2005]). And recall that I sided earlier with Whit-
beck in arguing that instrumental concerns drive our search for explanations in
biomedicine. The clinically significant relations between disease model and pa-
tient are likely to be highly context-specific; they will be determined in part by
whether they offer opportunities for successful therapeutic interventions, which
depend not just on how the world is arranged, but also on what our resources and
opportunities are.

In displaying causal relations that give rise to exemplary features, the model
presents opportunities for therapeutic action. The model defines a set of relations
that differ from those present in a real patient along various dimensions. The
degree to which a symptom is present, for example, might need to be specified
precisely in a clinical setting, whereas in the exemplar the symptom can be defined
as inhabiting some range of values, any one of which might apply in nature. Or we
can supply a determinate story that embraces the details of the beliefs and other
intentional states of the patient, instead of just citing the fact that a particular
information-processing pathway is implicated in patients of that type.

Also, not every patient instantiates every feature of an exemplar, and so not
every part of a model will apply to a given patient. Once we understand the
resemblance relations that exist between parts of the model and the exemplar, we
can try to manipulate the model so as to change or forestall selected outcomes in
the real world. Which is, in the end, what gives the whole enterprise its point. To
reach that end, though, we may need to adopt a very abstract research perspective:
as often happens in science, we understand the complexity of the real world by
looking at an imaginary version of it that we first learn to control.
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4 CONCLUSIONS

I have distinguished minimal and strong interpretations of the medical model. A
minimal interpretation thinks of diseases as collections of symptoms that occur
together and unfold in characteristic ways, but it makes no commitments about
the underlying causes of mental illness. A strong interpretation of the medical
model, on the other hand, does make commitments about causes. The strong
interpretation argues that mental illnesses are caused by distinctive pathophysio-
logical processes in the brain. However, I have also argued that there is nothing in
the strong interpretation that requires this destructive process to be understood
at only one level of explanation. The sciences of the brain recognize many different
levels of explanation, including the intentional. I further argued that this approach
can underwrite a form of explanation that has a long tradition in psychiatry and
is widely used in the life sciences, namely the construction of models of idealized
processes that can then be compared to actual systems. This approach can use as
many levels of explanation as are needed to produce an idealized representation of
a disease process and then relate that ideal type to the specific causal pathways
that occur in clinical subjects. This explanatory approach is entirely in keeping
with the core insights of the strong medical model, which are that diseases are
destructive processes realized in bodily systems that depart from the ideal type of
the disease in specific ways. There is nothing in that idea of disease that implies
a commitment to reductionism as opposed to a commitment to whatever explana-
tory resources are needed to construct disease models and specify the ways in
which they resemble individuals subjects.
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BRAIN DEATH

John P. Lizza

HISTORICAL INTRODUCTION

The modern challenge to articulate a definition and neurological criteria for the
determination of death was instigated by advances in medical technology and organ
transplantation in the early 1950’s and 1960’s. In the 1950’s the increased use of
artificial respirators created clinical situations in which the patient’s heart would
beat spontaneously, but there was no discernible brain activity and respiration
was mechanically sustained. To some, it seemed that these patients were more
dead than alive. If so, the traditional criterion for determining death on the basis
of cessation of circulation and respiration was inadequate.

In the medical field, the French physicians P. Mollaret and M. Goulon [1959]
published a landmark paper in Revue Neurologique in which they described and
suggested criteria for a condition they called “le coma dépassé (irreversible or
irretrievable coma)” — a condition now commonly called “brain death.” It was
characterized by “immobility of the eyeballs in a neutral position, mydriasis, absent
light reflex, absent blinking with stimuli, absence of swallowing reflexes, ‘dropping
of the jaw,’ absence of motor responses to any stimuli, muscle hypotonia, tendon
areflexia, equivocal plantar reflexes, ‘retention of idiomuscular contraction with
muscle edema,’ absence of ‘medullary automatism’ and sphincter incontinence,
absence of spontaneous respiration after discontinuation of ventilation, immedi-
ate cardiovascular collapse as soon as the noradrenaline infusion is stopped, and
disturbance of thermoregulation-hypothermia or hyperthermia - depending on the
environmental temperature” [Wijdicks, 2001a, p. 3].

In the 1960’s, advances in organ transplantation techniques and some unusual
legal cases provided additional impetus to rethinking the definition and criteria
for determining death. Since organ transplantation requires well-preserved organs
and is facilitated by removing organs from the donor as soon as possible, there was
interest in declaring death at the earliest possible moment. However, as is still the
case today, the law required that donors must be dead before vital organs could be
removed for transplantation. Adopting a neurological or brain-based criterion for
determining death would thus enable death to be declared earlier in some clinical
situations.

The unusual legal cases included one in New York in which a woman was as-
saulted, became comatose, and required the support of a respirator. When a
physician later removed her from the respirator, the person accused of the assault
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argued that the doctor’s action, not the assault, caused the woman’s death. The
physician, on the other hand, argued that the woman was already dead when he
shut down the respirator [Beauchamp and Perlin, 1978, p. 3]. A second case in
Virginia involved a laborer, Bruce Tucker, who fell and suffered a massive head
injury. The patient was clinically saved by electrical shock to the heart, but had
a flat electroencephalograph “with occasional artifact.” An organ transplantation
team removed Tucker’s heart and argued that Tucker had died, even though Vir-
ginia law at the time defined death as the cessation of all bodily functions. In a
suit brought by Tucker’s family challenging the surgeon’s action, the Virginia court
found in favor of the surgeon. This was interpreted as the court’s endorsement of
a neurological criterion for determining death [Veatch, 1972].

However, it was not until 1967-68, under the leadership of Henry Beecher, that
the Ad Hoc Committee of the Harvard Medical School to Examine the Definition
of Brain Death [1968] formally proposed “irreversible coma” (a permanently non-
functioning brain) as a new criterion for determining death. This committee was
extremely influential in promoting adoption of a neurological criterion for death.
In 1970 Kansas became the first state to legally adopt the recommendation of the
Harvard Committee. Many other states, however, did not adopt the new criterion,
and thus there was a problem that someone could be legally dead in Kansas but
alive, for example, in the neighboring state of Missouri.

To address this problem, the 1981 President’s Commission for the Study of Eth-
ical Problems in Medicine and Biomedical and Behavioral Research was charged
with proposing a uniform statutory definition of death that could be adopted by all
states in the union. The result of the Commission’s efforts was the Uniform Deter-
mination of Death Act, which holds, “An individual who has sustained either (1)
irreversible cessation of circulatory and respiratory functions, or (2) irreversible
cessation of all functions of the entire brain, including the brainstem, is dead”
[President’s Commission, 1981, p. 2]. By 1994 every U. S. state and the Dis-
trict of Columbia had either judicially or legislatively adopted the provisions of
the act.1 New Jersey is exceptional in having subsequently enacted a “conscience
clause” that allows individuals who do not accept any neurological criterion for
determining death to have only the traditional criterion of cessation of circulation
and respiration apply.2 Some Orthodox Jews and American Indians, for exam-

1For the specific state statutes, regulations, and case law that have recognized the criteria for
determining death in the Uniform Determination of Death Act, see Charles M. Kester [1994, pp.
44-46 footnotes).

2Section 26:6A-5 of the New Jersey Declaration of Death Act reads:

Death not declared in violation of individual’s religious beliefs. The death of an
individual shall not be declared upon the basis of neurological criteria pursuant
to sections 3 and 4 of this act when the licensed physician authorized to declare
death, has reason to believe, on the basis of information in the individual’s available
medical records, or information provided by a member of the individual’s family
or any other person knowledgeable about the individual’s personal religious beliefs
that such a declaration would violate the personal religious beliefs of the individual.
In these cases, death shall be declared, and the time of death fixed, solely upon the
basis of cardio-respiratory criteria pursuant to section 2 of this act, L.1991, c90, s5.
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ple, reject the neurological criterion on religious grounds. New York allows some
discretion, but is less explicit about exceptions to the declaration of death on the
basis of neurological criteria. It allows but does not require physicians to accom-
modate family views on the definition of death [Veatch, 1999, p. 139]. Such legal
provisions may provide some early acknowledgment that the definition of death
goes beyond strictly biological or medical considerations.

Acceptance of death based on the irreversible loss of all functions of the brain,
including the brainstem, has been widely accepted in law and medicine around
the world. However, there are some exceptions. Japan, for example, accepts the
use of the neurological criterion, but only in cases involving organ transplantation
and acceptance by the patient and family [Lock, 2002, p. 181]. In the United
Kingdom, the irreversible loss of brainstem function is the accepted criterion for
determining death. Since the brainstem includes the ascending reticular activating
system, the functioning of which is required for consciousness, the irreversible loss
of all brainstem function entails the irreversible loss of consciousness, as well as
that of unassisted respiration and circulation [Pallis, 1983; 1999]. The neurological
criterion has also been generally accepted by most major religions, including Ju-
daism, Islam, and Christianity. However, there is certainly robust debate among
members of these religions about its acceptability. Also, as will be the focus of
this article, there continues to be a good deal of philosophical debate about the
neurological criterion for determining death. Why should we accept “brain death”
as death?

THE BRAIN AND ITS FUNCTIONS

Before examining the justification for and challenges to accepting “brain death” as
death, it may be helpful to briefly review some of the basic structure and functions
of various parts of the brain and some of the confusion of terminology surrounding
the term “brain death.”

The brain has three major divisions: (1) the cerebrum and its outer shell called
the cortex, (2) the cerebellum, and (3) the brainstem, consisting of the midbrain,
the pons, and the medulla oblongata. The cerebrum is sometimes referred to as
the “higher brain,” because it primarily controls consciousness, thought, memory,
and feeling. The brainstem is also sometimes called the “lower brain,” because
it controls spontaneous, vegetative functions like swallowing, yawning, and sleep-
wake cycles. However, these terms are somewhat inaccurate, as “higher brain”
functions require interaction between the cerebrum and the ascending reticular
activating system in the brainstem. Also, there is evidence [Shewmon et al., 1999]
that some infants born with congenital apallia (intact brainstems but no cerebral
matter) may demonstrate rudimentary conscious awareness. The cerebellum is
responsible for the regulation and coordination of complex voluntary muscular

(http://www.braindeath.org/law/newjersey/htm). See also Orlick [1991]. For an interesting
commentary on this conscience clause, see Veatch [1999].
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movement.
Respiration is normally controlled in the brainstem by neurons in the medulla

stimulating the diaphragm and intercostal muscles which cause the lungs to fill
with air. The medulla also normally regulates the rate of breathing to maintain
the appropriate levels of oxygen and carbon dioxide. When the respiratory center
in the medulla is destroyed, respiration will cease unless it is maintained artificially
by a respirator or “ventilator.” The artificial respirator serves to compensate for
the inability of the thoracic muscles to fill the lungs with air due to the lack of
neural input from the brainstem [President’s Commission, 1981, p. 15].

In contrast to the respiratory system, which depends on neural inputs from the
brainstem, the heart can pump blood without external control. Normally, the
brain modulates the rate and force of the heartbeat, but this neural input is not
necessary for the heart to contract adequately to circulate the blood. When an
individual is dependent on a respirator, the heart can continue to beat, even if the
individual has lost all brain functions [President’s Commission, 1981, p. 16].

When there is severe injury to the brain and an individual has irreversibly lost
all brain functions, including those of the brainstem, consciousness, sensation, and
affect are no longer possible. In addition, the brainstem mediated reflex to breathe
is also absent. Without an artificial respirator, respiration immediately ceases.3

However, when there is less severe injury to the brain, involving major damage to or
destruction of the cerebrum but leaving the brainstem intact, an individual may be
in what is called a “persistent vegetative state.” These individuals do not require
an artificial respirator for support, as the respiratory centers in their brainstem
still function. They may also exhibit spontaneous, involuntary movements, such
as yawning, grimacing, and eye opening. However, these individuals exhibit no
conscious awareness of self or the environment.

The widely publicized cases of Karen Ann Quinlan, Nancy Cruzan, and Terri
Schiavo have brought the condition of persistent vegetative state to public aware-
ness. Recent research has also focused on the persistent vegetative state, partic-
ularly on how to distinguish it from what is called a “minimally conscious state”
and whether conscious recovery from the persistent vegetative state is possible.
Some of the main epistemological, metaphysical, and ethical issues concerning the
persistent vegetative state will be addressed in a separate section at the end of
this work. At this point, it is important to note that the persistent vegetative
state is physiologically different from the state of an individual that satisfies the
current “whole-brain” criterion for death. Most significantly, although individuals
in persistent vegetative state require artificial feeding and hydration, they have
intact brainstems, which allow them to breathe on their own. No jurisdiction in
the world currently recognizes individuals in persistent vegetative state as legally

3A clinical diagnosis of brain death can be made when the following four conditions are met:
(1) complete, unresponsive coma; (2) a known history of injury that rules out the possibility
of transient causes, such as drug intoxication and hypothermia; (3) absent brainstem reflexes;
and (4) apnea (inability to spontaneously breathe). For a more complete account of the tests
used for these conditions, see, for example, American Academy of Neurology, Quality Standards
Committee [1995], and Wijdicks [2001b].
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dead.

Although the neurological criterion for determining death has been widely ac-
cepted and governs the normal day-to-day medical practice in declaring death,
there has been a good deal of confusion among ordinary people, as well as health
professionals, over the use of the term “brain death.” It is not uncommon to read
newspaper accounts of how someone who satisfies the clinical criteria for “brain
death” is being kept “alive.” Similar references can also be found in medical writ-
ings. Surveys of lay people, as well as health professionals, have continued to reveal
confusion over the definition and criteria for death [Arnold et al., 1968; Delmonico
and Randolph, 1973; Black and Zervas, 1984; Youngner et al., 1985, 1989; Savaria
et al., 1990; Deneffel et al., 1992; Youngner, 1992; Pearson et al., 1995; Joffe and
Anton, 2006; Joffe et al., 2007;]. Some of those surveyed considered individuals in
persistent vegetative state as satisfying the concept of “brain death,” even though
individuals in persistent vegetative state retain brainstem functions and thus do
not satisfy the legal neurological criterion for determining death. Others in the
surveys distinguished the “brain-dead” from those who are really or truly “dead.”

Much of this confusion may be attributable to the use of the term “brain death,”
since it may suggest that there are two kinds of death: brain death and ordinary
death. If we take the President’s Commission’s report as the “received view” in
law, death is defined as the “permanent cessation of the integrated functioning of
the organism as a whole [President’s Commission, 1981, p. 55].” The term “brain
death” is then best interpreted as referring to one of two criteria or standards
for determining when death occurs. Thus, in addition to the traditional criterion
for determining death, i.e., the irreversible cessation of circulatory and respira-
tory functions, the Commission proposed that “the irreversible cessation of all
functions of the brain, including the brain stem” could serve as another criterion
for determining when death occurs. This criterion can be used when the single
biological phenomenon of death may be masked by the presence of a respirator.
On the received view, it is therefore contradictory to say that a person is “brain
dead” and yet still alive. Since “brain death” refers to a diagnostic state that
serves as a legal criterion for death, the “brain dead” are legally dead. Recently,
the President’s Council for Bioethics [2008, p. 19] has recommended the use of
the term “total and irreversible brain failure,” instead of “brain death,” to avoid
the suggestion that there are two kinds of death.

However, as will be discussed in more detail below, it may be that some of the
confusion of terminology in the public and in the minds of some health professionals
may be symptomatic of deeper problems with the current neurological criterion
for death. Some more sophisticated critics, who reject “brain death” as death
and accept only the traditional circulatory and respiratory criterion, argue that
individuals who satisfy the whole-brain neurological criterion of death but receive
artificial support are still alive [Jonas, 1974; Becker, 1975; Byrne et al., (1982/83)
2000; Quay, 1993; Seifert, 1993; Shewmon, 1997, 1998a, 1998b, 2004a; Taylor,
1997; Potts et al., 2000;]. These critics hold that such patients have not ceased
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to function as integrated organisms as a whole, albeit through artificial support
and, therefore, are not dead. Other critics of the current whole-brain neurological
criterion maintain that all brain functions do not need to cease in order for someone
to be dead [Veatch, 1975, 1988, 1993; Engelhardt, 1978; Green and Wikler, 1980;
Gervais, 1986; Zaner, 1988; Lizza, 1993, 2006; Wallace, 1995; McMahan, 1995,
2002]. They believe that the irreversible loss of just those brain functions required
for conscious experience is sufficient for the death of a person. In their view,
“death” should therefore be extended to individuals in a persistent vegetative
state, if such individuals have no potential for conscious experience. These critics
believe that such a potential is essential to the life of a living human being or
person.

JUSTIFICATION FOR ACCEPTING “BRAIN DEATH” AS DEATH

When the 1968 Ad Hoc Committee of the Harvard Medical School formally in-
troduced a neurological criterion for determining death, the Committee proposed
“irreversible coma” as a new criterion for death and suggested clinical tests for
its determination [Gervais, 1986, pp. 8-10]. The Committee’s report, however,
says little, if anything, about the definition of death for which the criterion was
proposed. Also, the Harvard Committee shifted back and forth between endorsing
the loss of consciousness, as opposed to the loss of bodily integration, as the con-
ceptual foundation for the whole–brain diagnostic criterion that the Committee
eventually proposed [Pernick, 1999, p. 12]. Indeed, the Committee’s characteri-
zation of the criterion as “irreversible coma” reflected this ambiguity, as the term
had been used by some in the past to describe the condition of individuals in deep
coma or persistent vegetative state [Joynt, 1984].

It is also worth noting that, although the 1981 President’s Commission stated
that “the basic concept of death is fundamentally a philosophical matter,”it cau-
tioned that such “broader formulations would lead down arcane philosophical paths
which are at best somewhat removed from practical application in the formula-
tion of law” [President’s Commission, 1981, p. 56). Although that Commission
[1981, p. 55] considered two alternative definitions of death, i.e., “departure of the
animating or vital principle” and “irreversible loss of personhood,” it ultimately
endorsed “the permanent cessation of the integrated functioning of the organism
as a whole” as the definition of death. The Commission wrote:

On this view, death is that moment at which the body’s physiological
system ceases to constitute an integrated whole. Even if life continues
in individual cells or organs, life of the organism as a whole requires
complex integration and without the latter, a person cannot properly
be regarded as alive. [President’s Commission, 1981, p. 33]

In addition, the President’s Commission [1981, p. 41] claimed that its accep-
tance of the “whole-brain” neurological criterion of death did not introduce a new
concept of death, but merely provided another means for determining when death,
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as traditionally understood, occurs. The rationale offered by the Commission was
that it viewed death, in the traditional sense, to mean the loss of integration of the
organism as a whole. Just as the irreversible loss of heart and lung functions marks
the loss of integration of the organism as a whole, so too, the Commission argued,
the loss of all brain functions marks the loss of organic integration. Death occurs
when functions essential to the maintenance of the organism as an organism, as
opposed to a collection of organic parts, permanently cease. Thus, the brain is
understood as the essential control center for the integration of the organism as
a whole. Indeed, some supporters of the whole-brain criterion maintain that the
irreversible loss of circulation and respiration is an acceptable criterion for deter-
mining death, because it entails the irreversible loss of the critical functions of the
brain [Bernat et al., 1982; Bernat, 2002].

The Commission used this definition of death to respond to two problematic
classes of individuals that challenged the criteria. The first class, which at the
time of the Commission’s report was more hypothetical than real, consists of arti-
ficially sustained human beings with no brain functions, e.g., artificially sustained,
pregnant women who have lost all brain functions but are maintained on “life-
support” to allow the fetus to gestate long enough so that it can be removed by
Caesarian section [Field et al., 1988; Bernstein et al., 1989; Anstötz, 1993]. This
class would also include the extraordinary case reported by D. Alan Shewmon
[1998a] in which a male with no brain functions was sustained for over 20 years.
Critics of the neurological criterion for death [Jonas, 1974; Becker, 1975; Byrne et
al., (1982/83) 2000; Veatch, 1982, 1992; Gervais, 1986; Halevy and Brody, 1993;
Seifert, 1993; Wikler, 1995; Shewmon, 1997, 1998a, 1998b, 2004a; Taylor, 1997;
Truog, 1997; Brody, 1999] argue that such individuals are still alive, as they retain
organic integration and have not lost syntropy. To rule out this class of counterex-
amples to the proposed criteria, the Commission relied on the strictly biological
concept of death as the loss of the integration of the organism as a whole. The
Commission argued that such individuals are collections of organic parts, rather
than integrated organisms. In defense of the “whole-brain” neurological criterion
for death, James Bernat [2002] makes essentially the same argument today.

The second problematic class consists of anencephalics and individuals in per-
manent vegetative state. Proponents of a consciousness-related definition of death
[Veatch, 1975, 1988, 1993; Engelhardt, 1978; Green and Wikler, 1980; Gervais,
1986; Lizza, 1993, 2006; Machado, 1995; McMahan, 1995, 2002) argue that per-
sons or human beings who have sustained an irreversible loss of consciousness and
every other mental function are dead. A breathing human body is not itself a
person or human being. Lacking the potential or capacity for consciousness and
every other mental function, anencephalics and individuals in permanent vegeta-
tive state are merely breathing bodies. The person that the anencephalic might
have been never lived, and the person who has irreversibly lost consciousness and
every other mental function has died. To rule out these individuals as coun-
terexamples to the whole-brain criterion, the Commission relied on the idea that
anencephalics and individuals in permanent vegetative state are still integrated
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organisms, since brainstem functions in these individuals regulate circulation and
respiration to maintain the organism as a whole. In doing so, the Commission
rejected consciousness-related or “higher brain” formulations of death, such as the
irreversible loss of consciousness, personhood or personal identity.

Proponents of the received view also appeal to the idea that death should mean
the same thing for all organisms. Death is thus understood to be the same for
a relative, pet dog, other animals, and plants. For example, Gert, Culver, and
Clouser [Gert et al., 2006] argue that such a trans-species understanding of death
is part of the common, ordinary understanding of death, and that any definition
of death must capture this ordinary meaning. They reject defining death as the
permanent loss of consciousness, because in their view such a definition:

actually states what it means to cease to be a person rather than what
it means for that person to die. ‘Person’ is not a biological concept
but rather a concept defined in terms of certain kinds of abilities and
qualities of awareness but also in terms of the attitudes it is appropriate
to take toward it. Because death is a biological concept, ‘death,’ in a
literal sense, applies directly only to biological organisms and not to
persons. Of course, it is perfectly ordinary to talk about the ‘death of
a person,’ but this phrase in common usage actually means the death
of the organism that was the person. [Gert et al., 2006, p. 295]

For a time, proponents of this received view thought that “the permanent ces-
sation of the organism as a whole” sufficed as a biological definition of death for
all organisms. Thus, when a plant, dog, or human being dies, it loses its organic
integration and no longer functions as a whole. However, because of experiments
in which the heads of monkeys were kept alive after they were severed from their
bodies, some proponents of the received view [Gert et al., 2006] now believe that
it is necessary to include the irreversible loss of consciousness in the definition
of death. In their view, considering the monkeys to be dead when they can re-
spond to sights and sounds would alter the ordinary meaning of death more than
claiming that the monkeys are alive [Gert et al., 2006, pp. 292-294]. Thus, they
now propose that death be defined as “the permanent cessation of all observable
natural functioning of the organism as a whole, and the permanent absence of
consciousness in the organism as a whole, and in any part of the organism” [Gert
et al., 2006, p. 290]. The amendment is needed to accommodate the fact that the
monkeys were alive, even though they had ceased to function as organic wholes.
As Gert explains, it is necessary to include the clauses about the absence of con-
sciousness in the definition of death, because “the importance of consciousness to
a conscious organism has no counterpart in nonconscious animals or plants” [Gert,
1995, p. 28]. Gert, Culver, and Clouser propose that this amended definition cap-
tures what death means for any organism, since organisms that are never naturally
conscious can satisfy the definition, as well as those that are.

In this amended definition of death, (1) permanent cessation of all observable
natural functioning of the organism as a whole and (2) irreversible loss or absence
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of consciousness are jointly necessary and sufficient for death. However, neither is
individually sufficient for death. Thus, these authors continue to reject the con-
sciousness related or “higher-brain” formulation of death, because, as Gert [1995,
p. 28] explains, “Taking permanent loss of consciousness as sufficient for the death
of a human being makes the death of a human being something completely dis-
tinct from the death of lower organisms.” In addition, Gert [1995, p. 29] thinks
that such a definition “does not state what we ordinarily mean when we speak of
death.” In support of this claim, he states, “We ordinarily regard permanently co-
matose patients in persistent vegetative states who are sufficiently brain damaged
that they have irreversibly lost consciousness as still alive.”

Besides adding the clauses about consciousness, this amended definition also ex-
plicitly makes reference to “natural” functioning. Thus, presumably, if the func-
tioning of the organism as a whole is maintained artificially (especially if such
maintenance involves multiple organ systems) and the organism is no longer or
was never conscious, then the organism would by definition be dead. However,
this implication may be strongly counterintuitive to the ordinary understanding
of death. It is not difficult to imagine artificially sustaining lower-order organisms
that are never naturally conscious but that could continue to function in many
integrated ways. Isn’t artificial support what is done to keep organisms alive?
However, by the amended trans-species definition of death, these organisms would
have to be considered dead, since their “natural” functioning has ceased.

Recently, the President’s Council on Bioethics [2008] revisited the issue of
whether individuals who satisfy the currently accepted neurological criterion for
death, what the Council now calls “total brain failure,” are really dead. A large
part of the Council’s White Paper, Controversies in the Determination of Death
[2008], is devoted to addressing the challenges raised by cases in which individ-
uals with total brain failure have been artificially sustained for weeks, months,
and, in the one case reported by Shewmon, over twenty years. In contrast to the
1981 President’s Commission, the President’s Council accepts the fact that these
individuals retain internal organic integration and cannot be understood simply
as collections of organic parts. The Council avers that the brain is not the in-
tegrator of the body’s many varied functions and that no single structure in the
body plays the role of an indispensable integrator [President’s Council, 2008, p.
40]. Nonetheless, the Council maintains that individuals who sustain total brain
failure are dead.

In support of its view, the Council holds that the 1981 Commission was correct
in relying on the intuition that to be a living organism, any animal must be a whole.
However, the Council rejects the 1981 Commission’s focus on the loss of somatic
integration as the critical sign that the organism is no longer a whole. Instead,
the Council proposes a novel, alternative account of wholeness that supports the
view that after total brain failure, the body is no longer an organismic whole and
hence no longer alive. According to the Council,

All organisms have a needy mode of being. Unlike inanimate objects,
which continue to exist through inertia and without effort, every organ-
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ism persists only thanks to its own exertions. To preserve themselves,
organisms must — and can and do — engage in commerce with the
surrounding world. Their constant need for oxygenated air and nu-
trients is matched by their ability to satisfy that need, by engaging
in certain activities, reaching out into the surrounding environment
to secure the required sustenance. This is the definitive work of the
organism as an organism. It is what an organism “does” and what
distinguishes every organism from non-living things. And it is what
distinguishes a living organism from non-living things. And it is what
distinguishes a living organism from the dead body that it becomes
when it dies.

The work of the organism, expressed in its commerce with the sur-
rounding world, depends on three fundamental capacities:

1. Openness to the world, that is, receptivity to stimuli and signals
from the surrounding environment.

2. The ability to act upon the world to obtain selectively what it
needs.

3. The basic felt need that drives the organism to act as it must, to
obtain what it needs and what its openness reveals to be available.

Appreciating these capacities as mutually supporting aspects of the
organism’s vital work will help us understand why an individual with
total brain failure should be declared dead, even when ventilator-
supported “breathing” masks the presence of death. [President’s Coun-
cil, 2008, pp. 60-61]

The Council goes on to distinguish the spontaneous drive to breathe from the
technologically supported, “passive condition of being ventilated (i.e., of having
one’s ‘breathing’ replaced by a mechanical ventilator) [President’s Council, 2008,
pp. 62-63].” The Council holds that the former is a vital sign of the activity of the
organism as a whole, as it is “an indispensable action of the higher animals” and
a manifestation of the organism’s “inner experience of need [President’s Council,
2008, p. 62].” In contrast, the latter does not signify an activity of the organism
as a whole, because it is “not driven by felt need” and “the exchange of gases
that it effects is neither an achievement of the organism nor a sign of its genuine
vitality [President’s Council, 2008, p. 63].”

While spontaneous breathing is thus a sufficient sign of continued life, the Coun-
cil cautions that the loss of spontaneous breathing is not sufficient for an animal to
be considered dead, as other capacities indicative of commerce with the surround-
ing world might be present. For example, patients with spinal cord injury may
be unable to breathe without a ventilator, yet they may be fully conscious. It is
only when both consciousness and spontaneous breathing are irreversibly lost, as
in the case of total brain failure, that a human being can be considered dead. The
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Council thus concludes, “total brain failure can continue to serve as a criterion for
death — not because it necessarily indicates a complete loss of integrated somatic
functioning, but because it is a sign that this organism can no longer engage in the
essential work that defines living things [President’s Council, 2008, pp. 63-64].”

Whether this alternative rationale for the neurological criterion for determining
death will hold up under critical scrutiny remains to be seen. Critics of the neuro-
logical criterion may argue that whether respiration is spontaneous or artificially
assisted is trivial, since the artificial support should be seen as a change in the
environmental conditions — what we do to keep organisms alive and allow them to
continue to function in an integrated way. These critics may also argue that the or-
ganic integration that remains in an artificially sustained human being with total
brain failure, including the processing of nutrients, elimination of waste, main-
tenance of body temperature, wound healing, and cardiovascular and hormonal
responses to unanethesized incision, are signs of the organism’s commerce with
the surrounding world and, thus, of life.

CHALLENGES TO ACCEPTING “BRAIN DEATH” AS DEATH

As noted above, the challenges to accepting “brain death,” i.e., the irreversible
loss of all brain function, as a criterion for death have come from two sides: (1)
those who reject any neurological criterion of death and argue for a return to
the traditional criterion of the irreversible cessation of circulatory and respiratory
functions and (2) those who support a consciousness-related neurological criterion
for determining death and argue for expanding the neurological criterion to include
individuals in permanent vegetative state, who have no potential for regaining
consciousness.

Soon after the President’s Commission proposed its uniform statutory defini-
tion of death, it was criticized as conceptually incoherent. Stuart Youngner and
Edward Bartlett [1983] showed that the rationale behind the biological definition
of death as the loss of integration of the organism as a whole does not support
the whole-brain criterion of death that the President’s Commission and others
endorse. Instead, it only supports adoption of a more limited brainstem criterion,
since it is the brainstem, not neocortical structures, that is purportedly responsi-
ble for integrating the organism in a life-sustaining way. In addition, because “the
permanent cessation of the functioning of the organism as a whole” is supposed to
capture the idea that any organism dies when it loses its internal, organic integra-
tion, it is unclear why it is necessary that higher-brain functions must cease, since
those functions are not essential to the integration of the organism as a whole.
Higher-brain functions would appear to be as necessary to the functioning of the
organism as a whole as, say, fingernail growth. Indeed, it is precisely because the
proponents of the above definition do not regard higher-brain functions as nec-
essary for the integration of the organism as a whole, that they do not regard
individuals in permanent vegetative state as dead.

The problem with the definition, however, as Youngner and Bartlett pointed
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out, is that it has the absurd implication that certain kinds of patients, whom we
think are alive, would be “dead.” Consider, for example, patients with locked-in
syndrome, who have a fairly specific and limited lesion in the ventral pons, causing
disconnection of the upper motor neurons in the brain from lower motor neurons
in the spinal cord. A locked-in patient is completely paralyzed below the neck, but
retains the ability to blink eyes and thereby communicate in a limited way. The
parts of the brain responsible for consciousness and cognition, however, remain
intact. Since the brainstem is no longer playing a role in the integration of circu-
lation and respiration, acceptance of spontaneous or natural brainstem functions
as necessary for organic integration would entail that this patient has irreversibly
lost organic integration and therefore is dead. However, this implication appears
patently false, since the individual can continue to communicate albeit requiring
artificial support.

A second major challenge to the whole-brain criterion of death has come from
those who argue that the human organism as a whole may remain alive despite the
loss of all brain function. Cases of post mortem pregnancy [Powner and Berstein,
2003] and the extraordinary case reported by D. Alan Shewmon [1998a] in which
a male with no brain function was sustained for over twenty years challenge the
claim that brain function is necessary for organic integration. Also, the view that
individuals who have lost all brain function but receive artificial life support are
not integrated organisms but merely collections of organic parts has been cri-
tiqued by many scholars, including Becker [1975], Byrne et al. [(1982/83) 2000],
Veatch [1982; 1992], Gervais [1986], Halevy and Brody [1993], Seifert [1993], Wik-
ler [1995], Shewmon [1997; 1998b; 2004a], Taylor [1997], Truog [1997], and Brody
[1999]. These critics point to a range of functions indicative of organic integra-
tion in artificially sustained whole-brain-dead individuals: homeostasis of fluid
balance and electrolytes without frequent monitoring or adjustments based on
monitoring, temperature maintenance, proportional growth, wound healing, some
autonomic control of blood pressure, coordinated responses to stress, and recovery
from various medical crises, including congestive heart failure, hypotensive shock,
and pneumonia [Shewmon, 2007]. In sum, these critics argue that individuals who
have lost all brain function but continue to function in such biologically integrated
ways for such lengthy timeframes are integrated organisms of some sort and cannot
be classified as corpses or dead organisms. These critics of the current whole-brain
neurological criterion of death agree that the loss of all brain function does not
entail the loss of integration of the organism as a whole. Accordingly, they advo-
cate a return to the traditional criterion for determining death, i.e., the permanent
cessation of circulatory and respiratory functions. However, some of these critics,
e.g., Shewmon [1997], Seifert [1993], and Jones [2000] also hold the religious belief
that the continuation of organic integration is evidence that an immaterial soul is
still present in the body. They therefore reject brain death as death, because it is
inconsistent with their understanding of death as the separation of the soul from
the body. Shewmon, for example, holds that the artificially sustained whole-brain
dead retain the potential for consciousness, intellect, and will, since he believes
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that such potential is not dependent on a functioning brain. According to Shew-
mon [1997, p. 74], “the potency for these specifically human functions resides -
ultimately - in the organism and not the organ.” Jones [2000] supports this view
by appeal to the Thomistic view that the soul is the principle of life and form of
the body. If the body survives as a whole, then the soul is still present in the body.

However, other religiously minded people who believe in the existence of the
soul reject this view. William Wallace [1995], for example, maintains that just as
Aquinas allowed for delayed hominization, the infusion of the soul into the body
at some point during gestation of the fetus, Aquinas’s view allows for delayed
dehominization in which the rational soul may depart from the body before that
body loses all somatic life. Wallace thinks that permanent vegetative state and
whole-brain death can be construed on Thomistic grounds as cases of delayed
dehominization in which the rational soul has departed from the human body
before vegetative functions have ceased. He thus argues for a consciousness related
formulation of death.

If an organism is alive in cases such as “post mortem” pregnancy, as critics of
the neurological criterion maintain, the question arises: What is alive? It does
not automatically follow that the person is alive, as claimed by those who wish to
maintain that death is the loss of organic integration but reject the neurological
criterion for death. Advocates of a consciousness-related formulation of death do
not consider such a being to be a living person. In their view, a person cannot
persist through the loss of all brain function or even the loss of just those brain
functions required for consciousness and other mental functions. Thus, if an ad-
vocate of the consciousness-related formulation of death wishes to maintain that
the person dies even though some being is alive in these cases, what remains alive
must be a different sort of being. It must either be a human being, as distinct from
a person, or a being of another sort, e.g., a “humanoid” or “biological artifact.”
“Humanoid” or “biological artifact” is taken to refer to a living being that has
human characteristics but falls short of being human, a form of life created by
medical technology. Whereas a person is normally transformed into a corpse at
his or her death, technology has intervened in this natural process and has made
it possible for a person to die in new ways. Instead of a person’s death being
followed by remains in the form of an inanimate corpse, it may now be possible
for a person’s remains to take the form of an artificially sustained, living organism
devoid of the capacity for consciousness and any other mental function.

This distinction between the person and the human organism and the idea that
a person may die even though the biological organism that in part constituted
it may remain alive may cause some consternation. Aren’t persons organisms?
How can a person’s death be different from that of a human organism? These
cases thus raise the issue of whether the death of the person must necessarily
coincide with the death of the human organism. As in Locke’s [(1694) 1975, Bk.
II, Ch. 17, Para 15] hypothetical case of the prince and cobbler switching bodies,
in which the life-history of the person could diverge from the life-history of the
human organism, some people regard these clinical situations as actual cases in
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which the life-histories of the person and human organism diverge. These cases
also raise the issue of what it is that literally dies. Do persons, understood as in
some sense distinct from human organisms, “die”? Or, as Gert, Culver, Clouser,
and Bernat maintain, is death something that can only be literally predicated to
organisms or to persons understood as identical to human organisms? Critical
methodological questions are also raised: Is death a strictly biological concept
and, therefore, within the province of biologists to define? Or is defining death a
philosophical matter involving consideration of the nature of persons?

PERSONS AND DEATH

In the history of philosophy and religion, there are a variety of views concerning
the relation of the person to the human organism. Three of these views have
figured more prominently in the debate over the definition of death. The first has
been mainly used to support rejection of any neurological criterion for death and
a return to the traditional circulatory and respiratory criterion.4 Two other views
have been invoked to justify acceptance of a consciousness-related formulation of
death.

Persons as Human Organisms

Simplifying somewhat, the first view identifies the person with the human or-
ganism. To be a person is to be a physical specimen of the human species.5 In
philosophical circles, this view is referred to as “animalism,” and is associated with
the work of Fred Feldman [1992], Eric Olson [1997], and P. F. Snowdon [1990].
David DeGrazia [2005] relies on the animalist view in his criticism of the current
whole-brain neurological criterion of death. Accepting the claims of Shewmon and
others that an artificially sustained whole-brain-dead human organism may persist
as an integrated whole, DeGrazia argues that the person is still alive. He therefore
rejects “brain death” as death and accepts only the irreversible loss of circulation
and respiration as a criterion for death. Other critics who reject any neurological
criterion for death, such as Hans Jonas [1974], also appear to accept this “species
meaning” of person.

The animalist view of the person, however, is also accepted by some proponents
of the current whole-brain criterion of death. Alexander Capron [1987], for ex-

4Some supporters of the current whole-brain neurological criterion, such as Alexander Capron
[1987], have invoked the first view, which identifies the person with the human organism, to
support acceptance of that criterion.

5While most proponents of this view hold that the organism must be alive, at least one pro-
ponent, Fred Feldman [1992], holds that the specimen need not be alive. Just as dead butterflies
that are carefully preserved and mounted for display are still members of their respective biolog-
ical species, Feldman argues that the embalmed Aunt Ethel is still a member of her biological
species. The person, Aunt Ethel, is literally the corpse at the wake and the body that is interred.
Feldman admits that it is not a very satisfying way in which people continue to exist after their
death.
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ample, writes that “the accepted criterion for being a person is live birth of the
product of human conception.” He thus draws no distinction between persons and
human organisms. Moreover, since he accepts the current whole-brain neurological
criterion for determining death, he must consider the cases of artificially sustained
whole-brain-dead bodies as the remains of persons or human beings, rather than
actual persons or human beings as DeGrazia does. Accordingly, Capron agrees
with the “received view” that an artificially sustained whole-brain-dead human
body is not an integrated organism but an artificially sustained collection of or-
ganic parts.

A significant objection to the conceptual coherence of the animalist position
has been raised by Jeff McMahan. McMahan [2002, p. 429] asks us to consider
the possibility of transplanting the brain of someone into anther body, where it
would continue to function. Suppose that the original organism (now brainless)
were also artificially sustained, and that one accepted the claim, as DeGrazia
does, that that organism was still alive. The animalist would thus be committed
to holding that the person goes with the brainless organism, rather than with
the functioning brain. McMahan finds this implication unacceptable, as he thinks
that the person would go with their functioning brain. Moreover, suppose that
the original organism eventually died in the traditional sense of losing circulation
and respiration. In DeGrazia’s view, the person would then have died. But, again,
McMahan finds this implication counterintuitive, given the functioning brain in its
new body. In McMahan’s view, we are essentially functioning brains or embodied
minds.

Capron’s view may also be subject to this criticism. Since he accepts the whole-
brain criterion of death, the loss of all brain function is the death of the person
or human organism. However, the removal and transplantation of the brain from
a human organism, as in McMahan’s hypothetical case, would be one way in
which a human organism could lose all brain function and therefore lose its organic
integration. However, Capron would then be committed to holding that the person
had died, despite the fact that the person’s brain would continue to function in
another body. Again, McMahan finds this counterintuitive. In his view, the person
has survived.

While McMahan’s case is hypothetical, there have been actual experiments in-
volving the decapitation of animals in which the severed heads of these animals
were artificially sustained and responded to various stimuli. As noted earlier, con-
sideration of these cases has led some of the main proponents of the whole-brain
criterion to amend the definition of death to include “the permanent absence of
consciousness in the organism as a whole, and in any part of the organism” [Gert
et al., 2006, p. 290]. Gert, Culver, and Clouser think that, because consciousness
persists in these animals, death has not occurred. This modification to the defini-
tion of death suggests that the death of a human organism and other organisms
capable of consciousness involves more than the loss of organic integration. The
permanent loss of consciousness is also necessary for the death of these organisms.
The claim that the permanent loss of consciousness may be sufficient for the death
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of human and perhaps other higher-order organisms will now be examined in the
context of the two other concepts of person that have been used to support this
claim.

Persons as Qualities of Human Organisms

The second concept of person identifies the person with certain abilities and qual-
ities of awareness. It is a “qualitative” or “functionalist” view of the person. It
has its roots in the work of John Locke [(1694) 1975] and David Hume [(1739)
1978], and finds it contemporary expression most clearly in the work of Derek
Parfit [1986]. These philosophers treat the person as a set of mental qualities,
including consciousness, memory, intentions, and character traits, rather than as
a substantive entity or subject. Locke, for example, distinguishes the person from
the human animal (organism) and questions of personal identity from those of the
identity of the human animal (organism). In his discussion of the hypothetical
case of a prince and cobbler swapping bodies, Locke argues that personal identity
travels with one’s psychological states and memories. Thus, if the body of the
cobbler woke up one day with the psychological states and memories of the prince
and the body of the prince, with the psychological states and memories of the
cobbler, Locke concludes that the prince and cobbler would have swapped bodies.
For Locke, personal identity over time consists of the connectedness between psy-
chological states evident in memories, regardless of whatever substance, material
or immaterial, may underlie those psychological states over time.

Because the substantive matter underlying the psychological states is irrelevant
to personal identity, Locke’s view is a precursor to contemporary functionalist the-
ories of the mind and personal identity. Functionalism as a philosophy of mind
rejects the idea that the mind is a substantive entity, whether material or immate-
rial. Instead, the mind is conceived as a function that can be described abstractly
by a machine table of inputs, internal states, and outputs. While the function
needs to be embodied in some medium, e.g., the neurophysiological processes of
the brain, the function can be described independently of whatever underlies or
instantiates the function. As K. T. Maslin points out,

the Lockean-Parfit proposal is analogous to treating you as a function
or program run on the hardware of the brain, the material embodiment
being strictly irrelevant to your identity and survival. You could go
from body and brain to body and brain, just as information on a floppy
disc can be transferred intact to another disc if the original becomes
damaged. [Maslin, 2001, p. 275]

Michael Green and Daniel Wikler [1980] invoke this kind of Lockean conception
of personal identity in order to support a consciousness-related or “higher brain”
formulation of death. In their view, if personal identity consists of continuity of
consciousness, then when a person irreversibly loses consciousness, as in permanent
vegetative state, the person ceases to exist, i.e., the person has died. The human
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organism may retain brainstem functions, but those functions are insufficient for
personal identity and thus the continuation of the life of the person.

In response to this argument, proponents of the whole-brain criterion of death
have claimed that persons in the Lockean sense do not literally die. As noted above,
Gert, Culver, and Clouser also define a “person” in terms of “certain abilities and
qualities of awareness” and thus accept a Lockean qualitative view of personhood.
In their view, however, “death” cannot be applied literally to persons, because
death is a biological concept appropriate to biological organisms, not to roles,
functions, abilities, or qualities of awareness. Since Gert, Culver, and Clouser
believe that individuals in permanent vegetative state have lost all the qualities
that they believe define persons, e.g., consciousness, memory, and personality, they
hold that a person who suffers an irreversible loss of consciousness has ceased to
exist. However, since they claim that a death does no occur with the irreversible
loss of consciousness, they maintain that persons do not literally die. In their view,
expressions like “people die every day” involve a metaphorical use of “death” or
are elliptical for saying that the organism that constituted the person has died
[Culver and Gert, 1982, pp. 182-183; Bernat, 2002, p. 330].

Some proponents of a consciousness-related or “higher-brain” formulation of
death have also rejected Green and Wikler’s argument. Veatch [1993], for exam-
ple, accepts a qualitative or functionalist view of the person. However, he believes
that it is a mistake to try to conceptually ground the definition of death on such
a concept, as Green and Wikler have tried to do. Veatch’s concern is that the
functionalist theory of personal identity may entail that a person no longer exists
in cases of dementia in which all traces of rationality and many other cognitive
abilities are lost. Veatch believes, however, that a death has not occurred in such
cases. In addition, Veatch is specifically critical of Green and Wikler’s argument,
because their view defines death in terms of the loss of personal identity. Veatch
believes that we can conceive of cases in which personal identity in the Lockean
sense may be lost, but a death has not occurred. According to Veatch, Green
and Wikler’s theory would commit them to drawing the absurd conclusion that
someone who has lost psychological continuity, for example, by suffering complete
amnesia, has necessarily died. However, Veatch asks us to suppose that this hu-
man being who has suffered complete amnesia subsequently develops a new set of
beliefs, memories, and other psychological characteristics that we associate with
personhood. According to Veatch, even though we might regard such a being as
a new person, it is counterintuitive to say, as he believes Green and Wikler must
say, that a death occurred in such a case.

Thus, like Bernat and Gert, Culver, and Clouser, Veatch assumes that persons
are functional or qualitative specifications of human beings, rather than substan-
tive entities, and concludes that such a view about persons and personal identity
cannot provide the proper grounding for a definition of death. Like Bernat and
Gert, Culver, and Clouser, Veatch believes that human beings, not persons, are
the kind of thing that dies. However, Veatch [1993] accepts what he says is the
traditional Judeo-Christian concept of a human being as an essential union of mind
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and body. Since such a union may still exist even though someone suffers complete
amnesia, the human being would still exist. A death has not occurred. However,
since an irreversible loss of consciousness, as in permanent vegetative state, would
entail the destruction of the essential union of mind and body, Veatch believes
that the traditional Judeo-Christian concept of the human being is consistent
with accepting a consciousness-related criterion of death. He regards individuals
in permanent vegetative state as dead. The essential union of the mind and body
in those individuals has been destroyed.

Karen Gervais [1986, p. 126] has also criticized Green and Wikler’s view on
grounds similar to Veatch. She argues that as long as the biological substrate for
consciousness remains intact, despite the complete loss of memories, a death has
not occurred. However, Gervais believes that the same person continues to exist.
At this point, she is invoking a substantive concept of personhood and rejecting
the functionalist view that she attributes to Green and Wikler and assumed by
Veatch. In contrast to Veatch, Gervais treats persons as the kind of thing that can
literally die. Gervais also reinterprets Veatch’s argument in a way that essentially
equates her substantive concept of person with Veatch’s substantive concept of
human being. What is common to Gervais and Veatch is that they both accept
the idea that what dies is a substantive entity that is essentially mind and body.
Gervais calls such a being a “person,” whereas Veatch refers to it as a “human
being.” Gervais, like Veatch, also accepts a consciousness-related formulation of
death that would treat individuals in permanent vegetative state as dead. From
Gervais’s perspective, Veatch’s error thus lies in his assumption that there is no
alternative to the qualitative or functionalist view of the person and personal
identity. Insofar as Gervais invokes a substantive concept of person, she may put
the argument for a consciousness-related formulation of death on more coherent,
conceptual grounds.

Persons as Psychological Substances

The third concept of person is the one that has been suggested in Gervais’s writ-
ings. It is a “substantive” concept that treats the person, not as some qualitative
or functional specification of some more basic kind of thing, e.g., a human organ-
ism, but as a primitive substance that necessarily has psychological and corporeal
characteristics. P. F. Strawson’s [(1958) 1991; 1959] definition of a person as an
individual to which we can necessarily apply both predicates that ascribe psycho-
logical characteristics (P-predicates) and predicates that ascribe corporeal charac-
teristics (M-predicates) is an example of the use of “person” in this substantive
sense. In Strawson’s view, and even assuming with Bernat and Gert, Culver, and
Clouser that death is a biological or corporeal concept, it is neither a category
mistake nor a metaphor to predicate death to persons. This view of the person
may be what is reflected in common expressions such as “people die every day,”
and differs from the “species meaning” in that it entails that the person must
have the capacity or realistic potential for psychological functions. This cannot be
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said about a corpse or about some living members of the biological species Homo
sapiens, e.g., anencephalics and individuals in permanent vegetative state.

As noted above, Jeff McMahan [1995; 2002] treats persons as essentially minds
that are neither identical to human organisms or brains, nor to a set of qualities
or functions of human organisms or brains. Instead, minds are substances distinct
from organisms and brains, yet dependent or “supervenient” on them. This form
of mind-body dualism leads McMahan to treat the death of the person as distinct
from the death of the human organism. Whereas the loss of integration of the
organism as a whole may be necessary and sufficient for the death of human
organisms, it is not necessary for the death of persons. Minds cease to exist
and hence persons die “when those parts of the brain in which consciousness and
mental activity are realized are destroyed or rendered irreversibly nonfunctional”
[McMahan, 1995, p. 120].

John Lizza [2006] takes a similar view in treating persons as substances and
distinguishing the death of the person from the death of the human organism.
Building on the work of Peter Strawson [(1958) 1991; 1959], David Wiggins [1980;
1987], E. J. Lowe [1991a; 1991b], and Lynne Rudder Baker [1999; 2000; 2002], Lizza
holds that human persons are substantive beings constituted by but not reducible
to human organisms. He argues that this view provides the best account of our na-
ture as biological, moral, and cultural beings and supports a consciousness-related
formulation of death. Since a person is understood to be a living substantive being
with minimally, but essentially, the capacity for consciousness, the irreversible loss
of this capacity, i.e., the loss of the psychophysical integrity of the person, would
mean the death of the person. Accepting the critiques of the received view by
Shewmon and others that a human organism does not require a brain in order
to remain integrated and alive, Lizza argues that the real reason we have been
willing to accept brain death as our death is not because we were sure that the
irreversible loss of all brain functions meant the loss of our organic integration,
but because we were sure that this loss meant the irreversible loss of our capacity
for consciousness and any other mental function.

OTHER CRITICAL ISSUES

Must all brain functions cease for death to occur?

In his critique of the current whole-brain neurological criterion for death, Veatch
[1993] has pointed to the fact that patients may retain some brain activity, even
though they are declared dead. Thus, although the Uniform Statutory Definition
of Death (UDDA) stipulates that all brain functions, including those of the brain
stem, must irreversibly cease in order for someone to be dead, in actual practice
individuals who are declared dead may still have some isolated neurological activity
in the brain detected by electroencephalogram [Grigg et al., 1987). This activity
may include hypothalamic functioning, including neurohormonal regulation, which
is usually considered to be an integrating function of the brain (Brody, 1999, p.
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73). Veatch has argued that, if all brain functions do not technically have to cease
for someone to be legally declared dead, then physicians must be discriminating
between those brain functions that are significant or essential to the human being
and those that are not. However, given Veatch’s Judeo-Christian understanding
of a human being as a union of mind and body, he thinks that the brain functions
responsible for the mind are the ones that are significant or essential for human
beings. He thus argues that the irreversible loss of those brain functions required
for consciousness would entail the destruction of the essential union of mind and
body and therefore the death of the human being.

Proponents of the received view, such as James Bernat, have responded to this
criticism by pointing out that, even though the UDDA categorically states that
all brain functions must cease for someone to be dead, “the whole-brain formu-
lation in the UDDA does not require the cessation of the functioning of every
neuron, but only those which contribute to the critical system subserving the or-
ganism as a whole” [Bernat, 2002, p. 337]. Bernat maintains that the 1981 Pres-
ident’s Commission intended the term “functions” in the Uniform Determination
of Death Act to mean “clinical functions” measurable by bedside examination and
not “physiological activities,” such as the functioning of isolated groups of cells,
whose measurement requires laboratory determination [Bernat, 2002, p. 337, fn
43).

According to Bernat, the brain is the critical system that supports the emergent
functions of the organism as a whole. In the case of humans and other higher order
organisms, these functions are conscious awareness requiring cerebral hemispheres,
thalamus, hypothalamus, and the brain stem; breathing and blood pressure regu-
lation, dependent on the brain stem; and the processing of information to integrate
and regulate homeostasis located in the hypothalamus. When the brain no longer
functions to support these emergent functions, the organism is dead. Thus, not
every brain neuron must cease functioning in order for the critical functions of the
organism as a whole to cease. Again, what remains for Bernat after the critical
functions of the brain have irreversibly ceased is an artificially sustained collection
of organic parts, rather than an integrated organism as a whole. The brain is thus
understood as essential to the functioning of the organism as a whole.

The organism “as a whole”

Throughout the debate over the definition of death, the notion of what it means for
an organism to cease to function “as a whole” has been at issue. Proponents of the
received view, such as Bernat, attempt to interpret this concept in biological terms
and understand the brain as the critical integrator for the holistic functioning of
a human organism. Critics such as Shewmon and Taylor, in contrast, argue that
the brain is not essential for such integrated functioning of the human organism as
a whole. Just as other non-conscious organisms may be artificially sustained and
continue to function as organic wholes, the same is true of artificially sustained,
whole-brain-dead human organisms. Moreover, Shewmon has pointed to the phys-
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iological similarity between cases of high spinal cord transection and brain death.
In both cases, the brain does not function to integrate the organism. Thus, if
the loss of the brain’s integrating functions is insufficient to declare patients with
high spinal cord transection to be dead, then this same loss is insufficient for a
determination of death.

Proponents of a consciousness related formulation of death, who view conscious-
ness as essential to the kind of beings that we are, adopt one of two strategies in
interpreting what it means for a person or human organism to function as a whole.
Mathews [1979], for example, maintains that the irreversible loss of consciousness
and sentience in a human organism, as well as in other higher order organisms,
such as a dog, would entail the loss of integration of the organism as a whole and
hence would mean its death. In this view, an artificially sustained human or dog
in permanent vegetative state would not be a human or a dog at all. Instead, it
may be the remains of a human or a dog, a different kind of biological organism,
or, perhaps more descriptively, a kind of biological artifact.

Alternatively, consciousness-related theorists [Engelhardt, 1978; Gervais, 1986;
Lizza, 1993, 2006; McMahan, 1995, 2002] rely on a distinction between persons and
organisms, e.g., that persons are constituted by but not identical or reducible to
living organisms. In this view, the death of the person is understood as different
from the death of an organism. What it means for a person to function as a
whole may thus differ from what it means for a human organism to function
as a whole. The consciousness-related theorist might thus agree with critics of
the neurological criterion, like Taylor and Shewmon, that an artificially sustained
whole-brain-dead human organism may continue to function as a whole. However,
the consciousness-related theorist would maintain that the person, as distinct from
the human organism, would no longer be functioning as a whole. This distinction
provides consciousness-related theorists with further options, depending on what
they consider to be the necessary and sufficient conditions of persons to function as
a whole. For example, if the capacity or potential for consciousness and sentience
is necessary and sufficient for being a person but is not a necessary condition for
being an organism, then the definition of the death of the person would be different
than that of the organism. This particular account of personhood might classify
dogs as persons, since they exhibit consciousness and sentience. In this case, the
definition of death of a human being qua person would be the same as that of
the dog qua person. Moreover, the definition of death of the human being qua
organism might be the same as that of the dog qua organism. However, if more
than consciousness and sentience is required for personhood, e.g., the capacity for
language, rationality, or moral responsibility, then the dog would be excluded from
the class of persons. The death of the human person would then be different from
the death of these other kinds of being.
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PERSISTENT AND PERMANENT VEGETATIVE STATE

As noted above, consciousness-related theorists about the definition of death wish
to expand the neurological criterion for determining death to include individuals
who have irreversibly lost consciousness and every other mental function, i.e.,
individuals in permanent vegetative state. Karen Quinlan, Nancy Cruzan, and
Terri Schiavo clearly satisfied the current clinical criteria for such a diagnosis,
despite the media attention given to those who challenged it. However, there are
diagnostic and prognostic complexities surrounding “persistent” and “permanent”
vegetative state, as contrasted with “brain death,” that warrant special attention.

Ronald Cranford succinctly summarizes these complexities:

. . . for several reasons, the degree of certainty about diagnosis of this
syndrome is less absolute than a diagnosis of brain death . . .

With the persistent vegetative state . . . there is no broadly accepted

set of specific medical criteria with as much clinical detail and certainty
as the brain death criteria. Furthermore, even the generally accepted
criteria, when properly applied, are not infallible. There have been a
few unexpected, but unequivocal and well documented, recoveries of
cognitive functions in situations where it was believed that the crite-
ria were correctly applied by several neurologists experienced in the
diagnosis of the condition. In cases in New Mexico and Minnesota,
the patients recovered full cognitive functioning, although they were
left with a severe and permanent paralysis of all extremities and some
paralysis of facial and head movements, i.e., locked-in syndrome. . . .

Presently, there are no specific laboratory studies to confirm the clini-
cal diagnosis of the persistent vegetative state. After a variable period
of time (weeks to months), some studies such as MRI and CAT (com-
puterized axial tomography) scanning will show extensive structural
damage to the cerebral hemispheres consistent with the clinical diag-
nosis but these studies are not quantifiable. The most promising test
on the horizon that will be of value in confirming a clinical diagnosis of
the persistent vegetative state is the PET (positron emission tomogra-
phy scan). . .

The electroencephalogram (EEG) also does not provide absolute cer-
tainty because the degree of abnormality of the EEG will vary widely
in individual cases. Some appear remarkably normal considering the
extent of damage to the cerebral hemispheres . . .

Prognostic assessments of patients in a persistent vegetative state are
not free of controversy. A major problem is attributable to the multiple
causes and pathophysiologic changes associated with the syndrome. In
brain death, the underlying cause of the brain injury is not so important
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once the basic sequence of pathophysiologic events begins and lead
inexorably to its conclusion (severe primary injury — brain swelling
— marked increase in intracranial pressure — increased intracranial
pressure exceeding blood pressure, causing secondary loss of blood flow
to the entire brain — infarction of cerebral hemispheres and the brain
stem). In the persistent vegetative state, however, there are multiple
causes for the syndrome, and no single pathophysiologic sequence of
events. Therefore, the prognosis of recovery of neurological function,
when the prognosis can be made, and its degree of certainty will vary
considerably according to the underlying cause of the brain damage
and the specific pathophysiology. [Cranford, 1988, pp. 29-30]6

In 1994, the Multi-Society Task Force on PVS (MSTF) issued a consensus state-
ment summarizing the current knowledge of the medical aspects of the persistent
vegetative state in adults and children. The report of the MSTF was endorsed by
the American Academy of Neurology, American Neurological Association, Amer-
ican Association of Neurological Surgeons, and Child Neurology Society. The
report states,

The vegetative state is a clinical condition of complete unawareness of
the self and the environment, accompanied by sleep-wake cycles, with
either complete or partial preservation of hypothalmic and brain-stem
autonomic functions. In addition, patients in a vegetative state show
no evidence of sustained, reproducible, purposeful, or voluntary be-
havioral responses to visual, auditory, tactile, or noxious stimuli; show
no evidence of language comprehension or expression; have bowel and
bladder incontinence; and have variably preserved cranial-nerve and
spinal reflexes. We define persistent vegetative states as a vegetative
state present one month after acute traumatic or nontraumatic brain
injury or lasting for at least one month in patients with degenerative
or metabolic disorders or developmental malformations. . . .

Recovery of consciousness from a posttraumatic persistent vegetative
state is unlikely after 12 months in adults and children. Recovery
from a nontraumatic persistent vegetative state after three months is
exceedingly rare in both adults and children. [Multi-Society Task Force
on PVS, 1994, p. 1499]

The Report of the MSTF has been criticized as conceptually confused on two
main grounds [Borthwick, 1996; Howsepian, 1996; Shewmon, 1997; 2004b]. First,
critics argue that the MSTF mistakenly takes the absence of evidence for con-
sciousness as evidence for the absence of consciousness. Critics argue that this

6Cranford’s remarks are as true today as when he wrote them. If anything, the diagnostic and
prognostic complexities of the persistent vegetative state have increased in light of technological
advances. In a recent study, Laureys et al. [2004, p. 236] conclude that “at present, the
potential for recovery of awareness from the VS [vegetative state] cannot be predicted reliably
by any clinical or neurodiagnostic test.”
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inference is mistaken. For example, patients in locked-in syndrome are unable to
communicate that they are conscious, other than by blinking their eyes in response
to questioning. However, suppose that these patients were in a “super-locked-in”
state and were unable to signal by blinking their eyes. It would be a mistake to
infer that they lacked consciousness. Since there are similarities in the evidence
used to diagnose both conditions, critics argue that there is no way to tell for
certain whether or not the individual in PVS lacks consciousness. As Shewmon
[1997, p. 60] suggests, individuals in PVS may be in a “super-locked-in” state.
Howsepian [1994, p. 6] suggests that “there actually may be something that it is
like to be comatose.”

The second main criticism challenges the warrant for calling some PVS cases
“permanent” as the MSTF admits that it is possible, although highly unlikely,
that someone in a permanent vegetative state might recover. The possibility of
recovery appears to contradict the meaning of “permanent.”

There is some merit to these criticisms. The report certainly could have been
more careful in its language to avoid some of the conceptual inconsistencies that are
pounced upon by its critics, especially Howsepian [1996]. However, the critics may
err in what appears to be their demand for absolute certainty in the diagnosis of
a lack of consciousness in PVS and the prognosis of permanency. Neither demand
can be met, but that should not discount the usefulness of PVS and PermanentVS
as, respectively, diagnostic and prognostic categories. Clinical certainty is always
in the realm of empirical probabilities, rather than absolute certainty. It may
be also good to keep in mind Aristotle’s advice that we should not expect more
precision than the subject matter admits [Aristotle, Nicomachean Ethics I, 3,
1094b10-15].

The first criticism essentially relies on a claim about the impossibility of knowing
whether another being is conscious, i.e., what in philosophy is called “The Problem
of Other Minds.”7 Since we appear to have direct access only to the contents of
our own minds, how can we know for sure whether there are any other minds?
Moreover, since it is clearly possible that someone might be conscious without
exhibiting behavior that indicates their consciousness, e.g., the Spartan may be in
severe pain but not exhibit any pain behavior, we cannot infer from the absence
of behavioral evidence of consciousness that there is no consciousness [Putnam,
1980]. As Shewmon [2004b, p. 222 (parenthetical remarks added)] states, “the lack
of ‘behavioral indication’ of any awareness of pain or suffering (in cases of PVS)
does not per se imply a lack of pain or suffering.” Alternatively, someone might
exhibit what we normally recognize as pain behavior, but not be in pain. Thus,
the grunting, grimacing, groaning, avoidance movements, etc. that individuals
in PVS sometime exhibit are standardly interpreted as stereotypical, unconscious
reflexive responses. However, Shewmon asks, “On what plausible ground can
anyone confidently dismiss such behaviors as invariably not reflecting discomfort
or pain?” [Shewmon, 2004b, p. 225]. Panksepp et al. [2007] suggest that such
behavior may be indicative of lower level, raw affective feelings that can exist

7See, e.g., Ludwig Wittgenstein’s “beetle in the box” argument [1953, sect 293].
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without cognitive awareness of those feelings.

The diagnostic and prognostic problems associated with PVS certainly argue
for a tutoristic approach in declaring that every individual that satisfies the gen-
erally accepted criteria for a diagnosis of PVS has irreversibly lost consciousness.
However, the critical issue is how tutoristic we should be. Howsepian [1994, p.
735] advocates that “Some purportedly irreversibly comatose humans ought to
be kept alive indefinitely.” However, he does not indicate where a line should be
drawn between this claim and the claim that “all comatose humans should be kept
alive indefinitely” [Howsepian. 1994, p. 735]. Should the philosophical problem of
other minds commit us to keeping all individuals in PVS alive indefinitely, because
it cannot be determined with absolute certainty that they have irreversibly lost
consciousness?

There are some reasons for answering negatively. Strawson [(1958) 1991; 1959],
for example, considers persons to be a primitive kind of substance in our ontology
to which we can ascribe mental and physical predicates. His argument, which
perhaps can be traced back to Wittgenstein [1953], is that in order to ascribe
states of consciousness or mental predicates to ourselves, one must be able to
ascribe them to others. However, in order to ascribe them to others, we need to
identify other subjects of experience, which is done not by observation of their
inner mental states, but by observation of their bodies and behavior. Strawson’s
argument may thus be a partial solution to the problem of other minds, although
his view is not without its difficulties.8

What makes the problem of other minds so intolerable is that it challenges
whether we can know whether any other being is conscious. This is bad enough.
But if we cannot know whether any other being is conscious, then in principle we
cannot rule out consciousness in any being. This implication is worse. Clearly, we
have more reason for thinking that another normal human being is conscious than
a cake of soap or a plant. Thus, acceptance of the implications of the problem of
other minds is incompatible with an empirical theory that commits us to the view
that some kinds of physical beings are more likely than others to have conscious-
ness. The question whether any being is conscious must therefore be addressed
within the context of a theory about the connection between the mind and body.
Strawson lays the foundation for such a connection by establishing that we could
not identify our own mental states as our own without identifying those of others
on the basis of physical criteria. Neurophysiological and behavioral psychology is
built upon the assumption that psychology is dependent on, though perhaps not
reducible to, the body. Dependency but non-reducibility may prevent Strawson’s
view from sliding into an untenable form of logical or ontological behaviorism.
Further inquiry and theorizing about this dependency also enables us to make

8P. F. Strawson’s view would have to be defended to show that it does not entail an untenable
form of logical or ontological behaviorism, as, for example, Graham [1993, pp. 39-40] and G.
Strawson [1994, pp. 223-224] have charged. Also, A. J. Ayer [1963, pp. 105-106] has argued
that Strawson’s view begs the question by assuming that other people are conscious, which is
the very point at issue.
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reasonable judgments about when consciousness is present. Thus, the diagnos-
tic and prognostic problems associated with PVS may not support a tutoristic
line in all cases of PVS. Cranford’s statement, reflected in the report of MSTF,
that “the degree of certainty (of the prognosis for neurological recovery) will vary
considerably according to the underlying cause of brain damage and the specific
pathophysiology” suggests that in some cases the certainly of the prognosis may
be quite high or at least higher than in other cases. If we are justified in making
such comparative judgments about the presence or absence of consciousness, then
the philosophical problem of other minds loses its relevancy. Since the implication
of the problem of other minds is that we have no reason to think that another
being is conscious or unconscious, comparative judgments about the likelihood of
consciousness in different physical beings would also be groundless.

Although Cranford does not elaborate on what specifically affects this degree of
certainty, i.e., which causes of brain damage and specific pathophysiology yield a
higher degree of prognostic certainty, studies of some PVS patients’ EEG activity,
cerebral blood circulation, and duration of survival yield a very high degree of
prognostic certainty. For example, some long-surviving (up to seventeen years)
patients with “apallic syndrome” studied by Ingvar et al. [1978] showed over
many years repeated isoelectric EEG’s and extremely low supratentorial blood
flow (about 10-20 percent of the normal level), indicating the reduced metabolic
demand of gliotic scar tissue. While there have been exceptional cases of recovery
from PVS and some studies, e.g., Hassler et al. [1969] and Kohadon and Richer
[1993], in which comatose patients were aroused to consciousness by deep brain
stimulation, there are few, if any, neurologists who would recognize a realistic
potential for regaining consciousness in Ingvar’s patients. Thus, while further
studies of PVS patients are needed in order to arrive at covering laws concerning
the diagnosis and prognosis of this class of cases, some individual cases can be
diagnosed and prognosticated with a high degree of certainty.9

It should be noted, of course, that a consensus among neurologists does not
imply that their view is correct. D. Alan Shewmon [2004b] has challenged the
widely held assumption in neurology that cortical function is absolutely necessary
for consciousness in terms of adaptive interaction with the environment and a
subjective awareness of self and environment. Shewmon and two colleagues report
having studied several cases of children with congenital apallia (loss of the pallium
or gray-matter mantle of the brain) who nonetheless clearly demonstrate conscious
awareness. These children were able to hear without an auditory cortex, see with-
out a visual cortex, and feel without a somatosensory cortex. Shewmon concludes
that “Cases like these seriously undermine the concept of ‘apallic syndrome’ or
‘neocortical death,’ understood as anything beyond neuropathology, because they
unequivocally prove that the absence of cortex does not necessarily result in what

9Jean-Michel Gurit [2004] maintains that in some extreme cases of post-anoxic coma or vege-
tative state the absence of all primary components of cortical evoked potentials can be accurately
determined and that this irreversible situation is incompatible with any consciousness. See also
Ted L. Rothstein [2000].
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is generally understood as VS (vegetative state)” [Shewmon, 2004b, p. 218 (par-
enthetical remarks added)].

Shewmon considers whether these congenital cases imply anything for acquired
apallia, such as those studied by Ingvar. He notes that patients with the acquired
cases suffer greater motor impairment than the children. However, he believes that
this should make us cautious about attributing the difference between the acquired
cases and the congenital cases entirely to a difference in the degree of brain-stem
plasticity for consciousness, for the difference may be due to a plasticity for motor
function. Thus, according to Shewmon,

What the congenital cases imply about acquired VS in older patients is
to suggest a plausible alternative to the cortex-consciousness dogma.
It has never been scientifically ruled out (nor can it be), that some
(unknowable number of) acquired-apallia patients have a limited form
of consciousness but simply cannot manifest it due to extreme motoric
disability. [Shewmon, 2004b, p. 218]

Shewmon goes on to note that it is well known that the neuroanatomical path-
ways of pain sensation involve mainly subcortical areas. Some stroke patients may
report the raw sensation of pain but not its affective component, i.e., they still feel
the pain “just as before” but it “no longer bothers them” [Shewmon, 2004b, p.
219]. Shewmon reasons that if the necessary and apparently sufficient pathways
for the sensation of pain abstracted from the affective component are intact in
both congenitally and postnatally acquired apallia,

there is no reason to assume that apallia precludes all experience of
pain and discomfort. The hydranencephalic children described above
clearly experienced pain, as do newborns and fetuses with relatively
non-functioning cortices. Therefore, when adult or older children with
similar acquired lesions withdraw limbs, grimace and cry to noxious
stimuli, on what grounds can anyone assert that these responses are
‘merely primitive reflexes,’ even if the motor reaction is simple and
stereotyped? [Shewmon, 2004b, p. 219]

Shewmon concludes that, if we do not know enough about PVS to rule out the
possibility that their inability to express their capacity for consciousness may be
due to an extreme motoric disability, rather than a lack of capacity for conscious-
ness, then it is possible that individuals in even long-surviving PVS retain the
capacity for consciousness.

While Shewmon’s conclusion may be correct, it is not clear that this is the most
reasonable hypothesis. Even though we may not be able to rule out the possibility
that these individuals have some rudimentary consciousness, it is not clear that
this is a more plausible explanation than that their behavior is merely reflexive and
that the degree of probability of the hypothesis is sufficient to justify treating them
tutoristically. Moreover, it is unclear what to make of the reports by some stroke
patients that they have the raw sensation of pain minus its affective component.
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Without the conscious affective component, it is unclear that we should consider
these patients to be “in pain” or suffering. However, if they are not in pain and
are not suffering, then it is unclear what ethical weight we should assign to such
experiences.

Proponents of a consciousness related definition of death have argued that a
realistic potential for consciousness is a minimal necessary condition for something
to be a living person. However, it is unclear whether an organism capable of
having a “raw sensation” is thereby conscious. The “raw sensation” might be
analogous to the kind of pupillary reflex that is discussed in the following exchange
between Douglas Walton [1980] and Roland Puccetti [1988]. Walton maintains
that feeling and sensation may be possible even in the absence of cortical functions.
For example, considering the pupillary reflex mediated by the brainstem, Walton
writes,

The pupillary reflex could, for all we know, indicate the presence of
feeling or sensation even if the higher cognitive faculties are absent.
Even if we cannot resolve the issue with the precision that we would
like and, indeed, just because of that, we should be on the safe side. . . .
Following my tutoristic line of argument, it is clear that we cannot rule
out the possibility that brain stem reflexes could indicate some form
of sensation or feeling, even if higher mental activity is not present.
[Walton, 1980, p. 69]

Puccetti claims that Walton’s view

fairly reeks of superstition. As we all know, when the doctor flashed
his penlight on the eye, we do not feel the pupil contract, then ex-
pand when he turns the light off. If not, then why in the world does
Walton suppose that a deeply comatose patient feels anything in the
same testing situation? The whole point of evolving reflexes like this,
especially in large brained animals that do little peripheral but lots of
central information processing, is to shunt quick-response mechanisms
away from the cerebrum so that the animal can make appropriate ini-
tial responses to stimuli before registering them consciously. If one
could keep an excised human eye alive in vitro and provoke the pupil-
lary reflex, the way slices of rat hippocampus have been stimulated to
threshold for neuronal excitation, would Walton argue that the isolated
eye might feel something as the pupil contracts? [Puccetti, 1988, p.
78]

Puccetti thus concludes that it is unreasonable to think that the pupillary reflex
involves consciousness. If the raw sensations of the stroke victim and the stereo-
typical behavior exhibited by some individuals in PVS are similar to the pupillary
reflex, then it may be implausible to think that these “sensations” or behavior
involve conscious awareness.
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Critics of extending the consciousness-related formulation of death to anen-
cephalics and individuals in PVS [Capron, 1987; Shewmon, 1988; 2004b] also raise
issues about the diagnostic reliability of these conditions. Shewmon, for example,
states,

In a great majority of cases, the diagnosis of anencephaly is very ob-
vious, and there is little chance of mistaking it for another condition.
Nevertheless, not all cases are so straightforward. If anencephaly were
clearly distinct from all other congenital brain malformations, it should
be possible to give an operational definition of it that includes all cases
of anencephaly and excludes cases of everything else, yet such a def-
inition has not been offered by anyone so far. [Shewmon, 1988, pp.
11-12]

Shewmon goes on to give examples of diagnostic ambiguity between anencephaly
(“a partial or total absence of the brain”) and other less severe congenital malfor-
mations: exencephaly (“exposure of the brain”), encephaloceles (“hernias of the
brain protruding through a congenital opening of the skull”), meroanencephaly
or meroacrania (“a partial absence of brain and calvarium”), and amniotic band
syndrome (“a broad continuum of severity that can mimic anencephaly”).

Shewmon’s point is that these cases constitute a spectrum of neural organi-
zation and that in some cases it is impossible to distinguish one condition from
another. Individuals that fall on the less developed end of the spectrum, such as
anencephalics, clearly have no cerebral tissue and thus no cerebral function. Indi-
viduals on the other end of the spectrum, such as meroanencephalics, have some
rudimentary cerebral tissue and therefore may have some cerebral function, e.g.,
they may be capable of suffering. Shewmon concludes,

These examples are not intended to exaggerate the potential for diag-
nostic confusion surrounding anencephaly: it is still quite true that in
the vast majority of cases the diagnosis can be made easily and without
risk of error. Nevertheless, the commonly encountered contention that
‘anencephaly’ is so well defined and distinct from all other congenital
brain malformations that misdiagnosis cannot occur and that organ
harvesting policies limited to ‘anencephalics’ cannot possibly extend
to other conditions, is simple false. [Shewmon, 1988, p. 12]

In the case of PVS, the possibility of misdiagnosis is more troublesome. Keith
et al. [1996] report that in their study of 40 patients referred to as being in a
persistent vegetative state, 17 (43%) were misdiagnosed. Seven of these misdiag-
nosed patients had been presumed to be vegetative for over one year, including
three for longer than four years. Similar findings of misdiagnosis (an error rate of
37%) are reported in Childs et al. [1993]. Childs et al. conclude that the error
in diagnosis may result from “confusion in terminology, lack of extended observa-
tion of patients, and lack of skill or training in the assessment of neurologically
devastated patients” [Childs et al., 1993, p. 1465].
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As noted above, the problems associated with the diagnosis of anencephaly
and PVS may not challenge the consciousness-related definition of death. They
do, however, raise issues about whether we could reliably implement a policy of
determining death that would include anencephalics and individuals in PermVS.
Shinnar and Arras [1989, p. 730] point out that the diagnosis of anencephaly
in the vast majority of cases can be reliably made, and there is little chance of
mistaking it for another condition. Shewmon concurs when he states that “in
the vast majority of cases the diagnosis can be made easily and without risk of
error” [Shewmon, 1988, p. 12]. However, there is a greater risk or error in using
anencephaly and PVS as criteria for determining the lack of any potential for
consciousness, than there is in using total brain failure. This suggests that further
study needs to be done before such diagnoses could be reliably used in practice to
determine the lack of the potential for consciousness.

The MSTF [1994, p. 1501] concluded that data on the prognosis for neurologic
recovery of patients in PVS, “in conjunction with other relevant factors in an
individual patient, can be used by a physician to determine when the persistent
vegetative state becomes permanent — that is, when a physician can tell the
patient’s family or surrogate with a high degree of medical certainty that there
is no further hope for recovery of consciousness or that, if consciousness were
recovered, the patient would be left severely disabled.” It is unfortunate that
the MSTF conflates the notion of what it means for the loss of consciousness
to be “permanent” with the possibility of recovery of consciousness with severe
disability. If the caveat about the “possibility of recovery” is simply an expression
of the MSTF’s recognition that all diagnoses in medicine are based on probabilities
and not certainty, then the qualification is innocuous. If absolute certainty were
required before implementing a medical policy for determining death, no medical
policy could ever be implemented. As Norman Fost points out in the context
of his discussion of anencephaly, “not all clinicians or hospitals would be equally
competent at making the diagnosis and errors have occurred with anencephaly, just
as they have occurred with the simpler (or easier) diagnosis of brain death” [Fost,
1988, p. 8]. However, if the MSTF were expressing greater reservations about the
clinical certainty of the diagnosis of permanent loss of consciousness, then reliance
on a diagnosis of permanent vegetative state to satisfy a consciousness-related
definition of death would be more problematic. In this case, the diagnostic and
prognostic uncertainty about PVS would argue against allowing the diagnosis to
satisfy a consciousness-related formulation of death at this time. Although some
cases of PermVS reliably satisfy the formulation, e.g., the long-surviving cases
studies by Ingvar, further work on PVS is needed to develop finer criteria for
distinguishing it from other conditions and to identify more clearly those factors
in the syndrome itself and in individual patients that contribute to making the
condition permanent and irreversible.
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NURSING SCIENCE

Mark Risjord

1 PHILOSOPHICAL ISSUES IN NURSING SCIENCE

The field of nursing science encompasses the full range of phenomena encountered
by nurses. Practicing nurses must manage health issues that focus not only on
the patient, but those that focus on the family and broader society. Nurses also
have a primary role in patient and family health education. Research into these
issues has contributed to our understanding of the emotional response to painful
stimuli, aggression and agitation in Alzheimer’s patients, urinary incontinence in
women, and domestic violence. This research has led to widely used innovations
in patient care, such as talking through a painful procedure to reduce distress or
the elimination of patient restraints in dementia care. In addition to investigat-
ing these issues, nurses have examined themselves, looking at nurse experiences,
nurse-patient relationships, and nursing administration. Nursing research thus in-
tegrates the biological, psychological, and social levels of scientific inquiry, and
nurse scholars have had significant, wide-ranging influence on health care and the
health sciences.1

Research by, for, and about nurses is a late twentieth century phenomenon, and
as they were creating a new field, nurse scholars encountered important philosoph-
ical issues. Does nursing science need a distinct kind of theory or a characteristic
methodology? If it is to be an independent domain of research, does it need a
unique object of study? What is the relationship between nursing theory and
nursing practice? As nurse scholars wrote about these issues, they drew on philo-
sophical writing about science. Developments in the philosophy of science have
thus influenced nurse scientists’ conceptions of their discipline, its goals, and its
methodology. It is unfortunate that philosophers of science have been largely un-
aware of nursing research, because the breadth of nursing phenomena makes it a
unique scientific research tradition. This essay will examine both the ways in which
philosophical views have influenced nursing science, and ways in which reflection
on nursing research might contribute to the philosophy of science.

The philosophical issues about the character of nursing science can be roughly
divided into problems of unity and problems of structure. The problems of unity
ask what makes a kind of inquiry nursing science. In the discussion below it will
become clear that both epistemic issues and social pressures made the problems

1For an overview of nursing contributions to the health sciences, see Donaldson [2000].

Handbook of the Philosophy of Science. Volume 16: Philosophy of Medicine.
Volume editor: Fred Gifford. General editors: Dov M. Gabbay, Paul Thagard and John Woods.
c© 2011 Elsevier BV. All rights reserved.
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of unity vivid for nurses. Epistemologically, nursing science investigates a broad
range of phenomena, and it is not obvious why these phenomena should be studied
together in a single discipline. What is the distinctive contribution of nursing re-
search? Does nursing science have a special object of knowledge? Does it discover
unique laws of health? Socially, nurses compete for scarce institutional resources.
The justification of graduate programs and research grants requires nurses to ex-
plain what contribution their research will make, and how their contribution differs
from the other health sciences.

The problems of structure ask about the different kinds of nursing research and
how are they are related. For example, how is research based on social scientific
methods related to research based on natural scientific methods? To what extent
is it appropriate to borrow theory from other disciplines, and to what extent
does nursing theory need to be unique? And, what is the relationship between
nursing theory and nursing practice? The problems of knowledge structure and
the problems of the unity of nursing knowledge are closely related, and nurse
scholars do not discuss the two issues separately. Rather, the broad issues of
unity and structure are woven through several more specific debates that have
occupied nurse scholars. The sections below will track four of these debates as
they developed in the history of nursing research.

The first debate concerns the relative importance of theory borrowed from other
disciplines. If nursing is to be a legitimate discipline, must it have its own theories?
How should the theories developed within nursing be related to those developed
in other fields? Anxiety about this issue arises, at least in part, from the political
process of establishing a new academic discipline. To procure funding for programs
and research, a case has to be made that the research is new and promising.
If nursing relied too heavily on theory borrowed from other disciplines, funding
agencies and institutional administrators would wonder why the research is being
done in a nursing school, rather than the medical school or school of public health.
The questions also have deeper epistemic ramifications. What is the place of
nursing knowledge in the overall scheme of human understanding? Is it a basic
science, like physics or sociology? Is it an applied science, or perhaps a variety of
clinical research?

Many nurse researchers today would say that nursing is a basic science, and
this raises a second philosophical issue that nurse scientists have debated: How are
nursing theories related to one another? It is common for nurses to think of nursing
theories as arranged in a hierarchy, typically called “meta-theory,” “grand theory,”
“middle-range theory,” and “micro-range theory” (e.g. [Higgins and Moore, 2000]).
This hierarchical conception of theory is strongly reminiscent of the received view
of theories, and we will see below that it is indeed the intellectual progeny of logical
positivism. Logical positivist views dominated the philosophy of science during
nursing science’s formative years. It is no surprise that positivist views of science
structured nurses’ understanding of what it meant to be scientific. In the nineteen
eighties, nurse scholars became aware of the demise of logical positivism in the
philosophy science. The recent history of philosophical discussion among nursing
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scientists has been an attempt to come to grips with “post-positivist” notions of
science, and to understand their consequences for nursing.

Applying the received view of theory was a special challenge for nursing because
nursing is, in the first instance, a practical discipline. Nursing science must be
related to nursing practice, and a number of philosophical problems arise from the
struggle to both be scientific and practical. This raises the third set of philosophical
issues. Various authors, e.g. Dickoff and James [1968] or Collins and Fielder [1981],
have argued that nursing knowledge requires a special kind of theory. Because the
special needs of nursing arise from its relation to practice, this sort of theory is
sometimes called a “practice theory.” Standing behind the call for practice theory
is the recognition that professional nurses expect theory to generate prescriptions
for practice. If a theory is to entail policy recommendations, it must presuppose
some values or goals, such as the value of patient wellbeing. The larger question
here concerns the relationship of science to values. Are nursing values external
to nursing theory, making the latter neutral and value free? If not, then how are
values to be integrated into nursing theory without sacrificing objectivity?

The fourth structural issue discussed by nurse scholars concerns the relation-
ship among different kinds of research methods. In the nineteen eighties, methods
drawn from the social sciences, such as interviews, focus groups, and participant
observation, became popular in nursing research. These methods did not conform
to the conception of scientific research that nursing had inherited from logical pos-
itivism. After substantial debate, nurse scholars ultimately proclaimed that there
were two “paradigms” of nursing knowledge, qualitative and quantitative. Some
researchers have insisted that these two domains of nursing knowledge ought to
be independent; others have seen them as integrated. The issue, like the others
just canvassed, has a long history in the philosophical literature. In the phi-
losophy of social science, it has been framed as the question of whether or not
the social sciences should be modeled on the natural sciences. Nursing research
spans the domains traditionally associated with the natural and the social sci-
ences. Philosophical discussion about the relationship between the natural and
the social sciences is thus directly relevant to the debate surrounding qualitative
and quantitative methods, as well as to the questions about the structure and
unity of nursing knowledge.

The four debates unfolded as the discipline of nursing grew, and this essay will
present them in their historical and dialectical context. In the early years of nurs-
ing research (roughly the nineteen fifties and sixties), questions about the relative
importance of borrowed and unique theory and about the structure of nursing
knowledge were especially prominent. In the nineteen sixties and seventies, some
important views about the relationship of practice to theory were articulated.
Qualitative research became important in the nineteen eighties, and arguments
about the relationship between qualitative and quantitative methods were promi-
nent. In the late nineteen seventies and early eighties a consensus emerged that
continues to dominate the meta-theory of nursing science. Research in nursing has
not always followed the tracks laid by nursing’s philosophers. Because scientific
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practice and the philosophy of science are independent, continuing empirical re-
search has challenged the dominant philosophical narrative. The final sections of
this essay will reflect on some of these challenges and the philosophical direction
they indicate.

2 NURSING PRACTICE AND THE ORIGINS OF NURSING KNOWLEDGE

Florence Nightingale is a central figure in the history of nursing. By creating a
secular, professional role for nurses, she set the framework for modern nursing
practice. She also was the first to conceptualize nursing’s intellectual domain.
Notes on Nursing: What it is and What it is Not [Nightingale, 1969 / 1860] is
the seminal work in nursing theory because it established a domain of nursing
concern that was independent of the physician’s domain. Specifically, she oriented
nurses toward the environment of the patients, everything from the condition of
their bandages to the layout of their sickrooms. Viewed from the perspective of
modern scientific disciplines, many of Nightingale’s specific concerns look like hy-
giene and public health issues. It must be remembered, however, that Nightingale
was working near the dawn of the germ theory of disease. She rejected the idea
that disease might be caused by infectious agents, preferring the notion that the
diseased state of humans sometimes arose directly from their environmental con-
ditions [Nightingale, 1969 / 1860, pp. 32-34]. While her preferred theory was
ultimately unsuccessful, the practical interventions she recommended were effec-
tive. The success of her ideas helped establish nursing’s intellectual legitimacy. As
a result of her work, nursing had a range of concerns that fell outside of the physi-
cian’s domain. Moreover, nursing addressed aspects of health that fell squarely
within a women’s expertise.

While Nightingale is rightly regarded as an important figure in the emancipa-
tion of women, her formulation of the role of nurses drew heavily on nineteenth
century conceptions of gender. In the Conclusion to Notes on Nursing, Nightingale
considered the objection that educating women as nurses will lead to “amateur
physicking” [Nightingale, 1969/1860, p. 130]. She responded that

. . . to cultivate in things pertaining to health observation and experi-
ence in women who are mothers, governesses or nurses, is just the way
to do away with amateur physicking, and if the doctors did not know
it, to make the nurses obedient to them, — helps to them instead of
hindrances. [Nightingale, 1969/1860, p. 132]

The theoretical part of medicine, including, diagnosis, prescription and surgical
interventions, was left to men. The practical issues of patient care were within the
traditional female sphere. Nightingale’s contribution was to portray this sphere as
a legitimate domain of knowledge and to argue that educating a professional class
who ministered in this domain was conducive to better health care.2

2Hobbes [1997] provides a very good intellectual biography of Florence Nightingale.
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During the next hundred years, the profession of nursing was nurtured in mil-
itary and civilian hospitals, clinics, public health institutions, and private homes.
Nurses proved themselves valuable for both patient care and for the administra-
tion of many hospital functions. While nursing required specialized knowledge
and nurse education came to be increasingly important, there was little or no
research within the profession during the late nineteenth and early twentieth cen-
turies. During this period, scientific essays in nursing journals were often written
by non-nurses (typically doctors) with the intention of explaining some useful fact
or theory. There was little or no research that focused on or arose from nursing
itself.

Nursing research arose in the nineteen fifties, and it developed in response to
several pressures. Most important, perhaps, was the movement of nurse training
from hospital-based apprenticeships to diploma-granting institutions of higher ed-
ucation. The Goldmark Report [Committee for the Study of Nursing Education,
1923] and the Brown Report [Brown, 1948] both recommended university-based
training for nurses. Training within institutions of higher education required nurs-
ing faculty and a curriculum for them to teach. Interest and funding by the U.S.
government was a second factor that helped promote nursing research. During
World War II, American government agencies gathered data on the availability
and need for nurses. In 1948, the U.S. Public Health Service created a Division of
Nursing Resources. This began a project of research on the education of nurses,
on their job satisfaction and turn over, and on nursing functions and activities
[Gortner, 2000, p. 61]. Beginning with small grants from the Division of Nurs-
ing Resources, which eventually developed into the National Institute for Nursing
Research, funds gradually became available for nursing research. In 1952, the jour-
nal Nursing Research was established, marking the beginning of a self-conscious
research enterprise in the nursing profession.

3 EARLY NURSING RESEARCH

The first wave of nursing research fell, broadly, into three categories. The bulk
of the work published in Nursing Research during its early years continued the
tradition of examining nurse education, roles, and job responsibilities. This litera-
ture was sociologically oriented and was strongly influenced by mid-century trends
in sociology. Gradually, however, studies began to appear that either examined
the effectiveness of nursing interventions or proposed a useful way of approach-
ing a nursing problem. By the late 1960s, this second kind of research had an
established place in the literature, and it continues to fill the pages of nursing
journals. Finally, there were systematic treatises on nursing. Hildegard Peplau’s
Interpersonal Relations in Nursing [1952], Ida Jean Orlando’s The Dynamic Nurse
— Patient Relationship: Function, Process, and Principles [1961], and Virginia
Henderson’s The Nature of Nursing [1966] were among the first of these. These
books had several aims. Primarily, they provided an analysis of nurse–patient
(and sometimes nurse–family or nurse–nurse) interactions. They divided the pro-
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cess of nursing into stages and articulated the roles distinctive of nursing. This
conceptual framework was intended to facilitate nursing practice and education.
The conceptualization of the nursing process was a valuable aid to making explicit
nursing problems and their solution. Finally, these works tried to establish what
was special, important, or essential to nursing. They aimed to provide a rationale
for the existence of the nursing profession.

During the early years of nursing scholarship, questions about the unity of the
nursing discipline became vivid in the literature. Prior to the nineteen fifties,
writing by, for, and about nurses had been closely related to the practicalities of
patient care or nursing administration. Nurses had a relatively well-defined set of
responsibilities, and the nascent discipline of nursing was defined in relation to the
issues and challenges that arose from this role. By the nineteen-fifties, however,
nurse scholars had become dissatisfied with the idea of a discipline that depended
on a socially-defined professional role. Two influential essays during this period
were Dorothy Johnson’s “A Philosophy of Nursing” [1959] and Rozella Schlotfeld’s
“Reflections on Nursing Research” [1960]. Both essays began by voicing concerns
about the professional role of the nurse. They thought that nurses ought to be di-
rect caregivers. Changes in the profession were putting more nurses in managerial
positions and giving care responsibilities to non-nurses. In their essays, Johnson
and Schlotfeld were looking for intellectual grounds on which to resist this change
in the profession. Up to that point, the research program of nursing had largely
been defined by the professional role of the nurse. That role, however, was now
being contested, and Johnson and Schlotfeld were looking for grounds on which to
justify some changes and resist others. Hence, they needed a conception of nurs-
ing knowledge or nursing research that did not depend so heavily on the socially
defined role of nurses. Johnson and Schlotfeld thus argued that nursing research
and theory should take priority over nursing practice.

Johnson’s and Schlotfeld’s stance on the relation of theory to practice raised
important questions about theory. Johnson’s call for a philosophy of nursing was
a call for nurses to think about the foundations of their research discipline, and
the question of unity was central. It also highlighted some important structural is-
sues in nursing knowledge. In particular, it raised the question of whether nursing
should develop theories borrowed from other disciplines, or whether it should have
its own, unique body of theory. Johnson and others argued that nursing practice
required a theoretical foundation that was specific to its needs (e.g. [Wald and
Leonard, 1964; Dickoff and James, 1968; Dickoff, et al., 1968a; Johnson, 1968]).
While this later came to be the dominant viewpoint (for reasons to be explored
below), there was early opposition. Laurie Gunter [1962] was one of the first to
argue that practicing nurses needed sound science on which to base their activi-
ties. Hence, nursing research should draw on theories from sociology, psychology,
physiology, and pathology. Sensitive to the political need for a body of research
unique to nursing, she wrote that “These theories alone will not be unique [to nurs-
ing], but the contribution and the special aspects stressed for each will be unique
to nursing in such a manner as to distinguish it [nursing] from other functions”
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[Gunter, 1962, p. 6]. Rosemary Ellis [1968] developed this idea by suggesting
criteria with which to evaluate theories drawn from other scientific domains. The
unique circumstances of nursing would require that these theories be developed
and modified. Because nursing practice required biological, psychological, and so-
cial knowledge, and theories from different domains would have to be combined.
While the theories would be drawn from other disciplines, the needs of nursing
practice would demand that nurses make these theories their own.

During this first generation of nursing research, the discipline was also under
institutional pressure to be “scientific.” Nursing, after all, was part of the health
sciences, and its research contribution ought to make some difference to our under-
standing of human health. Logical positivism played an important role in framing
nursing’s approach to philosophical questions about their science. The nursing
literature in the nineteen sixties and seventies was sprinkled with references to
Carl Hempel, Hans Reichenbach, Herbert Feigl, and Ernest Nagel. The logical
positivists emphasized the importance of theory in science, and their concept of
theory required law-like generalizations that entailed testable hypotheses. The
work of the logical positivists provided four grounds on which different domains of
science were distinguished. The different domains of science (1) generalized over
a distinct range of observations and (2) used distinct theoretical vocabularies to
explain and unify the observed regularities. Moreover, (3) different sciences might
inhabit distinct levels of the hierarchy, the higher level unifying and explaining
the regularities of a less general discipline. Finally, the positivists recognized that
the generalizations of different sciences might take different forms. For example,
biological generalizations often described functional relationships, while disciplines
like mechanics use multi-variable equations. Thus, (4) a domain might be distinct
because of the logical form of its laws or explanations.

Nurses faced difficulties in applying the logical positivist conception of science
to their field. Since professional nursing is a practical enterprise, it was natural
for nurses to draw on a variety of social scientific, psychological, and biological
theories to facilitate their work. While useful to practicing nurses, the discipline
of nursing could not claim such borrowed theories as their own. If there was to
be a nursing science — according to the standard philosophical criteria of the
nineteen fifties and sixties — it would need to discover the laws that governed
its own, unique phenomena. The distinctive phenomena of nursing, however, were
primarily nurse-patient interactions. The first generation of nursing theorists, such
as Hildegard Peplau, Virginia Henderson, Ernestine Wiedenbach, and Dorethea
Orem, had focused on the role of the nurse and the relationship between the
nurse and the patient. Their work was primarily prescriptive. It analyzed the
needs or deficiencies of a patient and how the nurse should identify and respond
to them. This work was useful in nursing education, but these writers were not
postulating law-like relationships in order to explain observations. Nonetheless,
nursing scholarship insisted on treating this work as “theory” in a roughly logical
positivist sense. Textbooks in nursing theory, such as Meleis [2007 / 1985], Fawcett
[1999 / 1985], or George [1990 / 1980] continue to apply standard criteria for
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the evaluation of a theory, including generalizability and generation of testable
hypotheses, to the work of these early theorists.3

While the logical positivist picture of science did not easily fit the work of the
early nurse scholars, treating their work as “theory” in the positivists’ sense had
several clear benefits to the emerging discipline of nursing. First, it made nurs-
ing science analogous to other, well established scientific domains. As nursing
schools established PhD programs in the nineteen sixties and seventies, the anal-
ogy between nursing and the “basic sciences” helped make the case that nursing
scholarship could contribute to the health sciences. Second, if nursing science
discovered its own laws of health, it could effectively guide practice within the
domain of expertise that Nightingale identified. It would provide the basis for
designing effective nursing procedures and it would help identify the proper role of
nurses. Finally, treating the early theoretical writings as a science (again, in the
logical positivist’ image of science) provided unity to the discipline. According to
the logical positivists, scientific fields were unified by their theories and the scope
of a theory was determined by the natural laws it postulated. Thus, the field of
nursing scholarship would be unified and delimited by the most abstract laws it
discovered.

4 PRACTICE THEORY

In the nineteen sixties and early seventies, attempts to distinguish nursing theories
from theories in other sciences often were discussed under the rubric of “practice
theory.” While there were some antecedents, e.g. Wald and Leonard [1964], the
most sophisticated view of practice theory was developed by James Dickoff and
Patricia James in a series of influential essays [1968; 1968a; 1968b]. Dickoff and
James were influenced by John Dewey’s pragmatism, and were thus somewhat
critical of the logical positivist view of science. They made two crucial contribu-
tions to the development of nurses’ conceptions of research and theory. First, they
gave a definition of theory that was less restrictive than the common, positivistic
conception. In a definition that became almost canonical among nurse scholars,
they defined a theory as “a conceptual system or framework invented to some
purpose” [Dickoff and James, 1968, p. 198]. While overly broad and more than
a little vague, it permitted them to assimilate a wide range of nursing research
activities within the scope of “theory.” Dickoff and James identified four levels
of theory, and argued that each had its own purposes and criteria of evaluation.
The levels were conceptualized as a hierarchy in the sense that each level of the-
ory presupposed and required the levels below it. The lower levels included the
development of taxonomies (second-level theories) and causal models (third-level
theories). The highest level of theory was a version of practice theory, which they
called “situation-producing theory.”

3These theories and the philosophical issues they raise are discussed further in Section 7,
below.
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According to Dickoff and James, the purpose of situation-producing theory is
to articulate the goals or aims of the profession. Situation-producing theory was
therefore normative in the sense that it identified what made certain forms of the
activity good or excellent. In addition, a situation-producing theory must say how
the goals may be reached. This requires the theory to describe and analyze the
relevant parts of the practice, and to show how those activities should be organized
so as to achieve the goals of the practice. In this way, a practice theory must use
causal generalizations that are hypothesized and tested at the lower level. Because
situation-producing theory includes values, Dickoff and James’s analysis took a
position on the issue of how scientific theories should be related to values. The
common view among philosophers of science at this time was that science should
be value free.4 Scientific theories should include no values; at most, scientific
theories could describe facts that might be useful for policy makers. Dickoff and
James recognized that, since nursing research was fundamentally oriented toward
practice, this vision of value-free science did not suit the needs of the discipline.

In spite of their differences from positivism, Dickoff and James’s understanding
of theory shared several commitments with it. Dickoff and James seemed to accept
the logical positivist’s account of theories as their third level of theorizing. Like
the positivists, they seemed to regard observation and description as relatively
independent of theory. Moreover, the theories were arranged in a logical and
temporal sequence. The higher levels depended on the existence of the lower
levels, and the lower levels needed to be established before the higher levels could
be fully developed. Finally, like the logical positivists, Dickoff and James regarded
disciplines as unified by their theories. Given their hierarchy of theories, it follows
that the discipline of nursing is given its unity and identity by the highest levels of
theory. Because of these shared commitments, nurse scholars of the late nineteen
sixties and early nineteen seventies were able to synthesize Dickoff and James’s
view of practice theory with a broadly positivist understanding of science.

Perhaps the most important challenge to Dickoff and James’s conception of
practice theory arose from the way it integrated science and values. In a series
of philosophically informed essays, Jan Beckstrand argued that practice theory
was nothing more than the conjunction of scientific theorizing and ethics [1978a;
1978b; 1980]. Her main argument was that there were two possible roles for values
in practice theory: as an ethics for the profession or as goals for the practice. In
the first role, she argued, empirical science is irrelevant. Professional ethics are
subject to philosophical discussion, not scientific research. Moreover, the phrase
“goals of the practice” is ambiguous. It may refer to either the goals to be obtained
or the best means for obtaining them. Again, choice of goals is a strictly evalu-
ative matter to which science has little to contribute. And once the goals were
established, value-free scientific inquiry could determine the best way to achieve
them. Beckstrand’s view of the role of values in science thus followed Hempel’s

4It should be pointed out, however, that this view had been challenged within the philosophy
of science even during the height of positivism. See the discussion in Rudner [1953], Churchman
[1956], Jeffrey [1956], and Levi [1960].
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analysis [1965]. On this view, science speaks only to issues of instrumental value.
Intrinsic values are extra-scientific, and they are established independently of sci-
entific inquiry. Once the goals have been determined (and presumably the criteria
for “best means”), empirical research can determine the best means for achieving
the ends. According to Beckstrand, then, practice theory was nothing more than
the instrumental use of science to achieve the goals of the profession.

One response to Beckstrand’s arguments was that it pulled the evaluative and
the empirical parts of nursing too far apart. Rosemarie Collins and John Fielder
argued [1981] that Beckstrand’s segregation of science and values obscured an im-
portant aspect of nursing research. The social and moral mandate for nursing lies
in its practice. Reflection on the goals of nursing is an important object of nursing
research, and Beckstrand appeared to suggest that moral theory alone will dictate
the goals of practice. Collins and Fielder argued that reflection on the goals of
nursing practice would be sterile without knowledge of the concrete details of nurs-
ing practice. Hence, they concluded, practice theory had an important function
in nursing. While Collins and Fielder’s argument is sound, it proves too little. In
any practical ethical reflection, the details of the case are determinative. There-
fore, they showed only that decisions require knowledge of both facts and values.
Beckstrand’s argument against practice theory is consistent with this conclusion.
The deeper issue concerns the relationship between ethical inquiry and scientific
inquiry. Collins and Fielder did not call Hempel’s separation of science and values
into question. Dickoff and James’ practice theory was an attempt to do so; they
tried to create a kind of empirical theory that had normative import. Hence, by
leaving the value-freedom of science intact, Collins and Fielder’s argument failed
to undermine Beckstrand’s critique.

Philosophical work on scientific value-freedom has identified a number of possi-
ble roles for values within science. It is common to distinguish contextual values
from constitutive values [Longino, 1990]. Contextual values are extra-scientific
commitments. If science has constitutive values, on the other hand, commitment
to the values is a necessary or integral part of scientific activity. Contextual values,
on the other hand, may influence science, but are not necessary to the enterprise.
Using this distinction, we might reframe Beckstrand’s position as holding that the
values arising from the nursing profession play a contextual role in nursing sci-
ence. Other nurse scholars held that the professional values of nursing functioned
to identify the proper topics for nursing research [Johnson, 1974, Donaldson and
Crowley, 1978]. Once those topics were identified, however, the scientific investi-
gation proceeded in a value-free way. Therefore, on this model, the professional
values of nursing are contextual to nursing research. Are there any constitutive
values in nursing research? In some philosophical writing, “constitutive values”
have been treated as equivalent to theoretical virtues (simplicity, accuracy, etc.)
or other epistemic values. It is arguable, however, that in nursing there are non-
epistemic constitutive values. The concept of health, of course, is the keystone of
the field, and there is a long tradition of argument purporting to show that the
concept of heath is normative [Margolis, 1976; Engelhardt, 1981; Culver and Gert,
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1982; Seedhouse, 2001; Nordenfelt, 2007]. 5 The best argument for value-freedom
in this area distinguishes between disease and illness, and argues that disease is
value-free [Boorse, 1981]. When conceived as the opposite of disease, the argu-
ment goes, the concept of health is value free. “Illness,” on the other hand, is
the emotional and social response to disease, and it is a value laden concept. The
concept of health is value laden only insofar as it includes illness. The question of
whether the concept of disease is value-neutral can be sidestepped here, because
nursing research must be concerned with illness (as Boorse defines it). The focus
of nursing concern is on how the patient is responding to the disease, not just the
biological malfunctions. Hence, in nursing research about health, the concept of
health must be normative. There are, therefore, at least some constitutive values
in nursing research.

Patient autonomy is another candidate for a constitutive value of nursing re-
search. In nursing, the commitment to autonomy means more than informed con-
sent or the right to refuse treatment. It is not just the freedom to choose; it is the
ability to actualize those choices. At least since the nineteen fifties, if not before,
professional nurses have sought to enable and enhance the agency of the patient.
Nurses aim to enable the patients to do as much for themselves as they can, given
their condition. This is manifest in practices of patient education, rehabilitation,
symptom management, and patient management. Understood in this rich sense,
patient autonomy is a core commitment of professional nursing that emerges in
the nursing research agenda. For example, a number of lines of nursing research
form the basis of contemporary care practices for patients with dementia. Work
by Neville Strumpf and Lois Evans documented the negative effects of patient re-
straints.6 They then went on to review the existing (non-nursing) literature on the
use of patient restraints, making the case that elder restrains were not necessary.
Their subsequent clinical research laid the empirical groundwork for practices of
patient management that have better emotional and cognitive outcomes for the
patients. This research was guided throughout by a clear commitment to patient
autonomy, and the value did more than focus the research on a particular topic.
It led the researchers to interrogate the existing literature in particular ways, and
test particular kinds of restraint-free interventions.

The claim that the professional values of nursing play only a contextual role in
nursing research cannot be maintained. The concepts mobilized by nurse research
are permeated by evaluative commitments. In Williams’s sense, they are “thick”
moral concepts, having both evaluative and descriptive dimensions to their mean-
ing [Williams, 1985, p. 140]. And, as the example about dementia care shows, the
professional values also influence the way the questions are framed and the kinds
of information sought to answer them. Nursing science, then, seems to be a kind
of inquiry that has constitutive, non-epistemic values.

5For a full discussion of this issue, see the Chapter by Christopher Boorse, infra.
6This description of the research is drawn from [Donaldson, 2000, p. 528-529]
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5 PATTERNS OF KNOWING AND THE STRUCTURE OF THE
DISCIPLINE

Barbara Carper’s “Fundamental Patterns of Knowing in Nursing” [1978] is one of
the most influential essays in nursing’s epistemological literature. Carper sought
to analyze the kinds of knowledge required by practicing nurses, and thereby show
how the domain of nursing inquiry should be analyzed. She divided nursing knowl-
edge into “empirics,” “ethics,” “aesthetics,” and “personal knowledge.” This clas-
sification of nursing knowledge reinscribed two distinctions that practice theory
had tried to erase: (1) Carper, like Beckstrand, separated ethical knowledge from
empirical knowledge, and (2) she distinguished theoretical knowledge from practi-
cal knowledge.

“Empirics” is the empirical science of nursing. Influenced by the prevailing
logical positivist view of science, Carper conceived of empirics in terms of laws,
predictions, and causal explanations. By identifying ethics and empirics as distinct
patterns of knowing, she was implicitly rejecting the arguments for practice theory.
Carper agreed that a practicing nurse needs to know both ethics and science, but
she regarded these as independent kinds of knowledge. Nursing knowledge, then,
should be partitioned into nursing science and nursing ethics. On this point, her
view is criticizable on the grounds canvassed at the end of Section 4.

With respect to the distinction between theoretical and practical knowledge,
practice theorists had supposed that the practical needs of nurses demanded a
special kind of theory. Carper’s analysis undermined this commitment as well. The
last two categories, aesthetics and personal knowledge, are both kinds of practical
knowledge. The key elements of the aesthetic component in nursing are that it
is particular, rather than general, that it is holistic in the sense of understanding
particulars in relation to each other, that it involves empathy, and that it resists
discursive formulation. Finally, personal knowledge is a kind of self awareness that
concerns the relationship of self to other. These features distinguish aesthetics and
practical knowledge from the law-like generalizations of empirics. They are forms
of “knowing how” and are not theoretical. On Carper’s analysis then, the practical
ability of a nurse to respond to individual patients is not something that needs a
special kind of theory.

Carper’s essay was philosophically important because it provided a direct an-
swer to the question of how nursing knowledge is to be structured. She analyzed
nursing knowledge into fundamental components, and she provided a picture of
how they were to be related. While Carper’s essay was primarily an analysis of the
knowledge of practicing nurses, it was quickly used as an analysis of the various re-
search programs to be associated with nursing. Maeona Jacobs-Kramer and Peggy
Chinn developed Carper’s four patterns into a full model of how nursing theory
was to be developed, communicated, and evaluated [Jacobs-Kramer and Chinn,
1988, Chinn and Kramer, 1999 / 1983]. Each of the four patterns had its own
form of expression and criteria for evaluation. In a recent essay, several prominent
nursing theorists suggested that each of the four patterns was based on its own
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kind of “evidence” [Fawcett, et al., 2001]. However, these extensions of Carper’s
analysis are philosophically problematic. Carper herself warned that the Kramer
and Chinn extension of her analysis inappropriately treated ethics, aesthetics, and
personal knowledge as too much like empirical science [Carper, 1988]. The “art”
of nursing, captured by the aesthetic pattern, was supposed to resist theoretical
articulation. Moreover, if aesthetics and personal knowledge are forms of knowing
how, then it is a category mistake to identify theories that encompass this knowl-
edge, or to look for the evidence on which such theories are based [Edwards, 2001,
pp. 44f, Paley, 2006].

In the same year that Carper published her seminal essay, another equally
influential essay emerged: Sue Donaldson and Dorothy Crowley’s “The Discipline
of Nursing” [1978]. Like Dickoff and James, they were concerned with the fact
that nursing theory had a deep relationship to the professional role of nurses.
Rather than focusing on issues of how nursing knowledge should be structured,
however, they turned to the question of how a discipline should be structured.
A discipline, they argued, was a body of knowledge oriented toward particular
interests and framed by a related set of concepts. They suggested three themes
that were distinctive of the discipline of nursing [Donaldson and Crowley, 1978, p.
113]:

1. Concern with the principles and laws that govern the life processes, well-
being, and optimum functioning of human beings — sick or well.

2. Concern with the patterning of human behavior in interaction with the en-
vironment in critical life situations.

3. Concern with the processes by which positive changes in health status are
affected.

These concerns were specific to the discipline of nursing because of the values im-
plicit in the professional role: “the discipline is defined by social relevance and
value orientation, rather than empirical truths” [Donaldson and Crowley, 1978, p.
118]. Donaldson and Crowley thus used the professional practice of nursing to help
answer the question of how the discipline of nursing is unified. Yet, while practice
helped unify the discipline, it did not define the limits of the discipline. Donald-
son and Crowley gave several arguments to support the idea that “the discipline
of nursing should be governing clinical practice rather than being defined by it”
[Donaldson and Crowley, 1978, p. 118]. First, by 1978, there were nurses writing
on nursing history, nursing ethics, and nursing philosophy, in addition to the more
practical matters of client interventions and nurse management. The discipline
thus had a broad scope, and it was plausible to think that more comprehensive,
disciplinary knowledge could be applied to more specific, practical nursing prob-
lems. Moreover, as Carper emphasized, nursing practice required attention to the
particular client. Yet, the particular competencies required for clinical practice
presuppose and draw on a broad understanding of health. Therefore, Donaldson
and Crowley conclude, the discipline needs to direct practice, not vice versa.
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The essays by Carper and by Donaldson and Crowley were profoundly important
for nursing. Both essays were quickly accepted and widely cited. They were
the seeds around which a consensus about nursing knowledge crystallized.7 That
consensus had the following elements:

1. The knowledge required by professional nurses is properly analyzed by Carper’s
four patterns, and the knowledge base of the discipline should reflect these
four patterns.

2. Nursing inquiry is unified by a related set of topics (Donaldson and Crowley’s
three themes).

3. Nursing knowledge is hierarchically organized, with the metaparadigm at the
highest level of abstraction, followed by grand theory, midrange theory, and
finally applications (or “micro-range theory”).

4. While the ethical and social mandate of nursing set the goals for the disci-
pline, the discipline of nursing governs the practice of the nursing profession.

These basic commitments remain the dominant epistemological view within the
discipline of nursing. The consensus was solidified by the publication of sev-
eral textbooks on how to create nursing theory. While their presentations have
evolved in the light of developments to be discussed below, recent editions con-
tinue to affirm the outline of the consensus achieved in the early nineteen eighties
(cf. [Chinn and Kramer, 1999/1983; Fawcett, 1999/1985; Walker and Avant,
2005/1983; Meleis, 2007/1985]).

While the consensus view of nursing science continued to dominate philosophical
thinking by nurse scholars, subsequent developments in nursing scholarship have
exposed deep stresses and fault lines. Three developments are especially interesting
from the point of view of the philosophy of science. First, research involving inter-
views, participant observation, and focus groups became popular in the nineteen
eighties. These methods and their results were difficult to fit within the positivist
model of science that many nurse scholars had adopted, and the issues resonated
both with the philosophical critique of positivism and with longstanding debates
in the philosophy of the social sciences. The nursing assimilation of and contribu-
tions to these issues is the topic of Section 6. The second challenge comes from
the rise of middle-range theory. Abstract and general theories, so-called “grand
theory,” dominated nursing research in the nineteen seventies and early eighties,
when the current consensus was formed. In the nineteen nineties, research devel-
oping grand theory was gradually eclipsed by research developing middle-range
theory. These theories are often drawn from other disciplines, such as sociology,
psychology, or physiology. They are more easily tested and applied than the grand
theory. As we will see in Section 7, middle-range theory presents challenges to both
the structure and unity of nursing science. Finally, the evidence-based medicine

7Jacqueline Fawcett’s early meta-theoretical essays (e.g., [1978; 1983; 1984]) nicely articulate
the consensus that formed during this period.
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movement reached nursing in the nineteen nineties. The program’s demand for a
clear relationship between research and practice resonated with existing concerns
among nurses, but the emphasis on clinical trials conflicted with nursing’s embrace
of qualitative research. As we will see in Section 8, below, it also threatens the
consensus conception of a nurse’s practical knowledge and its relation to nursing
research.

6 QUALITATIVE RESEARCH AND THE PROBLEM OF
TRIANGULATION

In the nineteen eighties there was a rapid expansion of research that relied on
interviews, focus groups, and participant observation — what nurses called “qual-
itative” research, in opposition to “quantitative” research.8 These methods were
quite different from those sanctioned by standard philosophical views of science.
Their quick adoption within nursing scholarship was the result of philosophical
developments both inside and outside of nursing that created a space for the new
methods.

From within nursing, the important developments had their source in Patricia
Benner’s From Novice to Expert [1984]. Benner argued that excellence in nursing
was a practical skill that could not be expressed or described by a set of rules.
Her arguments were strongly influenced by Hubert Dreyfus’ readings of Heidegger
[Dreyfus, 1979], and his application of those ideas to problems of skill acquisition
[Dreyfus and Dreyfus, 1980]. Her work resonated strongly with Carper’s aesthetic
and personal patterns of knowing, and it gave a deeper philosophical basis for
these aspects of nursing knowledge. She also drew important methodological con-
clusions. Because nursing practice could not be adequately described by natural
laws, theories modeled on the natural sciences (especially as those theories had
been conceptualized by logical positivism) would not be relevant. The best way
to study nursing, Benner argued, did not involve the postulation of laws or natu-
ral regularities. Hence, the study of excellence in nursing (and by extension, any
aspects of nursing that involved intentional action) should not use methods based
on measurement or hypothesis testing. Rather, nursing should use participant ob-
servation and interviews; nursing methods should be “phenomenological”9 rather
than positivistic or quantitative.

Outside of nursing, the received view of theories was crumbling, and the echoes
of its fall were heard in nursing. Thomas Kuhn’s Structure of Scientific Revolutions

8This pair of terms is problematic in many ways. The terms will be used here because nurse
scholars have used them to draw distinctions among their methodological and philosophical
commitments.

9The term “phenomenology” is often used within the nursing methodological literature. It is
partly the result of Benner’s use of Heideggerian ideas to support her position. Also, the word
was already used in education studies and sociology to characterize a methodology that relied
on interviews, and participant observation. The relationship between these various methods
and the eponymous philosophical movement are complicated; for a detailed and comprehensive
discussion, see Outhwaite [2007]. For the sake of consistency, this essay will use “qualitative.”
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[Kuhn, 1970 / 1962] and Larry Laudan’s Progress and its Problems [1977] were
commonly cited in the nursing literature of the nineteen eighties. Jean Watson
was among the first in nursing to recognize the critique of positivism and notice its
consequences. In “Nursing’s Scientific Quest” [1981], she bemoaned the failure of
nursing science. Not only had adherence to a natural-scientific model of research
yielded few results, it had caused nursing to lose sight of its leaders’. . .

call for research aimed fundamentally at the solution of human health
problems. Such leaders as Nightingale, Henderson, Krueter, and Hall
were advocates of an integrated approach to scientific study that would
capitalize on nursing’s richness and complexity, not separate practice
from research, the art from science, the “doing” of nursing from the
“knowing,” the psychological from the physical, and theory from clin-
ical care. [Watson, 1981, p. 413]

What nursing needed was exactly the kind of science that seemed to be emerging
from the critique of the received view in philosophy, a science that rejected the
positivist model of objectivity, personal detachment, and value-freedom. Watson’s
view was developed by other nurse scholars who argued that a “post-positivist”
philosophy of science was a good fit for nursing [Tinkle and Beaton, 1983, Silva
and Rothbart, 1984, Moccia, 1988, Kim, 1989]. To many nurse researchers in the
late nineteen seventies and early eighties, qualitative research seemed to be exactly
the new form of science for which Watson was calling. Qualitative research was
thus said to be subjective, rather than objective, value-laden rather than value-
free, engaged rather than detached, and so on. The nice fit between qualitative
methodology and nursing practice promised a form of nursing theory that would
be more congruent with the goals and practices of nursing than research modeled
on the natural sciences [Leininger, 1985; Duffy, 1986; 1987; Moccia, 1988].

While they recognized that qualitative research ran contrary to the spirit of
positivism, the early proponents of qualitative research regarded qualitative and
quantitative research as consistent and complementary. They argued that there
were clear advantages to qualitative methods. Interviews and participant obser-
vation exposed layers of meaning and significance that were invisible to survey
or psychometric instruments, thus capturing the richness of nursing phenomena
[Klenow, 1981; Swanson and Chenitz, 1982; Patton, 1990/1980]. Qualitative meth-
ods were also useful for preliminary research. Survey or psychometric instruments
required the researcher to have already conceptualized the domain. If hypotheses
were to be formed and tested, the researcher must already have a theory. Qualita-
tive methods allowed the researcher to learn about a new field and form tentative
theoretical constructs. Both of these ideas were reiterated by later writers [Duffy,
1987; Sohier, 1988; Morse, 1991] and became part of the common wisdom about
qualitative research. Neither of these rationales for using qualitative methods con-
flicted with the use of quantitative methods. Indeed, when justified in this way, the
methods are clearly complementary. Some of the earliest writers about qualitative
research thus argued for the joint use of qualitative and quantitative methods,
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what became known as “triangulation.”
One of the first essays on triangulation in the nursing journals was by Laura

and William Goodwin [Goodwin and Goodwin, 1984]. They argued that quali-
tative methods were useful for more than exploratory research. Using qualitative
and quantitative methods together in a single study could make the research more
complete. More importantly, they argued that the joint use of different kinds of
methods would strengthen a study. Since different methods would have differ-
ent weaknesses, similar results would serve to confirm that the findings were not
the result of error or bias. The idea that the triangulation of quantitative and
qualitative methods could help confirm the results of a single study was accepted
and developed by a number of writers in the nineteen eighties [Mitchell, 1986;
Duffy, 1987; Knafl, et al., 1988]. Adding confirmation to the list of triangulation’s
virtues was a philosophically significant and contentious move. By the time that
Goodwin and Goodwin were writing, Kuhn’s concept of a paradigm had already
been used within nursing to distinguish qualitative methodology from quantita-
tive methodology. Within a paradigm, methods were tightly bound to the theories
they confirmed. Moreover, according to Kuhn, paradigms were incommensurable;
they could not be compared. To contend that different methods could support
a single study, then, Goodwin and Goodwin had to argue that qualitative and
quantitative methods were consistent. They did so, concluding that:

Trying rigidly to link paradigm with method will inevitably lead to
research that is conducted inappropriately and which, therefore, will
produce findings that lack credibility. [Goodwin and Goodwin, 1984,
pp. 378-379]

This point was vigorously debated within the nursing journals for the next two
decades.

The proposal that qualitative and quantitative methods might be blended in a
single study provoked a sharp reaction. Bethel Powers argued that Goodwin and
Goodwin had ignored the way in which choices of method depended on the under-
lying purposes of the study. Since a paradigm’s fundamental assumptions about
the world determine what questions may (and may not) be asked, methodologi-
cal choices only make sense in the context of a paradigm [Powers, 1987, p. 123].
She also criticized their assumption that “science is a single-paradigm multiple-
method type of enterprise” [Powers, 1987, p. 124] and argued that Goodwin and
Goodwin were implicitly committed to positivism. Had they recognized the dis-
tinctive philosophical commitments of the qualitative paradigm, Powers argued,
they would not have been able to draw their conclusions. Powers’ arguments were
echoed by John Phillips [1988b, 1988a]. He enumerated several differences between
qualitative and quantitative research and treated them as dichotomies, e.g. holistic
vs. particularistic, dynamic reality vs. static reality, meaning vs. causality. Be-
cause these pairs were dichotomies, he concluded that combining qualitative and
quantitative forms of research was logically incoherent:

Blended research gives an array of data related to each method. Such
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data will not yield information that enhances the validity of the results
because the data are not compatible. The results are invalid because
numerical and textual data cannot be combined in a meaningful anal-
ysis. [Phillips, 1988b, p. 4]

Phillips was thus arguing for the direct contrary to Goodwin and Goodwin’s claim
that findings would have credibility only if method and paradigm were tightly
linked.

The notion that good research required exclusive adherence to either the qual-
itative or quantitative “paradigm” was an important change in nurses’ thinking.
Following the lead of education, sociology, and anthropology, early writers on qual-
itative research regarded qualitative and quantitative research as compatible. By
the late nineteen eighties, nursing largely abandoned the idea that the two kinds
of method could be fit into a single methodology. This distinctive methodological
stance was the result of the way in which qualitative methodology and arguments
against logical positivism intersected with the goals of the nursing discipline and
the features of nursing practice. Once qualitative research was associated with a
paradigm, and the qualitative paradigm was contrasted with logical positivism,
the issue took on disciplinary significance. Choice between qualitative and quan-
titative paradigms came to be treated as a major choice of direction for the entire
discipline of nursing [Haase and Myers, 1988; Moccia, 1988; Porter, 1989].

In spite of the rather shrill rhetoric among meta-theorists, practicing researchers
found it beneficial to mix qualitative and quantitative research. In the nine-
teen nineties, hundreds of research papers were published that used triangulation.
Methodological commentary on this practice solidified into two groups, largely re-
iterating the arguments of the nineteen eighties. Almost all commentators take
triangulation to be an appropriate means to more complete studies and for stim-
ulating new hypotheses. The disagreement continues to be over confirmation.
One group, sometimes called “building block” theorists, argue that triangulation
could not yield better confirmation. In multi-method research, the qualitative and
quantitative work must remain separate and distinct. Each method provides an
independent body of data, and each kind of evidence supports its own conclusions
and should be evaluated in its own terms. A triangulated study would thus be the
conjunction of two studies; the methods combined like bricks in a wall, not like
salt and water in saline [Morse, 1991; Dootson, 1995; Giddings and Grant, 2007].
“Blending” theorists, by contrast, argue that different methods can produce evi-
dence to support a single conclusion, and that triangulation enhances confirmation
[Knafl, et al., 1988; Breitmayer, et al., 1993; Risjord, et al., 2002].

One advance in the debate has been the recognition (and attempted expulsion)
of remnants of positivism and the adoption of post-positivist philosophy of science.
Through the nineteen nineties, both sides of the debate implicitly held a positivist
view of quantitative research. In particular, quantitative research was supposed
to involve deducing hypotheses from a theory, which in turn was conceived as
a hierarchy of laws. It is not clear how qualitative methods could support this
kind of theory testing. However, this positivistic conception of theory is limited
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at best. More recent commentators [Clark, 1998; Risjord, et al., 2001; Racher
and Robinson, 2002, Risjord, et al., 2002] have argued that better conceptions
of theory structure and confirmation are available. If, for example, a coherence
view is adopted, there is no structural difference between theories supported by
qualitative research and theories supported by quantitative research [Risjord, et
al., 2001; 2002]. Therefore, there is no barrier to multiple methods providing
evidence to support (or refute) a single theory. A further ramification of this
line of argument is to undermine the qualitative-quantitative distinction entirely.
While there are important differences among the various research techniques, there
is philosophical room for a unified conception of nursing research that includes all
of them [Clark, 1998; Racher and Robinson, 2002; Risjord, 2010]. By treating the
dispute between qualitative and quantitative research as a global issue of paradigm
conflict within the discipline, nursing scholars have given methodological decisions
priority over choice of research question. Arguably, this is backwards: methods
should be jointly determined by the questions asked and the topics asked about.
When considered in this light, it is clear that some questions are best answered by
more than one method [Risjord, et al., 2002; Twinn, 2003; Risjord, 2010].

7 MIDDLE-RANGE THEORY

Like qualitative research, middle-range theory blossomed in the nineteen eighties
and nineties because of research initiatives internal to nursing science and because
of philosophical critiques of logical positivism. Middle-range theory, however, has
a much longer history within nursing. Arguably, the vast bulk of nursing research
has been in the middle-range of abstraction, having neither a discipline-wide scope
nor a micro-level focus. As discussed in Section 3, some early research in nursing
imported middle-range theory from other disciplines, and this led to debates about
the relative importance of borrowed versus disciplinary theory. While concerns
about the unity of the discipline inclined nurse scholars toward discipline-based
theory, researchers continued to explore and adapt theories from related disci-
plines. The phrase “middle-range theory” did not come into common use until the
nineteen eighties, and it became the buzzword of the nineteen nineties. The term
was promoted by Frederick Suppe, who imported his critique of logical positivism
and his semantic conception of theory into nursing. It was picked up by nurse
scholars who used it to distinguish their work from the “grand theory”10 that had
gone before.

Most of the intellectual products that became nursing’s grand theories began
their life as a part of nursing education. The early treatises by Peplau [1952],

10The phrase “grand theory” has a variety of uses in the nursing literature. Some authors
(e.g. [Fawcett, 1999/1985]) distinguish between theories and “conceptual models” on grounds
of abstractness, others assimilate abstract theories to empirical theory. The grand theories
themselves exhibit a range of abstractness and generality. For the purpose of this essay, fine
distinctions need not be maintained and relatively unproblematic examples will be deployed.
For more detailed discussion of “grand theory” see [Risjord, 2010].
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Orlando [1961], Henderson [1966], and Weidenbach [1964] have been introduced
in Section 3. Their primary pedagogical aim was to systematize the actions, envi-
ronment, and professional role of the nurse, and to show how the nurse’s area of
concern was distinct from the physician’s. These books provided nursing students
with a set of concepts that helped them both analyze their situation and under-
stand its significance. The intent behind these works was not to produce something
analogous to theories of quantum mechanics or natural selection. Nonetheless, un-
der the influence of the positivist philosophy of science and institutional pressures
to articulate the character of their research, these systematic works were treated
as theories of nursing. On the positive side, these works captured many of the
important features of nursing. They articulated the concepts of health, the nurs-
ing process, the nursing client, stressors, responses, and so on. Perhaps their most
important contribution was to identify the phenomena with which a nursing sci-
ence should be concerned. In this respect, they were analogous to the overarching
theories of nineteenth century social science. On the negative side, there was an
awkward mismatch between their original function as pedagogical conceptualiza-
tions and their subsequent treatment as scientific theories in the positivist sense.
First, it was not clear that these theories included laws, and according to the dom-
inant philosophy of science, a theory was a set of laws. Second, it was unclear how
these theories might be tested. The theories were useful: educational programs
and nursing administration used the conceptualizations of the theories to struc-
ture nursing education and the nursing workplace. Such applications were often
treated as tests, but the successful use of a theory is rather weak evidence for its
truth. Indeed, in an analysis of the literature purporting to test nursing theory
between 1952 and 1986, Mary Silva found that a very small minority of the essays
tried put theory to meaningful empirical tests [Silva, 1986].

As the discipline developed in the late nineteen sixties and early seventies,
nursing theorists aimed more directly at providing a “basic science” of nursing.
Martha Roger’s “science of unitary human beings” [1970] and Betty Newman’s
“systems model” [1982], for example, are more descriptive and less prescriptive
or analytical than earlier theorists. These works look more like theories as the
logical positivists envisioned them. They included fully general propositions re-
lating theoretical terms, and they attempted to provide complete and systematic
accounts of the nursing domain. The most important problem — both practical
and philosophical — with these theories was their relentless abstraction. New-
man conceptualizes the patient and environment in terms of “stressors,” “flexible
lines of defense,” and “resistance.” Rogers is even more abstract, propounding
principles like Helicy: “The continuous, innovative, probabilistic increasing di-
versity of human and environmental field patterns characterized by nonrepeating
rhymicities” [Rogers, 1986, p. 6]. These theorists developed what they regarded
as fundamental theory without attention the bridge laws that would link the theo-
retical terms to an observation vocabulary. Some of this work was done by others,
and in the nineteen seventies and eighties, there was an active research program
of developing these theories.
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While the grand theories attracted disciplinary prestige, the majority of nurse
researchers continued to work at a much lower level of abstraction. Rather than
trying to derive applications from the rather nebulous propositions of grand the-
ory, many nurse researchers tried to get a clearer understanding of more concrete
nursing phenomena. The fact that they did so without recourse to more general
theories caused some concern among philosophically minded nurse scholars. In an
essay where she surveyed some research that purported to be relevant to practice,
Fawcett concluded:

The above protocols are the areas of nursing research that have been
identified as directly relevant for nursing practice. While this is cer-
tainly encouraging, it is also cause for concern. This concern lies in the
fact that few, if any, of these protocols are based on explicit and logi-
cally consistent theory. Although the theoretical explanations probably
exist, they have not been articulated. Until that is done, nursing will
not have a distinctive body of knowledge. [Fawcett, 1983, p. 178]

Fawcett’s call for “explicit and logically consistent theory” is, in the context of
the essay, a call for higher-level theory to provide the laws and general principles
that will justify the lower-level applications. The positivist conception of theories
demanded that lower level theories be derived from higher level theories. Fawcett’s
complaint was that these linkages are not being made explicit. Notice that the
concern is not merely a desire to be theoretically tidy. The argument is that until
the links with grand theory have been made, “nursing will not have a distinctive
body of knowledge.” The underlying view is that a discipline is given its unity by
the highest-level theories. These implicitly define the primary theoretical terms,
and they express the most comprehensive laws. Middle-range theory thus needed
to be linked to grand theory in order to give systematic content to the theoretical
terms of middle-range theory and to thereby unify the various theories within the
discipline of nursing.

Middle-range theory remained surprisingly resistant to the sort of unification
that nurse scholars expected. Where research papers did attempt to establish a
relationship to grand theory, the links were often weak. Papers that begin by
paying homage to one theory or another often proceed to ignore the theory en-
tirely in the substance of the analysis. Through the nineteen nineties, references
to grand theorists waned in the literature [DeKeyser and Medoff-Cooper, 2001].11

Researchers were simply not finding grand theory to be relevant to their concerns
or helpful in the conceptualization of their research problems. While this trend
was bemoaned by some, it was given philosophical support by post-positivist con-
ceptions of theory that emerged in the nineteen eighties.

11A survey (done by the author for this essay) of all research published in Journal of Ad-
vanced Nursing, Nursing Research, Nursing Science Quarterly, Nursing Outlook, and Image:
The Journal of Nursing Scholarship since 1980 shows a steady pattern of decline in discussion
of, or even reference to, grand theories. Nursing Science Quarterly is the only publication that
continues to publish work on grand theory, but their editorial policy is to preserve grand theory
in nursing scholarship.
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In a series of essays, Frederick Suppe and his collaborators articulated a new
conception of nursing theory [Suppe and Jacox, 1985; Suppe, 1993, Lenz, et al.,
1995; 1997] based on the semantic conception of theories (as developed in [Suppe,
1989]). Suppe rejected the sharp distinction between theoretical and observational
vocabularies, and the idea that theoretical terms are implicitly defined by the laws
of the theory. Theoretical terms are interpreted, and observation is always theo-
retical. Where the received view took theories to be linguistic entities (partially
interpreted formal systems), the semantic conception took them to be models of
phenomena. These models isolate a set of parameters from the phenomenon to be
studied, and use the parameters to define a physical system. Transitions among
states of the physical system then model, in an idealized way, the behavior of the
phenomenon [Suppe, 1989, pp. 83ff]. The observations that epistemically support
the theory are thus measurements of the parameters. Suppe spared nursing theo-
rists the technical details of the semantic conception, choosing to focus on the key
consequences of his new understanding of theory. In what is perhaps the seminal
essay on middle-range theory, Suppe and his collaborators defined middle-range
theory as one that “postulated relationships between the (quantitative or objec-
tively coded qualitative) values of its descriptors and. . . [where] it is possible to
measure or objectively code those descriptors” [Lenz, et al., 1995, p. 3]. The dis-
tinguishing feature of middle-range theory, then, is not its level of abstraction, but
the way in which it is empirically grounded. Middle-range theory must postulate
measurable (or similarly determinate) relationships.

Middle-range theory, as conceived by Suppe and his collaborators, was designed
to decouple the development of concrete, empirically grounded nursing theory from
the grand theories. On Suppe’s view, the work of the grand theorists is returned to
something like the status intended by the earliest theorists. These works provide
a conceptual orientation for the field, analogous to the “research programs” or
“research traditions” identified by Laudan [1977] and Lakatos [1970]. A result
of separating grand theory from middle-range theory is that nurse researchers
were free to develop a variety of theories without having to establish that they
were related by more general laws. Moreover, there was no philosophical barrier
to using theories developed within other disciplines. If there were useful models
of phenomena about which nurses were concerned, then nursing science should
develop them. Suppe’s version of middle-range theory, then, legitimized the use
of borrowed theories in nursing research. This point, as might be expected, is the
most controversial aspect of middle-range theory, for it raised again the questions
about how the discipline of nursing is to be unified.

In retrospect, it is perhaps unfortunate that Suppe et al. chose the phrase
“middle-range theory” to describe their conception of theories in nursing. They
borrowed the phrase from Merton’s Social Theory and Structure [1957], where it
had clear positivistic implications. For Merton, middle-range theory is the set of
laws that are derived from grand theory and linked to observation by bridge laws.
Middle-range theories are simply less abstract, and hence more directly testable,
consequences of grand theories. Even though Suppe et al. explicitly rejected the



Nursing Science 511

idea that “middle-range” denotes a location in the hierarchy of theory [Lenz, et
al., 1995, p. 6], many nurse scholars continued to understand it this way [Fawcett,
1999/1985; Liehr and Smith, 1999; Higgins and Moore, 2000]. As a result, the main
philosophical dispute about middle-range theory has been whether middle-range
theories can be developed independently of grand theories.

The literature on this topic engages two issues. The first is whether middle-
range theory requires the abstract conceptual resources of a more general theory.
It is common for discussants to say that middle-range theories are or should be
“derived” from grand theory [Olson and Hanchett, 1997, p. 73; Cody, 1999, p. 11;
Fawcett, 1999/1985, p. 6]. This echoes the positivistic idea that scientific terms get
their meaning by implicit definition in the axioms of a theory. This commitment
is implausible in contemporary philosophy of science, and if this were the only
reason why middle-range theory presupposed grand theory, then the argument
would be a non-starter. The literature on middle-range theory, however, does not
clearly distinguish between this implausibly strong commitment and the weaker
commitment that middle-range theory development takes place in a disciplinary
context that includes a basic conceptualization of the field, a range of interests and
evaluative commitments, and so on. This weaker commitment is quite plausible,
but it is too weak to support a close relationship between specific middle-range
and grand theories. Nursing practice already focuses the discipline on a relatively
determinate, if broad, range of phenomena, and the grand theories succeeded
in articulating the basic conceptual field. However, these resources need not be
conceived as determining the content of middle range theory in any significant
way.

The second question speaks to the larger issue of how various middle-range
theories might be united into a body of specifically nursing knowledge. Proponents
of a strong role for grand theory, such as Cody [1999] or Fawcett [1999/1985], argue
that it is only through the unifying effect of grand theory that a set of middle-range
theories can contribute to the discipline of nursing. Many middle-range theories
are drawn from other disciplines. It is thus legitimate to ask of research based on
such a theory: what makes this nursing research? The same question arises even
if the theory is novel and developed by the faculty of a nursing school. Only the
conceptual unity that grand theory provides can support a satisfactory answer,
or so the proponents of grand theory argue. This is a significant problem for a
view, like Suppe’s, that decouples middle range theory from grand theory. The
looser the relationship between the conceptual background that characterizes the
discipline and the concepts of the middle-range theory, the harder it is to explain
why the middle-range theory is nursing theory.
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8 EVIDENCE-BASED NURSING PRACTICE

Evidence-based practice arose in clinical medicine in the late nineteen eighties,12

and it was imported into nursing in the nineteen nineties. The application of evi-
dence based medicine to nursing raises many important issues. Some are beyond
the scope of this essay, such as practical issues about clinical nurses’ access to re-
search databases or ethical issues about how knowledge of outcomes is to be best
integrated into a patient’s care. The epistemological issues relevant here revolve
around the concept of evidence. Evidence based medicine gives priority to ran-
domized clinical trials and meta-analyses. Many nurse scholars have complained
that this disvalues qualitative methods, and as we have seen, a substantial num-
ber of nurse researchers take nursing to be a humanistic discipline characterized by
qualitative research. Therefore, when applied to nursing, evidence based practice
needs a broader conception of what is to count as evidence [Kitson, 2002; Geanel-
los, 2004; Rycroft-Malone, et al., 2004]. Another sort of problem is that there is a
lack of fit between what nurses need to know and the results of randomized clinical
trials. Nursing practice is based on personal relationships. The nursing encounter
is holistic in the sense that it encompasses all aspects of the patent’s experience,
social context, and medical situation. It is not easily captured by parameters
that are neatly measured in a clinical trial. Thus the adoption of evidence based
medicine threatens to exacerbate the existing gap between theory and practice
[Mitchell, 1999; Upton, 1999; Fawcett, et al., 2001].

In “On Nursing Theories and Evidence” [2001], Jacqueline Fawcett, Jean Wat-
son, Betty Neuman, Patricia Walker, and Joyce Fitzpatrick argue that the fore-
going problems can be resolved by reaffirming Carper’s four patterns of knowing.
Clinical trials are the “gold standard” of evidence based medicine, and this sort
of evidence is well suited to Carper’s pattern of “empirics.” However, it does not
fit the other kinds of knowledge that are important for nursing: ethics, personal
knowledge, and aesthetics. Each of the patterns, they argue, can be conceived as
a kind of theory too: “the content of ethical, personal, and aesthetic theories can
be formalized as sets of concepts and propositions, just as the content of many
empirical theories has been so formalized” [Fawcett, et al., 2001, p. 117]. By
recognizing these patterns as theories, they claim, the unique sources of evidence
required by nursing become apparent. Evidence for personal knowledge includes
autobiographical stories, and evidence for nursing aesthetics includes “aesthetic
criticism and works of art” [Fawcett, et al., 2001, p. 118]. If evidence based prac-
tice is expanded to include all four kinds of theory and their respective sources
of evidence, they argue, then it will not further alienate theory and practice. Re-
search will bring theory and practice together in just the way nursing needs.

The main problem with the approach of Fawcett et al is that it elides one of
Carper’s most important insights. Nursing is fundamentally a practical activ-
ity, and practice always outruns its description by propositions or prescription

12For a more complete discussion of evidence based medicine and evidence based practice, see
the essay by Robyn Bluhm and Kirstin Borgerson in this volume.
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by rules. Carper’s aesthetic and personal knowledge patterns capture aspects of
the nurse’s practical knowledge. To describe this practical knowledge as a theory
that might be supported by evidence is to miss the point that know-how does not
require evidence (cf. [Benner, 1984]). This mistake is not limited to Fawcett et
al. Jo Rycroft-Malone and her collaborators [2004] are more sophisticated about
the distinction between propositional and practical knowledge. However, they also
call for the development of “processes for articulating and explicating professional
craft knowledge” [Rycroft-Malone, et al., 2004, p. 84], and they want to count
these processes as sources of evidence for nursing practice. In so doing, they would
assimilate the explication of know-how to the evidence for a theory. It is true that
sharing stories about practical situations is an important part of developing practi-
cal expertise. One way to get better at any practical activity — from fly fishing to
psychiatric nursing — is to discuss problems that have arisen and how they were
handled. This kind of reflection makes some aspects of the situation vivid and
thereby helps the novice practitioner make better decisions in the future. How-
ever, the usefulness of stories does not turn them into a special kind of evidence.
Practice does not need evidence; it needs experience.

Another source of anxiety about importing evidence based medicine into nursing
is that it emphasized methods that nurse scholars regard as “quantitative.” As
discussed above, qualitative research forms an important part of nursing’s research
enterprise, and nurse scholars have looked for ways to include qualitative evidence.
The problem is that interviews, participant observation, focus groups, and so on
do not seem as epistemically robust as clinical trials. In an important critical
essay, John Paley argued that the central element of the concept of evidence is
that it is gathered by procedures “designed to rule out, or at any rate minimize,
the possibility of error” [Paley, 2006, p. 83]. The advantage of methods that rely
on measurement is that they are subject to standard statistical analyses for error.
Therefore, it is possible to determine, with relative precision, the chance that
a given conclusion is erroneous. Many have suggested mechanisms of consensus
formation as support for conclusions about effective nursing practice (e.g. [Upton,
1999; Geanellos, 2004; Rycroft-Malone, et al., 2004]). The problem with consensus
is that it does not, all by itself, pass epistemic muster. Consensus can form around
false beliefs. Indeed, as Miriam Solomon has argued [2001], consensus can impede
scientific development. Any attempt to be more inclusive about the evidence will
have to satisfy Paley’s criterion. In general, while procedures that do not use
measurement can be assessed for reliability, qualitative researchers have made few
attempts to do so. Hence, the burden is on qualitative researchers to show that
their results are reliable, and this burden has not been shouldered.

A deeper issue concerns the relationship between qualitative evidence and nurs-
ing practice. Qualitative research has been very useful for nursing. It is good at
providing certain kinds of information: pictures of nurse and patient experiences,
understanding of health practices and their consequences, and elucidation of the
conceptions that nurses and patients use. Nurses find such understanding inter-
esting, but it bears a different relationship to practice than, say, knowledge that
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one kind of intervention is better at reducing bed sores than another. The latter
kind of knowledge is the aim of evidence based practice, and qualitative research
in nursing does not seem well suited to it. The challenge, then, is to understand
how qualitative research does support practice. Fawcett et al. were thus correct to
suggest that because practicing nurses employ different kinds of knowledge (in par-
ticular, both practical expertise and scientific knowledge), nursing research might
support nursing practice in a variety of ways. Their mistake, as argued above, was
to assimilate all these forms of knowledge to knowledge of theory. This shows that
even if Carper’s patterns of knowing were a correct analysis of the knowledge of a
practicing nurse, it is not an adequate analysis of the discipline’s knowledge base.
The practical abilities of good nurses — captured in the aesthetic and personal
knowing patterns — are not directly reflected in a special form of nursing theory.

The call for evidence based nursing is important because it promises to provide
a research base that is directly relevant to practice, but it is forcing nurse scholars
to reconsider their conception of evidence and the attendant conceptualizations of
method, theory, and confirmation. Fully assimilating evidence based practice will
therefore require further philosophical reflection on, and development of, nursing
science.

9 THE NURSING STANDPOINT AS A FUTURE DIRECTION FOR THE
PHILOSOPHY OF NURSING SCIENCE

In the late nineteen seventies, nurse scholars had reached a consensus about the
character of nursing science. In Section 5, above, the consensus was expressed
in terms of four theses. Subsequent developments in philosophy and in nursing
have called all of them into question. Arguments that nursing science includes
constitutive values break down the division between Carper’s empiric and ethical
patterns of knowing. The philosophical demise of the received view of theories has
undermined the idea that a discipline must be unified by its most general laws and
concepts. It follows that middle-range theory need not be tied to particular grand
theories. These philosophical developments have been paralleled by developments
in nursing science. Middle-range theory and evidence-based practice represent
attempts by nurse scholars to make their science more testable and more clearly
relevant to nursing practice. In spite of the calls to link middle-range theory
and evidence to the conceptual resources of grand theory, researchers have not
found such links illuminating, and have proceeded without them. This challenges
the consensus view about the structure of nursing theory, and it raises difficult
questions about the unity of the discipline. These difficulties will only become
more pressing as middle-range theory and evidence-based practice continue to be
developed. As nursing science moves into the twenty-first century, then, several
philosophical questions will remain pressing:

1. How are the values of professional nursing related to the research enterprise
of the nursing discipline?
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2. What is distinctive of nursing science? What unifies it into a field or disci-
pline?

3. How are the topics, research goals, and results of the discipline related to
the needs and values of the nursing profession?

4. Does nursing science need a unified methodological or theoretical framework?

The consensus of the seventies had a tidy package of answers to these questions.
As the consensus answers have broken down, the questions arise anew.

Nurse scholars have thought since the nineteen sixties that the discipline should
govern the professional practice of nursing [Johnson, 1959; Schlotfeld, 1960; John-
son, 1974; Donaldson and Crowley, 1978]. Nurse scholars defended this arrange-
ment on the grounds that the knowledge base provided by an autonomous dis-
cipline would provide grounds for articulating and defending the proper role for
nursing within the healthcare system. Fifty years of nursing research has fortified
both the discipline and the profession in such a way that nurses are now in a
political position to reconsider this arrangement. Perhaps different answers to the
outstanding philosophical questions might be obtained by inverting the relation-
ship between the discipline and the profession: perhaps the profession should be
seen as governing the discipline. The resources of standpoint epistemology, as it
has been developed by feminists over the last several decades, make an interesting
and novel perspective on these issues possible.

According to standpoint epistemology,13 some social positions have a kind of
epistemic privilege. Race, class, and gender are the standard loci of analysis.
Under the right conditions, the occupants of such subordinated roles can achieve a
less distorted view of the conditions of their oppression. Standpoints are not just
different backgrounds or experiences. It is crucial that there be a pair of roles, one
of which subordinates and oppresses the other. The subordinated role supports
the dominant role. Their relationship is structured by the needs and interests
of the dominant role, and the dominant role can only exist with the support
of the oppressed role. The kinds of support are not clearly or fully understood
by the dominant group. (And since the subordinated group typically accepts the
dominant ideology, they may not understand it either.) The final condition is that,
in order to fulfill their role, the occupants of the subordinate role need to be able to
see the world both from their own perspective and from the dominant perspective.
A black domestic worker, for example, needs to be able to understand the social
world both from the perspective of her white employers and from her own. As she
empties the trash and cleans the sheets, she is in a position to know things about
her employers and the social status they occupy that it is difficult for them to
know about themselves. However, this knowledge does not accrue automatically.
She must be willing to question the justice of the social arrangement that puts her

13There are a variety of ways of articulating “standpoint epistemology,” and this one makes no
claim to be authoritative. This account is based on [Hartsock, 1983]. For a broader discussion,
see the essays collected in [Harding, 2003].
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in the subordinate position. She must come to see her position as oppressed and
seek to valorize and enhance the lives of those in her position. With this political
commitment and some hard empirical work, she can come to see her own role
from both perspectives, both the privilege that her work makes possible and the
realities of her life that are invisible to her employers.

The relationship between nurses and physicians fits the criteria for an epistemic
standpoint. Since Nightingale’s time, the domain of nursing has been set by the
limits of physician interest. The sites of nursing care (hygiene, wound care, patient
monitoring, medication, and so on) are all determined by the needs of the patient,
given the prescribed treatment regime. Even as they have gained autonomy within
the health care system, their responsibilities have been harnessed to the physician’s
treatment regimen. Hence, the role of the nurse in health care is oppressed and
marginalized as compared with the role of the physician. Moreover, nursing work is
necessary but largely invisible. While it is not true that physicians are ignorant of
nursing action, they do not appreciate the ways in which nursing work makes their
treatment possible (for an empirical study that strongly supports these claims,
see [Coombs, 2004]). By tending to bodily needs, by providing care for pain or
insomnia, or by counseling and educating, nursing creates an environment within
which the physician’s treatment can be effective. Without the nursing care in
all of its aspects, no treatment regimen could succeed. In order to support the
treatment regimen, nurses need to understand the patient’s health from both the
physician’s perspective and their own. It is necessary for the nurse to understand
the physician’s language and perspective. However, the nurse’s understanding
cannot be limited to the knowledge shared with physicians because the health
needs to which she responds are more comprehensive. In a literal sense, nurses
know what happens to the patient after the physician has left the room.

The relationship between the physicians’ and nurses’ roles creates a potential for
knowledge, but unearthing it takes the right kind of commitment. This is where
the nursing role differs from the other, more socially oriented, standpoints. For
race, class, and gender, the political commitment is to social justice. In nursing,
the commitment is to the core values of nursing practice, including the patient’s
autonomy (in the rich sense discussed in Section 4), as well as to the valorization of
the nursing role itself. These values motivate the empirical project of embedding
the medical view of human health as disease and dysfunction into a larger pic-
ture that includes the social, psychological, and personal elements of health. This
attempt to synthesize physiology, pharmacology, pathology, psychology, and soci-
ology, and to focus them on the patient’s experience so that agency is enhanced,
is the science of nursing. While the traditional standpoints have the potential to
provide a less distorted view of social relationships, the nursing standpoint can
provide a less distorted view of health.

Treating nursing knowledge as a standpoint epistemology has profound conse-
quences for the main questions about nursing science.14 Just as a feminist stand-
point epistemology begins “from the perspectives of women’s lives” [Harding, 1991,

14The arguments here are developed more fully in [Risjord, 2010].
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p. 249], a nursing standpoint must begin from the perspectives of nurses lives. In
this sense, the profession of nursing should govern the discipline. The fundamen-
tal questions, topics, and problems of the discipline must, in the first instance, be
problems that arise from nursing practice. And the ultimate value of the nurs-
ing discipline should be measured by its ability to ameliorate nursing practice.
This does not limit the discipline to low-level problem solving. In most cases, the
problems are best solved by more general causal modeling or theorizing. Research
on pain, for example, is a multi-disciplinary enterprise to which nurse researchers
contribute. Because it is central to a patient’s encounter with disease, managing
pain is a significant concern of the nursing profession. This makes pain manage-
ment an important phenomenon for nursing investigation. But pain management
cannot be well understood without models of pain. To some extent, these models
will be drawn from other disciplines, such as neurology, physiology, or psychology.
But nurses have specific interests in pain and its manifestation. This lead Jean
Johnson to challenge the 1960’s theories about the cognitive processes involved in
pain. She showed that the intensity of pain could be decoupled from the distress
caused by pain, and that these could be reliably measured on separate scales. This,
in turn, led to changes in the clinical assessment of pain.15 To say that nursing
science must begin with the problems of the nursing profession, then, does not
limit nursing research to intervention and outcome studies. Rather, it identifies a
domain of research and theorizing that is appropriate for the nursing discipline.

When “middle range theory” is made independent of “grand theory,” questions
arise about the unity of the discipline. What relates Johnson’s research on pain
to inquiries into caregiver burden, education about sexually transmitted diseases,
or social support? What makes these “nursing theories”? The received view of
theory emphasized the role of general concepts and laws in unifying disciplines.
Critique of the received view has indicated that not all scientific inquiry has this
structure. It is a mistake to suppose that a theory is either a nursing theory
or a non-nursing theory; disciplines do not own theories. If nursing knowledge
is treated as a standpoint epistemology, we can understand its unity as coming
from the bottom up, not the top down. Certain kinds of scientific inquiry become
appropriate for nursing scholarship when they are responsive to the concerns of
professional nursing. Hence, the nursing standpoint gives a clear answer to the
questions about unity without appeal to general laws or objects special to nursing.

Explicating nursing science in the terms of standpoint epistemology is one way to
systematically address the outstanding philosophical problems of nursing science.
It is, of course, not the only way to align late twentieth century philosophy of
science with the needs and concerns of nurse scientists. Because nursing has not
attracted much attention from philosophers of science, these alternatives have not
been developed. They should be: nursing science raises a number of distinctive
philosophical issues. Some are of concern primarily to nurse scholars, but many
have broad philosophical interest. We have seen in this essay how reflection on

15This description of Johnson’s work is drawn from the discussion in [Donaldson, 2000, pp.
252-253].
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nursing suggests new models of the way values function in scientific inquiry. It
opens new ways of thinking about disciplines that do not rely on theory-centric
models of scientific inquiry. In so doing, it suggests new ways to think about
scientific research in medicine and public health. Nursing, therefore, offers not only
a different perspective on health; it offers a different perspective on the philosophy
of health care. It is to be hoped that in twenty-first century philosophical reflection
on health care, the philosophy of nursing will have a respected place.
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PUBLIC HEALTH

Dean Rickles

1 WHITHER THE PHILOSOPHY OF PUBLIC HEALTH?

Public health concerns the health of populations of people, rather than individ-
ual people, as is the case in clinical medicine (where these individuals are dealt
with as ‘patients’) or in biomedicine more generally (where they are treated as
‘subjects’).1 It deals with aggregates of measurements of properties of individuals
and is therefore a statistical science, facing the many (technical, epistemological,
and metaphysical) problems that this inevitably involves. It prizes the prevention
(of disease, disability, and premature death) over cure, and is therefore rather
more difficult to assess than clinical medicine or biomedical science in terms of
its success or failure, since one usually has ‘counterfactual’ successes: e,g, ‘if this
policy (or intervention) hadn’t been in place Jones would have perished’.2 It is a
massively interdisciplinary field (perhaps the most interdisciplinary subject there
is — cf. [Afifi and Breslow, 1994, pp. 225–6], incorporating epidemiology, statis-
tics, biology, informatics, sociology, economics, psychology, environmental science,
civic planning, architecture, engineering, and more, making public health a rather
unwieldy and complex discipline — indeed, there isn’t much that public health
doesn’t (or couldn’t) utilize in some way to achieve its aims. What is considered
part of the domain of applicability of public health is flexible to the point of near
universal inclusivity: almost anything can be viewed as a public health issue. Fur-
thermore, what is included in public health (and therefore the understanding of
what public health is) has changed over time, adapting to the changing conditions
in society that often bring new diseases, and adapting to the time-varying concepts
of disease and its determinants. These features make public health an especially
challenging field for philosophers of science with various novel issues not to be
found in the study of biomedical science.3 Despite the many conceptually inter-
esting features alluded to above, and despite its age and importance, the field of

1The population can be defined in any number of ways, and need not refer to geographical
boundaries. For example, the population might be the ‘scattered object’ that consists of all
smokers under the age of eighteen years.

2It is in this regard that C. -E. A. Winslow refers to the “silent victories of public health”
[Winslow, 1923, p. 65]. Likewise, Bernard Turnock writes that “when public health efforts are
successful, nothing happens. Events that don’t occur don’t attract attention. ... Indeed, the vast
majority of those who will ultimately benefit from the efforts of past and present public health
workers are yet to be born” [Turnock, 2006, p. 1].

3This is not to say that all of the issues are novel: for example, since we are dealing with the
health and disease of the public we still have to say what we mean by ‘health’ and ‘disease’, and

Handbook of the Philosophy of Science. Volume 16: Philosophy of Medicine.
Volume editor: Fred Gifford. General editors: Dov M. Gabbay, Paul Thagard and John Woods.
c© 2011 Elsevier BV. All rights reserved.
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public health has received virtually no attention from philosophers of science, es-
pecially those belonging to the ‘analytical’ school. One exception is Douglas Weed
(a professional epidemiologist and ‘amateur’ philosopher!): he too bemoans the ab-
sence of philosophical work on public health qua scientific discipline [Weed, 1999;
Weed, 2004]. Much of the work available tends to follow a ‘Continental path’,
which has a tendency to ignore the scientific aspects of public health (in favour of
considerations of power relations, à la Foucault, for example). The work that falls
outside of the continental tradition is primarily located within the fields of science
studies and bioethics, which tend to have different agendas from the philosophy
of science.4

My interest is with highlighting issues that are of relevance and importance to
(analytic) philosophers of science. I make no apologies for this lopsided approach;
I think it is necessary to provide balance to the debate as a whole. Here, then, I
attempt to change the imbalance by offering a simple field guide to some philo-
sophical aspects of public health, covering (in a fairly preliminary way) a variety
of topics that really ought to have been better studied (or just studied, period)
by philosophers of science. Because public health includes in its domain many
other fields from medicine it treads on the toes of a vast array of issues that are
dealt with by other contributors to this volume. For this reason, when overlap
is an issue I avoid the nitty gritty details and paint the broad picture, showing
how it connects to public health. Further, in order to keep the scale of this chap-
ter manageable I restrict my attention to those issues that are peculiar to public
health.

I begin with a brief historical review of some key elements of public health
with the aim of building up a picture of what public health is and what kinds of
phenomena it deals with (a surprisingly difficult issue). I then consider definitional

many of the same issues are thrown up in this context as are thrown up in biomedicine: there are
broadly ‘normativist’ (or subjectivist) and broadly ‘naturalist’ (or objectivist) approaches. This
issue has ramifications for how we measure health and disease which, in turn, has ramifications
on how resources are distributed in health case systems — hence, these are not idle issues of no
practical consequence. There are also issues to do with causal inference, evidence, the nature of
theories, and so on, that are more or less on a par with those from biomedicine. However, even
these issues do take on a very different flavour on account of the fact that the systems of interest
are populations and the quantities of interest belong to these populations.

4‘Public health ethics’ has recently emerged as a specialized sub-discipline of bioethics devoted
to “those ethical issues and perspectives that may be said to be distinctive to public health ...
apart from the perspective of clinical medicine” [Bayer et al., 2006, p. 4] — see [Dawson and
Verweij, 2007] for a nice collection of essays on the subject (many of which are by philosophers).
The ethical implications flow fairly ineluctably and quite obviously: the systems of investigation
in public health are often very large, making it impossible to gain consent for some intervention.
Decisions, over such interventions, are made by external agencies (government agencies, local
boards, etc.). How far should one take this often involuntary enforcement of public health inter-
ventions? To the point of involuntary inoculation for the greater good? Involuntary fluoridation
for the common good? This is but one kind of issue; there are many more. Ethics flows into pol-
itics too when we consider that the policies thus imposed often constrain the liberties of people
in some way or other (e.g. the enforcing of seat-belt wearing; the banning of smoking in public
places, etc.). Hence, though related to issues found in clinical medicine, public health throws up
issues that appear to be sui generis.
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issues, focusing in particular on the possible meanings of ‘public’ and ‘health’ —
I briefly discuss the ‘demarcation question’ too; that is: Is public health a science
at all? This leads in to a discussion of the concepts of ‘health’ and ‘disease’
in the public health (population) context, which in turn leads into a discussion
of the measurement of health states and disease states, and the construction of
population (or summary) measures. I then consider several epistemological issues,
having to do with causality and causal inference (using public health interventions),
and the concept of evidence in public health contexts.

2 THE HISTORICAL DEVELOPMENT OF PUBLIC HEALTH

It is difficult to say exactly when and where public health as a distinctive discipline
began.5 In order to answer these questions we need to know what public health
is. This in itself is very difficult since the nature of public health has evolved
considerably over time. Some prefer to focus on the quantification of properties
(relevant to health) for large groups of people, and their ‘surveillance’, providing
an evidence-base for informed interventions. Others focus on the particular ‘car-
tographic’ methodology of finding the determinants of diseases by ‘mapping’ their
spread and charting their evolution. Both of these understandings overlap signifi-
cantly with epidemiology: in both cases the aim is to identify the causes of health
and disease (given their variation in populations). However, still others view the
connection of health and disease with social and societal issues as the defining
characteristic, so that public health involves social (or community) action. Really,
we ought to view all of these as essential components of modern public health, for
it can be viewed as placing epidemiology and statistics in the service of the wider
community (extending as far as the global community).

Let us briefly review some of these ideas in historical context to gain a better feel
for the kinds of conceptual issues that can arise in public health. In the following
historical remarks I do not aim for any kind of completeness, nor do I present the
episodes in chronological sequence. Rather, the remarks are grouped thematically
— note, however, as intimated above, that there are multiple interactions between
the groups.

2.1 From Vital Statistics to Biostatistics

Public health concerns large numbers of interacting people and systems. As with
any theory involving systems composed of very many subunits, public health is a
statistical science (or a discipline based on statistical science), dealing with coarse-
grained properties of wholes, rather than specific details of the parts. In this sense

5Good general histories of public health (portraying very different aspects) are: [Hamlin, 1998;
Hamlin, 2005; Leavitt and Numbers, 1997; Porter, 1994; Porter, 1999; Rosen, 1993; Rosenberg,
1992; Ward and Warren, 2006]. As the manifold differences in these books reveal, the history
of public health is an exceedingly complex thing to unpack. A superb recent reader, tracing the
development of public health as a discipline, is [Schneider and Lilienfeld, 2008].
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public health resembles statistical physics, only now the ‘particles’ are patients,
health care professionals, institutions, and so on. The population-level nature of
public health, and the necessity to utilize statistics,6 as well understood by William
Augustus Guy in 1870:

As hygiene deals with mankind not one by one, but in masses, its
scientific method can be no other than that numerical method so often
confounded with its leading application — statistics. [Guy, 1870]

However, the first numerical approach to epidemiology was John Graunt’s develop-
ment of ‘vital statistics’ in the seventeenth century — as laid out in his Natural
and Political Observations on the Bills of Mortality. The idea of making records of
deaths (“books of the dead”) began with the plague spanning the 14th to the 16th
century. These records were used to identify and track epidemics. Incidentally,
the plague also led to another common public health measure: quarantine. This
is a fine example of a social intervention: by preventing certain interactions from
occurring one modifies the social network and thereby prevents the spread of dis-
ease in a population. Moreover, the death rates were one of the earliest methods
of measuring the health of the public (of populations). That is, vital statistics give
one a (rough) numerical reading of the health of populations. However, the census
affords perhaps the best and most useful overview of the public’s health, enabling
stratification by race, social groupings, education, gender, and so on.7 This pro-
vides a good starting basis for considering interventions to determine whether any
apparent links between properties and categories are causally implicated in health
states.

Graunt’s ideas are an integral part of modern epidemiology and public health.
For example, Graunt used statistical data to monitor the health of populations:
using it to identify potential public health problems, to alert the state to such
problems, or else to show that a problem was subsiding.8 He also pioneered the

6An excellent summary of the history of statistical methods in public health is [Stroup and
Berkelman, 1998]. The Wellcome library has a good brief historical overview of the use of
statistics in public health — see: http://library.wellcome.ac.uk/doc_WTL038911.html.

7A census provides us with a maximal roster of the individuals’ properties of interest. They
give us an idea of the state of the population P and its dynamics ∂ dist(P)/∂t. The census can
provide snapshots that reveal the distribution of properties dist(P) over the population. Some
quantities will be constant, dθ/dt = 0, and these allow us to parameterize the other varying
quantities. The mean µ and variance σ2 are constant, and they determine the shape of the
distribution. So: one draws up a census, and from this one extracts the parameters θ, and this
gives us the information we need to assess such things as the ‘health state’ of a population. Of
course, in reality it will be difficult if not impossible to perform a census for all members of a
population. The statisticians trick is to draw a subset that will, to varying degrees, represent
the population as a whole: this is, of course, the sample.

8This monitoring was later made a central part of Johann Peter Frank’s ‘medical police’. Both
are used as tools of the state in some sense. The idea is to have a monitoring system in place at
the heart of the health system, and on whose data one can act: in Frank’s era this involved the
quarantining and disinfecting of the ‘unclean’ elements in order to have a growing, fit population.
In the former case it is in place to alert the health care agencies to public health threats. For
a recent collection of technical articles dealing with aspects of public health surveillance, see
[Teutsch and Churchill, 2000] — see also [Thacker et al., 1989] for a good brief review.
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use of the data to monitor variations in health between different populations, a
notion central to research on health inequalities (perhaps the most pressing issue
facing contemporary population health researchers — see §5). William Petty, a
friend of Graunt’s, further grounded the basis of modern public health by enjoining
public health with political and economic issues — Petty referred to the study of
mortality in populations as “political arithmetic”.9

In the nineteenth century, both William Farr and Edwin Chadwick (see next
subsection) were interested in the social interactions of health and society. Farr’s
interests were grounded more in statistics: like Graunt he viewed statistics as the
basis for social action. But, like Chadwick, he viewed the societal conditions as
in large part responsible for the health state of a population, and for differences
between the health of populations. Farr was statistician to the General Registrar
Office, a post which saw him formulate and investigate many basic principles of
epidemiology and public health. His basic aim was fundamentally a public health
related one: to prevent and control disease (cf. [Adelstein and Susser, 1976, p.
iii]).

Francis Galton and Karl Pearson were responsible for the development of the
field of biostatistics which replaced vital statistics. Biostatistics deals with data
derived from all manner of studies pertaining to medicine and biology. Its lessons
were propagated into the epidemiological community, and so applied to public
health-related studies, by Major Greenwood, Wade Hampton Frost, Bradford Hill
and others. Biostatistics was primarily a clinical affair. However, the introduction
of computers and the availability of vast databases, and the potential to simulate
complex processes and make forecasts of complex processes, has led to the field of
‘public health informatics’. This is an amalgam of public health, engineering and
information technology. This technology will continue to increase so as to include
more variables of interest. For example, there has recently been an integration of
GIS (geographical information systems) technology to allow for more expansive
surveillance.10 The internet too allows for more detailed comparisons of statis-
tics. A substantial component of biostatistics is public health surveillance. See
[O’Carroll et al., 2002] for more details on these recent developments.

Another recent development in the use of statistics in public health is in the area
of meta-analysis; namely, the statistical synthesis of evidence gathered from multi-
ple independent studies.11 There are many issues of philosophical interest lurking
in the way the evidence is synthesized in these analyses — see §3 of [Worrall, 2007]

for a good discussion of the conceptual issues that arise.

9Another interesting development was Christian Huygen’s’ development of ‘life tables’ to
determine the life expectancy of individuals (at any age), for use in computing life annuities. See
Chapter 8 of [Hald, 2003] for an excellent account of this history.

10See [Cromley and McLafferty, 2002] and [Elliot et al., 2001] for accessible introductions to
the applications of GIS to public health. For a historical survey of the ‘mapping’ of disease, up
to and including GIS, see [Koch, 2005].

11Note that this is not the same as a systematic review, which does not necessarily involve
statistical manipulation: a meta-analysis constitutes a particular kind of systematic review. See
[Egger et al., 2001] for the canonical text on systematic reviews (including meta-analyses).
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2.2 Social and Environmental Dimensions of Health and Disease

In an early discussion of the role of statistics and statisticians in public health,
Edgar Sydenstricker argues that although “medicine” can be viewed as “synony-
mous with public health”, the latter has in addition “a social objective” [Syden-
stricker, 1928, p. 116]. The understanding of public health has in very large part
been guided by societal issues. Abdelmonem and Breslow refer, in this regard, to
the “dynamic nature of public health” [1994, p. 224]. The emergence of certain
novel types of behaviour (due to evolving norms) and the development of new
technologies can bring with them new threats to health that simply did not pre-
viously exist. For example, industrialization brings with it a greater likelihood of
certain kinds of epidemic. The invention of new forms of transport will modify
epidemiology and public health due to the new types of injury that can occur.
Moreover, greater success in healthcare can, ironically, bring with it its own prob-
lems, such as an increased aging population (demanding new specialisms such as
gerontology) and a population explosion.

Of course, it isn’t only changes in society that can cause the emergence of new
public health threats. The physical environment is implicated too and can rad-
ically alter the distribution of health and disease (famine is an obvious example
of this). Moreover, the social and the physical are often bound together, so that
changes in one will modify the other. As Geoffrey Rose writes, the “scale and
pattern of disease reflect the way that people live and their social, economic, and
environmental circumstances, and all of these can change quickly” [Rose, 1992,
p. 1]. These elements have been investigated and conceptualized in a variety of
ways. For example, the emerging diseases of nineteenth century England were
hypothesized to be a result of the insanitary conditions that resulted from over-
crowding. Likewise, overwork, malnutrition and other (what we would now think
of as) ‘social dimensions of disease’ were isolated as part of public health in the
Chadwick report [Chadwick, 1842] — similar conclusions were made slightly later
in the US in the Shattuck report [Shattuck, 1850]. The isolation and analysis
of such problems (using primarily epidemiological studies) were intimately linked
with a plan of action to intervene for the betterment of society.

Edwin Chadwick is often taken to have been an advocate of social-wide en-
vironmental interventions via sanitary reform. In this goal he was aided by the
statistical work of William Farr (see §2.1). However, Sylvia Tesh [1995] has ar-
gued that that Chadwick was not so disposed, and that his concerns were firmly
grounded in ‘miasma theory’. This often pointed to interventions that had their
location in conditions of poverty, to do with water supply and sewers. The target
was miasma producing things, not the social setup per se. Tesh’s claim is, then,
that the miasma theory led to the particular public health prevention measures
(many that were, indeed, loaded with societal significance). Hence, though sani-
tarianism led to what looks like social reform, it was more a technical fix rather
than a matter of social justice.12

12Virginia Berridge [2007] discusses the Health of Towns Association — an environmental
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Hamlin [1995] agrees with this general idea, but takes issue with this claim that
“aetiological theory drives preventative strategy”, arguing that there are plenty of
cases of under-determination (in which one theory generates multiple preventative
strategies) and over-determination (in which multiple theories correspond to the
same strategy). His examples focus on cases whereby miasmatic theory can be
dealt with either at the level of social conditions (poverty reduction and so on) or
at more direct level of contagion (sanitation upgrades and so on).

Mendelsohn [1995], on the other hand, argues that the whole distinction between
‘social’ and ‘physical’ (environmental) is without a real difference, or is, at least,
not so easy to support as most discussions suppose. That is, it is easy to assign
‘poverty’ to either the social side or the physical side; it can be viewed as a social
condition, a physiological, or a physical condition. Given this, the distinction
cannot do any real work in this context. However, the idea that individuals’
health status is connected to the social structures they find themselves in has
recently become very fashionable. Social epidemiology, for example, highlights
just this ‘social embededness’ of individuals. The health states of individuals
are not intrinsic properties, but are determined by the social networks in which
the individuals find themselves: transporting an individual to another context
would change the health profile of that individual (cf. [Galea and Putnam, 2007],
p. 7).13 The key role of public health on this account is, then, to modify the
environment (or ‘context’) in such a way as to benefit the individuals occupying
it. The environment itself then becomes the subject of the adjectives ’sick’ and
’healthy’ — see [Rose, 2001].

Not surprisingly, this modification of the social and physical environment is what
those interested in the ethical consequences of public health find objectionable:
the modification is enforced, and not to the benefit of all (most often, in fact, for
economic reasons). For example, if I stop a shuttle service taking students between
campuses, and build a nice connecting footpath, then that will force them to look
for alternative methods, with the hope that many will walk or use a bicycle,
and therefore reduce the burden of disease for the population as a whole. This
amounts to an involuntary modification in the behaviour patterns of individuals.
The benefit to the population as a whole might be worth the cost (i.e. in health-
economic terms), but it might well also be the case that numerous individuals are

public health intervention advocacy group — that was formed after the publication of Chadwick’s
report. This group was instrumental in the promotion of sanitary reform and is often held up as a
particularly ‘moral’ movement. However, as with Chadwick, Berridge argues (following the work
of Chris Hamlin), the group was convinced that “the problem was sewers and not deprivation”
(p. 22): it was firmly grounded in the (erroneous) miasmatic theory of disease.

13There is a whiff of the debate between (semantic) ‘externalists’ and ‘internalists’ here. That
debate concerns what a speaker means by some word: is it determined by social and physical
factors external to the speaker, or is it determined by factors about the speaker? Or, to put it
another way: do physical duplicates always mean the same thing by their words regardless of
the external social and physical environment? The social epidemiologist is, in this sense, a kind
of externalist about health: an individual’s health does not supervene on its intrinsic properties.
See [Putnam, 1975] for the original source of this debate.
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adversely affected — perhaps dropping out of college, and so on.14

In many ways, the recent introduction of this ‘social epidemiology’ harks back
to the very earliest public health work of Hippocrates, who also considered the
impact of the social and physical environments of health (in his work Airs, Waters,
Places for example).15 His evidential basis was observational: certain places, with
certain social systems and physical conditions appear to be correlated with quite
specific health conditions. Weather, for example, was found to be correlated with
specific disease patterns, as was the status of the water supply. Of course, the
precise nature of the effects of the natural environment on health (that is, the
mechanisms responsible) were not known at the time — for that, one requires
the integration of this ‘social medicine’ with biomedicine. Before the idea of local
contagion theory (according to which an ‘agent’ is passed between individuals or
from a source to an individual), leading to germ theory, the common view was
that ‘miasma’ was responsible for the spread of disease — simply by inhaling foul
air, one would be exposed. Though this was the ‘wrong theory’, it can nonetheless
prove effective in reducing the incidence of disease, since one will tend to cover the
airways, and so reduce the risk of infection, and remove the sources of the stench
which can simultaneously serve to remove the bacteria (the ‘true cause’). Given
this, one could be forgiven for thinking that interventions based on the miasmatic
theory, being successful, constituted good evidence for the theory (given the state
of knowledge at the time) — that is to say, there were good rational reasons for
believing the theory.

Before leaving this subsection, I briefly note that the so-called ‘new public
health’ bears many similarities to social epidemiology: it is a sociological ap-
proach. The basic idea is that threats to health go beyond infectious diseases and
lifestyle risks, and can originate in social organization and structures (cf. [Baum,
1990]). This belief motivates advocacy of implementing structural social changes
in order to improve health. Again, it suggests a kind of externalist conception of
health states. The new public health is also characterized by a greater linkage to
the state than previously. Legislation in the form of public health acts serve to
control risky activities. Risk is also at the root of legislative action in the context
of infectious individuals; the state can detain such individuals if they are deemed
to pose a sufficient threat to the public’s health. In this sense public health is an
object in its own right; something to be moulded and altered. However, as we saw,
this political connection can be found in the work of Chadwick, who was in fact
employed as assistant to the royal commission set up to investigate the Poor Laws.
This work unearthed the terrible conditions that England’s poor were subject to.
However, as mentioned previously, Chadwick’s concerns were more economic than
social justice ones. But the results were nonetheless consequential in social justice

14This is known as ‘the prevention paradox’, though it isn’t really a paradox as such: ‘preven-
tion dilemma’ would perhaps be a more appropriate label. See §3.5 for more on this matter.

15Note, however, that Hippocrates advocated the ‘humoral theory of disease’, according to
which disease comes about when there is an imbalance amongst the four humors, blood, phlegm,
yellow bile, and black bile. This theory suggests physiological treatments that restore the balance
(cf. [Thagard, 2005, p. 48]).
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terms: by eliminating the filth that encouraged disease16 cholera, for one, was
brought under control. Squalor, rather than poverty, was thought to be the root
of the problem. Disease, rather, was thought to be a cause of poverty. Hence,
the various reforms, associated with sanitary engineering, were intended to reduce
disease with the aim of stimulating the economy.

2.3 The Germ Theory of Disease

The bacteriological theory of disease, of Pasteur, Koch and others17, identified the
precise biological organisms responsible for the transmission of infectious diseases.
Germ theory reduced the spread of disease to the transmission of these bacteria.18

Hence, the causes of diseases were conceptualized as local biological impingements.
A key move was Koch’s isolation and culturing of the tuberculosis virus, and his
demonstration that tuberculosis could be artificially induced in animals. This
engineered production of disease (or rather, the fact that it served to establish
the germ theory of disease) appears to constitute an instance of Hacking’s ‘entity
realist’ stance: causality, manipulability, and reality were bound together — see
[Marcum, 2008, pp. 33–48] for more along these lines.

Public health, qua non-local theory of the determinants of human health, suf-
fered somewhat at the hands of this new local and individualistic theory of disease
and illness.19 However, public health has been concerned throughout its existence
(however blurry the origins might be) with disease (however that might be un-
derstood) and advances in microbiology were quickly integrated into public health
(again highlighting the latter’s adaptability) and used as both a way of identi-
fying disease and as a means of intervening so as to eliminate it. One of the
most significant developments along these lines was the establishing of local and
government public health departments whose initial role was to keep an eye on
the status of populations vis-à-vis communicable diseases. The infrastructure ce-
mented for this purpose was quickly expanded for other means, such as screening
programmes. The idea of an agency responsible for the control and monitoring of
infectious diseases was later, in 1948, implemented at the international level by the
United Nations in the form of The World Health Organization [WHO] — of course,

16Though not, of course, caused disease, as per the theories of disease aetiology at the time —
see the next subsection.

17I should perhaps point out that Koch was not much impressed with Pasteur’s methodology.
As Latour points out, Koch thought that Pasteur’s generalization from his vaccinated sheep to
a “general method, applicable to all infectious diseases” was somewhat “hasty” ([Latour, 1988,
p. 29]; cf. [Guala, 2003, p. 1195]). Koch, of course, developed precise postulates that gave the
necessary and sufficient conditions for inferring bacterial causation [Koch, 1882]. [Evans, 1993]

gives a good historical survey of the interconnections between theories of disease and theories of
causation. For a more ‘revisionist’ history, see [Worboy, 2000].

18As Thagard [2005, p. 48] notes, the germ theory is a class of theories that applies to multiple
specific disease types, each with its own specific infectious agents, from protozoa, to fungi, to
prions.

19As Mervyn Susser [1985] points out, this can be explained in Kuhnian terms: the non-
local, population-based ideas (the miasma paradigm) was replaced by a paradigm based on the
Henle-Koch postulates involving the determination of disease-causation.
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the remit of the WHO now extends far beyond infectious diseases, extending to
various demographic issues that are believed to have health impacts.20

Epidemiology and public health are concerned with the spread of disease. This
has often been done at a more coarse-grained level. Molecular epidemiology links
molecular biology to epidemiology and public health by providing transmission
mechanisms for the spread of disease and potential responses to stop the trans-
mission. Genetic screening and engineering also offers the promise of greater con-
trol over the spread of disease, and even the promise to entirely wipe out certain
diseases. Less grandiosely it offers the potential for more targeted intervention
strategies. Hence, the local, biomedical model is utilized by public health and
can be merged with the more global issues characteristic of the latter’s way of
operating.

2.4 Epidemiology and Public Health

In their article on the connections between epidemiology and public health, Abra-
ham and David Lilienfeld conclude with the statement that “without public health,
there is no epidemiology” [Lilienfeld and Lilienfeld, 1982, p. 148]. They trace this
intimate connection largely through the public health movement, which includes
figures we have already discussed, notably W. A. Guy. The Lilienfeld’s argued that
there was an increasing disconnect between the two fields (ibid., p. 147). Milton
Terris [1987] ultimately concurs with the Lilienfeld’s about the tight relations
between epidemiology and public health, but argues that there is an emerging
tightening once again in what he calls a “second epidemiologic revolution” (p.
327), in which the domain of epidemiology is expanded to include all manner of
non-infectious diseases.

Combining the numerical methods (quantifying cases) with information about
the populations from which the cases are drawn is characteristic of modern epi-
demiology and really began with John Snow’s isolation of the Broad Street Pump
as the source of a cholera epidemic propagated through human waste. The ba-
sic methodological details of this approach were made more rigorous by William
Farr, who formulated many more concepts of modern epidemiology — specifically,
Snow utilized Farr’s tabulations relating cholera mortality to water supply and
based his hypothesis — about the nature of cholera and its propagation via an
organism passed though human waste — on this data. The hypothesis was tested
using the weekly mortality tables supplied by Farr. Of course, as mentioned above,
at this stage it was not known that the cholera bacillus was the agent responsi-
ble for the disease, but the success of the intervention did not depend on this
knowledge.

Though controlled experiments in public health contexts are extraordinarily
difficult, for a variety of reasons (e.g. complexity, ethics, etc.), when they are
possible they constitute the most reliable way of generating evidence and testing

20The WHO has an excellent online historical collection, accessible at: http://www.who.int/

library/collections/historical/en/. This resource has material going back to 1507.
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hypotheses — if conducted correctly, that is, with the right number of trial arms
and the right experimental subjects (or units). The modern idea of performing
trials (or sampling) to test determinants of health and disease was instigated in the
scurvy trial of James Lind. Lind gathered a group of sailors stricken with scurvy
and split them up in to various pairs, each pair given a different supplement to
their usual diet. The pair that was given citrus fruits recovered. This result was
used to infer the causal efficacy of citrus fruit in curing scurvy — later biomedical
work determined that it was specifically the vitamin C component of citrus fruits
that did the work. This evidence could then be used to prevent cases of scurvy
from occurring, thus demonstrating how a clinical trial can be used in the service
of public health.

A similar trial was conducted by Ignaz Semmelweiss (in the 1840s) to test a
hypothesis about the causal factor responsible for the difference in the incidence
of puerperal fever within maternity wards operated by midwives (in training) and
those run by physicians (who also conducted autopsies). Semmelweiss conjectured
that there was some infection as a result of the autopsy work (transmitted by
‘cadaverous particles’). To test this he simply instigated measures to cleanse hands
prior to deliveries. The rates between the wards balanced out. It is worth spelling
out the details of this case.

In fact, Hempel considers this case in his Philosophy of Natural Science [Hempel,
1966]. Donald Gillies [2005] examines Hempel’s analysis, and argues that it needs
to be supplemented by elements of Kuhnian philosophy (in order to make sense of
Semmelweiss’ failure to convince the wider medical community that his ideas were
sound). Gillies notes that Semmelweiss’ methodology was largely in line with
Popper’s model of conjectures and refutations: hypotheses were suggested and
then tested experimentally by appropriate interventions.21 The first hypothesis
was that “atmospheric-cosmic-terrestrial” factors were responsible — as Gillies
notes, this is another way of referring to the miasmatic theory (ibid., pp. 161-
162). This was quickly rejected by noting that these would be constant across the
wards (given their close proximity), and so could not be called upon to account
for the observed differences in death rates. A government commission established
to investigate the curious differences came up with the theory that differences in
the way the patients were handled were responsible, in one case involving rough
student medics (often foreign) and in the other case involving more delicate (non-
foreign!) student midwives. The rationale is that this was another difference
between the groups, and one needs a difference in the cause to get a difference
in the effect. However, Semmelweiss performed a test involving the canceling out
of the suggested causal factors (by making the groups comparable), so that the
wards were balanced with respect to them, but found no significant reduction.22

21Peter Lipton also considered Hempel’s treatment of Semmelweiss and argued that it consti-
tuted an instance of inference to the best explanation [Lipton, 1991, pp, 75–98].

22Gillies also notes an even more surprising hypothesis involving a Priest ringing a bell on
the way to give the last sacrament to a dying patient (ibid, p. 163). There were differences in
the Priest’s trajectory to patients brought about by the arrangement of the rooms, that were
correlated with the difference in death rates: the experience of the ringing bell was thought to
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It was new background evidence — concerning the death of a colleague by an
infection from a knife wound during an autopsy resulting in something similar to
puerperal fever — that brought about the breakthrough. Semmelweiss surmised
that since some of the doctors go from autopsy to clinic they might be transmitting
the same material during their examinations. The midwives, on the other hand,
do not conduct autopsies. By implementing a trial of thorough disinfection of
the hands following autopsies Semmelweiss was finally able to balance out the
death rates. The disinfection was generalized from post-autopsy situations to
any medical examination involving “ichor” (that is, discharge emanating from a
wound). Further generalization to airborne transmission of “ichorous particles”
followed other incidents, resulting in the isolation of those presenting with such
wounds.

Gillies, as mentioned, views the hypothetico-deductive account espoused by
Hempel to be incomplete: it doesn’t offer an account of why Semmelweis’ theory
was not adopted given the strength of evidence. Gillies argues that Kuhn’s model
can provide an easy answer: “the theory ... was rejected because it contradicted
the then dominant paradigm concerning the causation of disease” [Gillies, 2005,
p. 171] — it contradicted both the miasmatic theory and the contagion theory,
making Semmelweis a revolutionary.

However, both of these trials are rather small-scale, though the Semmelweis
trial was carried out at the level of wards (a population of sorts), rather than
individuals. Modern day public health trials can involve entire neighbourhoods!
In such cases, observational studies and natural experiments (in which one utilizes
coincidentally matching systems) are the alternative. In many respects Snow’s
determination of the Broad Street pump as the source of a cholera epidemic was
a perfect natural experiment: that is, a confluence of circumstances that have
conspired, naturally (without intervention), to bring about what looks like a con-
trolled experiment, with multiple groups one of which has ‘the intervention’ and
other which doesn’t. In this case the groups (the population at risk) are those who
subscribed to water from the Southwark and Vauxhall Company (with contami-
nated water from the Thames) and those subscribing to water from the Lambeth
Company (with water fed from further upstream, and without sewage contami-
nation). What’s more, the groups appear to be well-matched in other covariates,
so that no confounding would seem to be at work — for example, if the Lam-
beth Company customers had to pay more for that service then they would likely
be richer and in better health anyway. The choice of service provider was fairly
random.

Indeed, one could not hope for a better experimental setup if one tried, and
Snow was well aware of this, writing:

Now it must be evident that, if the diminution of cholera, in the dis-
tricts partly supplied with improved water, depended on this supply,

have some deathly psychological effect. Again, Semmelweiss controlled for this and again found
no difference.
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the houses receiving it would be the houses enjoying the whole benefit
of the diminution of the malady, whilst the houses supplied with the
[impure] water from Battersea Fields would suffer the same mortality
as they would if the improved supply did not exist at all. As there is
no difference whatever in the houses or the people receiving the supply
of the two Water Companies, or in any of the physical conditions with
which they are surrounded, it is obvious that no experiment could have
been devised which would more thoroughly test the effect of water sup-
ply on the progress of cholera than this, which circumstances placed
ready made before the observer. [Snow, 1855, p. 74]

By finding out how many houses each company supplied water to, and then finding
out how many deaths occurred in each (Lambeth supplied versus Southwark and
Vauxhall supplied) Snow was able to prove that if one took water from Southwark
and Vauxhall one was 14 times more likely to suffer a fatal infection. Although no
experimental control is exerted here, given the matching (in ‘relevant respects’),
inferences are well supported. Of course, though an intervention suggests itself,
there is no mechanism specified, and no ‘low level’ underlying theory. Hence, this
constitutes a paradigm instance of ‘black box’ epidemiology (also known as ‘risk
factor epidemiology’). It is a perfectly legitimate and often very effective way of
stopping the transmission of diseases — see [Greenland et al., 2004] for a recent
defense. One might not know the exact mechanism underlying the transmission, or
what is being transmitted (‘the agent’), but if one knows that certain behaviours or
events lead to transmission then this is sufficient to be able to put an intervention
into operation. Naturally, a ‘deeper’ micro-account would most likely result in
more effective (and more efficient and generalizable) preventative measures, and
perhaps eradication of the disease.23 However, if necessary, black box studies can
often point the way to such studies.

2.5 Modern Public Health

The previous discussion highlights the fact that there are two broad, apparently
competing strands of public health: a biomedical strand and a socio-economic
strand. These are woven together by epidemiology, which utilizes results concern-
ing one to impact on the other. Modern public health places more emphasis on
the ‘macrosocial determinants’ of health than was common during the earlier parts
of the twentieth century, with its focus tending to be more on the biomedical as-
pects of health. We saw that the view that the social and physical environment
plays a role in determining health has played a crucial role in the development of
public health and epidemiology. Writing specifically about the treatment of tuber-
culosis, Winslow argued that intervening in social aspects, through the education
of individuals for example, “has proved almost as far reaching in its results as

23However, social epidemiologists, for example, would argue that the best preventative mea-
sures come from imposing measures ‘upstream’ (i.e. focusing on more distal social causes). We
shall return to this controversy several times in subsequent sections.
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the discovery of the germ theory of disease thirty years before” [Winslow, 1923].
Moreover, new kinds of theories about non-infectious diseases have emerged in the
twentieth century, such as lupus, genetic diseases, and cancer. Theories concerning
the social causes of diseases have begun to take shape recently too. This suggests
that all components, statistics, sociology, bacteriology, and epidemiology, are nec-
essary for the proper functioning of public health. The current trend appears to
suggest greater integration of these elements in the future.

3 WHAT IS PUBLIC HEALTH?

In the previous section we got to grips with several key themes in the historical
development of public health as a discipline. In this section we consider the ques-
tion of how to define public health, and what assumptions and implications the
proposed definitions involve.

3.1 A Catalogue of Definitions

In the latest edition of The Oxford Textbook of Public Health, public health is
defined as “the process of mobilizing and engaging local, state, national, and inter-
national resources to assure the conditions in which people can be healthy” [Detels
and Breslow, 2005, p. 3]. This emphasis on social engineering, and community
action, points to a notion of ‘infrastructure’: public health provides some under-
lying structure necessary to support the health of the overlying public. It is a
substructure that enables (amongst other things) the prevention of disease, the
support of the sick, and responses to emergencies. The substructure is often more
intangible than bricks and mortar: social norms are required to make many public
health ventures go.

This definition is more or less identical to that of the US Institute of Medicine,
which states that the “mission” of public health involves “fulfilling society’s in-
terest in assuring conditions in which people can be healthy” ([U.S. Institute of
Medicine, 1988], p. 40). This is clearly intended to be normative as well as descrip-
tive. The mission is implemented through “organized community efforts aimed at
the prevention of disease and the promotion of health” (ibid., p. 41). The organi-
zational framework within which this is carried out includes “activities undertaken
within the formal structure of government and the associated efforts of private and
voluntary organizations and individuals” (ibid., p. 42). Again, the emphasis is on
community and action — see [Beauchamp, 1985] for an engaging study of these
aspects.

The model for these definitions, and almost all recent definitions, is C. -E. A.
Winslow’s canonical definition as:

The science and the art of preventing disease, prolonging life, and
promoting physical health and efficiency through organized community
efforts for the sanitation of the environment, the control of community
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infections, the education of the individual in principles of personal
hygiene, the organization of medical and nursing services for the early
diagnosis and preventative treatment of disease, and the development
of the social machinery which will ensure to every individual in the
community a standard of living adequate for the maintenance of health.
[Winslow, 1923, p. 1]

The implementation of this vision is aided by informatics and epidemiology. Often
there is public health action without identification of the actual causes of some
phenomenon. One does not need a mechanism to use epidemiological results in
decisions. Public health often proceeds without theory. This much paints an ‘aim
oriented’ picture of public health.

The early WHO definition of health as “a state of complete physical, mental,
and social well-being” [1947, p. 1] has been the subject of a lot of criticism. The
main objection is that it is too strong to ever be satisfied by actual individuals.
However I think this misses the point somewhat. The definition should be viewed
as an ideal towards which our public health activities should strive — in this sense
it too is aim-oriented. Naturally, any individual’s health state will only ever be
an approximation of ‘complete well-being’, but, the idea would seem to be, the
state can nonetheless be shifted closer to the ideal. However, understood this way
it nonetheless has its problems. For example, it does not give any information on
how to achieve (or approximate) this golden state — in short it makes absolutely
no reference to the determinants of health and to the methods by which one might
intervene. Even as an ideal then, it is useless. Moreover, we might rightly inquire
as to what “well-being” is, if not health by a different name. In the next subsections
we examine the notion of public health in more detail.

3.2 Narrow Versus Broad Conceptions

Verweij and Dawson [2003] distinguish “broad” versus “narrow” conceptions of
public health. Their focus is a demarcation issue: what counts as a public health
problem? On the one hand, according to a narrow (or traditional) conception,
public health is concerned with such things as the environment’s impact on health,
screening programmes, infectious diseases, education campaigns, and so on. A
broader conception would focus on less direct aspects, such as socioeconomic and
cultural factors. I prefer to call these ‘local’ and ‘nonlocal’ since they concern
factors that act directly on individuals in the former case and more indirectly in
the latter case.

As Verweij and Dawson point out, the problem the nonlocalists have with the
local account is that the latter fails to capture all possible (reasonable) determi-
nants of health: “[if] public health is primarily about prevention in its widest sense
[then] true prevention will have to focus on all of the causes of public health prob-
lems” (ibid., p. 16). In other words, according to the nonlocal account, everything
(no matter how non-proximal) will be included in public health if it does indeed
have an impact on the health of individuals. This all-inclusive approach clearly has
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its own problems. Verweij and Dawson object that “such a conception of public
health could be limitless, as almost all human activities (and many inactivities)
may affect health” (ibid., p. 17). This is true, but one might respond by pointing
to the fact that not all contributions to public health will be equally weighted.
That is, the fact that public health problems are essentially limitless does not
mean that they cannot be prioritized. Some factors will play a much lesser role
than others, and so one should naturally devote more attention to those. Likewise,
some factors may be easier to intervene in than others and so one should focus
on those. There are no doubt many other prioritization criteria that one could
employ to decide which factors to focus on, and these will most likely be suggested
by the context.

3.3 The ‘Public’ Aspect of Public Health

Verweij and Dawson go on to distinguish two senses of ‘public’ in ‘public health’.
Firstly, they follow Geoffrey Rose [2001] who takes ‘public’ to refer to a population
of individuals so that public health refers to the collective health state of the pop-
ulation. In other words, the basic system of public health is the population rather
than the individual. This system, like an individual, can have a health state that
can be measured, tracked, compared to other systems, and modified. Secondly,
they point to the methodology of implementing interventions at the population
level, or through collective (public) action: “Taken as a whole, we propose that
the practice of public health (roughly) consists of collective interventions that aim
to promote the health of the public” [Verweij and Dawson, 2003, p. 21]. This seems
to follow Winslow’s lead once again; however, in this case we have implicitly spelt
out what is meant by ‘public’. The sense so given contrasts with Winslow’s idea
of ensuring good health for the individuals in a community, for here we have what
sounds like a more utilitarian notion of collective health in which the individual
members are secondary.

This conception of public health seems to map onto Beauchamp’s understand-
ing. He argues that public health ought to be an instrument of social justice
[Beauchamp, 1976]. His target is the notion of ‘market justice’ (this should really
be free market justice), the idea that a system should be left to its own devices
to self-organize, and this way individual freedoms are left alone. However, as in
the economic sphere, what we find in market justice worlds are (power law) in-
equalities: most people have very poor health and living conditions while very
few (in terms of percentages) have exceptional health. A social justice under-
standing would seek to lessen this inequality to the point at which inequalities are
no longer inequities (minimal conditions necessary for good health). The right to
some specified minimal level is fundamental according to social justice approaches.
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3.4 The ‘Health’ Aspect of Public Health

Christopher Boorse treats the problem of defining ‘health’ in great detail in his
chapter; for now we just briefly discuss a few salient points as they relate to the
definition of public health — the shift to public health does introduce novel aspects
to this much discussed problem. The key issue to consider here, I think, is whether
there is a plurality of concepts (of health and disease), depending on whether one
is studying health-related phenomena at the individual or population level, or
whether these concepts are of the ‘one size fits all’ variety. We return to this in
subsequent sections, for now it will be instructive to see if the standard answers
to the question of what health is are equally applicable in public health.

Kitcher distinguishes between two broad conceptions in the understanding of
disease (and so, by extension, health):

Objectivism: “there are facts about the human body on which the notion of
disease is founded, and that with a clear grasp of those facts we would have
no trouble drawing lines, even in challenging cases” [Kitcher, 1997, p. 208].

Constructivism: objectivism “is an illusion ... the disputed cases reveal how
the values of different social groups conflict, rather than exposing any igno-
rance of fact, and that disagreement is sometimes even produced because of
universal acceptance of a system of values” (ibid., p. 209).

One can find many (not necessarily equivalent) variations on this distinction in
the literature. For example, Lennox [1995] speaks in terms of “reductionists” and
“relativists”. One can also find a distinction between “naturalists” and “norma-
tivists” (see [Amundson, 2000] for example). However, at the root of all of these is
the ‘fact/value’ distinction: does our understanding of disease and health involve
value-judgements, and if so do these judgements cloud the objectivity of our talk
of health and disease or can fact and value peacefully coexist? Naturalists, objec-
tivists, and reductionists will generally24 wish to say that the concepts of health
and disease are value-free theoretical concepts that occur in the health sciences:
they will likely wish to base their philosophical understanding of the concepts on
the scientific understanding of them. Normativists, relativists, and constructivists
will deny this, taking the concepts of health and disease to be value-laden (with
attributions of ‘disease’ reflecting our disapproval and ‘health’ reflecting what we
find desirable), subject to change, and in no way ‘carving nature at its joints’.
Does this debate transfer over to the public health context?

Clearly, many of the definitions of health that have been offered in the biomed-
ical realm will not be applicable in the public health context on the grounds that
many of them make specific reference to humans and the human body or to the
biological function of organisms. One might extend some of the definitions by

24Though not always. For example, it is perfectly consistent to argue for objectivism about
health and disease (i.e. argue that they point to some matter of fact about the world: a state of
a subject) while still arguing that we make value judgements about the impact of that state on
the subject and its relationship to other such states. I return to this point in later sections.
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taking ‘body’ and ‘organism’ to mean any organized system involving biological
components. However, if taken to be a defining condition of the general concept
of disease it threatens to be over-applicable (on the grounds that there are many
systems with biological components, not all of which deserve the attributions of
health and disease states — for example, an orchestra has biological components,
but one doesn’t usually speak of the orchestra itself being ‘healthy’ or ‘diseased’).
Having said this, depending on our philosophical proclivities, we might wish to
generalize the concepts even wider, so that they are applicable to any system
whatsoever. For example, we sometimes speak of the health of financial markets.
However, this is usually understood to be a metaphor rather than any indication
of the nature of the reality of markets.

The idea that health and disease at the population level are value-laden might
be considered more appropriate since populations do not seem to be natural kinds
in the way that organisms are often taken to be. However, we need not necessarily
make reference to natural kinds. According to Boorse’s naturalistic theory, for
example, disease, is biological disfunction (and health the absence of it). Let us
present the four components of his ‘Biostatistical Theory’ ([Boorse, 1997, p. 7],
as presented in [Schwartz, 2007, p. 52]):

1. The reference class is a natural of organisms of uniform functional
design; specifically, an age group or a sex of a species.

2. A normal function of a part or process within members of the
reference class is a statistically typical contribution by it to their
individual survival and reproduction.

3. A disease is a type of internal state, which is either an impair-
ment of normal functional ability, i.e. a reduction of one or more
functional abilities below typical efficiency, or a limitation on func-
tional ability caused by environmental agents.

4. Health is the absence of disease.

Hence, we get the view that health is simply the absence of disease, where disease
is given by statistical subnormality of biological function (defined by reference to
survival and reproduction) in a (stratified) reference class of organisms.

The idea that disease is abnormal function (if we consider ‘abnormal’ to be
deviation from a normal curve) might look initially appealing since public health
is based on statistics. We might take populations with health properties that are
normally distributed to be ‘healthy’ ones. If we have a skewed distribution or
one with fat tails then this points to inequalities and, therefore (perhaps) func-
tional inefficiency. One can consider the distributions of certain properties to be
indicators of healthy and unhealthy populations. As we see in §4, something like
this forms the basis of so-called ‘summary measures of population health’, namely
measures of health that roll up individual-level health data into a single number
taken to be representative of health and disease in the global system.
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However, so understood, this proposal faces a simple problem in that the de-
termination of health status is a relative matter: one could have a distribution
reflecting very little by way of inequality, and yet in which the individual events
making up the distribution are all very low (in the sense of low life expectancy, for
example) — or, in other words, the distribution is distributed ‘healthily’ according
to this proposal, but the individual health levels are very low. Conversely, in a
society were the majority of people suffer extreme depression (because of some
tragic accident perhaps), then this registers itself in the statistics: it is ‘normal’
to have extreme depression. Those who don’t suffer are diseased. There is an easy
response to such problems: health and disease are independent of our labels. Just
because we do and do not choose to call certain patterns and states ‘diseased’ and
‘healthy’ does not mean that there is a genuine correspondence. However, Boorse’s
definition involves the notion of normal function, not normality simpliciter. Mere
statistical normality is not sufficient to determine health; one must look at how
some state is linked up with matters of function and efficiency. Lennox points to
the fact that one might need to look to the population level in order to determine
these latter aspects [1995, p. 508], by looking at correlations between the variable
of interest and variables that are directly linked to mortality (for it is the mainte-
nance of life that guides Lennox’s approach). However we approach the problem,
it is clear that values will enter at some point, if only in the weighting of health
states in terms of severity.

A more pragmatic approach, one that I will flesh out later on, would argue
that it is nonsense to try to pin down a unique definition of health and disease
independently of one’s interests and the uses to which the concepts are being put.
This filters through into the (operational) construction of population measures of
health and disease — that is, the approach maps onto actual scientific practice.
Here there are very many such measures, and one can pick and choose according to
task: if one is interested in resource allocation then one can focus on an approach
to health that is insensitive to many aspects that one could not ignore if one was
interested in equity issues, or in whether it was right to intervene in some property.
We return to this issue again in the context of health measures in §4.

3.5 Prevention versus Cure

A corollary to the individual/population distinction (discussed in §3.3), though not
a strictly necessary one, is the distinct aims that are associated with individual and
population level approaches to health. There is an epistemic difference embedded
in this difference in aims: the preventative measure concentrates as much focus on
‘unknowns’ as it does on ‘knowns’. In the clinical encounter, the focus is on some
presentation of disease in an individual with the aim of diagnosing the disease and
finding a cure. Public health, on the other hand, will tend to focus on a disease-
free population, with the aim of keeping it that way. The notion of prevention in
public health overlaps with the issue of aetiology. A public health programme will
usually isolate causes in a different way than clinical health practice in the sense
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that a more ‘distal’ cause will be deemed responsible for some health problem so
that interventions (if used) will be applied at different sites.

Furthermore, as Rose points out [Rose, 1992, pp. 12–13], according to the pre-
ventative strategy the benefit to individuals can be very small (and even negative:
say a loss of earnings). As Rose puts it himself: “a preventative measure that
brings large benefits to the community offers little to each participating individual”
(p. 12). The gain is at the population level. Rose accepts the tough side of preven-
tion, including the seeming necessity of alteration of norms of behaviour and the
social fabric to achieve the desired effects.25 Naturally this level of control invites
ethical commentary — but that is not my concern here. Rose’s point is that a
truly preventative science must involve a thorough knowledge of the determinants
of what it is one seeks to prevent: disease. And, likewise, of what one seeks to
promote: health. Once these have been isolated then one can intervene so as to get
the optimal situation. In the ideal case one will no longer need such strategies as
screening programmes and such like: the root cause will no longer be in operation.

This seems rather over-optimistic. Even if the causes could be isolated, it isn’t
clear that one could persuade a whole population (or even most of a population)
to engage in practices that are often of minimal individual benefit. On the latter
problem Rose suggests that one adopt a “high-risk strategy” involving the specific
targeting “of those individuals who are judged most likely to develop disease”
(ibid., p. 13). The strategy depends then, as one might expect, on the distribution
of risk in a population. If the risk is spread fairly uniformly over a population then
a “population strategy” (a mass strategy) is appropriate. If one can find clusters
of risk, then one can adopt a targeted approach.

Rose adopts (though doesn’t argue directly for) a holistic position well opposed
to methodological individualism. This, he says, provides the “sociological basis’
for his idea of a population-level prevention strategy [Rose, 1992, p. 95]. As he
notes, the view has noble ancestry that he traces to Durkheim. In the health
context it involves the thesis that “healthiness is a characteristic of the population
as a whole and not simply of its individual members” (ibid., p. 62). The problem
is, how to turn this from mere talk into a practical framework. How, for example,
does one measure this state if not by measuring the states of the individuals
and aggregating the results? Even in the case of Durkheim’s classic analysis of
suicide the measurement and construction of population-level properties is done
‘upwardly’ via the individual members.

The division common in the social science between methodological individualism
and holism arises in the field of public health, then, and can have a bearing on
practical matters. For example, if one adopts a holistic approach, then one will
focus on the population as the object of investigation, with its own properties to be
measured, intervened in, and evaluated (cf. [Weed, 2004, p. 532]). If, on the other
hand, one adopts an individualistic approach, then one will focus on the individual

25For example, by altering the social status quo for smoking one does not need the distant
incentive of better health, one can rely on the immediate social disapproval that smoking gener-
ates.
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people in a population, and measure and intervene in their properties. This, of
course, colours the explanation one gives of the causes of health and disease. A
methodological individualist will seek to explain by drawing attention to factors
having to do with the behaviour of people; a holist will look to collective factors, or
the wider social and physical environment, that drive that individual behaviour.

3.6 Scientific Foundations of Public Health

Epidemiology and Biostatistics form the scientific core of public health, the foun-
dations on which decisions and actions are made. As Detels and Breslow state,
epidemiology “is the scientific method used to describe the distribution, dynam-
ics, and determinants of disease and health in human populations” [Detels and
Breslow, 2005, p. 10].26 Epidemiology is the obvious choice for the scientific basis
of public health: both take populations as their primary objects.27 Public health
is grounded in statistical methods. Given aggregates of measurements of health-
related properties they enable the identification of health problems (bad trends,
inequalities, etc.), which in turn allows for evidence-based promotion and inter-
vention, for informing efficient health economic policy, and assessing the impact of
interventions. Epidemiology is in the business of inferring conclusions about the
distribution of health (and disease) in a population. Part of this involves uncov-
ering the determinants of health and disease. To do this epidemiologists attend
to relative frequencies between various patterns (smoking and lung cancer, for ex-
ample). We can roughly view the epidemiologist as giving us a measure of public
health (or at least some components) in the sense that we are able to see how these
components are distributed over the individuals in some population (whose mem-
bers are not necessarily geographically or temporally coincident). As mentioned,
one can look at relationships between components, and their trajectories over time
and place, and form hypotheses about the connections. It is these hypotheses that
can often lead to public health action in the form of interventions (or in the form
of analytical studies).

Public health and epidemiology are, then, very tightly woven together. John
Last, in his dictionary of epidemiology, broadens the fairly standard definition
given above to include action, defining it as “the study of the distribution and
determinants of health related states or events in specified populations and the
application of this study to the control of health problems” [Last, 1995, p. 42].
That closes the gap between public health and epidemiology making them almost
identical. It is more common, I think, to view epidemiology as a providing an
evidential basis on which public health acts and bases its decisions (concerning

26Note that “disease” here is an umbrella term covering all manner of health-related events
or phenomena: HIV, smoking, teenage pregnancy, bullying, and so on. In fact, it needn’t be
a negative event: one might be interested in what is causing some positive trend, such as an
increase in exercise amongst young people.

27A lovely little book (just 69 pages) that introduces the essentials of epidemiology for the
‘uninitiated’ is [Coggon et al., 1997].
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the management of resources, and so on). Milton Terris makes the ‘evidential-
basis’ role particularly explicit:

1. To discover the agent, host and environmental factors which affect
health, in order to provide the scientific basis for the prevention
of disease and injury and the promotion of health.

2. To determine the relative importance of causes of illness, disabil-
ity, and death, in order to establish priorities for research and
action.

3. To identify those sections of the population which have the great-
est risk from specific causes of ill health, in order that the indi-
cated action may be directed appropriately.

4. To evaluate the effectiveness of health programs and services in
improving the health of the population. [Terris, 1993, p. 142]

Put in this way, public health is nothing but applied epidemiology. However,
Sander Greenland strongly distinguishes epidemiology from public health, latching
on to exactly the action-based component raised by Last:

[P]ublic health is not a science, but a form of social activism, one whose
benefits appear profound enough to society that it is institutionalized
and heavily subsidized by governments. A public health activist pro-
moting or searching for an action will be concerned with communi-
cating his or her own opinions, evaluating the opinions of colleagues,
and influencing the opinions of governmental figures and the public.
[Greenland, 1988, p. 96]

Epidemiology, by contrast, is seen as unbiased, objective, and unfettered by any
kind of social incursion — thus following Weber’s dictum that “it is the duty
of the man of science to remain silent ... on value questions” [Weber, 1920, p.
188]. However, this is a rather naive view of how science works, as countless
philosophers, historians, and sociologists of science have demonstrated, whether
through feminist challenges, Kuhnian challenges, or many others. Epidemiology,
more so than many other sciences (given its statistical basis), is very much invested
with values. Indeed, if we are persuaded by Donald MacKenzie’s [1981] arguments,
even the mathematical foundations of epidemiology are infiltrated with ‘interests’
due to their incursion into the foundations of modern statistical theory.

4 HEALTH MEASUREMENT AND HEALTH MEASURES

Health scientists and professionals want to be able to measure health for a variety
of reasons: to track changes in health, to identify problems, to identify causes and
risk factors, to check how an intervention has performed, and to perform cross-
comparisons between groups. To do this we need to have a clear idea of what we
are measuring.
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4.1 Measurement and Standardization

Measurement is, as Grigory Barenblatt succinctly puts it, “the direct or indirect
comparison of a certain quantity with an appropriate standard, or, to put it an-
other way, with an appropriate unit of measurement” [Barenblatt, 2003, p. 12].
If we are talking about measuring the health of the public this must involve com-
parison with a standard too: a ‘unit of health’. It is clear that this is not going to
be a fundamental unit; rather, it will be a complex derived (by aggregation) from
other, more fundamental units. However, it is still a problem to say what this
thing to be measured is. The method of definition in the context of public health
is to give an operational definition. In order to ensure objectivity (or as near to
objectivity as possible) the focus is on the individual, and the wider social context
is ignored: health is viewed as what something that happens under the skin. Even
the health of populations is to be reduced to the functioning of individual bodies (a
form of methodological individualism in the context of the health sciences). That
is, ill health (at least according to most measures) is taken to be the reduction
in individual human function caused by disability or, alternatively, a reduction in
the well-being of individuals.

This a natural position to adopt: one demands standardization in measurement.
The environment (be it physical or social) varies considerably, so it is desirable
to have a measure that does not take account of that, or that is ‘insensitive’ to
it. This is clearly especially vital if one wishes to conduct comparative work on
different populations, to measure health inequalities for example. However, this
standardization misses out on the crucial role played by context (see [Allotey et
al., 2003]): a broken leg in Canada is a fairly trivial matter, and one expects the
health discounting to be minimal. However, a broken leg in a developing country
is a far more significant matter: there may be no sickness benefit to draw from,
no easily accessible health care services, and so on. In this case the impact ought
to involve a weightier discounting. Yet we are dealing with the same event, from
the point of view of the measure: a broken leg. The individualistic health measure
will treat the cases as the same in terms of their value.

One can come up with more examples that do not involve inter-population com-
parisons. Consider two individuals from the same population, both with a sprained
finger, one of whom is a concert pianist, the other is, say, a teacher. Clearly these
individuals will weight the severity in different ways. Severity is not an objective
fact of the matter, it depends very much on the individual. Clearly then, one’s
health measures have to take account of more than the local considerations of
individual bodies. However, the determination to restrict health to individuals
resulted in the WHO introducing an idealized “uniform environment”, and then
considering (in the population health case) the “capacities” of individuals within
this environment — see [Chatterji et al., 2002, p. 6]. Health is then defined as
having the capacity to perform certain tasks within an idealized (though not nec-
essarily non-actual) environment. In other words, the environment is introduced
into the definition of health, but it itself is standardized. The idea is to switch off
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the role played by the environment. We return to the problems with such mea-
sures in §4.4. Before we get to that let us first say some more about the health
measures.

4.2 Summary Measures of Health

Health measures aim to give a numerical representation of health, be it in an
individual or in a population. A summary measure of health will summarize the
health states of the individuals in a population. Health status indicators (those
features that might go into a health measure) come in various kinds, and can
refer to individual or population properties, and such things as waiting times,
resources-to-demand, and so on. Aggregate measures might take a number of
these and average over them to produce an index akin to the Dow Jones Industrial
Average [DJIA].28 Amongst other things, these measures are used to assess the
impact of interventions and policy. Though a little dated, [Bergner, 1985] gives
an excellent overview of the measurement of health status.

In public health, then, (or population health, more generally) one does not
(thus far) measure a property of some system (‘the public’). Rather, one measures
properties of individuals and then aggregates the data that result. One is then
left with a single number, a statistic, that is intended to provide the requisite
(‘summary’) measure of the more complex system. This can be understood in
terms of ‘social indicators’, i.e. statistics that are intended to be calibrated to
the quality of life of the individuals whose relevant properties are aggregated in
some way (cf. [Michalos, 2006, p. 344]). Vital statistics would be an example of
social indicators, as would the various financial indices. They would be examples
of objective indictors since they rely on facts that are independent of ‘internal’
states of individuals29 — whether they are ‘value-free’ is another matter, one
that we return to below. Quality of life indicators might refer to the subjective
reports of individuals, such as ‘degree of happiness’, and in this case they are
subjective indicators. As we saw, the job of representing (or indicating) the overall
health state of a population was, from very early on, carried out by mortality
rates. However, this misses a major component: morbidity. Summary measures
of population health were devised in the 1960s to take account of both mortality
and morbidity.

One unit for measuring health (and so the effectiveness of an interventions)
via the notion of quality of life, is the ‘quality-adjusted life year’ [QALY]. This
gives a measure of the quality and quantity of life.30 These depart from the more

28For those not acquainted with the basics of financial markets, the DJIA is an index composed
of thirty blue chip stocks. Initially, the value was computed by simply adding together all of the
company stock prices and dividing by 30. The number is is then taken to provide a (fairly rough)
measure of the economy’s state — it is sometimes said to provide a measure of the economy’s
health! There are many such indices one can use, largely depending upon one’s interests.

29See [Stouman and Falk, 1937] for a thorough, early review of objective indices of health.
30The on-line resource Bandolier refers to the QALY as “a slightly mythical creature of dubious

parentage” (http://www.medicine.ox.ac.uk/bandolier/ — as with all on-line resources, this
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objective measure in terms of life expectancy (alive = 1 or dead = 0) by introducing
a continuum of states between 0 and 1, where the value 1 is taken to represent
‘perfect health’ and 0 still represents death. More precisely, the value 1 is assigned
to one year of perfect health-life expectancy. If a year contains less than perfect
health-life expectancy, then a value of less than 1 is assigned. Computations are
then very straightforward. For example, if we intervene to extend a patients life by
5 years, but the quality of life for those 5 years is half of the perfect quality, then
we simply compute the QALYs gained in the intervention as 5× 0.5. Hence, 2.5
QALYs will have been ‘generated’ by the intervention. Such medical mathematics
informs medical decisions, since one can use the values so computed to work out
which interventions will have the greatest ‘yield’ in terms of QALYs.

In [Murray et al., 2000] a distinction is made between “ideal” and “actual”
health. ‘Ideal’ has two senses here: it signifies the health state we want individu-
als to attain (namely a full life at full health: with full defined appropriately); and
it also serves as kind of limiting case of real health. It is ideal in that it doesn’t
exist in reality, but only as a concept, or perhaps in some other possible world.
An aggregate (or summary) population measure can be constructed from measure-
ments of individuals by simply adding all of the differences between the ideal and
actual health of individuals. This gives the years of life lost in a population [YLL]
and can be used to measure the level of disease. The way of calculating a figure
is fairly straightforward in practice, if not philosophically. Given a specified ideal
age (80 for males; 80.2 for females), the YLL is the difference between the actual
life and the ideal age. Each subsequent year is weighted slightly less than the
previous year. This way of speaking (i.e. of ideal states) fits in with the WHO’s
definition of health as “a state of complete physical, mental, and social well-being
and not merely the absence of disease and infirmity”. Naturally this is a limiting
case: no individual, I presume, could ever hope to attain such a state.

One can also consider a measure involving morbidity (the years lost due to
disability) with mortality as a limiting case. In this case one reduces the value
assigned to each year for which the individual was disabled (with an ordering of
severities of disability corresponding to an ordering of the amount of the reduc-
tion). Population health is then computed as the sum of the years lost to prema-
ture mortality and to morbidity. For a given population of individuals (including
those who are recently deceased), when we sum this figure for all events during a
single year then we get the measure known as the DALY: the Disability Adjusted
Life Year. One DALY represents the loss of one year’s worth of healthy life. The
DALY again involves an ideal reference population with life expectancy (at birth)
as above. The burden of disease is then computed as the difference between this
ideal state and the state of a population’s health (recorded in DALYs).31

URL might be subject to change).
31Note that DALYs are a subclass of the more general measures known as HALYs (‘health-

adjusted life years’). A nice review of these issues can be found in [Reidpath, 2007]. A compen-
dious volume dealing with a host of issues relating to population health measures is [Murray et
al., 2002b].
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There are numerous problems with these measures, largely stemming from the
lack of an objectively-agreed upon weighting of events. For example, there might
well be states of life in which the suffering involved is worse than death. The
measures that are constructed are clearly not carving social reality at the joints
(although they may serve to define those joints arbitrarily, or rather, by conven-
tion). The DALY is most decidedly not a natural kind.32

4.3 Classifying and Measuring Health States

Summary measures of population health perform multiple useful roles: they can
enable the cross-time or cross-space comparison of health state; they can identify
problems, and they can tell us if an intervention worked. Dennis Fryback [1998, p.
43] notes that there are three steps involved in the construction of health measures:

1. decide on the aspects of health that will be included in the (discrete) classi-
fication scheme

2. construct a mapping between the health of humans and the states in the
classification scheme33

3. assign weights to each health state included in the classification to be used
to compute population health

The classification scheme is clearly going to involve massive abstraction from ‘real’
human health states. How much abstraction will be determined by the use to which
the measure is put. The earliest measures simply classified health according to two
values, ‘alive’ and ‘dead’. This measure will be adequate for any task that requires
only mortality rate data. A finer measure will need to differentiate various sub-
states within ‘alive’ — clearly ‘dead’ has no relevant fine structure! Again, the
amount of differentiation will be a choice determined by the level of detail one
needs for the use.34 If one wants to know the best way to deliver some mental
health intervention, then one will demand a measure that takes account of this.
Health, in other words, is multi-dimensional. There are different perspectives
that one can adopt towards the health of a system. Given this pragmatic way
of conceptualizing health, I don’t see that it makes much sense to try to adopt
a single definition, as is the trend in the majority of philosophical discussions.
Biological disfunction, for example, is but one aspect of health. In some cases it
might be an appropriate definition or measure of health, in others it will not be.

32Of course, ethical issues loom large; however, I want to steer clear from these in this chapter.
For an excellent review of the moral implications of summary measures, see [Brock, 1998].

33Given that the classification system results in a measurement system, we then get an oper-
ationalization of our health concept.

34For example, the (summary) health measure known as ‘HUI-Mark III’ (where ‘HUI’ = ‘Health
Utility Index’) has the ability to distinguish between 972,000 distinct health states pertaining
to the physical, mental and social dimensions of health. For many purposes this amount of
complexity would be simply unnecessary.
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A genuinely naturalistic approach to the question of what health is ought to follow
what our best science has to say on the matter, and it appears that this pragmatic
multifaceted approach is the answer given by that science.35

One can usefully view this situation through the lens of Ronald Giere’s scientific
perspectivism [Giere, 2006]. The idea is to view the various measures as so many
scientific instruments restricted to ‘viewing’ only certain aspects of the systems
they are directed at. Here too, I think, “one’s theoretical perspective ... depends
on the kind of problem one faces” (ibid., p. 34). Different problems demand
different perspectives.

The old problems, however, do set in when it comes to weighting the various
health states separated by the classification system. There is no objective way
of doing this, and an infinite variety is clearly possible. But I think it is best to
run the same argument just given: how one assigns health state weights depends
on what problem one has in mind. For example, if one is concerned with the
‘productivity’ of the population, then physical disabilities will presumably be more
heavily weighted than self-esteem, say. If one wants a measure that will appear the
most democratic, then one might wish to base the weightings on average values
assigned to various health states as taken from a survey. The QALY discussed
above is based on cost-effectiveness issues and so naturally it bases health state
weights on utility. If one is happy to say that there is a plurality of health systems
(i.e. that there is no classification system that is the most objectively true) then the
values that inevitably go into the weightings do not cause the kinds of problems
they cause for other so-called naturalistic accounts: one is not privileging one
system as ‘fact’ in the first place.

4.4 The Inadequacy of Aggregative Measures

As we have seen, aggregate measures are based on the view that the health of a
system is determined solely by the health of its individual parts; if one knows the
latter then one knows the former. Daniel Reidpath [2005] argues that aggregate
measures of public health are inadequate on the grounds that the aggregate does
not provide any information on how health is spread out over the population. To
work this out one needs to look at the shape of the probability distribution of
health states over the individuals. Presumably we would consider a population in
which 5 % of the population have enormously high health values (relative to some
measure, life expectancy, say) and the remaining 95 % have relatively poor health

35Sander Greenland [2002] argues that health’s multidimensional nature ought to be reflected
in the scrapping of scalar measures in favour of multidimensional measures (vectors whose com-
ponents represent the different aspects of health). Hausman [2002] argues that while there might
be some theoretical attractiveness to this proposal, it is not practical and would most likely be
ignored by health policy makers. That is probably correct; however, such a measure would have
many uses not covered by unidimensional measures. Unless we wish to fall under the philoso-
pher’s spell of the one unique measure that best represents the true health state, then we ought
to accept these measures as providing a perfectly acceptable additional perspective on the health
state of a population.
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(giving a very skewed, fat-tailed distribution) to warrant a lower health value
than one in which there is a relatively high and even (or normal) distribution
of health. However, one can construct all manner of distributions of health of a
population of individuals many of which will be grossly iniquitous (in terms of the
way health is distributed over the individuals), yet that correspond to one and
the same aggregate value, on account of possessing the same average. That is to
say, the value assigned to a summary measure of health is multiply realizable by
(infinitely) many ‘spreadings’ of health and disease over the population, (infinitely)
many of which are grossly iniquitous. An individual asked to choose which of the
populations they would like to belong to would not be indifferent. Therefore,
argues Reidpath, the distribution is relevant to the way we go about measuring
the health of a population.

Take a simple toy example. Suppose we have two populations with the same
number of people in each. Suppose that we aggregate the health of the individuals
and come up with figures of 100 QALYs as the aggregate measure in both cases.
Now, if we were to use this to determine which population were healthier we would
have to say that they were equal. The measure is not sensitive enough to detect
finer details. However, the finer details are all important. In one population 80% of
the QALYs might be generated by 20% of the people (so that most people are very
unhealthy), whereas in the other population the situation is more balanced, with,
say, 80% of the QALYs generated by 80% of the people. Rather more visually,
we might consider two populations, one of which was composed of two types of
human, giants and dwarfs, and the other with a broader range of heights. We
could set this up so that the average heights of the populations were identical,
and yet the average figure is not giving us the kind of information we want from a
measure of, say, what the sizes of the people are like in the respective populations.

The problem, then, has to do with the aggregative methodology which involves
simply taking the individual level data and summarizing it. The methodology is
individualistic: population-level phenomena are seen as nothing but the synthesis
of individual-level data. The business of the distribution of health and disease is
then seen as a quite separate issue. Reasons given for this separability of level
of health and distribution of health, by those who construct the measures range
from ‘tradition’ (i.e. the health statistics tradition stemming from mortality rates
— see [Murray et al., 2002a, p. 752]) to ‘communicability’ (in the sense that it is
easily assimilated by the general public — ibid.).

Reidpath argues that this is the wrong way to conceptualize health at the pop-
ulation level. He does not suggest a holistic approach as such, but instead one
based on development economics, that blends population level data about the dis-
tribution of health (or, rather, well-being) with the individual level data. That is,
the distribution of socially relevant properties over the individuals in populations
should not be separated from the measurement of that property at the population
level. The implication of this seems to be that aggregate measures miss out on
‘emergent’ features of population health. As Redipath puts it, “there is informa-
tion relevant to the health of a population that can only be derived from the gestalt
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that cannot be ascertained from the sum of its parts” [Reidpath, 2005, p. 879].
More is different in population health, we might say (here following [Anderson,
1972]).

Reidpath is certainly right that the summary measures are not sufficient for
many purposes. However, clearly sufficiency depends on the task to which the
measure is being put. Sometimes a more coarse-grained measure of health might
be all that is needed. Other times, this will be inadequate and the fine structure
of a population’s health will need to be incorporated. That is, one cannot, as
Reidpath does, speak of insufficiency simpliciter ; insufficiency is tied to a specific
goal.

4.5 Cross-Comparison of Heath Categories and the Ranking of Health
States

Daniel Hausman draws attention to a problem of the cross-comparison of what
appear to be incommensurable categories of health state. He presents the example
of comparing an individual with a mild learning disability to an individual with
quadriplegia. How is this comparison to be made? As Hausmann puts it: “How
can one compare units of mobility with units of cognitive functioning? How can
one measure the ‘distance’ of health states from H [complete health]?” [2006, p.
251]. As he points out, the usual way of comparing is via evaluation. One makes
a value judgement about which would be better or worse. Hausman sees no way
past this state of affairs: “Measurements of population health are measures of how
good or bad population health is, and the goodness or badness of health depends
on the physical, technological, and social environment and on the characteristics of
people’s activities and objectives as much as they depend on facts about stomachs
or brains” (ibid., p. 252). Indeed, the DALY, and many other health measures,
involve a ranking of disabilities according to the impact on functional capacity (the
capacity to do certain things, like walking a certain distance). That this weighting
is made explicit is touted as an advantage over QALYs since the value judgements
are open to view and modification — see [Murray, 1994].

John Broome argues that the ranking of health states is done according to how
the state contributes “to well-being” [2002, p. 94]. Well-being is a bad basis for
the evaluation of health states since it is too vague. Hausman argues, instead,
that the ranking is, in practice, done according to preference (ibid., p. 253).
This is a “faulty” method on account of problems (false beliefs and cognitive
deficiencies) with preference (ibid., p. 264). Preferences are the outcome of some
other reasoning processes: these problems and other processes, Hausman argues,
ought to be investigated by those concerned with the evaluation of health states.
This all points to the fact that measuring and comparing health states is a difficult
enterprise, not just technically and conceptually, but also morally. In the next
section we consider the comparison of health states between distinct systems (or
perhaps the same system at different times) such that there is found to be an
imbalance in their respective values.
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5 HEALTH INEQUALITIES

Health inequalities refer to differences in health state between units, or the vari-
ation in a population of subunits. A large part of public health is devoted to
reducing such inequalities. Many of the same problems faced with measuring
health per se can be found in the context of measuring health inequalities. The
WHO’s measures use a variation on the Gini coefficient (an index used to mea-
sure wealth inequalities) in which the health of every individual in a population is
compared to every other from the same population:

(1) I(α, β) =
Σn

i=1Σ
n
j=1‖yi − yj‖

2n2µβ

Here, the parameters α and β control the contribution of the absolute difference
between pairs of individuals and the weight of the mean respectively. The indi-
viduals i and j can be people, social groups, or entire populations, as appropriate,
and yk represents a health measurement outcome performed on individual k — the
health measure can take a variety of forms, as discussed previously. The term µ
represents the average health (or expected health, relative to some measure) of the
entire population (or, given very large n, some well-chosen sample). The value is
proportional to the difference between the (area under the) perfect equality curve
E and the (area under the) Lorenz curve L: G = 1− AL

AE
. A value G = 0 represents

a situation with perfect equality and the value G = 1 represents perfect inequality.
Inequality, formally, concerns the distribution of a property over a population

of individual units or between populations. What measure one chooses will to
a large extent depend on the units in question: individual people, cities, social
groups, gender, countries, etc. So the health measure will be guided by context: if
one wishes to compare countries, and search for inequalities at this level, then one
might use an index built by averaging over a bunch of health related properties
of countries. In this case one is treating the countries as individuals with their
own properties. One is then concerned with the distribution of the values of this
property over a domain of countries. Hausman et al. point out that focusing on
“contrasts between social groups ... hides inequalities within groups” [Hausman et
al., 2002, p. 184]. The point here is that one could have a pair of countries with
the same value relative to our chosen measure, but which have radically different
distributions of individual health within the population.36 (We have been here
before, of course: this is essentially the same objection raised by Reidpath in
§4.4). Writing on the subject of economic inequalities, Charles Wheelan writes:
“If the pie is growing, how much should we care about the size of the pieces?”
[Wheelan, 2003, p. 115]. In other words, if the economy is steadily growing, so
that everyone is becoming ‘better off’ in an absolute sense, then does it matter

36Here they are following the analysis of Murray et al. [1999] according to which “health
inequality should be defined in terms of inequality across individuals” (p. 541). I say we should
take ‘individual’ as applying to people, groups, and populations in general according to ones
interests and goals — this seems to be implied in the way the WHO measure is constructed.
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that the spread between rich and poor is simultaneously increasing? There are
many things one can say about this: one might argue that the reason the economy
is growing steadily is precisely because of those at the top earning more: they are
the companies and individuals who are investing more, in research, technology,
and enterprise. On the other hand, you could argue that the more people that are
earning more pushes prices of items up that lie out of the range of those poorer
people, thus making the inequalities even more extreme. Either way, the challenge
of Reidpath and Hausman et al. needs to be answered.

Beyond these issues of distribution, the key philosophical problems with the
research on health inequalities have to do with the level of support the data give
to the possible explanations of the inequalities. There seems to be some genuine
underdetermination going on. This seems to be what underlies virtually all of the
objections raised by Forbes and Wainwright [2001] in their philosophical investi-
gation of health inequality explanations: the data does not uniquely determine
one explanation. Nor, they imply, can one give, on methodological grounds, an
inference to the best explanation. Forbes and Wainwright further contend that a
latent positivism underlies much of the health inequality literature. They argue
that the extant explanations of health inequalities are too data-dependent. They
claim to argue for a ‘realist’ position in [Wainwright and Forbes, 2000]. However,
the fact that they deny the links between the mathematical representations used by
health scientists and the reality it is supposed to be representing does not appear
to match any of the standard brands of scientific realism. They seem to confuse
realism with a belief in unobservables that have no observable effect whatsoever,
direct or indirect. Of course, realist positions are committed to the reality of un-
observables, however, they will usually only be committed to such things when
they generate some kinds of effect or are necessary to explain some observable
phenomenon. Completely detaching from data is a dangerous position to espouse
in any science, let alone in health research. For this reason, philosophers would do
well to scrutinize these arguments more closely.

6 HEALTH MEASURES AND NATURAL KINDS

In his classic discussion of the problem of defining health and disease Lester King
wrote that “Science, in studying relations within the total environment, cares not
a whit about ‘health”’ [1954, p. 193]. What he meant by this is that the data
alone do not represent a state of disease until we have given it that interpretation:

Disease is the aggregate of those conditions which, judged by the pre-
vailing culture, are deemed painful, or disabling, and which, at the
same time, deviate from either the statistical norm or from some ideal-
ized status. Health, the opposite, is the state of well-being conforming
to the ideals of the prevailing culture, or to the statistical norm. The
ideal itself is derived in part from the statistical norm, and in part from
the ab-normal which seems particularly desirable. [King, 1954, p. 197]
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The problem of how to measure health (or disease) is intimately connected with
what we take health (or disease) to be. Even if we can agree on the definition of in-
dividual health, it is a further difficulty to figure out how to aggregate health to get
a handle on the health of a population. Furthermore, the debate between norma-
tivists and naturalists reasserts itself at this level. Naturalists will claim that the
aggregate measures satisfy value-free construction methods, whereas normativists
will disagree. An important and interesting task for philosophers to take on would
be the investigation of the links between one’s position with respect to individual
health and disease and health and disease and the aggregate level. Intuitively
one would expect that if one adopts the position that the definition of health and
disease at the individual level is value-laden then this would be transmitted to the
aggregate definition. However, given the fact that the measures involve weightings
of specific diseases and disabilities, one might expect that the transmission must
fail. The weightings and measures, as I argued above, are not themselves stalking
out natural kinds, they are bound to the use to which they will be put.

Daniel Sulmasy [2005] argues, in any case, that disease itself is not a natural
kind, but that it involves reference to natural kinds. Humans, for example, are
natural kinds and disease “is a classification of a certain state of affairs that can
occur in members” of this kind (p. 496). Although Sulmasy argues that one
must refer to multiple individuals in order to infer that some phenomenon (some
illness) is a disease, the account is nonetheless an individuals-based account. It
is not easy to see how this could be extended to public health. The only way I
can see how it would be possible would be to argue that certain populations are
natural kinds, and then one might identify certain patterns than arise repeatedly
in such populations as diseases.

Beyond this, it has been argued that population-level features can have a direct
bearing on the way we conceive of these notions:

Characteristics of populations also influence our very definitions of
what is health and what is disease. Rose notes that what we con-
sider normal is influenced by what is prevalent. ‘What is common is
all right, we presume.’ One implication of this is that social facts may
also influence disease incidence in the broadest sense, by determining
what we consider to be a disease. Social facts influence our expecta-
tions of how many aches and pains are normal, how long we expect
to live and what we expect our bodies to look like and our minds to
accomplish. Bodily aberrations and biological variants can come to be
defined as diseases or redefined as normal. Obesity, intersexed condi-
tions, senility, acne, post-traumatic stress and gender identity disorder
are just a few examples. [Schwartz and Diez-Roux, 2001, p. 439]

In other words, since values are linked to the population, we cannot escape consid-
erations of population in the debate over the nature and definition of health and
disease.
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I have been hinting at a pragmatic response to the debate in much of the
preceding discussion. This would involve a rejection of the distinction between
facts and values on which the debate rests. An earlier attempt at a pragmatic
definition was made by Fanshel [1972]. However, his approach puts the pressure on
the notion of functional states (and dysfunctional states) and then weights these,
using a notion of ideal function (thus bringing in the old debate once again). The
philosophical debate over the ontological status of disease and health involves the
extremes of realism and relativism. I think the work on population measures of
health and disease suggests a pluralistic approach that avoids the excesses of these
extremes. The approach is well-stated by Giere37 (here in the context of modeling
water):

consider the simple case of water. If one is studying diffusion or Brow-
nian motion, one adopts a molecular perspective in which water is
regarded as a collection of particles. But the situation is far too com-
plex to adopt a Newtonian perspective for individual particles. Instead,
one adopts a statistical perspective in which the primary variables are
things like mean free path (the average distance a particle travels be-
tween collisions). However, if ones concern is the behavior of water
flowing through pipes, the best fitting models are generated within a
perspective that models water as a continuous fluid. Thus, ones the-
oretical perspective on the nature of water depends on the kind of
problem one faces. Here employing a plurality of perspectives has a
solid pragmatic justification. There are different problems to be solved
and neither perspective by itself provides adequate resources for solving
all the problems. [Giere, 2006, pp. 33–34]

There are multifarious uses to which health measures are put: cross comparison of
health, determination of healthcare expenditure, targeting of interventions, etc. I
advocate a transferal of this way of thinking about health measures to the philo-
sophical problem of understanding what health and disease are. There is no reason

37There are, of course, many forms of pluralism. For instance, Dupré [Dupre, 1993, p. 7]

usefully distinguishes between two flavours of pluralism: on the one hand, there is the kind of
pluralism that denies the elimination of some ‘level’ (i.e. via reduction of one thing to another);
on the other hand there is the kind of pluralism that denies the unique carving of the world
into things. This latter flavour is what I have in mind, and what the practice of public health
scientists appears best to cohere with. The way we carve up medical reality is in no small way
determined by the purpose for which we are doing the carving in the first place. Reductionism is,
however, an independent issue — Daniel Steel [Steel, 2004b] argues this particular case well using
the example of H.I.V. replication as a case-study. Alternatively, Kitcher [Kitcher, 2002, p. 570]

spells out four claims that characterise his version of pluralism: (1) there exist multiple systems
of scientific representation for understanding systems in nature; (2) there is no coherent ideal of
a complete account of nature; (3) the multiple representations of nature are jointly consistent;
(4) the representations we accept at any stage might not be jointly consistent. (1)-(3) all seem
to be applicable in the case of public/population health measures. (4) seems not to apply: the
various representations do not conflict, but rather amount to different levels of coarse-graining.
However, Giere’s perspectivism does, I think, provide the most useful illustration.
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to think that the measure used in each case need be the same in all cases. To think
this would be to suppose that there is some ‘One True Health State’ in the world
that these measures are trying to latch on to.

7 CAUSALITY IN PUBLIC HEALTH

Public health, even more so than medicine, is fundamentally concerned with find-
ing the causes of those phenomena that cause disease and impact on health.38

Such phenomena can be singular or general. That is, one might wish to ascertain
the cause of a particular outbreak of SARS or one might want to understand the
general mechanism by which SARS outbreaks occur and propagate themselves.
The population-level focus alters the causation debate’s compass somewhat. In
the public health context, as Maxwell Parkin and Bray put it:

“Cause” is a relative concept, that only has meaning [in] terms of its
removal being associated with diminished risk of the disease, and, in
this context, it is just as relevant to improve educational levels in a
population as a means of reducing infection by HIV as it is to identify
the mechanisms by which the virus enters the host cell. [Maxwell
Parkin and Bray, 2005, pp. 58–9]

Nancy Cartwright makes a similar point, stating that “although causes may not
be universally conjoined with their effects, at least they should increase their fre-
quency” [Cartwright, 1989, p. 55]. This is, of course, the hallmark of a probabilis-
tic conception of causality. The approach to causation in the context of health
intervention research is certainly probabilistic (or statistical): one often works
‘backwards’ from data, containing patterns of association between variables over a
sample (e.g. joint distributions), to causes. As Holland explains, the emphasis in
statistical models of causation is on “measuring the effects of causes” rather than
“the causes of effects” ([Holland, 1986, p. 945], emphasis in original).

However, as Judea Pearl points out, the data isn’t sufficient, by itself, to permit
causal inferences:

There is nothing in the joint distribution of symptoms and diseases
to tell us that curing the former would or would not cure the latter.
[Moreover,] there is nothing in a distribution function to tell us how
that distribution would differ if external conditions were to change ...
because the laws of probability theory do not dictate how one property
of a distribution ought to change when another property is modified.
[Pearl, 2001, p. 191]

It is clearly crucial that we know the direction of an association, and how the
association would change given different background conditions: the success of

38I say ‘even more so than medicine’ because medicine is generally more concerned with treat-
ment than prevention.
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intervention research depends on such information. Hence, some extra piece needs
to be added to the puzzle in order to allow for the extraction of valid causal
inferences from mere statistical data. In The Oxford Dictionary of Statistical
Terms ‘causality’ is defined as follows:

Philosophically difficult notion of relation between an explanatory vari-
able and a response. Older discussions were non-statistical and in-
volved some notion of necessary and sufficient condition for the re-
sponse. There are a number of variants of a statistical definition of
causality (Holland, 1986 [“Statistics and Causal Inference”, Journal of
the American Statistical Association 81: pp. 945-960]). In one the
cause must be in some sense prior to the response and alternative al-
lowable explanations of the statistical independence involved must be
excluded. In another there is a notion that the possible cause can con-
ceptually be manipulated with a consequent systematic effect on the
response. [Dodge, 2003, p. 59]

The latter aspect, pertaining to manipulability, has formed the basis of many
contemporary accounts of causation, philosophical and otherwise and gives us the
“extra piece” alluded to above. For example, Woodward and Hausmann write:

[M]anipulation is crucial to our conception of causation and to the
contrast between causation and mere correlation. When X and Y
are correlated and X does not cause Y , one expects that when one
manipulates X, the correlation will break down. By contrast, if X
causes Y , one expects that for some range of values of X, if one is able
to manipulate those values, one can thereby control the value of Y .
[Hausman and Woodward, 2004, p. 847]

Following Glymour and his team, Woodward and Hausmann understand interven-
tions as processes that (directly) manipulate some variable (the response variable)
so as to ‘detach’ the manipulated variable from its other causes (i.e. its ‘parents’)
— i.e. the response variable is rendered probabilistically independent of any other
causes. This condition they call ‘modularity’, and, along with its close relative
the ‘causal Markov condition’, it has been the subject of much recent controversy
(primarily having to do with whether real systems of interest are themselves mod-
ular).

This manipulationist account is not new, however. In their popular epidemiol-
ogy textbook, MacMahon and Pugh define a causal association as one in which
“an alteration in the frequency or quality of one category is followed by a change
in the other” ([MacMahon and Pugh, 1970, pp. 17–18]; cited in [Schaffner, 1991,
p. 206]). Likewise, Rubin [1986, p. 962] holds up the motto “no causation without
manipulation” as a “critical guideline for clear thinking in empirical studies for
causal effects”. The manipulationist account has also been central to the study of
experimental design. For example, Cook and Campbell [1979, p. 36] write that a
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“paradigmatic assertion” regarding causal relationships is that by manipulating a
cause we will manipulate the effect: “Causation implies that by varying one factor
I can make another vary”.39

In the context of public health research, at least, when causes get more indirect
or ‘distal’, they are labeled ‘risk factors’ — cf. Schaffner [1991, p. 206]. In other
words, many health researchers are reluctant to use the term ‘cause’ when the
association is probabilistic. For example, Kleinbaum et al. write that:

Because of the lack of certainty in our results, epidemiologists generally
use the term risk factor instead of cause to indicate a variable that is
believed to be related to the probability of an individual’s developing
the disease prior to the point of irreversibility. ([Kleinbaum et al., 1982,
p. 29]; quoted in Schaffner [1991, p. 206])

This attitude continues to be seen in many areas of health research. In the context
of public health, however, it has transformed into the concept of a determinant.
In this wider context the determinants are often social, which greatly increases
the complexity of issues to do with causality, and prima facie decreases the appli-
cability of the manipulationist account. Public health focuses primarily on these
social determinants of health, and, inasmuch as manipulability is involved at all,
the approach to interventions that it underwrites is one that seeks to manipulate
the very fabric of society — that is, to shift the patterns of disease and their dis-
tributions in the population as a whole. Often, however, direct manipulation (i.e.
control) is not possible, and so one has to resort to observational studies. Further-
more manipulability accounts might face problems concerning certain important
factors that cannot be controlled: gender and ethnicity, for example. These are
called ‘categorical properties’ in the literature of statistical theories of causality.
In fact I think when merged with the counterfactual account we can make good
sense of manipulating categorical properties too. That is, we can imagine (or give
state descriptions of) worlds in which gender is swapped, and so on. Even in the
case where one can manipulate, the evidence that it was one’s manipulations that
caused some outcome, and not some other factor, is not easy to assess because of
the complexity of the systems involved. Understanding this latter aspect is the
task of ‘evaluation’. A very serious problem with evaluation in this context is just
such ‘fat hand’ intervention features — see [Scheines, 2005] for more on fat hand
interventions.

There is an old debate, as we have seen, over whether a social or biomedical
(natural) cause is responsible for some disease. Causation in public health looks

39In his lecture “The Environment and Disease: Association or Causation”, Sir Austin Brad-
ford Hill considered some rules of thumb that might enable causal inference in difficult situations.
Hill did the wise thing and tried to avoid a philosophical discussion of causality. Of course, one
can’t really engage in a discussion of causality without slipping into philosophical issues. In
laying out his view of causality, he clearly intended a probabilistic, manipulationist account.
This can be discerned in his claim that the decisive question in causality research is “whether
the frequency of the undesirable event B would be influenced by a change in the environmental
feature A” [Bradford Hill, 1965, p. 295].



Public Health 559

at the determinants of disease and health at the level of the population. The
incidence of disease in a population is given by the averaging out of individual
cases over the population. However, in doing this we can see patterns that can
point to causes for the incidence of disease than cannot be gleaned from measuring
the individual cases themselves. Social epidemiologists often use this to argue that
the biomedical model of disease causation ought to be replaced by a socio-medical
one involving what they call “upstream” or “distal” causes. That is, if we want
to have causal explanations of disease, then the place to look for the fundamental
causes is not at the level of local biological phenomena but at the level society and
the social networks in which individuals find themselves, because it is only there
that manipulation will lead to elimination of the mechanisms that lead to disease
— see, for example, Link and Phelan [1995].

Michael Root moves this debate into an interesting direction, linking it up
with the issue of natural and artificial kinds and classifications that we discussed
earlier. Root notes that there are clear disparities in the health states of black
and white people: “blacks are seven times more likely to die of tuberculosis than
whites, three times more likely to die of H.I.V.-A.I.D.S and twice as likely to
die of diabetes” [Root, 2000, p. S629]. The diseases themselves, Root argues,
are biological while the racial differences are social; and yet a social factor here
appears to be determining biological factors: racial factors appear to be resulting
in differences in the rates of disease. A possible sociological explanation, then, for
the health inequalities between blacks and whites suggests itself: it is known that
high stress levels can suppress the immune system, and being black is stressful
(at least in the U.S.). This is an explanation of disease distribution, and health
inequality, that is broadly in line with those given by social epidemiologists. The
idea is that it is social factors, rather than biological factors or mechanisms, that
are ultimately responsible for the distribution of disease (despite the fact that some
biological explanation can be given for the disease occurrence in some individual).
However, Root assumes that the explanation is the correct one without argument
or evidence, relying on plausibility alone. Clearly more work needs to be done
here to strengthen his account.

Albert Mosley attempts to deflate the ‘biomedical versus social’ debate by draw-
ing attention to the distinction between the distribution of disease in a population
and the occurrence of disease in an individual. He argues — in the context of the
debate over whether HIV or poverty causes AIDS — that the answer one gives
“is relative to whether the inquirer is interested in the disease or the epidemic,
with a focus on individuals or populations” [2004, p. 412]. In other words, in a
sense both cause AIDS, but the notion of ‘cause’ and the notion of the disease are
different in each case: “HIV and poverty are different kinds of causes that operate
on different levels of inquiry” (p. 413). This approach is more or less equivalent to
that of Stallones, who argues that we should understand causation of health and
disease in “two modes”, both in terms of the production of illness in individuals
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and in terms of the generation of patterns illness in populations [1980, p. 73].40

I think this kind of pluralism offers a good way to cut through some of the dense
and seemingly interminable debate over social or biological causation. However,
though I think the distinction is needed, it leaves us no better off in terms of our
understanding of causation at either the individual or the population level.

8 STUDY DESIGN AND EVIDENCE-BASED MEDICINE

Study designs are intended to get the best evidence for a given context, with the
ultimate hope of enabling good causal inferences to be made (or at least to suggest
causal hypotheses).41 That is, one designs a study to investigate correlations
between variables (‘exposure variables’ on the one hand, and variables associated
with disease on the other). There are two broad categories of study: ‘experimental’
and ‘observational’.

Experimental Studies. Experimental studies or ‘intervention trials’ involve the
active intervention into the system of interest; this is often compared with a
control which does not receive an intervention (but may receive a placebo).
The reasoning is that if the incidence of some disease is reduced following
the intervention (or if there is a difference between the intervention and con-
trol groups) then, adopting probabilistic causal reasoning, there is a causal
relationship between the intervention and the outcome of interest.

The best form of intervention is the RCT in which the treatment allocation
is randomized. In public health these will most often take the form of ‘pre-
ventative trials’ (the most prevalent of which is the population or group-level
community intervention trial). Of course, given the nature of many of the
hypotheses relevant in public health (involving the gender or race of individ-
uals, or involving children, for example), experimental studies are rare.42

40Note, however, that Russo et al. [2006] argue that the fact that one speaks about “two levels
of causation” does not thereby commit one to saying that causation acts differently at these two
levels. Russo and Williamson argue that while causal monism is false, causal pluralism is not
right either, since it involves a conflation “the evidence from which causal relations are drawn
with the very notion of cause” [2007, p. 169]. In this case, however, it is clear that evidence is
not at issue: it is the level at which causality is being considered.

41Weed identifies as his “keystone” issue for a philosophy of public health the question: “What
justifies the decision to implement a preventative intervention, to move, in other words, from
scientific evidence to public health action?” [Weed, 2004, p. 531]. This is essentially a policy
issue: how does evidence get translated into a concrete result?

42The units of intervention in public health contexts are often, as mentioned, higher-level
entities, such as schools, hospitals, and other large groups of individuals (including entire com-
munities in the case of community intervention trials). It is clear that if it is needed at the
level of individual people randomization is also needed at this level too, for confounding will be
just as possible here. For example, an intervention to reduce the incidence of skin cancer in a
community by the application of a new sun lotion might be confounded by a number of factors:
behaviour modification resulting in less frequent exposure to the sun (perhaps as a result of the
idea of risk of skin cancer suggested by the trial itself) and a mild summer are two possibilities.
To avoid confounding at this level one randomizes ‘clusters’ of individuals — hence, this study
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Observational Studies. An observational study is broadly descriptive, aiming
to find out how health and disease are distributed over a population. The
data can often reveal correlations between variables which can in turn point
the way to testing of causal hypotheses (either statistically or experimen-
tally). Observational studies split into two broad types: descriptive and
analytic.

1. Descriptive Studies:

• Cross-Sectional Studies: ‘Health Statics’. Cross-sectional stud-
ies (otherwise known as cross-sectional field surveys) are descrip-
tive studies intended to give an instantaneous picture (or a ‘thin-
sandwich’ picture) of some system (specifically of the prevalence of
disease) by investigating survey data for the members of the pop-
ulation of interest. Though the study is considered too weak (for
making causal inferences) by modern standards, it can lead to the
development of such hypotheses. Note that it also led to the de-
velopment of both case-control and cohort designs (qua repeated
cross-sectional surveys) — cf. [Susser, 1985, pp. 28–31].

• Ecological Study. An ecological study is a descriptive study taking
populations as its units of analysis. It looks for correlations at the
population level that might pave the way to more detailed causal
investigations.

2. Analytic Studies:

• Case-Control Studies. Case-control studies (also known as ‘retro-
spective’ or ‘case-referent’ studies) focus on individuals who develop
a disease (the “cases” in question), after which one examines their
past histories in order to seek out relevant differences between their
histories and the histories of individuals without the disease — that
is, one looks for a greater frequency in the presence of some risk
factor. This method is a fairly effective way of discovering causes of
rare diseases. But it is clearly restricted to small scales. Moreover,
it is highly fallible due to the fact that the histories most often
involve the individual patient’s memory recall.

• Longitudinal Studies: ‘Health Dynamics’. In a longitudinal study
the aim is to build up a picture of the evolution of some system
over time.43 Hence, one gathers information about the system (usu-
ally via the sample members) at multiple times. In other words,
a longitudinal study works by piecing together the snapshots from
cross-sectional studies. One can use such studies to identify sea-
sonal effects in health, and to get a firmer grip on potential corre-

design is known as “cluster randomization”.
43Strictly speaking, of course, longitudinal studies are not restricted to observational studies:

one could perform repeated experimental studies to determine the dynamics of a population too.
However, in practice, given the expense required, they are most often conducted observationally.
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lations between variables. They are the obvious tool to assess the
health impact of interventions. Longitudinal studies also enable
one to chart the history of phenomena of interest, say the spread
of a disease.
A cohort study (also called ‘follow-up’ or ‘prospective’ studies) is
the most well-known longitudinal study design, focusing on a group
(or ‘cohort’) of individuals who do not have the disease, but in
which there are both exposed and non-exposed members.44 If there
is an increase in the incidence in the exposed subset then this is
taken to be indicative of a causal relationship. The major problem
with this method is that of confounding factors. In order to draw
solid causal conclusions about the exposure, the exposure must be
the sole difference between the members. Clearly this is never the
case in real-world situations. One needs to supplement the account
with some other factors.

Quasi-Experimental Studies. Quasi-experiments or ‘natural experiments’ rely
on natural variation with respect to exposure (and matching in all other
relevant respects) in and across populations. However, this means that there
is no experimental control over who is exposed.

As with clinical medicine, there is believed to be a ‘hierarchy’ of evidence, with
RCTs (randomized controlled trials) at the top — in fact, the systematic review
is seen as being at the top of the evidential hierarchy, since this synthesizes the
results from multiple RCTs. Many novel problems emerge when one considers
large-scale public health interventions. For example, there is a serious difficulty
in external validity (or generalizability from one context to another) on account
of the complexity of the environment and the problem of shielding the study from
interference effects (between groups) and attrition.

In his analysis of the (in-) efficiency of the NHS (the UK’s national health ser-
vice) — in his lecture series in 1971 entitled Effectiveness and Efficiency: Random
Reflections on Health Services — the epidemiologist A. L. Cochrane identified the
use of ineffective treatments as one of the primary sources of inefficiency in the
health system. In response he argued that the treatments ought to be evaluated
scientifically, using the best available evidence. In particular, they ought to be
run as randomized controlled trials [RCTs] as a matter of course since these tri-
als eliminate bias and are the most systematic method available. We can trace
the evidence-based medicine movement back to this point.45 In both cases there

44Snow’s investigation of the cholera epidemic (discussed in §2.4) has elements of a cohort
study: Snow divided his units (households) into two groups according to their exposure to water
from either one or the other water companies. Grouped in this way the data revealed a clear
connection between the water supply and cholera mortality.

45The canonical definition of evidence-based medicine is: “the conscientious, explicit and ju-
dicious use of current best evidence in making decisions about the care of individual patients”
[Sackett et al., 1996, p. 71]. Though well known in the context of clinical medicine, it has only
recently been expanded into public health, where “the patient” transforms into “the public”.
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is an underlying ethical imperative to minimize harm, in this case by subjecting
treatments to better evaluation. In the context of evidence-based medicine there
is a notion of a ‘hierarchy of evidence’ which (qualitatively) ranks various forms
of evidential support for hypotheses by their level of susceptibility to bias and
confounding more generally.46 As John Worrall points out, RCTs are not always
deemed necessary; sometimes the efficacy of a treatment will be obvious, such as
when it prevents otherwise fatal conditions [Worrall, 2000, p. S319].47

Cochrane, however, was concerned as much with the efficiency (i.e. the real
benefit of an an intervention outside the confines of the RCT) aspect as he was
with efficacy (i.e. the maximum possible effect) of treatments. In other words,
health economics was given equal weight. Efficiency and efficacy go hand in
hand: in getting rid of ineffective ‘treatments’, the burden on the system is re-
duced. Thus, health and economics go hand in hand. Cochrane’s early advo-
cacy of RCTs, an axiom of evidence-based medicine, was encapsulated in the
development of an international database of RCT evidence: The Cochrane Col-
laboration. Multiple RCTs on the same hypothesis are statistically analysed via
meta-analysis. This can strengthen or weaken the level of evidence. The evi-
dence is graded according to ‘quality’, and often, if there are multiple studies
of ‘higher quality’ any studies of ‘lower quality’ will be ignored (cf. [Doyle et
al., 2008, p. 214]. This privileging of RCTs has been widely questioned, and
there is some lively debate in the philosophical literature: e.g. [Worrall, 2000;
Worrall, 2007] and [Grossman and Mackenzie, 2005]. Grossman and Mackenzie
argue that insufficient caution is used in assessing RCTs, as compared to the ex-
cessive caution used when assessing observational studies. The case hasn’t been
made, they argue, for the general superiority of RCTs over other study designs,
and that observational studies are sometimes better, as in the context of public
health interventions, for example. Rather, the study design should be matched to
the research question, and this will sometimes mean that RCTs are most appro-
priate, but not always. Worrall argues that the idea that RCTs control for all fac-
tors is a “will-o’-the-wisp”: without supplementing an inference with background
knowledge, about plausible mechanisms and so on, there will be the potential for
(plausible) alternative causal factors underlying any evidence.

The notion of a controlled population-level experiment to intervene in all but
the simplest health-states is fraught with difficulties. For example, extremely
large samples are needed to detect even very small effects. Even when one can
implement such an experiment, drawing causal inferences from them is incredibly
difficult. For instance, if one wants to alter the distribution of weight, so that
there are fewer anorexic and obese individuals, then one can see how to go about
designing an intervention to do this, and then measure the effect. Weight is a

46See [Ashcroft, 2004] for a good review of several epistemological issues concerning evidence-
based medicine (and RCTs).

47Worrall (ibid., p. S328) also notes a curious inconsistency in the reasoning for the high status
of RCTs, namely their reliability. In meta-analyses of RCTs there is significant divergence over
the effectiveness of treatments.
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simple additive factor so one can weigh a sample to see if there is a reduction
following the intervention (as compared to data gathered before the intervention).
However, one simply will not have the ability to control elements of the social
and physical environment to test whether the intervention worked — one major
problem along these lines is that one cannot ensure perfect compliance with the
randomization.48 That is, even if there are significant differences in the weight
distribution after the intervention has been implemented one cannot be sure that
it was the intervention that was responsible. To assume otherwise is to commit
the post hoc ergo propter hoc fallacy: there is a strong possibility that some other
factor was responsible.49

This is, of course, the problem of underdetermination of theory by data. Weed
[1997] discusses this problem in the context of a suggested relationship between
induced abortion and breast cancer. Another, classic, example is William Farr’s
study of the possible influence of marriage on mortality [1858]. The underdeter-
mination in this case concerned the issue of whether the observation that married
people tend to live longer than unmarried people was due to selection (the fact
that healthier people have a tendency to marry) or causation (married life leads to
a healthier life: “marriage protection”). Farr argued that it was a selection effect,
and recent statistical studies (involving longitudinal rather than cross-sectional
techniques) seem to confirm this: see, e.g., [Goldman, 1993]. Of course, for obvi-
ous ethical reasons, this is not the kind of thing one can experimentally determine!

Underdetermination can be broken by appealing to other factors external to the
data. Such factors may lead us to prefer one theory over another. However, Weed
notes that the ‘criteria’ used by epidemiologists to break the underdetermination
are rather weak. The standard method is to invoke Bradford Hill’s so-called causal-
criteria: specificity, strength of association, consistency, coherence, temporality,
dose-response, biological plausibility, experimentation, and analogy. These are
not intended to be necessary and sufficient conditions but rules of thumb. With
the exception of temporality (assuming the absence of retro-causality), all of the
criteria could be violated without ruling out causality — cf. [Weed, 1997, p.
113].50

48See [Kaufman et al., 2003] for a survey of the problems and prospects for conducting RCTs
of social interventions in the context of social epidemiology.

49A further factor that causes problems when conducting complex social interventions is that
there is often no standardization of intervention categories. [Doyle et al., 2008] give the example
of differing definitions of ‘smoker’ ‘ex-smoker’, ‘quitter’ and so on, that can lead to complications
in comparing results.

50Note that Bradford Hill wished explicitly to avoid philosophical issues, and furthermore made
no claim that he was presenting criteria for causation. He states that he is presenting aspects
of associations that would lead us to conclude that causation “is the most likely interpretation”
[Bradford Hill, 1965, p. 295]. This does not imply that meeting all of the aspects is definite
evidence of causality at play. Bradford Hill was concerned with grounds for public health action
over perfect knowledge: “All scientific work is incomplete — whether it be observational or
experimental. All scientific work is liable to be upset or modified by advancing knowledge. That
does not confer upon us a freedom to ignore the knowledge we already have, or to postpone the
action that it appears to demand at a given time” (ibid., p. 300). It is interesting to speculate on
what the health-science landscape might look like had researchers followed this message rather
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Daniel Little suggests that the problem posed by confounding variables might
be resolved by invoking mechanisms and argues that the notion of a ‘plausible
mechanism’ could rule out some hypotheses:

We can best exclude the possibility of a spurious correlation between
variables by forming a hypothesis about the mechanisms at work in
the circumstances. If we conclude that there is no plausible mechanism
linking nicotine stains to lung cancer, then we can also conclude that
the observed correlation is spurious. [Little, 1991, pp. 24–25]

This approach appears to be more or less in line with Bradford Hill’s methodol-
ogy. I think Steel [2004a] offers a definitive dismissal of the ‘plausible mechanism’
method of breaking this inferential deadlock, at least concerning ‘negative’ expla-
nations (i.e. those showing that we can infer that X is not a cause of Y when
there is no plausible mechanism connecting them). He argues that it is in reality
extremely difficult to think up any case of a social phenomenon that could not
be explained via some plausible mechanism (ibid., p. 65). Moreover, it seems
rather odd to think that the inability to imagine a mechanism generating some
phenomenon in some ways aids causal inference (ibid., p. 66). We might also point
to the looseness in the notion of ‘plausibility’ here.

9 INTERNAL AND EXTERNAL VALIDITY

The internal validity of a trial concerns the extent to which differences between
the trial arms can be attributed to the intervention. As Guala puts it, internal
validity “is achieved when the structure and behaviour of a laboratory system (its
main causal factors, the ways they interact, and the phenomena they bring about)
have been properly understood by the experimenter” [2003, p. 1198]. It is a causal
principle: low internal validity means that we can’t tell whether some other factors
infected the trial and caused the differences. Such methodology makes these trials
practically difficult, for one needs a large number of entire groups. Naturally,
the group, being composed of individuals, depends on these individuals so that
blinding is done at the lower level, and is expected to transfer to the group level.
However, the blinding procedure is especially problematic in cluster trials.

The fundamental idea of trials is to generate evidence on which to base or
withhold some intervention. In some cases the intervention will be applied at
one site only. However, more often the intervention will be applied to multiple
subjects, be they individual patients or hospital wards or entire cities. That is,
the results of the trial are generalized away from the original test site, despite
a host of differences between them. External validity refers to the generality of
the results: trials with high external validity are most likely to have their results
replicated in diverse contexts.51

than Cochrane’s.
51Meta-analysis is intended to provide a quantitative estimate of the degree of replication or
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Guala labels ‘radical localism’ the view that “Experimental results do not apply
to the world out of the laboratory” ([Guala, 2003, p. 1196]; see also [Guala, 1999])
— there is a close resemblance between this view and Nancy Cartwright’s idea of a
’dappled world’ according to which we do not have grounds for believing that laws
of nature transfer from “the highly contrived environments of a laboratory [to]
less regulated settings” [Cartwright, 1999, p. 25]. This notion seems particularly
appropriate in the context of group-level or population-level health intervention
research, of the kind appearing in public health. In such cases the context (the
social and physical environment) can interfere with the experiment — so-called
“neighbourhood effects” (i.e. the effects of social context, such as a residential
community, on health outcomes) constitute one instance of this phenomenon.52

One way of attempting to correct for neighbourhood effects, so as to separate
them out from the (‘pure’) experimental effects, is to employ multilevel modeling
and multilevel analysis, involving the treatment of neighbourhoods as contexts
with individuals nested within (see [Diez-Roux, 2000], especially pp. 180–183).
However, there are many problems of validity and causal inference that remain to
be worked out in this context in order to have applicability in public health: see
[Oakes, 2004] for a review of these issues.

10 CONCLUSION

I hope to have shown in this brief guide that the philosophy of public health has
many untilled fields ripe for cultivating. The mixture of concepts and techniques
(from statistics, epidemiology, demography, and so on) used in public health result
in novel philosophical issues not to be found in the study of clinical medicine (or, at
least, not in the same form). For this reason it ought to be studied by philosophers
alongside clinical medicine, with equal vigour.
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