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Faculté de Pharmacie, Université Louis Pasteur, Strasbourg 1, 74, Route
du Rhin, 67401 ILLKIRCH Cedex, France
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Preface
Somemonths agowhile in Europe, I saw a presentation onHIV/AIDS that
was repeatedly shownonCNN.While overall it served a very positive function
in that it enhanced awareness of the problem and helped disseminate correct
information on the status of the epidemic, the risks of HIV transmission, and
some aspects of HIV therapy, I was nonetheless struck by the oft‐stated adver-
tisement that the ‘‘show’’ was composed of HIV/AIDS experts handling a give
and take with members of the audience. Yet, to my knowledge not even one
member of the group of experts was a scientist. At the closure of this program,
one panelist, a movie star, stated that HIV/AIDS would be solved by people
coming together (or something close to this comment), and that it was not
the science. I may be completely wrong, but his words sounded so ‘‘politically
correct,’’ pro‐‘‘solidarity,’’ and all such things (whatever they mean), and
at least so minimally near to science and to an understanding of how progress
really occurs, that it gave me chills.

I am worried. As science and technology progress faster and faster, we
have developed an enormous gap between science and our technical culture
and the population at large, perhaps even to the point of occasional anti-
science and hostility. As others have noted, it has been a little over 200 years
since educated people such as Benjamin Franklin and Thomas Jefferson
could do serious science and/or inventions as a hobby. A major portion of
the population could understand them. Consider how remote that is today
for a politician and for the mass of society. Are we doing enough to educate
a broader mass of society? Can we do much better or is it now simply too
complex and specialized? I do not know the answers, but it is a cause for
pondering and for trying to improve our communications.

Going back to the remarks of the movie star and considering the topic
of this book, should not we at least try to make it abundantly clear that not
50%, 70%, or 90%, but virtually 100% of all fundamental, conceptual,
and practical (including diagnosis, prognosis, and therapy) advances in
xvii



xviii Preface
HIV/AIDS research came out of basic science, and precisely from studies of
HIV molecular biology and pathogenesis? Perhaps we can make three ex-
ceptions: (1) the early (1981–1982) epidemiological studies (chiefly those
driven by James Curran and his coworkers) did define risk groups and
patterns of how the disease spreads, (2) the clinicians gave us key informa-
tion that there was a significant decline in CD4þ T cells, and (3) the early
isolations of HIV. However, even in the last two of these three putative ex-
ceptions, we must still recognize some role of basic science (albeit not of
HIV molecular biology or pathogenesis). After all, CD4 measurements re-
quired earlier discovery of this cell surface molecule by monoclonal antibo-
dies, and HIV isolations required first a surrogate marker for presence of a
retrovirus, namely precision assays for reverse transcriptase and second
growth of primary T cells with IL‐2. Of course, both reverse transcriptase
(1970) and IL‐2 (1976) came out of basic research.

It is unnecessary to detail here the subsequent advances that had major
practical impact, namely the linkage of HIV to AIDS (causation), the devel-
opment of the HIV blood test, and the development of effective anti‐HIV
therapy, which came entirely from basic research on HIV molecular biolo-
gy/immunology: (1) the permanent cell line production of HIV was a pre-
requisite for sufficient HIV proteins for the test; (2) the ELISA, but
especially the western blot (adopted for the first time from its use in basic
research to a confirmatory blood test); (3) the cell line was also to prove
to be valuable if not essential for drug screening, for example AZT story.
We can also add that targeting reverse transcriptase and the HIV protease
in therapy, obviously also came out of earlier molecular biological studies
on animal retroviruses, HTLV‐1 and HTLV‐2, and finally on HIV. As to fu-
ture therapy, we know that targeting integrase as well as blocking HIV entry
are already here or on the horizon and, of course, these therapeutic ap-
proaches are completely dependent on detailed knowledge gained from mo-
lecular biological studies on integration of the DNA provirus (the former)
and on the steps of HIV cell entry (the later).

We can also imagine that future treatments may interfere with the
chronic activation state of many HIV infected people, and our aware-
ness of the importance of activation in HIV progression came directly from
studies of HIV/SIV pathogenesis.

We have known for some time that the kind of HIV one gets infected
with can be ‘‘practically’’ important—beginning with the West African ser-
oepidemiological studies of Essex and colleagues, a significantly different
HIV was eventually defined (HIV‐2), and we all know it is far less pathogen-
ic and less infectious. Molecular analysis of a wide range of HIV isolates has
helped define the epidemic, sort out some differences in therapeutic sensitiv-
ity, subtle and occasionally not so subtle differences in pathogenicity, and
awareness of major differences in responses to vaccines. Finally, all current
vaccines are based at least in part on HIV molecular biology.



Preface xix
Books like this one are needed by us, but we should also try to see if we
can provide understandable summaries for a much wider audience. I hope
the publishers and editor will agree.

Robert C. Gallo
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HIV‐1 RNA Packaging
I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

RNA encapsidation by retroviruses is a remarkable process by which the
virus negotiates trafficking of a minority species of mRNA through a partic-
ular cellular pathway to become its genome. During this, in the case of HIV,
it may first be translated before being selected by the viral Gag protein,
highly specifically, from the cellular background pool of mRNAs. These
processes involve recognition of RNA secondary and tertiary structures
and an RNA–RNA intermolecular interaction to package a diploid dimeric
RNA genome. RNA transport and encapsidation involves cellular chaper-
one proteins of which, as yet, few have been identified. Better understood is
the structural detail of the interaction between the viral RNA and the Gag
protein. This process requires flexibility and conformational change in the
Advances in Pharmacology, Volume 55 1054-3589/07 $35.00
Copyright # 2000, 2007, Elsevier Inc. All rights reserved. DOI: 10.1016/S1054-3589(07)55001-5



2 Andrew M. L. Lever
RNA and reflects the fact that transport from transcriptional site to virion
likely involves the genomic RNA adopting a number of different structures
to display the relevant stage‐specific cis‐acting signals. The specificity of this
process and the virus‐specific nature of RNA export from a cell make these
processes attractive therapeutic targets.
II. Introduction _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The process of encapsidating the genomic RNA of HIV within the viral
particle has become better understood in the past 5 years; however, there is
still a great deal of the ‘‘black box’’ about it. As the emphasis in studying
viral replication switches from the functions of isolated viral components to
the interactions of these with the much more numerous cellular factors, it
has become clear that in RNA packaging, just as with viral assembly, more
than Gag alone is required. Packaging is not merely defined as the affinity of
the interaction between Gag protein and a specialized region of the viral
RNA—the packaging signal (psi or C). In previous chapter 1 of volume 48
on this subject (Lever, 2000) in this series, the concept of a ‘‘packaging
pathway’’ was ventured in which the viral RNA had to negotiate a very
specific route from transcription through to the budding virus in order to be
packaged successfully. This concept is now better substantiated for packag-
ing and for other aspects of viral export (Swanson et al., 2004). For RNA
encapsidation there are more data on how the pathway begins, some of the
chaperones involved (Fig. 1), the physical route taken, and the nature of the
RNA–protein interaction involved. These may involve changes in the struc-
ture of the RNA as it proceeds through the cell depending on optimizing its
various cis‐acting functions at appropriate times. There still remain many
incompletely answered questions which were posed in the previous chapter
including the role of RNA dimerization in packaging (Greatorex, 2004;
Russell et al., 2004). Where does it occur, how does it happen, and how
essential it is? The exact definition of the minimal sequences required for
RNA encapsidation in HIV still eludes us. Although pragmatic approaches
in optimizing lentivirus‐based vectors have given us a minimal functional
packaging region, no one would claim that it is the minimal packaging
signal; however, as proposed below, since packaging may involve control
of RNA trafficking as well as binding to Gag, there may be several RNA
regi ons involved as was sugges ted by sever al earl y studies (Berkow itz et al. ,
1995a ; McBri de and Pangan iban, 1996). This chap ter aim s to ana lyze the
data that pertain to particular parts of the packaging pathway. Some caveats
are mentioned above, an even larger one being that what has been shown in
one retrovirus does not necessarily apply to another; so where other retrovi-
ral systems are cited because of the absence of corresponding data fromHIV,
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it may or may not be the same for HIV. The chapter is divided into two
sections: first, the route of RNA export and second, the structural and
molecular biology of the Gag–RNA interaction which generates packaging
specificity.

As a basic framework it can be stated that retroviruses package their
genome with high specificity, despite the relative paucity of this RNA (1% or
less) as a component of the capped, polyadenylated mRNAs present within
an infected cell. Two copies are packaged which at some stage become linked
through a dimer linkage site. The protein responsible for the capture is the
uncleaved Gag polyprotein precursor and this recognizes structures formed
in the viral RNA created by complex folding using Watson–Crick and
noncanonical base pairing. RNA dimers within the particle may be homo‐
or heterodimers partly depending on the number of transcriptionally active
viruses within the infected cell.
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III. The Packaging Pathway _____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. Transcription and Packaging
HIV is known to integrate preferentially in gene‐rich regions of the
genome (Schroder et al., 2002). Recombination can occur during reverse
transcription between copackaged heterodimers (Katz and Skalka, 1990).
This occurs at an unusually high rate in HIV‐1 and is probably a major
source of sequence diversity in HIV (Rhodes et al., 2003). There have been
to date no studies in HIV examining the site of integration and its effect on
packaging. In murine (Kharytonchyk et al., 2005) and avian (Rasmussen
and Pedersen, 2006) retroviruses, experimental evidence suggests that RNAs
transcribed from integrated proviruses, which are physically close in the
genome, are more likely to be packaged as heterodimers than are genomic
RNAs from those which are physically distant. Thus even at this stage the
trafficking of the RNAwithin the cell is to some extent decided. There is no
evidence that the nature of the integration site influences whether an RNA is
packaged other than it being transcriptionally active or not.
B. RNATransport from the Nucleus
As yet there are limited data as to the route that the viral RNAwill take
after transcription and what the important chaperones are. In Rous sarcoma
virus (RSV), accumulating evidence suggests that some of the viral Gag
protein may return from the cytoplasm into the nucleus (Scheifele et al.,
2002) to capture the genomic RNA. There is no evidence that this is
common to other retroviruses and indeed there is evidence to the contrary
in HIV. Although the Matrix region of HIV‐1 Gag has a nuclear localization
signal (Bukrinsky et al., 1993) and HIV Gag has been identified in the
nucleus, it may have been passively imported by binding to shuttling
RNAs or proteins; it has recently been suggested to have an additional role
in regulating splicing through binding PRP4 and blocking phosphorylation
of SF2 (Bennett et al., 2004).

As an unspliced RNA containing instability sequences which favor
nuclear retention and splicing, genomic RNA depends on Rev and its RNA
response element the Rev responsive element (RRE) for nuclear export
(Cullen, 1992). Rev acts through the CRM1 pathway (Neville et al., 1997)
but there may be additional chaperones specific for viral RNA. Rev and the
RRE also seem to have a role in enhancing packaging (Anson and Fuller,
2003; Lucke et al., 2005; Richardson et al., 1993). In comparative studies of
nuclear export of RNA, alternative export systems such as the constitutive
transport element of D‐type viruses and the woodchuck posttranscriptional
response element are as good as the Rev–RRE system in delivering RNA
to the cytoplasm but more gets encapsidated using the Rev–RRE system



HIV‐1 RNA Packaging 5
(Anson and Fuller, 2003; Lucke et al., 2005). Rev can bind to an RNA loop
in the packaging signal region which has a structure closely mimicking the
RRE‐binding site (Gallego et al., 2003). Mutation of this loop impairs RNA
trafficking out of the nucleus (Greatorex et al., 2006).

The RNA‐binding protein Staufen (Mouland et al., 2000) may be a
ligand for RNA capture and transport. Staufen is better known for its role
in RNA localization in Drosophila embryos (St Johnston et al., 1991).
Staufen binds helical RNA duplexes but without sequence specificity
(Wickham et al., 1999). Other cellular proteins have been implicated in
retroviral RNA transport (Cochrane et al., 2006).

Subcellular localization studies using confocal microscopy have sug-
gested that RNA may be trafficked out of the nucleus under the influence
of hnRNPA2 (Mouland et al., 2000) and arrive at a perinuclear site. The
same protein may be involved in transport from this region (Levesque et al.,
2006). These have been supported by further confocal and fluorescence
resonance energy transfer (FRET)‐based studies which implicate the centro-
some as the site at which RNA–protein interaction first occurs in packaging
(Poole et al., 2005) and also from recent work on Gag trafficking (Perlman
and Resh, 2006) showing Gag going through the centrosome en route to the
cell membrane. D‐type viruses such asMason‐Pfizer monkey virus have been
shown to assemble at this site (Sfakianos et al., 2003). Centrosomal locali-
zation of Gag in HIV‐1 was dependent on the presence of an intact packag-
ing signal in the coding RNA (Poole et al., 2005), adding to evidence that
packaging may involve specific targeting of the RNA to an appropriate
cellular site for encapsidation to occur. Thus, a packaging signal may be a
subcellular localization signal as well as a Gag‐binding site perhaps explain-
ing some of the conflicting data in packaging studies where there are dis-
parities between the degree of inhibition of Gag/RNA binding and the
degree of packaging defect produced by certain mutations.
C. Translation and Packaging
At or after the centrosome, the RNA has two options since the genomic
RNA of HIV and other retroviruses is bifunctional. It encodes the Gag and
Gag/Pol polyproteins as well as functioning as the viral genome. RNA
packaging in HIV is preferentially cotranslational. This was first shown
categorically for HIV‐2 (Griffin et al., 2001; Kaye and Lever, 1999) in
which the packaging signal is found upstream (Kaye and Lever, 1998;
McCann and Lever, 1997) of the major splice donor (SD) and thus is present
on all genomic and subgenomic species. Cross‐packaging by HIV‐1 Gag
confirmed that the spliced HIV‐2 RNA had a competent packaging signal
yet it is excluded from the native HIV‐2 particle. Selectivity was shown to be
achieved both by cotranslational packaging and by a relative paucity of
available Gag protein (Griffin et al., 2001) minimizing the opportunity for
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packaging of other psi‐containing mRNAs in trans. This mechanism con-
trasts strikingly with the situation in murine leukemia viruses (MuLV) in
which it was shown that actinomycin D treatment of virus producing cells
led to continued virus production but a loss of genomic RNA content of the
virions (Levin and Rosenak, 1976). This implied that genomic RNA that is
being translated is not available for subsequent encapsidation. (Another
interpretation would be that a cellular factor in limited supply and essential
for encapsidation had also been depleted by the actinomycin treatment.) The
MuLV system was more recently reexamined using RNase protection in a
time course assay analogous to the previous work. This confirmed the
inability of translating RNA to be packaged under these circumstances. In
HIV by contrast using either actinomycin D or leptomycin B (which rather
than blocking transcription, inhibits nuclear export of RNA by interfering
with Rev/CRM1 function), the genomic RNAwas persistently incorporated
into virions implying that the translating and packaging RNA pools were
one and the same (Dorman and Lever, 2000). A similar conclusion was
reached by a second series of experiments with the additional finding that
despite there being a common RNA pool, translation was not an essential
prerequisite to packaging (Butsch and Boris‐Lawrie, 2000). Later published
work generated results implying that HIV‐1 also packaged RNA cotransla-
tionally (Liang et al., 2002; Poon et al., 2002); however, more recently
further experiments have verified earlier findings (Kaye and Lever, 1999)
that in vivo HIV can package RNA in trans (Nikolaitchik et al., 2006), that
is, HIV‐1 Gag protein is capable of binding to and encapsidating noncognate
RNA containing a packaging signal, something which HIV‐2 appears to do
much less readily in vivo if the Gag is expressed from a psi‐containing RNA
(Griffin et al., 2001; Strappe et al., 2005).

Cotranslational packaging is a plausible strategy for retroviruses to
maintain specificity yet it must be remembered that in general trans packag-
ing has been largely studied in overexpression or vector systems in which
packaging specificity itself may be less rigorous. However, the very existence
of the vast sequence diversity of HIV, much of which has been attributed to
recombination, speaks to the fact that packaging of heterodimeric RNA
originating from two proviruses in the same cell must be a frequent event
or must give rise to advantageous recombinants at a significant frequency.
There is evidence that HIV has a greater propensity to package heterodimers
than do murine retroviruses (Flynn et al., 2004).
D. Translation and Packaging: Controlling the Balance
Cotranslational packaging poses a further problem for the virus since
there will inevitably be competition for the RNA between Gag and the
ribosome. This is exacerbated by the proximity of the packaging signal,
where Gag binds, and the Gag initiation codon, where the ribosome subunits
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will assemble. Debate continues as to whether translation initiation in HIV
occurs through scanning (Yilmaz et al., 2006) or through an internal ribo-
some entry site (IRES) (Buck et al., 2001). Some evidence suggests that the
ribosome has scanned all or part of the 50 UTR since an artificially intro-
duced upstream in frame AUG can be used to produce an N‐terminally
extended protein (Miele et al., 1996). Our own studies suggest that the
IRES activity in HIV‐1 is relatively weak (Anderson and Lever, personal
observations). Even if an IRES does exist and is functional during particular
periods of the cell cycle as has been suggested (Brasey et al., 2003), competi-
tion between the arriving 40S ribosomal subunit and the Gag protein bind-
ing to psi will still occur. In RSV, Gag‐mediated inhibition of expression of
an RSV psi‐containing vector has supported the concept that Gag can
compete with the ribosome successfully by binding to the leader region
(Sonstegard and Hackett, 1996); however, in RSV if Gag does capture the
genome in the nucleus, it is not a useful comparator. In HIV, we have recently
shown that competition between translation and packaging does occur,
in vitro and in vivo, and that as the concentration of Gag rises, the rate of
translation initially also rises through an as yet unexplained enhancing
mechanism but with increasing Gag, it subsequently declines consistent
with exclusion of the ribosome by the Gag protein assembling on the RNA
(Fig. 2). The reproducible quantitative effect suggests that there are a critical
number of Gag proteins needed to bind to the RNA to block scanning
(Anderson and Lever, 2006); the stoichiometry is consistent with the leader
being completely coated with Gag. Once this has occurred it acts as a switch
leading to encapsidation.
E. Cross‐Packaging Between Primate Lentiviruses
HIV‐1 viral proteins have been shown to package HIV‐1, HIV‐2 (Kaye
and Lever, 1999), and SIV (Rizvi and Panganiban, 1993) psi‐containing
RNAs, whereas HIV‐2 is not only unable to package HIV‐1 RNA but also
fails to pick up in transHIV‐2 (Kaye and Lever, 1999) psi‐containing vectors
in the same cell. Unexpectedly, SIV, which in many ways resembles HIV‐2 in
the position of its packaging sequence upstream of the SD (Strappe et al.,
2003), behaves more like HIV‐1 in being able to capture HIV‐2 psi‐
containing RNA in trans as efficiently as it captures its own genome (Strappe
et al., 2005). The findings indicate that there is cross‐recognition of packag-
ing signals which must therefore, despite sequence dissimilarity, have three‐
dimensional structural homology. The inability of HIV‐2 to cross package
any primate lentiviral RNA in trans points either at a subcellular localization
phenomenon or perhaps that HIV‐2 has a strong preference for preformed
RNA dimers, whereas HIV‐1 and SIV can capture monomeric genomes. The
P2/SP1 peptide of Gag may be an important influence on this reciprocity as
discussed below.
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F. Trafficking to the Cell Membrane and the Budding
Virus Particle
Other than the circumstantial evidence quoted above we do not know
how many Gag proteins bind to the genome prior to transport to the cell
membrane, although it seems unlikely that the complete coating of the 9‐kb
RNA with Gag occurs. A nucleoprotein complex with a smaller number of
Gag proteins forming, with their captured RNA, a trafficking signal is an
attractive option.

In other retroviruses, subcellular tracking studies have identified com-
plexes of Gag (Basyuk et al., 2003), RNA, and Env protein trafficking
together associated with late endosomal markers. Other chapters will
describe viral budding and assembly in more detail.
G. Viral Assembly
It is plausible and supported by some experimental evidence that RNA,
but not necessarily the genome, has a structural ‘‘scaffolding’’ role in aiding
viral assembly (Cimarelli et al., 2000; Muriaux et al., 2001). This is sup-
ported by recent in vitro assembly data indicating that RNA may trigger
assembly even when present in trace amounts (Ulbrich et al., 2006). Forma-
tion of a Gag dimer appears to be a critical stage (Alfadhli et al., 2005) with
substitution of the RNA‐binding site by a protein dimerization site leading
to equally efficient particle assembly. Since particles can be obtained from
cells in which the viral RNA has a deleted packaging signal, it is clear that psi
alone is not essential for viral assembly. However, the genome has been
suggested to have an additional structural role after assembly (Wang and
Aldovini, 2002).

How the RNA capture is coordinated with assembly of the viral Gag
and Gag/Pol polyproteins is not understood. It would be surprising if
the system did not favor a situation where the presence of genomic RNA
bound to Gag generated viral particles in preference to Gag particles lacking
the genome. As yet there is no evidence of specific RNA binding for
the endosomal sorting complex required for transport (ESCRT) family of
proteins or other cellular ligands known to be involved in assembly.
IV. RNA/Protein Recognition for Encapsidation:
Molecular and Structural Biology _______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Packaging of genomic retroviral RNA depends on structural motifs in
the RNA rather than simple sequence recognition. A signal necessary for
packaging HIV‐1 was identified when deletion of 19 bases from a region
between the major 50 SD and the Gag initiation codon led to a phenotype of



10 Andrew M. L. Lever
normal protein production and viral particle release but with virions con-
taining 5% or less of the normal level of genomic RNA (Lever et al., 1989).
Confirmation of this finding followed swiftly (Aldovini and Young, 1990;
Clavel and Orenstein, 1990) and mutational analysis identified the zinc
finger motifs of the nucleocapsid (NC) region of Gag as critical in this
process as had been described in other retroviruses. Certain mutations of
the NC region gave a similar phenotype to deletions of the RNA signal
(Gorelick et al., 1990).

Notably in many of these studies it was observed that mutations of the
RNA or protein gave a packaging defect that was incomplete. This probably
reflected the fact that an overexpressed RNA with a defective packaging
signal can still gain access to a virion probably through sheer overrepresen-
tation in the cell. However, under these conditions preferential enrichment
of genomic RNA in virions relative to spliced RNAs is not seen (Luban and
Goff, 1994). Most work has been performed using transient transfection of
high expressing constructs, which was often essential in order to generate
sufficient viral particles for analysis. The genome is known to comprise only
50% of the total RNA in a virion and a variety of other RNAs have been
identified in the virion (Giles et al., 2004). There is evidence of preferential
packaging of some cellular RNAs, including the 7 SL RNA, which despite
having a similar stem loop to HIV‐psi (Zeffman et al., 2000) is captured
independently of the RNA‐binding region of Gag (Onafuwa‐Nuga et al.,
2006). RNAs considerably longer than genome length, up to 18 kb, can be
encapsidated experimentally, although encapsidation efficiency appears to
decline with increasing length (Kumar et al., 2001). tRNAs are present, both
those for specific priming of reverse transcription, but also a range of others
incorporated randomly (Kleiman et al., 1991; Mak and Kleiman, 1997).
Ribosomes themselves have been visualized in retroviral particles defective
for genomic RNA (Muriaux et al., 2002). The budding process is probably
not rigorously exclusive and an RNA present at a greater than background
level will likely be captured nonspecifically by Gag/NC to a level partially
reflecting its cellular abundance.
A. Biology of RNA Capture by the Gag Protein

1. Site of the Packaging Signal
In HIV‐1, the major psi region is located downstream of the 50 splice site
such that it appears only on the unspliced RNA. In HIV‐2 and SIV it is found
upstream of the SD. Cotranslational packaging explains the retained speci-
ficity. In the latter two, the UTR is significantly longer. The positioning may
be influenced by the distance from the 50 cap site which is similar in all three
viruses (Strappe et al., 2003; Fig. 3). It is tempting to speculate that this
conservation of RNA sequence length reflects the operation of the molecular
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‘‘switch’’ between translation and packaging (and the number of Gag
proteins binding to the UTR) described above.
B. Structural RNA Motifs Involved in Packaging
HIV RNA
The absence of strong consensus sequences in encapsidation signals
implies that the recognition process depends on structural motifs created
by intramolecular and possibly intermolecular folding of the RNA and there
is evidence for compact folding of the UTR (Berkhout and van Wamel,
2000). A larger complex possibly involving long‐range interactions between
the poly A sequence and a sequence in the matrix gene (Paillart et al., 2002)
may exist. Secondary structural analysis of the HIV leader has been per-
formed using three complementary techniques: biochemical probing to
identify double‐ and single‐stranded regions, free energy minimization
using computer‐based ‘‘folding’’ algorithms, and phylogenetic comparison
seeking conserved regions and covariation in base pairing. A daunting
number of these analyses have been published (Baudin et al., 1993; Clever
and Parslow, 1997; Clever et al., 2002; Damgaard et al., 1998; Harrison and
Lever, 1992; Hayashi et al., 1993). Their limitations include the fact that it
is not possible to identify biochemically the paired or unpaired nature of
every nucleotide and that free energy–based folding programs are based on
increasingly sophisticated but still limited parameters and also on nonphy-
siological conditions of salt and molarity. This has led to controversy over
the exact structures since there are often equally plausible models which can
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be derived from identical data. This has been simultaneously clarified and
complicated by the realization that the RNA leader is not a static structure
but likely folds into two or possibly more alternative stable structures
(Huthoff and Berkhout, 2001). These different forms can be identified
in vitro, although evidence for them both in infected cells is still lacking
(Paillart et al., 2004).

Three stem loops have been reproducibly identified (Clever et al., 1995;
Harrison and Lever, 1992) and are generally known by their function or by
an SL abbreviation, thus the dimerization loop (SL‐1) is upstream of the SD
(SL‐2) loop and this is 50 of the packaging signal (psi) or SL‐3 stem loop
(Fig. 2). Early work suggested that an AU‐rich sequence in the leader was
important for packaging either alone (Darlix et al., 1990) or in association
with SL‐2 and/or SL‐3 (Sakaguchi et al., 1993). Subsequent work using a
vaccinia expression system (Hayashi et al., 1992) implicated the down-
stream SL‐3 region which was later shown to fold into a helix loop structure
with a terminal purine tetrad GGAG (G770, G771, G772, G773 numbering
from 50 U3). This motif is accepted as the principal packaging signal
(Harrison and Lever, 1992) and is known either as the psi (c) loop or stem
loop‐3 (SL‐3) (Clever et al., 1995). Although structures have been published
for the upstream SD stem loop (SL‐2) (Amarasinghe et al., 2000a,b), there is
little evidence that this region contributes significantly to packaging, despite
its ability to bind NC protein effectively (Sakaguchi et al., 1993; Shubsda
et al., 2002). Similarly, a downstream GNRA motif sometimes termed SL‐4
has been modeled (Clever et al., 1995; Kerwood et al., 2001), but it also
appears to have little role in packaging and only weak affinity for NC
(Amarasinghe et al., 2001). Different regions of the SL‐3 stem loop have
been implicated as Gag‐binding sites in the past but the current consensus is
that the purine‐rich loop (Sakaguchi et al., 1993) and possibly an internal
purine bulge are most important (Zeffman et al., 2000). The terminal tetrad
sequence is extremely highly conserved in vivo in HIV. However, mutagene-
sis has demonstrated that alternative loop sequences AAGA (Clever and
Pa rslow, 1997) or GCUA (Ru ssell et al. , 2003a ) app ear to cause no specific
packaging deficiency. By contrast, mutations which destabilize the helix
completely disrupt packaging (Clever and Parslow, 1997; Harrison et al.,
1998), whereas compensatory mutations recreating the helix but with a
different sequence can restore it. Mutations that overstabilize the helix
loop are strikingly deleterious to RNA/protein binding in vitro, particularly
those which decrease loop flexibility, for example, creating a GNRA
(Paoletti et al., 2002) or UNCG stable terminal tetraloop (Shubsda et al.,
2002), implying a lower stability is an intrinsic requirement for function.
Intriguingly, protein/RNA affinity studies show that alternative loop
sequences (e.g., GGUG) have a higher affinity for NC than the wild‐type
sequence (Paoletti et al., 2002), thus there are factors other than simply
binding affinity determining the conservation of the GGAG loop sequence.
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A number of other sequences influence packaging including the TAR
stem loop (Harrich et al., 2000; Helga‐Maria et al., 1999) and the 50 poly A
stem loop in which destabilizing mutations decrease packaging (Das et al.,
1997). Structure rather than sequence appears to be critical since compensa-
tory mutations restoring structure restore packaging (Clever et al., 1999).
The 50 region of the Gag open reading frame (ORF) has also been implicated
in packaging (Luban and Goff, 1994; Parolin et al., 1994). Whatever con-
tributions these make, the SL‐3 and the SL‐1 region (through RNA dimer-
ization) appear to be the dominant motifs and both are discussed in more
detail below.
C. Gag Protein and Packaging
Lentiviruses like other retroviruses mature during and after budding in a
process where the viral protease cleaves the Gag and Gag/Pol polyproteins
and condensation takes place to produce, in lentiviruses, the typical conical
core inside a Matrix‐lined spherical envelope. Although the Pol region of the
Gag/Pol polyprotein is implicated in encapsidating the primer tRNA re-
quired for initiating reverse transcription into the virion (Mak et al.,
1994), all the evidence points to the uncleaved Gag proteins as being the
ligands which capture the genome. Incorporation of Gag/Pol into particles is
in fact dependent on the presence of Gag polyproteins (Kaye and Lever,
1996; Park and Morrow, 1992). Early work identified the basic residues
flanking the zinc fingers as important (Poon et al., 1996; Schmalzbauer et al.,
1996), and this has been confirmed by the subsequent structural analyses.
A number of studies have found that the two zinc fingers of the NC region of
Gag (Fig. 4) differ both in their biophysical characteristics notably their
electrostatic potential (Khandogin et al., 2003) and that they are not equally
important for RNA capture. The first which has a more positive electrostatic
potential (and which is more highly conserved) is more critical for function
(Dannull et al., 1994; Gorelick et al., 1993). This was supported by early
nuclear magnetic resonance (NMR) studies (Demene et al., 1994), although
intriguingly mutations of cysteines in the second zinc finger potently impairs
genome dimerization (Laughrea et al., 2001). The function of Gag polypro-
tein as the RNA capture protein was also shown by direct binding assays
(Berkowitz and Goff, 1994; Clever et al., 1995) in gel shift (Sakaguchi et al.,
1993) and footprinting studies (Damgaard et al., 1998). Gag generally, but
not always (Clever et al., 1995), shows greater specific binding to psi than
NC (Damgaard et al., 1998) and better annealing properties (Roldan et al.,
2004). The ‘‘footprint’’ of Gag(NC) on the leader sequences (Damgaard
et al., 1998) demonstrates Gag to have a higher affinity than NC for the
terminal psi stem loop, while NC bound more avidly than Gag to the
unpaired loop bases in the primer binding site. NC binding to psi is more
sensitive to SDS than is Gag (Berkowitz et al., 1993). Single‐molecule studies
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examining the relative binding characteristics of NC and Gag also suggest
that Gag is superior (Cruceanu et al., 2006). However, the HIV NC in the
context of Gag influences specificity as shown by the impaired packaging
efficiency of a chimeric Gag protein containing MLV NC in an HIV‐1 Gag
ba ckbone (Berkowi tz et al. , 1995b; Zhang and Bark lis, 1995 ). The re is
evidence for a second RNA‐binding site in Matrix but this is probably not
nucleotide sequence specific (Lochrie et al., 1997; Ott et al., 2005).

Gag and NC also have roles other than RNA capture and maintaining
structural integrity of the virus particle. The functions of NC have recently
been reviewed in detail (Levin et al., 2005). It was noted in a number of early
mutagenic studies on Gag that mutations producing a relatively modest
defect in RNA encapsidation of around 30% (Gorelick et al., 1990) of
wild type could give rise to gross defects in replication out of proportion
to the RNA level, and it was concluded that perturbing the NC region zinc
fingers must be interfering with more than just RNA encapsidation. From
many of these it became clear that the nucleic acid chaperone capacity
of Gag/NC was involved in a number of processes including reverse tran-
scription and possibly integration of the provirus (Buckman et al., 2003;
Feng et al., 1999; Lener et al., 1998; Poljak et al., 2003). This nucleic acid
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annealing activity was sh own to be dependent on pe ptide dom ains outside
the zinc fingers (De Rocquign y et al. , 1992 ) an d unlike for RNA encapsid a-
tion ( Dannul l et a l. , 1994 ), the latter wer e dispe nsable . Mutat ion of the
CCHC residu es to ster oid hormone recep tor (C CCC) or trans cripti on
factor (CCHH) types does not affect RN A bindi ng in vitro ( Urba neja
et al. , 1999 ). How ever, infe ctivity is severely impaired in the lat ter. This
would be consiste nt with the zinc fingers fulfilling a dyn amic struc tural role
in encapsidat ion.

Sever al studies ha ve sugges ted that the SP1 or P2 spacer pep tide of
Gag either influ ences RNA pa ckaging and dim erization ( Hill et al. , 2002;
Shehu ‐ Xhilag a et al. , 2001 ) or con versely that RN A dimeri zation affects P2
processing (Lia ng et al. , 1999a ). Cros s ‐pa ckagin g between HIV ‐ 1 and
HIV ‐2 is nonreci procal, HIV ‐ 2 failing to captur e HIV ‐1 RN A but a chim era
of HIV ‐ 2 Gag in which the NC and P2 pro teins from HIV‐ 1 hav e been
substitut ed demons trates the trans ‐ packagi ng pro perties of HIV ‐ 1 (Kaye and
Lever, 1998 ). Without the P2 fragm ent it is much less efficient . The P2
fragment is a critical join ing region be tween CA an d NC, and a struc ture
in which matrix a nd P2 trimers flank dimeric interact ions between CA
domains ha s been mod eled ( Morellet et al. , 2005 ). Mutant s in the dim er
initiatio n sequenc e (D IS) in long ‐ term cultu re regain wi ld‐ type replica tion
kinetics without rest oration of a DI S palin drome but rathe r by muta tions in
Gag (Liang et al. , 1999b) of whi ch those in P2 appear to be criti cal (Ru ssell
et a l. , 2003) , replica tion being restored, yet without RNA dim erization .
Deleterio us effect s of mutati ons in SL ‐ 3 can also be compe nsate d for by
NC an d P2 muta tion ( Rong et al. , 2003 ). P2 clea rly ha s imp ortant effects on
affinity (Rol dan et al. , 2004 ) and on the specifici ty (Russell et al. , 2003b) of
RNA capture.
D. Structural Biolog y of Packaging
The structure of SL‐3 has been analyzed by NMR to generate three‐
dimensional models. Several NMR‐b as ed s tu di es ha ve be en pu bl is he d ( De
Gu zm an et al., 199 8; Pa ppa la rdo et al., 1998; Zeffman et al., 2000). In one
study, the terminal stem with its GGAG loop (nt 770‐773) was modeled bound
to the NC subfragment of the Gag polyprotein (De Guzman et al., 1998). In all
these three studies, the G770 stacks stably on the adjacent base paired C769
with or without the NC protein bound. The first RNA‐only study involved the
terminal helix loop segment lengthened by three additional base pairs for
technical reasons (Pappalardo et al., 1998). Despite the generation of this
more stable helix, the structure of the purine loop retains some flexibility
with G771 and G773 able to adopt nonstacking positions and with A772
in a space where it could stack on G770 or the first paired G after the
loop G774. Homonuclear NMR produced a model in which the G771
alternated between syn and anti conformers. Subsequent multidimensional
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analysis (Zeffman et al., 2000) showed that the base was in fact in a single
conformation intermediate between the two.

On binding to NC the purine loop structure opens dramatically
(De Guzman et al., 1998; Zeffman et al., 2000), associated with a change
in sugar pucker in G771 from 20‐endo to 30‐endo and the G771 purine loop
inserting into a hydrophobic cleft formed by Trp37 [shown to be critical in
earlier binding (Urbaneja et al., 1999) and subsequent (Vuilleumier et al.,
1999) fluorescence studies] with Gln45 andMet46 (numbering from the NC
initiating methionine). The exocyclic O6 of G771 hydrogen bonds with the
NH peptide backbone of Trp37 and Met46, and the H1 proton hydrogen
bonds with the CO of Gly35. In the structure where G771 is stably between
syn and anti conformers (Zeffman et al., 2000) A772 stacks on G771, but
on protein binding rearranges to allow extensive hydrophobic contacts
between the adenine and NC amino acid side chains Ala25, Phe16 [also
shown by fluorescence studies (Vuilleumier et al., 1999)], and Asn17, and
generates hydrogen bonds with the Arg32 side chain NH which is
an unusually well‐conserved basic residue only rarely substituted by Lys.
Mutations of this Arg cause significant packaging defects (Poon et al., 1996).
The fourth base in the loop G773 appears to be the most critical base in the
tetraloop for binding affinity to NC (Paoletti et al., 2002). In the protein‐
free state, it is outside the main structure with its position relatively ill
defined. When bound to NC, this base inserts into a hydrophobic cleft
formed by the side chains of Val13, Phe16, Ile24, and Ala25. Phe16 and
Ala25 backbone NH groups and the Lys14 backbones CO hydrogen bond
with the G773 06 and H1, respectively.

In the extended SL‐3 structure a proximal helix is seen with an internal
bulge ofGAopposite A (Zeffman et al., 2000). The 50 component of the bulge
is seen to be highly unstructured with multiple conformations whereas the
opposite strand is equally remarkably stable in almost perfect A form hemi-
helical structure. These sequences are also highly conserved, and it seems that
the intrinsic metastability is a desirable if not essential feature of the internal
bulge as well as the terminal purines. The evidence from biochemical struc-
tural studies of the RNA in the presence and absence of Gag is that the RNA
helices of SL‐3 unwind as Gag binds leading to linearization of the RNAwith
the potential for further assembly of Gag proteins sequentially along the
nucleotide chain (Fig. 2) (Zeffman et al., 2000).

The requirement for flexibility of the RNA in binding to Gag and
conformational change during assembly seem paramount.
E. Structure of the Dimer Linkage Site RNA
A dimeric RNA is characteristic of retroviruses and the dimeric state is
fundamental to recombination. There is evidence that RNA dimerization
occurs in stages beginning with a loose dimer, based on interaction between
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complem entary nucleoti de sequenc es which are commonly pali ndromic, and
maturing into a tight complex ( Brahic and Vigne, 1975; La ughrea and Jette,
1997). The RNA anneal ing prop erties of NC are widel y accepted as facil-
itating maturatio n of the RN A dimer ( Darlix et al. , 1990; Fe ng et al. , 1996;
Muriaux et al. , 1996; Takah ashi et al. , 2001 ), but there is also some eviden ce
that the polym erase (Pol) protein is neces sary for core maturatio n an d RN A
dimerizat ion ( Shehu ‐ Xhi laga et al. , 2002 ). Whethe r this requires dire ct Pol ‐
RNA inte raction is not clear and it may be an effect of Pol on struc tural
maturatio n of the core whi ch facilita tes matu re dimer form ation . Dimeriz a-
tion and packagi ng are closely but not inextri cably ( Laughrea et al. , 2001;
Sakuragi et al. , 2002; Shen et al. , 2000) linked . The dim er lin kage region
may ha ve pure encapsid ation fun ctions as muta tions in this regi on may
impair pack aging some what yet virion RN A that is packaged is still dimeric
(Berkh out and van Wamel, 1996). Other mutants of the compl emen tary
palindrom ic sequenc es in the dimer link age site have even greater effect s on
packagin g yet dimeric RN A is still foun d in virions, altho ugh interst rand
affinity is su ggested as possi bly being low er ( Laughrea et al. , 1997 ). In vitro
studies sugges t that the dim erization equilibr ium con stant is relati vely
modest 105 M(‐ 1) (Sh ubsda et al. , 1999 ). Insertio n of a second DLS into
the HIV ‐ 1 genome pe rmitting intra molecular bonding to occur leads to
encapsidat ion of RN A mono mers ( Sakuragi et al. , 2001).

Shorte ning or disr uption of the SL ‐ 3 region including sequenc es
involved in the extende d heli x and inte rnal bulge impairs dim erization and
packagin g (Russell et al. , 2003). Mapping of the dim er signa l in HIV ‐ 1
places it as a co mponent of the packagi ng signa l (Sak uragi et al. , 2003 ),
and overall much of the evidence supports a model whereby dimeri zation is
a conseque nce of the succe ssful captur e of the RNA by Gag, altho ugh how
soon after ini tial Gag/R NA bindi ng this occurs is still unknown. The re is an
accepted, althou gh not rigoro usly proven co nsensus that the RNA which
goes into the buddin g virion is a lready dim eric ( Rein, 1994 ). In HIV ‐ 2 a
functional link betw een the two proces ses is also believe d to occur (Lanchy
et al. , 2003) , alt hough the sequenc e of event s may differ.

Dimerization of the HIV genomic RNA was originally proposed to
involve a region downstream of the major SD (Darlix et al., 1990). However,
subsequent work implicated a region 50 to the SD (Marquet et al., 1994), and
it is now believed to occur through an initial loop–loop interaction between
the two strands involving complementary palindromic sequences (Paillart
et al., 1994; Skripkin et al., 1994) rather than guanine tetrads (Awang and
Sen, 1993; Sundquist and Heaphy, 1993). This is the ‘‘kissing loop’’ model
and it has become widely accepted with many studies showing the impor-
tance of the region 50 of the major SD in HIV‐1 in RNA dimerization
(Berkhout and van Wamel, 1996; Haddrick et al., 1996; Laughrea and
Jette, 1994; Marquet et al., 1994; Skripkin et al., 1994). The palindromic
sequence also enhances recombination within this region of the genome
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(Balakrishnan et al., 2001). Mutations of the dimerization region can affect
more than one process in the HIV life cycle, and replication defects caused
by mutations here cannot be ascribed purely to interference with packaging,
for example, there is evidence that proviral DNA synthesis is also affected
(Paillart et al., 1996). The terminal palindromic loop of the packaging
signal region involved in dimerization is termed either the DIS loop of
SL‐1 and it has been extensively studied. Some alternative palindrome
sequences can substitute effectively for the native sequence (Laughrea
et al., 1999). Biochemical probing has produced two‐dimensional and
putative three‐dimensional structures (Jossinet et al., 1999). NMR‐derived
three‐dimensional structure of the ‘‘kissing loop’’ complex involving the
intermolecular base pairing has been published which confirmed some of
the deductions from the probing that canonical and noncanonical (Paillart
et al., 1997) interactions are important but generated novel findings as well
(Mujeeb et al., 1998). Subtending the palindrome are three highly conserved
purines, almost always adenines, which are essential to the dimerization
process. From the first published NMR structure, interstrand canonical base
pairing occurs which distorts the two DIS loops into a plane at 90� to the
helices and brings the A residues to proximity where they form intermolecu-
lar stacks as part of a short triple helix. The strain on the loop is enough
apparently to disrupt the closing base pair of the helix. Both NMR and
crystallographic studies of the dimer linkage region have since been pub-
lished by other groups (Ennifar et al., 2001; Kieken et al., 2006). The overall
structures are similar, although the crystallographic solution includes a
bulged out motif involving the basal adenines leaving a large space in the
helix. Both NMR studies produce a bulged in structure which ablates this. It
is possible that adjacent stacking artifactually stabilized the bulged out
structure in the crystal.

Within the dimer linkage stem loop proximal to the terminal helix is a
small bulge with a single G residue opposite an AGG triplet. The bulge is
100% conserved in all HIV‐published sequences. The stem between this and
the terminal loop has been shown to be critical for dimerization (Shen et al.,
2000) as has the stem proximal to it, including the singleton G (Laughrea
et al., 1999) and it may in part regulate the two‐stage dimerization process
(Shen et al., 2001; Takahashi et al., 2000). Structural analysis has produced
some divergent results. One NMR study generated a single structure with
the singlet G making a mismatched pair with the A stacking on the distal
stem and the G doublet stacking on the proximal stem (Lawrence et al.,
2003). A second NMR study failed to identify a single conformation for the
bulge (Greatorex et al., 2002). A mutant in which two purines had been
exchanged, AGG to GGA, generated a stable structure in which triangulated
hydrogen bonds across the helix fixed the purines. From this it was inferred
that the AGG structure was highly unstable and might adopt alternative
confirmations due to the single G resonating between two positions of
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approximately equal free energy. Subsequent work confirmed that alterna-
tive structures exist and that they exchanged readily (Yuan et al., 2003). In
this study, a mutant was produced which stabilized one conformation pro-
ducing a bend in the helix which potentially favored RNA dimerization
(Yuan et al., 2003). Thus, another region of highly conserved metastability
probably exists in the psi region allowing unwinding of the helix and
permitting generation, under appropriate conditions, of a structure which
could favor dimer formation and encapsidation. Mutations to GU‐rich
sequences at the base of the poly A and primer binding site stem loops also
affect dimer formation but not local secondary structure, implying that they
may be involved in direct intermolecular bonding in the dimer (Russell et al.,
2002). In addition, the Tat responsive region (TAR) stem loop contains a
palindromic sequence which can self‐anneal in the presence of NC protein
(Andersen et al., 2004) and it is plausible that this contributes to dimeriza-
tion after encapsidation. While loop‐loop interactions of the terminal SL‐1
palindrome are widely accepted as the initiating process in dimerization,
what follows this is much less clear. The RNA strands are paired in an
antiparallel orientation and theoretically could unwind, and base pair in a
complementary bulged helix of some 15–25 base pairs in length (Aci et al.,
2005; Bernacchi et al., 2005). NMR structures of an isolated putative helix
(Girard et al., 1999) or bulged double helix have been published (Ennifar
et al., 1999; Mujeeb et al., 1999; Ulyanov et al., 2006).
F. Conformational Change in the 50 UTR RNA
As described above, there is ample evidence for small areas of the
packaging signal changing conformation during encapsidation. There is
also evidence that much larger global changes in structure influence the
process. One model in particular postulates an equilibrium between two
major species: long distance interaction (LDI) and a branched multiple
hairpin (BMH) structure (Huthoff and Berkhout, 2001) (Fig. 5). There is
biochemical evidence for these two in vitro from the observation of different
mobility species of the same RNA. These two structures do not appear to
influence the balance between packaging and translation in vitro (Abbink
et al., 2005). Functionally the model has attractions. The LDI model has the
DIS palindrome base paired within a helix reducing the potential for inter-
molecular dimerization (and possibly packaging?) to occur (Berkhout et al.,
2002). The BMH model has the DIS exposed. It also has the packaging
signal loop SL‐3 extended and accessible, including the extended second
helix originally described (Harrison and Lever, 1992). This may be the
species that is recognized for encapsidation. The existence of these variants
has been challenged, as have the presence of other LDIs in the leader by an
in vivo study using biochemical probes to interrogate the genome in virions
and infected cells (Paillart et al., 2004). In this study, many of the original



FIGURE 5 Suggested alternative conformations of HIV‐1 RNA leader region: long distance

interaction (LDI) and branchedmultiple hairpin (BMH) structures (courtesy of Dr B. Berkhout).
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consensus structures were identified but all of the RNA that was detected
appeared to be in a structure approximating to the BMH structure. The
palindromic sequence involved in dimerization was protected implying that
the RNAwas already largely dimeric or that the sequence was occluded by
other means. We have recently demonstrated that in HIV‐2 dimeric RNA
can be found in the infected cell although it is not the major unspliced species
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(L’H ernault, Greator ex, and Lever, unpubl ished data), and it is diffic ult to
believe that almo st all of the unsp liced RNA in the trans lating pool is
dimeric. The disparit y betw een the cellular data and the in vitro modeling
is unexp lained; howev er, it is notable that the prim er extens ion assays in
the in vivo work were performe d from a 30  pr imer which exists only in the
unspliced RN A an d hence thei r conclu sions relate only to the structure of
the genomic species. Examin ation of the BM H/LDI models sugges ts that the
base pairing on which the BMH structure dep ends would be absent in
the spliced messages ( Ooms et al. , 2004 ) and hen ce the 50  region of the LDI
model may repre sent the structure of the 50  end of the singly and multip ly
spliced RN As. Thi s has certain logic in that the psi signal and dimeri zation
sites woul d be optimal ly prese nted only in the unsp liced RN A.

There is evide nce from HIV ‐ 2 that spliced and unspliced mRNAs dimer-
ize diff erently ( Lanchy et al. , 2004 ), altho ugh paradoxi cally the genomic
RNA form s a less stable dimer than the spliced speci es. If, as it appears in
HIV ‐2, dimeri zation and pa ckagin g are even more clos ely link ed than in
HIV ‐1, it argues that the dimer that form s ha s to be one with a specific
conformation and that mere dimeric aggregation, however stable, is not the
key to successful encapsidation. Dimerization in HIV‐2 is a more complex
and les s well ‐ underst ood proces s possib ly invol ving several regio ns (Lanchy
et al. , 2003a ,b) an d more than one palin drome (Lan chy and Lodm ell, 2002 ).
Exactly where and when dimers form remains unknown, and this is an area
of study in which considerably more work is needed.
V. Conclusions ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

This chapter has attempted to show what the consensus areas are in
RNA packaging in HIV but also to illustrate the yawning gaps in our
knowledge. It is never possible to be absolutely comprehensive in such a
review and to those authors who believe that their work is incompletely
cited, I apologize. A review by definition is one person’s view and others may
interpret the available data differently. It does seem however that there is an
overall model emerging of RNA packaging being, a highly regulated process
all the way through from transcription to virus budding. It involves many
more cellular ligands than we know at present, and the RNA likely exists in a
number of different structures at different time points during its passage
through the cell. These structures will change according to the protein
ligands that are bound of which, as yet, we know only a few.

As a therapeutic target, RNA encapsidation is extremely attractive.
Mutational studies show how sensitive this region is to change and this is
reflected in the very high level of sequence conservation of psi. RNA export
is also a highly virus‐specific process in animal cells and would likely have a
wide therapeutic index. Inhibiting packaging would also lead to the release
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from infected cells of noninfective ‘‘empty’’ virions, which would be effec-
tively a person‐specific immunostimulant reflecting the repertoire of virus in
that individual. In essence, it would generate a good immune‐enhancing
‘‘vaccine.’’ For this reason, there have been a number of studies attempting
to block packaging therapeutically involving antisense, RNA decoys, ribo-
zymes, RNA interference, and so on (Berkhout, 2004; Chadwick and Lever,
2000; Dorman and Lever, 2001; Joshi et al., 2003; Morris and Rossi, 2006;
Nishitsuji et al., 2001) many of which have shown promising results but may
be limited by the logistics of translation into a pharmacologic agent. Oligo-
nucleotides can also block packaging (Brown et al., 2005, 2006) and newer
conjugated oligos (Ivanova et al., 2006), which may be developed to become
orally bioavailable, open up vast new opportunities for interfering with this
and many other viral processes.
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Gait, M. (2006). Anti‐HIV activity of steric block oligonucleotides. Ann. NY Acad. Sci.

Joshi, P. J., Fisher, T. S., and Prasad, V. R. (2003). Anti‐HIV inhibitors based on nucleic acids:

Emergence of aptamers as potent antivirals. Curr. Drug Targets Infect. Disord. 3,

383–400.
Jossinet, F., Paillart, J. C., Westhof, E., Hermann, T., Skripkin, E., Lodmell, J. S., Ehresmann, C.,

Ehresmann, B., andMarquet, R. (1999). Dimerization of HIV‐1 genomic RNA of subtypes

A and B: RNA loop structure and magnesium binding. RNA 5, 1222–1234.
Katz, R. A., and Skalka, A. M. (1990). Generation of diversity in retroviruses. Annu. Rev.

Genet. 24, 409–445.
Kaye, J. F., and Lever, A. M. (1996). trans‐acting proteins involved in RNA encapsidation and

viral assembly in human immunodeficiency virus type 1. J. Virol. 70, 880–886.
Kaye, J. F., and Lever, A. M. (1998). Nonreciprocal packaging of human immunodeficiency

virus type 1 and type 2 RNA: A possible role for the p2 domain of Gag in RNA

encapsidation. J. Virol. 72, 5877–5885.
Kaye, J. F., and Lever, A. M. (1999). Human immunodeficiency virus types 1 and 2 differ in the

predominant mechanism used for selection of genomic RNA for encapsidation. J. Virol.
73, 3023–3031.

Kerwood, D. J., Cavaluzzi, M. J., and Borer, P. N. (2001). Structure of SL4 RNA from the
HIV‐1 packaging signal. Biochemistry 40, 14518–14529.



HIV‐1 RNA Packaging 27
Khandogin, J., Musier‐Forsyth, K., and York, D. M. (2003). Insights into the regioselectivity

and RNA‐binding affinity of HIV‐1 nucleocapsid protein from linear‐scaling quantum

methods. J. Mol. Biol. 330, 993–1004.
Kharytonchyk, S. A., Kireyeva, A. I., Osipovich, A. B., and Fomin, I. K. (2005). Evidence for

preferential copackaging of Moloney murine leukemia virus genomic RNAs transcribed

in the same chromosomal site. Retrovirology 2, 3.

Kieken, F., Paquet, F., Brule, F., Paoletti, J., and Lancelot, G. (2006). A new NMR solution
structure of the SL1 HIV‐1Lai loop‐loop dimer. Nucleic Acids Res. 34, 343–352.

Kleiman, L., Caudry, S., Boulerice, F., Wainberg, M. A., and Parniak, M. A. (1991).

Incorporation of tRNA into normal and mutant HIV‐1. Biochem. Biophys. Res.
Commun. 174, 1272–1280.

Kumar, M., Keller, B., Makalou, N., and Sutton, R. E. (2001). Systematic determination of the

packaging limit of lentiviral vectors. Hum. Gene Ther. 12, 1893–1905.
Lanchy, J. M., and Lodmell, J. S. (2002). Alternate usage of two dimerization initiation sites in

HIV‐2 viral RNA in vitro. J. Mol. Biol. 319, 637–648.
Lanchy, J. M., Ivanovitch, J. D., and Lodmell, J. S. (2003a). A structural linkage between the

dimerization and encapsidation signals in HIV‐2 leader RNA. RNA 9, 1007–1018.

Lanchy, J. M., Rentz, C. A., Ivanovitch, J. D., and Lodmell, J. S. (2003b). Elements located
upstream and downstream of the major splice donor site influence the ability of HIV‐2
leader RNA to dimerize in vitro. Biochemistry 42, 2634–2642.

Lanchy, J. M., Szafran, Q. N., and Lodmell, J. S. (2004). Splicing affects presentation of RNA

dimerization signals in HIV‐2 in vitro. Nucleic Acids Res. 32, 4585–4595.
Laughrea, M., and Jette, L. (1994). A 19‐nucleotide sequence upstream of the 50 major splice

donor is part of the dimerization domain of human immunodeficiency virus 1 genomic

RNA. Biochemistry 33, 13464–13474.
Laughrea, M., and Jette, L. (1997). HIV‐1 genome dimerization: Kissing‐loop hairpin dictates

whether nucleotides downstream of the 50 splice junction contribute to loose and tight

dimerization of human immunodeficiency virus RNA. Biochemistry 36, 9501–9508.

Laughrea, M., Jette, L., Mak, J., Kleiman, L., Liang, C., and Wainberg, M. A. (1997).
Mutations in the kissing‐loop hairpin of human immunodeficiency virus type 1 reduce

viral infectivity as well as genomic RNA packaging and dimerization. J. Virol. 71,

3397–3406.

Laughrea, M., Shen, N., Jette, L., and Wainberg, M. A. (1999). Variant effects of non‐native
kissing‐loop hairpin palindromes on HIV replication and HIV RNA dimerization: Role

of stem‐loop B in HIV replication and HIV RNA dimerization. Biochemistry 38,

226–234.

Laughrea, M., Shen, N., Jette, L., Darlix, J. L., Kleiman, L., and Wainberg, M. A. (2001). Role
of distal zinc finger of nucleocapsid protein in genomic RNA dimerization of human

immunodeficiency virus type 1; no role for the palindrome crowning the R‐U5 hairpin.

Virology 281, 109–116.
Lawrence, D. C., Stover, C. C., Noznitsky, J., Wu, Z., and Summers, M. F. (2003). Structure of

the intact stem and bulge of HIV‐1 Psi‐RNA stem‐loop SL1. J. Mol. Biol. 326, 529–542.
Lener, D., Tanchou, V., Roques, B. P., Le Grice, S. F., and Darlix, J. L. (1998). Involvement of

HIV‐I nucleocapsid protein in the recruitment of reverse transcriptase into nucleoprotein
complexes formed in vitro. J. Biol. Chem. 273, 33781–33786.

Lever, A., Gottlinger, H., Haseltine, W., and Sodroski, J. (1989). Identification of a sequence

required for efficient packaging of human immunodeficiency virus type 1 RNA into

virions. J. Virol. 63, 4085–4087.
Lever, A. M. (2000). HIV RNA packaging and lentivirus‐based vectors. Adv. Pharmacol. 48,

1–28.

Levesque, K., Halvorsen, M., Abrahamyan, L., Chatel‐Chaix, L., Poupon, V., Gordon, H.,
Desgroseillers, L., Gatignol, A., and Mouland, A. J. (2006). Trafficking of HIV‐1 RNA is



28 Andrew M. L. Lever
mediated by heterogeneous nuclear ribonucleoprotein A2 expression and impacts on viral

assembly. Traffic 7(9), 1177–1193.

Levin, J. G., Guo, J., Rouzina, I., and Musier‐Forsyth, K. (2005). Nucleic acid chaperone
activity of HIV‐1 nucleocapsid protein: Critical role in reverse transcription and

molecular mechanism. Prog. Nucleic Acid Res. Mol. Biol. 80, 217–286.
Levin, J. G., and Rosenak, M. J. (1976). Synthesis of murine leukemia virus proteins associated

with virions assembled in actinomycin D‐treated cells: Evidence for persistence of viral
messenger RNA. Proc. Natl. Acad. Sci. USA 73, 1154–1158.

Liang, C., Rong, L., Cherry, E., Kleiman, L., Laughrea, M., and Wainberg, M. A. (1999a).

Deletion mutagenesis within the dimerization initiation site of human immunodeficiency

virus type 1 results in delayed processing of the p2 peptide from precursor proteins.
J. Virol. 73, 6147–6151.

Liang, C., Rong, L., Quan, Y., Laughrea, M., Kleiman, L., and Wainberg, M. A. (1999b).

Mutations within four distinct gag proteins are required to restore replication of human
immunodeficiency virus type 1 after deletion mutagenesis within the dimerization

initiation site. J. Virol. 73, 7014–7020.
Liang, C., Hu, J., Russell, R. S., and Wainberg, M. A. (2002). Translation of Pr55(gag)

augments packaging of human immunodeficiency virus type 1 RNA in a cis‐acting
manner. AIDS Res. Hum. Retroviruses 18, 1117–1126.

Lochrie, M. A., Waugh, S., Pratt, D. G., Jr., Clever, J., Parslow, T. G., and Polisky, B. (1997).

In vitro selection of RNAs that bind to the human immunodeficiency virus type‐1 gag

polyprotein. Nucleic Acids Res. 25, 2902–2910.
Luban, J., and Goff, S. P. (1994). Mutational analysis of cis‐acting packaging signals in human

immunodeficiency virus type 1 RNA. J. Virol. 68, 3784–3793.
Lucke, S., Grunwald, T., and Uberla, K. (2005). Reduced mobilization of Rev‐responsive

element‐deficient lentiviral vectors. J. Virol. 79, 9359–9362.
Mak, J., and Kleiman, L. (1997). Primer tRNAs for reverse transcription. J. Virol. 71,

8087–8095.

Mak, J., Jiang, M., Wainberg, M. A., Hammarskjold, M. L., Rekosh, D., and Kleiman, L.
(1994). Role of Pr160gag‐pol in mediating the selective incorporation of tRNA(Lys) into

human immunodeficiency virus type 1 particles. J. Virol. 68, 2065–2072.
Marquet, R., Paillart, J. C., Skripkin, E., Ehresmann, C., and Ehresmann, B. (1994).

Dimerization of human immunodeficiency virus type 1 RNA involves sequences located
upstream of the splice donor site. Nucleic Acids Res. 22, 145–151.

McBride, M. S., and Panganiban, A. T. (1996). The human immunodeficiency virus type 1

encapsidation site is a multipartite RNA element composed of functional hairpin

structures. J. Virol. 70, 2963–2973.
McCann, E. M., and Lever, A. M. (1997). Location of cis‐acting signals important for RNA

encapsidation in the leader sequence of human immunodeficiency virus type 2. J. Virol.
71, 4133–4137.

Miele, G., Mouland, A., Harrison, G. P., Cohen, E., and Lever, A. M. (1996). The human

immunodeficiency virus type 1 50 packaging signal structure affects translation but does

not function as an internal ribosome entry site structure. J. Virol. 70, 944–951.
Morellet, N., Druillennec, S., Lenoir, C., Bouaziz, S., and Roques, B. P. (2005). Helical

structure determined by NMR of the HIV‐1 (345–392) Gag sequence, surrounding p2:

Implications for particle assembly and RNA packaging. Protein Sci. 14, 375–386.
Morris, K. V., and Rossi, J. J. (2006). Lentiviral‐mediated delivery of siRNAs for antiviral

therapy. Gene Ther. 13, 553–558.
Mouland, A. J., Mercier, J., Luo, M., Bernier, L., DesGroseillers, L., and Cohen, E. A. (2000).

The double‐stranded RNA‐binding protein Staufen is incorporated in human immunode-

ficiency virus type 1: Evidence for a role in genomic RNA encapsidation. J. Virol. 74,
5441–5451.



HIV‐1 RNA Packaging 29
Mujeeb, A., Clever, J. L., Billeci, T. M., James, T. L., and Parslow, T. G. (1998). Structure of the

dimer initiation complex of HIV‐1 genomic RNA. Nat. Struct. Biol. 5, 432–436.
Mujeeb, A., Parslow, T. G., Zarrinpar, A., Das, C., and James, T. L. (1999). NMR structure

of the mature dimer initiation complex of HIV‐1 genomic RNA. FEBS Lett. 458,

387–392.

Muriaux, D., De Rocquigny, H., Roques, B. P., and Paoletti, J. (1996). NCp7 activates HIV‐1
Lai RNA dimerization by converting a transient loop‐loop complex into a stable dimer.
J. Biol. Chem. 271, 33686–33692.

Muriaux, D., Mirro, J., Harvin, D., and Rein, A. (2001). RNA is a structural element in

retrovirus particles. Proc. Natl. Acad. Sci. USA 98, 5246–5251.

Muriaux, D., Mirro, J., Nagashima, K., Harvin, D., and Rein, A. (2002). Murine leukemia
virus nucleocapsid mutant particles lacking viral RNA encapsidate ribosomes. J. Virol.
76, 11405–11413.

Neville, M., Stutz, F., Lee, L., Davis, L. I., and Rosbash, M. (1997). The importin‐beta family
member Crm1p bridges the interaction between Rev and the nuclear pore complex during

nuclear export. Curr. Biol. 7, 767–775.
Nikolaitchik, O., Rhodes, T. D., Ott, D., and Hu, W.‐S. (2006). Effects of mutations in the

human immunodeficiency virus type 1 gag gene on RNA packaging and recombination.
J. Virol. 80, 4691–4697.

Nishitsuji, H., Tamura, Y., Fuse, T., Habu, Y., Miyano‐Kurosaki, N., and Takaku, H. (2001).

Inhibition of HIV‐1 replication by S0LTR? decoy RNA. Nucleic Acids Res. Suppl. (1),
141–142.

Onafuwa‐Nuga, A. A., Telesnitsky, A., and King, S. R. (2006). 7SL RNA, but not the 54‐kd
signal recognition particle protein, is an abundant component of both infectious HIV‐1
and minimal virus‐like particles. RNA 12, 542–546.

Ooms, M., Huthoff, H., Russell, R., Liang, C., and Berkhout, B. (2004). A riboswitch regulates

RNA dimerization and packaging in human immunodeficiency virus type 1 virions.

J. Virol. 78, 10814–10819.
Ott, D. E., Coren, L. V., and Gagliardi, T. D. (2005). Redundant roles for nucleocapsid

and matrix RNA‐binding sequences in human immunodeficiency virus type 1 assembly.

J. Virol. 79, 13839–13847.
Paillart, J. C., Marquet, R., Skripkin, E., Ehresmann, B., and Ehresmann, C. (1994).

Mutational analysis of the bipartite dimer linkage structure of human immunodeficiency
virus type 1 genomic RNA. J. Biol. Chem. 269, 27486–27493.

Paillart, J. C., Berthoux, L., Ottmann, M., Darlix, J. L., Marquet, R., Ehresmann, B., and

Ehresmann, C. (1996). A dual role of the putative RNA dimerization initiation site of

human immunodeficiency virus type 1 in genomic RNA packaging and proviral DNA
synthesis. J. Virol. 70, 8348–8354.

Paillart, J. C., Westhof, E., Ehresmann, C., Ehresmann, B., and Marquet, R. (1997). Non‐
canonical interactions in a kissing loop complex: The dimerization initiation site of HIV‐1
genomic RNA. J. Mol. Biol. 270, 36–49.

Paillart, J. C., Skripkin, E., Ehresmann, B., Ehresmann, C., and Marquet, R. (2002). In vitro
evidence for a long range pseudoknot in the 50‐untranslated and matrix coding regions of

HIV‐1 genomic RNA. J. Biol. Chem. 277, 5995–6004.
Paillart, J. C., Dettenhofer, M., Yu, X. F., Ehresmann, C., Ehresmann, B., and Marquet, R.

(2004). First snapshots of the HIV‐1 RNA structure in infected cells and in virions. J. Biol.
Chem. 279, 48397–48403.

Paoletti, A. C., Shubsda, M. F., Hudson, B. S., and Borer, P. N. (2002). Affinities of
the nucleocapsid protein for variants of SL3 RNA in HIV‐1. Biochemistry 41,

15423–15428.

Pappalardo, L., Kerwood, D. J., Pelczer, I., and Borer, P. N. (1998). Three‐dimensional folding
of an RNA hairpin required for packaging HIV‐1. J. Mol. Biol. 282, 801–818.



30 Andrew M. L. Lever
Park, J., and Morrow, C. D. (1992). The nonmyristylated Pr160gag‐pol polyprotein of human

immunodeficiency virus type 1 interacts with Pr55gag and is incorporated into viruslike

particles. J. Virol. 66, 6304–6313.
Parolin, C., Dorfman, T., Palu, G., Gottlinger, H., and Sodroski, J. (1994). Analysis in human

immunodeficiency virus type 1 vectors of cis‐acting sequences that affect gene transfer

into human lymphocytes. J. Virol. 68, 3888–3895.
Perlman, M., and Resh, M. D. (2006). Identification of an intracellular trafficking and

assembly pathway for HIV‐1 gag. Traffic 7, 731–745.

Poljak, L., Batson, S. M., Ficheux, D., Roques, B. P., Darlix, J. L., and Kas, E. (2003). Analysis

of NCp7‐dependent activation of HIV‐1 cDNA integration and its conservation among

retroviral nucleocapsid proteins. J. Mol. Biol. 329, 411–421.
Poole, E., Strappe, P., Mok, H. P., Hicks, R., and Lever, A. M. (2005). HIV‐1 Gag‐RNA

interaction occurs at a perinuclear/centrosomal site; analysis by confocal microscopy and

FRET. Traffic 6, 741–755.
Poon, D. T., Wu, J., and Aldovini, A. (1996). Charged amino acid residues of human

immunodeficiency virus type 1 nucleocapsid p7 protein involved in RNA packaging and

infectivity. J. Virol. 70, 6607–6616.
Poon, D. T., Chertova, E. N., and Ott, D. E. (2002). Human immunodeficiency virus type 1

preferentially encapsidates genomic RNAs that encode Pr55(Gag): Functional linkage

between translation and RNA packaging. Virology 293, 368–378.

Rasmussen, S. V., and Pedersen, F. S. (2006). Co‐localization of gammaretroviral RNAs at their

transcription site favours co‐packaging. J. Gen. Virol. 87, 2279–2289.
Rein, A. (1994). Retroviral RNA packaging: A review. Arch. Virol. Suppl. 9, 513–522.
Rhodes, T., Wargo, H., and Hu, W. S. (2003). High rates of human immunodeficiency virus

type 1 recombination: Near‐random segregation of markers one kilobase apart in one
round of viral replication. J. Virol. 77, 11193–11200.

Richardson, J. H., Child, L. A., and Lever, A. M. (1993). Packaging of human immuno-

deficiency virus type 1 RNA requires cis‐acting sequences outside the 50 leader region.

J. Virol. 67, 3997–4005.
Rizvi, T. A., and Panganiban, A. T. (1993). Simian immunodeficiency virus RNA is efficiently

encapsidated by human immunodeficiency virus type 1 particles. J. Virol. 67, 2681–2688.
Roldan, A., Russell, R. S., Marchand, B., Gotte, M., Liang, C., and Wainberg, M. A. (2004).

In vitro identification and characterization of an early complex linking HIV‐1 genomic
RNA recognition and Pr55Gag multimerization. J. Biol. Chem. 279, 39886–39894.

Rong, L., Russell, R. S., Hu, J., Laughrea, M., Wainberg, M. A., and Liang, C. (2003). Deletion

of stem‐loop 3 is compensated by second‐site mutations within the Gag protein of human

immunodeficiency virus type 1. Virology 314, 221–228.
Russell, R. S., Hu, J., Laughrea, M., Wainberg, M. A., and Liang, C. (2002). Deficient dimer-

ization of human immunodeficiency virus type 1 RNA caused by mutations of the u5

RNA sequences. Virology 303, 152–163.
Russell, R. S., Hu, J., Beriault, V., Mouland, A. J., Laughrea, M., Kleiman, L., Wainberg,

M. A., and Liang, C. (2003a). Sequences downstream of the 50 splice donor site are

required for both packaging and dimerization of human immunodeficiency virus type 1

RNA. J. Virol. 77, 84–96.
Russell, R. S., Roldan, A., Detorio, M., Hu, J., Wainberg, M. A., and Liang, C. (2003b). Effects

of a single amino acid substitution within the p2 region of human immunodeficiency virus

type 1 on packaging of spliced viral RNA. J. Virol. 77, 12986–12995.
Russell, R. S., Liang, C., and Wainberg, M. A. (2004). Is HIV‐1 RNA dimerization a pre-

requisite for packaging? Yes, no, probably? Retrovirology 1, 23.

Sakaguchi, K., Zambrano, N., Baldwin, E. T., Shapiro, B. A., Erickson, J. W., Omichinski,

J. G., Clore, G. M., Gronenborn, A. M., and Appella, E. (1993). Identification of a



HIV‐1 RNA Packaging 31
binding site for the human immunodeficiency virus type 1 nucleocapsid protein. Proc.
Natl. Acad. Sci. USA 90, 5219–5223.

Sakuragi, J., Shioda, T., and Panganiban, A. T. (2001). Duplication of the primary
encapsidation and dimer linkage region of human immunodeficiency virus type 1 RNA

results in the appearance of monomeric RNA in virions. J. Virol. 75, 2557–2565.
Sakuragi, J., Iwamoto, A., and Shioda, T. (2002). Dissociation of genome dimerization from

packaging functions and virion maturation of human immunodeficiency virus type 1.
J. Virol. 76, 959–967.

Sakuragi, J., Ueda, S., Iwamoto, A., and Shioda, T. (2003). Possible role of dimerization in

human immunodeficiency virus type 1 genome RNA packaging. J. Virol. 77, 4060–4069.
Scheifele, L. Z., Garbitt, R. A., Rhoads, J. D., and Parent, L. J. (2002). Nuclear entry and

CRM1‐dependent nuclear export of the Rous sarcoma virus Gag polyprotein. Proc. Natl.
Acad. Sci. USA 99, 3944–3949.

Schmalzbauer, E., Strack, B., Dannull, J., Guehmann, S., and Moelling, K. (1996). Mutations
of basic amino acids of NCp7 of human immunodeficiency virus type 1 affect RNA

binding in vitro. J. Virol. 70, 771–777.
Schroder, A. R., Shinn, P., Chen, H., Berry, C., Ecker, J. R., and Bushman, F. (2002). HIV‐1

integration in the human genome favors active genes and local hotspots. Cell 110,
521–529.

Sfakianos, J. N., LaCasse, R. A., and Hunter, E. (2003). The M‐PMV cytoplasmic targeting‐
retention signal directs nascent Gag polypeptides to a pericentriolar region of the cell.

Traffic 4, 660–670.
Shehu‐Xhilaga, M., Kraeusslich, H. G., Pettit, S., Swanstrom, R., Lee, J. Y., Marshall, J. A.,

Crowe, S. M., and Mak, J. (2001). Proteolytic processing of the p2/nucleocapsid cleavage

site is critical for human immunodeficiency virus type 1 RNA dimer maturation. J. Virol.
75, 9156–9164.

Shehu‐Xhilaga, M., Hill, M., Marshall, J. A., Kappes, J., Crowe, S. M., and Mak, J. (2002).

The conformation of the mature dimeric human immunodeficiency virus type 1 RNA

genome requires packaging of pol protein. J. Virol. 76, 4331–4340.
Shen, N., Jette, L., Liang, C., Wainberg, M. A., and Laughrea, M. (2000). Impact of human

immunodeficiency virus type 1 RNA dimerization on viral infectivity and of stem‐loop B

on RNA dimerization and reverse transcription and dissociation of dimerization from

packaging. J. Virol. 74, 5729–5735.
Shen, N., Jette, L., Wainberg, M. A., and Laughrea, M. (2001). Role of stem B, loop B, and

nucleotides next to the primer binding site and the kissing‐loop domain in human

immunodeficiency virus type 1 replication and genomic‐RNA dimerization. J. Virol. 75,
10543–10549.

Shubsda, M. F., McPike, M. P., Goodisman, J., and Dabrowiak, J. C. (1999). Monomer‐dimer

equilibrium constants of RNA in the dimer initiation site of human immunodeficiency

virus type 1. Biochemistry 38, 10147–10157.
Shubsda, M. F., Paoletti, A. C., Hudson, B. S., and Borer, P. N. (2002). Affinities of

packaging domain loops in HIV‐1 RNA for the nucleocapsid protein. Biochemistry 41,

5276–5282.

Skripkin, E., Paillart, J. C., Marquet, R., Ehresmann, B., and Ehresmann, C. (1994).
Identification of the primary site of the human immunodeficiency virus type 1 RNA

dimerization in vitro. Proc. Natl. Acad. Sci. USA 91, 4945–4949.

Sonstegard, T. S., and Hackett, P. B. (1996). Autogenous regulation of RNA translation and

packaging by Rous sarcoma virus Pr76gag. J. Virol. 70, 6642–6652.
St Johnston, D., Beuchle, D., and Nusslein‐Volhard, C. (1991). Staufen, a gene required to

localize maternal RNAs in the Drosophila egg. Cell 66, 51–63.
Strappe, P. M., Greatorex, J., Thomas, J., Biswas, P., McCann, E., and Lever, A. M. (2003).

The packaging signal of simian immunodeficiency virus is upstream of the major splice



32 Andrew M. L. Lever
donor at a distance from the RNA cap site similar to that of human immunodeficiency

virus types 1 and 2. J. Gen. Virol. 84, 2423–2430.
Strappe, P. M., Hampton, D., Brown, D., Cachon‐Gonzalez, B., Caldwell, M., Fawcett, J., and

Lever, A. (2005). Identification of unique reciprocal and non reciprocal cross packaging

relationships between HIV‐1, HIV‐2 and SIV reveals an efficient SIV/HIV‐2 lentiviral

vector system with highly favourable features for in vivo testing and clinical usage.

Retrovirology 2, 55.
Sundquist, W. I., and Heaphy, S. (1993). Evidence for interstrand quadruplex formation in the

dimerization of human immunodeficiency virus 1 genomic RNA. Proc. Natl. Acad. Sci.
USA 90, 3393–3397.

Swanson, C. M., Puffer, B. A., Ahmad, K. M., Doms, R. W., and Malim, M. H. (2004).
Retroviral mRNA nuclear export elements regulate protein function and virion assembly.

EMBO J. 23, 2632–2640.
Takahashi, K., Baba, S., Koyanagi, Y., Yamamoto, N., Takaku, H., and Kawai, G. (2001). Two

basic regions of NCp7 are sufficient for conformational conversion of HIV‐1 dimerization

initiation site from kissing‐loop dimer to extended‐duplex dimer. J. Biol. Chem. 276,
31274–31278.

Takahashi, K. I., Baba, S., Chattopadhyay, P., Koyanagi, Y., Yamamoto, N., Takaku, H., and
Kawai, G. (2000). Structural requirement for the two‐step dimerization of human

immunodeficiency virus type 1 genome. RNA 6, 96–102.

Ulbrich, P., Haubova, S., Nermut, M. V., Hunter, E., Rumlova, M., and Ruml, T. (2006).

Distinct roles for nucleic acid in in vitro assembly of purified Mason‐Pfizer monkey virus
CANC proteins. J. Virol. 80, 7089–7099.

Ulyanov, N. B., Mujeeb, A., Du, Z., Tonelli, M., Parslow, T. G., and James, T. L. (2006). NMR

structure of the full‐length linear dimer of stem‐loop‐1 RNA in the HIV‐1 dimer initiation
site. J. Biol. Chem. 281, 16168–16177.

Urbaneja, M. A., Kane, B. P., Johnson, D. G., Gorelick, R. J., Henderson, L. E., and Casas‐
Finet, J. R. (1999). Binding properties of the human immunodeficiency virus type 1

nucleocapsid protein p7 to a model RNA: Elucidation of the structural determinants for
function. J. Mol. Biol. 287, 59–75.

Vuilleumier, C., Bombarda, E., Morellet, N., Gerard, D., Roques, B. P., and Mely, Y. (1999).

Nucleic acid sequence discrimination by the HIV‐1 nucleocapsid protein NCp7: A

fluorescence study. Biochemistry 38, 16816–16825.
Wang, S. W., and Aldovini, A. (2002). RNA incorporation is critical for retroviral particle

integrity after cell membrane assembly of Gag complexes. J. Virol. 76, 11853–11865.
Wickham, L., Duchaine, T., Luo, M., Nabi, I. R., and DesGroseillers, L. (1999). Mammalian

staufen is a double‐stranded‐RNA‐ and tubulin‐binding protein which localizes to the
rough endoplasmic reticulum. Mol. Cell. Biol. 19, 2220–2230.

Yilmaz, A., Bolinger, C., and Boris‐Lawrie, K. (2006). Retrovirus translation initiation: Issues

and hypotheses derived from study of HIV‐1. Curr. HIV Res. 4, 131–139.
Yuan, Y., Kerwood, D. J., Paoletti, A. C., Shubsda, M. F., and Borer, P. N. (2003). Stem of SL1

RNA in HIV‐1: Structure and nucleocapsid protein binding for a 1 � 3 internal loop.

Biochemistry 42, 5259–5269.

Zeffman, A., Hassard, S., Varani, G., and Lever, A. (2000). The major HIV‐1 packaging signal
is an extended bulged stem loop whose structure is altered on interaction with the Gag

polyprotein. J. Mol. Biol. 297, 877–893.
Zhang, Y., and Barklis, E. (1995). Nucleocapsid protein effects on the specificity of retrovirus

RNA encapsidation. J. Virol. 69, 5716–5722.



Ponraj Prabakaran*, Antony S. Dimitrov†,

Timothy R. Fouts†, and Dimiter S. Dimitrov*

*Protein Interactions Group, CCRNP, CCR, NCI‐Frederick, NIH

Frederick, Maryland 21702
†Profectus BioSciences, Inc., Techcenter at UMBC

Baltimore, Maryland 21227
Structure and Function of the HIV

Envelope Glycoprotein as Entry

Mediator, Vaccine Immunogen,

and Target for Inhibitors
I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The HIV envelope glycoprotein (Env) binds to cell surface–associated
receptor (CD4) and coreceptor (CCR5 or CXCR4) by one of its two non-
covalently associated subunits, gp120. The induced conformational changes
activate the other subunit (gp41), which causes fusion of the viral with the
plasma cell membranes resulting in delivery of the viral genome into the cell
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and initiation of the infection cycle. As the only HIV protein exposed to the
environment, the Env is also a major immunogen to which neutralizing anti-
bodies are directed, and a targetwhich is relatively easy to access by inhibitors.
A fundamental problem in the development of effective vaccines and inhibitors
against HIV is the rapid generation of alterations at high levels of expression
during long chronic infection and the resulting significant heterogeneity of the
Env. The preservation of the Env function as entrymediator and limitations on
size and expression impose restrictions on its variability and lead to existence
of conserved structures. In this chapter,we discuss advances in our understand-
ing of the Env structure as related to interactions of conserved Env structures
with receptor molecules and antibodies with implications for the design of
vaccine immunogens and inhibitors.
II. Introduction _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Viral membrane–associated glycoproteins have diverse functions in the
life cycle of an enveloped virus (Dimitrov, 2004; Smith and Helenius, 2004).
They attach virions to cells by binding to host cell receptors, mediate
membrane fusion and some of the subsequent steps of virus entry, direct
progeny virion morphogenesis during budding, and in some cases have
receptor‐destroying enzymatic activity for virion release and prevention of
superinfection. HIV is no exception. Its envelope glycoprotein (Env) serves
at least two functions that are critical for the HIV replication cycle—binding
to a receptor (CD4) and a coreceptor (CCR5 or CXCR4) by using one of its
two noncovalently associated subunits, gp120, and fusing the viral with the
plasma cell membranes, which is mediated by the other subunit gp41. It is
also a major antigen and immunogen to which all known neutralizing
antibodies are directed. In this chapter, we focus on advances in our knowl-
edge of the Env structure and function as related to its interaction with CD4,
coreceptors, and neutralizing antibodies emphasizing conservation of Env
structural elements that could be used in the design of vaccine immunogens
and inhibitors. A number of excellent reviews have been published, which
can provide more details of various aspects of the Env and serve as a source
of additional citations (Broder and Dimitrov, 1996; Burton and Montefiori,
1997; Burton et al., 2005; Dimitrov and Broder, 1997; Douek et al., 2006;
Fox et al., 2006; Freedman et al., 2003; Gallo et al., 2003; Hunter and
Swanstrom, 1990; Liu and Jiang, 2004; Markovic and Clouse, 2004; Mc
Cann et al., 2005; Mitchison and Sattentau, 2005; Pierson and Doms,
2003a; Rawat et al., 2003; Ray and Doms, 2006; Reeves and Doms, 2002;
Root and Steger, 2004; Sodroski, 1999; Wyatt and Sodroski, 1998;
Zolla‐Pazner, 2004).
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III. Structure of the Env (gp120–gp41) ________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Like many other viral envelope glycoproteins the HIV Env consists of
two subunits, the surface glycoprotein (SU), which is responsible for binding
to receptor molecules, and the transmembrane glycoprotein (TM), which
mediates fusion of the viral membrane with the plasma cell membrane.
Initially synthesized as a nonfusogenic polyprotein precursor, gp160, the
Env is cleaved by host cell proteases (furin) into the SU (gp120) and the TM
(gp41) subunits, which remain noncovalently associated. We will refer to
this complex as gp120‐gp41 but will also use interchangeably the abbrevia-
tion Env to designate a functional fusogenic HIV envelope glycoprotein.
Like other viral envelope glycoproteins the Env is oligomeric; the currently
accepted view is that it is a trimer of heterodimers consisting of gp120 and
gp41. It is heavily glycosylated resulting in a relatively high molecular
weight of about 160 kDa for a monomer, about half of its mass is due to
carbohydrates.
A. Primary Structure and Sequence Variation
A monomeric Env molecule consists of about 840–860 amino acids
depending on the isolate in which about 480 residues belong to gp120.
The sequence analysis of gp120 from various isolates suggests the existence
of five relatively conserved regions (C1–C5) and five regions (V1–V5) with
significantly higher sequence variability—up to 60–80% (Figs. 1A and 2);
(Myers et al., 1994; Starcich et al., 1986). Four of these variable regions
(V1–V4) have disulfide bridges at the two ends. The TM glycoprotein (gp41)
is more conserved than the SU protein (gp120) as is commonly the case with
other viral envelope glycoproteins likely related to its major role in fusion of
the viral with the cell membranes. It includes a fusion domain (FD), also
known as fusion peptide, which consists of a hydrophobic stretch of about
20 amino acid residues at the N‐terminus, two heptad repeats HR1 and
HR2, transmembrane domain (TM), three stretches of residues between
these four major regions, and a cytoplasmic tail. The FD, the heptad repeats,
and the TM are highly conserved. The total number of potential glycosyla-
tion sites, most of which are functional, varies for gp120 but is close to
20 and 4 for gp41. The extent of conservation of each of these sites is also
variable. The gp41 glycosylation sites are more conserved than those on
gp120. The primary structural features of the Env with approximate amino
acid numbering are summarized in Fig. 1A.

Phylogenetic analysis of envelope sequences revealed the existence of
clusters that are approximately equidistant from one another. These were
named clades or subtypes. Initially six clades, [A–F], with the prototypic
‘‘North‐American/European’’ strains relabeled subtype B, were found
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FIGURE 1 Primary structure of HIV‐1 Env glycoprotein and sequence variations in different

regions of the Env lead to several HIV‐1 subtypes. (A) A schematic diagram representing
different regions of HIV‐1 Env glycoprotein. Approximate locations of the cleavage sites

(arrowheads), glycosylation sites (branched symbols), constant (C1–C5) and variable (V1–V5)

regions, fusion domain (FD), heptad repeats (HR1 and HR2), and transmembrane domain

(TM) are shown along with the numbering scheme of amino acids. The cross‐linking disulfide
bonds connecting various segments are indicated as brackets. (B) The phylogenetic tree con-

structed by using consensus sequences of HIV‐1 M group subtypes A1, A2, B, C, D, F1, F2, G,

and H is shown along with evolutionary distances with the maximum value of 0.1.
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(Myers et al., 1992). Five of these six Env‐based subtypes/clades [A, B, C, D,
and F, subtype E00 is now designated as a circulating recombinant form
(CRF01_AE)] were also identified from the gag gene (Louwagie et al.,
1993). Based on phylogenetic comparisons of partial sequences subtypes G
to J were added (Janssens et al., 1994; Leitner et al., 1995). These subtypes
together were designated as a group called M which stands for ‘‘main,’’
distinguishing from the groupsO (outlier) (Gurtler et al., 1994) andN (non‐M/
non‐O) (Simon et al., 1998). Figure 1B shows the phylogenetic relation-
ships among the HIV‐1 M group members. The tree was constructed by
using M group consensus sequences which were downloaded from the HIV
Sequence Database, August 2004 (http://www.hiv.lanl.gov). To demonstrate
the sequence variations of HIV‐1 Env, samples of 100 Env sequences from
subtype B and C were obtained from the HIV Sequence Database, aligned,
and the amino acid variability at each position was calculated (Korber et al.,
1994) (Fig. 2). Note that although the level of variation is very high in the
variable regions (up to 60–80%), other regions of the Env are relatively
conserved in some cases containing invariant residues. It is tempting to

http://www.hiv.lanl.gov
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FIGURE 2 Sequence variability at each amino acid position of the Env of prominent HIV‐1
subtypes B and C. The x‐axes indicate the positions of amino acids as well as allowed gaps from
multiple sequence alignments while the y‐axes denote the value of sequence variation at each

position. The variable loops apparently have larger sequence variations comparing to other

portions of the Env (see the text).

The HIV Envelope Glycoprotein 37
speculate that those regions with close to 100% conservation have impor-
tant functions and if targeted by antibodies or small molecule drugs may not
mutate without significant loss of fitness of the virus.
B. Secondary Structure Elements
The Env sequence was used for prediction of its secondary structure by
computer modeling. Perhaps the most popular model was developed by
Gallaher et al. (1989, 1995) before any Env three‐dimensional (3D) struc-
tures were available. The model predicted predominantly helical structures
for gp120 but later the crystal structure analysis of the gp120 revealed
mostly b‐sheet structures. However, the model correctly predicted essential
features of gp41, specifically the two heptad repeats for gp41 that form
helical structures. The gp41 model is useful because of lack of available 3D
structure of the native gp41. In addition to the prediction of the localization
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of the heptad repeats, it is also useful for other applications including
localization of the antibody epitopes.
C. Tertiary (3D) Structures of gp120 at
Atomic Resolution
The determination of the crystal structure of a deglycosylated gp120
core from IIIB complexed with a two‐domain fragment from CD4 and the
Fab 17b (Figs. 3B, 4B, and 5A and C) at a resolution of 2.5 Å in 1998 by
Kwong et al. (1998) was a major breakthrough which is still a paradigm for
research on the Env structure and function. Later the resolution was im-
proved to 2.2 Å, and the structure of the gp120 core from another (primary)
isolate, YU2, was solved (Kwong et al., 2000). The 3D structure of gp120
with any of the variable regions (V1–V5) was not available until recently
when the crystal structure of the JR‐FL gp120 core with the V3 was deter-
mined in complex with CD4 and the broadly neutralizing antibody Fab X5
at 3.5‐Å resolution (Fig. 5B) (Huang et al., 2005b). The fully glycosylated
unliganded gp120 core structure from an SIV isolate was also recently solved
at 4 Å despite resolution‐limiting problems (Figs. 3A and 4A). The structural
details derived from these four published crystal structures have provided a
wealth of information on the interactions with receptors and antibodies as
described in more detail below.

The gp120 complexed with CD4 and antibody has a unique fold compris-
ing two domains, inner and outer as designatedwith respect to the locations of
the N‐ and C‐termini which are bridged by a four‐stranded antiparallel sheet
(Fig. 3B). The inner domain contains two helices and a small five‐stranded
b‐sandwich. The outer domain consists of a six‐stranded mixed‐directional
b‐sheet which clamps a helix, a2, and a seven‐stranded antiparallel b‐barrel.
The location of the V1–V2 stem is near to the inner domain. The V4 and V5
appear to be stemming out from different regions of the outer domain surface.
The recently solved structure of gp120 with the V3 suggests a structured V3,
which protrudes 3 nm from the core toward the target membrane (Fig. 5B)
(Huang et al., 2005b). TheCD4‐bound gp120 core structure for three different
isolates, IIIB, YU2, and JR‐FL, complexed with two different antibodies, 17b
and X5, is essentially the same suggesting not only lack of conformational
changes induced by antibodies but also that the core structure is preserved for
these three isolates. In addition, since the seven disulfide bridges in the core are
conserved and buried, one can expect that themajor features of the gp120 core
as the existence of inner and outer domains joined by a bridging sheet aswell as
various structural elements including the predominantly b‐type of structural
elements would be preserved in all HIV isolates. The sequences comprising the
inner domain are relatively more conserved than those for the outer domain.
The topological structure of gp120 was found compatible with results from
biochemical studies. However, the unique two‐domain arrangement linked by
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a bridging sheet that allows large receptor‐induced conformational change has
not been anticipated.

The unliganded gp120 (free gp120) has structural arrangements that are
remarkably different from those of its CD4‐bound form (Fig. 3). The CD4
binding induces large structural changes in the inner domain. Although the
overall inner domain structure in the unliganded gp120 is different from that
in the CD4‐bound gp120 structure, the elements of the secondary gp120
structures are preserved but significantly shuffled and reorganized. Indeed in
contrast to the liganded state, the inner domain in the unliganded state is not
a single domain but a mixer of distinct substructures—an a‐helix, a b‐ribbon
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from one half of the bridging sheet with the V1–V2 stem, and a three‐
stranded b‐sheet with two consecutive strands (Fig. 3A). There are four
conserved disulfide bonds in the inner domain that could interlock the
structural elements and allow for a large motion with respect to each
other. In contrast to the inner domain, the outer domain structure does not
change significantly after binding of CD4 except for some local variations
as shown for segments colored with green and yellow (Fig. 3). A promi-
nent feature of the unliganded structure is that the bridging sheet is absent
and each of its two b‐ribbons is displaced up to 20–25 Å. There are two
major differences between the unliganded and liganded gp120 structures in
relation to CD4 binding. First, the dislocation of the CD4‐binding loop with
a conserved GGDPE sequence motif, which contacts the complementarity
determining region (CDR)2‐like loop of CD4. Second, the reorientation
of the b20‐b21 loop that forms the b‐ribbons of the bridging sheet.
In addition, both the receptor and coreceptor binding sites are not formed
in the unliganded conformation (Fig. 4).
D. 3D Structures of gp41 Fragments
The 3D structure of gp41 in its native state complexed with gp120 is
currently unknown. However, several structures of fragments from gp41
have been solved which likely correspond to a postreceptor‐binding
state. The crystal structures of self‐assembled HIV‐1 (Chan et al., 1997;
Weissenhorn et al., 1997) and SIV (Malashkevich et al., 1998) heptad
repeats revealed a six‐helix coiled‐coil bundle (Fig. 6). This coiled‐coil
structural feature was previously noted in the hemagglutinin membrane
spanning subunit (HA2) (Bullough et al., 1994; Carr and Kim, 1993) and
in the TM subunit ofMoloney murine leukemia virus (Mo‐MLV) (Fass et al.,
1996). The heptad repeats HR1 and HR2 are about 40–60 amino acid
residues long each with 4–3 hydrophobic repeat sequence and are located
between the fusion and the transmembrane domains (Fig. 6A). Complexa-
tion of peptides based on these heptad repeats leads to the formation of a
thermodynamically stable core of gp41. The gp41 core, the N36–C34 com-
plex, is a six‐stranded helical bundle structure consisting of an internal
trimeric coiled coil of three N36 helices running parallel to each other, and
of external shell of three C34 helices running antiparallel to the N36 helices
in a left‐handed manner around the central coiled‐coil trimer (Fig. 6B). The
overall size of the complex in a rectangular shape is about 35 Å in width and
55 Å in height. The 46‐residue fragment which connects N36 with C34 is
thought to be highly flexible.

The conserved patterns of the amino acid residues in the heptad regions
are correlated with the structural and functional properties of the a‐helical
core structure of gp41. Most of the N‐peptide amino acid residues make
protein–protein interactions in the internal trimer and form grooves on the
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surface, which interact with the C‐peptide. Thus, N‐peptide residues
involved in the interactions are highly conserved among HIV‐1, HIV‐2,
and SIV. Similarly, C‐peptide residues interacting with N‐peptide helices
are conserved for a broad range of isolates. A key structural feature on the
surface of the N36 trimer is a deep and large cavity which is made up of
Leu568, Val570, Trp571, Gly572, and Leu576 resulting in a hydrophobic
pocket. This pocket accommodates three protruding hydrophobic residues,
Ile635, Trp631, and Trp628, from the C34 helix. All N36 residues forming
the cavity are identical between HIV‐1 and SIV strains.

The gp41 structure has provided useful information about the mem-
brane fusion mechanism as well as the possibility for its inhibition. Muta-
tions of residues responsible for the gp41 core stabilization affect HIV
infectivity and membrane fusion. The positions of some key mutations
map to the interaction site between the N36 and C34 helices.
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E. Quaternary (Oligomeric) Structure
The oligomeric 3D structure of the Env is critical for our understanding
of the mechanisms of entry and neutralization. The structure remains un-
known but there are hopes for progress in the near future. Very recently,
cryoelectron microscopy (CEM) provided a glimpse of how an oligomeric
Env may look like although not at the atomic level of detail. Two different
studies depicted somewhat different trimeric Envs and analyzed their distri-
bution on the virion surface (Fig. 7) (Zanetti et al., 2006; Zhu et al., 2006).
Zhu et al. (2006) described the structural details of an SIV virion at about
3‐nm resolution in which an individual Env has three monomers of gp120‐
gp41 in a tripodlike structure. The overall structure of the Env has two
components: ‘‘head’’ and ‘‘stalk.’’ The head is mainly composed of gp120
which is supported by the stalk in the form of three separate gp41 legs.
The dimension of the trimeric Env derived from this study, 10.5 nm thick-
ness of the head and 1.9 nm vertical length of the legs are comparable to
those derived in an earlier study (Zhu et al., 2003). The open tripodlike
leg arrangement is also seen in the Env of Mo‐MLV (Forster et al., 2005).
Three-legged Env One-legged Env

Head

Legs Compact stalk

Head
BA

FIGURE 7 Diagrams illustrate 3D structures of Env spikes as revealed from cryoelectron
microscopy. (A) The model obtained at �3.2‐nm resolution by Zhu et al. has a head structure

comprising trimeric gp120 in three lobes, which is supported by three separate legs in a tripod-

like arrangement. The model fitting based on the available gp120 crystal structures suggests

carbohydrates on the top; CD4 on the periphery appears closer to the variable loops which may
shield the conserved regions of gp120 and gp41. (B) The Env spike model at 2.8‐nm resolution

as presented by Zanetti et al. is similar in having a three‐lobed head supported by stalk as seen by

Zhu et al. but with a subtly different compact stalk with no obvious separation as three legs at

the gp41 stem. Model fitting using the gp120 core structures indicates the exposed receptor
binding sites, which are protected by the sugars and variable loops. The bridging sheet is either

hidden at the trimer‐g41 interface or protected by the V3 loop.



The HIV Envelope Glycoprotein 45
The legs are considerably separated and potentially accessible by antibodies.
By using gp120 core structures from the liganded and unliganded states,
Zhu et al. performed docking on the tomograms such that the gp120 appears
on the top with sugar‐coated facing up and the variable loops along the side
of the spike masking critical CD4‐binding site (CD4bs). On the transmem-
brane glycoprotein side, a lower density was observed between the legs of
the stem region, where the highly conserved membrane proximal external
region (MPER) is located, causing a gap in the surface‐rendered model
which suggests possible interactions for this region with the plasma mem-
brane. The recent CEM study by Zanetti et al. (2006) also focused on the
tomographic Env structure of SIV. This study also reveals an Env organiza-
tion with a three‐lobed membrane‐distal gp120 trimer and tightly interact-
ing monomers in the gp41 trimer leading to a mushroom‐shaped structure
with a single stalk. The latter arrangement of the gp41 Env as a single leg
contradicts the tripod legs seen by Zhu et al. (2006). Possible reasons for the
discrepancy in these models could be due to different data collection and
image analysis strategies employed (Subramaniam, 2006). It appears that
the CEM imaging is still in a developmental stage, and further refinement of
methodologies is needed before the results of this promising technology
could be accepted with confidence. However, both models provided new
levels of structural knowledge to our understanding of the native trimeric
Env conformation. Further advancements in CEM imaging or X‐ray crystal-
lography at higher resolution and analyzing Env complexes with different
monoclonal antibodies (mAbs) recognizing various segments of Env could
provide more accurate and complete information.
IV. Env Interactions with CD4 and Coreceptor
(CCR5 or CXCR4) Leading to Membrane Fusion __________________________________________________________________________________________________________________________________________________________________________________________________________________

To enter cells, HIV interacts with receptor molecules. Although formally
it has not been demonstrated that CD4 and coreceptor are sufficient to
mediate membrane fusion after binding to the Env for example, by incor-
porating them in bilayer membranes and show fusion, it appears that they
are the major determinants of the efficiency and kinetics of plasma cell
membrane fusion with HIV (Dalgleish et al., 1984; Feng et al., 1996;
Klatzmann et al., 1984). Alternative receptors, the most notable being
galactosyl ceramide, could mediate fusion of CD4� cells but at very low
efficiency, and its biological relevance is not clear (Alfsen and Bomsel, 2002;
Harouse et al., 1991; Kensinger et al., 2004). Similarly, CCR5 and CXCR4
are the major biologically important coreceptors, although other chemokine
receptors can also serve as coreceptors (Coughlan et al., 2000; Puffer et al.,
2000; Sharron et al., 2000). A number of other molecules have been found
that could enhance the fusion process mostly by enhancing binding but they
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are not directly involved in the entry process (Broder and Dimitrov, 1996;
Pleskoff et al., 1998). Thus, here we will review advances in our understand-
ing of the Env interactions with CD4 and coreceptor (CCR5 or CXCR4)
that are critical for the HIV entry into cells. We will focus mostly on the
structural basis of those interactions.
A. CD4 Structure and Biological Function
Human CD4 is a 55–60 kDa type I membrane glycoprotein which con-
sists of 433 amino acids as derived by its cDNA sequence (Littman et al.,
1988; Maddon et al., 1985). It contains a 372‐residue extracellular portion
linked by a hydrophobic transmembrane domain to a 41‐residue cytoplasmic
tail. The extracellular portion can be divided into four immunoglobulin (Ig)‐
like domains, designated D1, D2, D3, and D4. Every domain, except D3,
contains one disulfide bridge. D1 andD2 are not glycosylated, butD3 andD4
have two N‐linked glycosylation sites. The overall shape of the CD4 extra-
cellular portion is rodlike with a length of about 12.5 nm (Kwong et al.,
1990). The transmembrane portion is rich in hydrophobic amino acid resi-
dues and forms a helical structure. The short cytoplasmic tail of CD4 associ-
ates with p56lck—a tyrosine kinase from the src family. It contains two
cysteins, which are essential for the interaction with lck.

The crystal structure of the first two CD4 domains (D1D2) was first
solved for human CD4 (Ryu et al., 1990; Wang et al., 1990), and the
structure of the membrane proximal domains (D3D4) was later solved for
rat CD4 (Lange et al., 1994). Finally, the crystal structure of the whole
extracellular portion of CD4 (four‐domain CD4, also known as soluble
CD4, sCD4) was solved in 1997 (Wu et al., 1997). Both fragments (D1D2
and D3D4) form rigid, rodlike similar to each other structures. The area
buried between the domains allows for a limited flexibility. The first domain,
which contains the high‐affinity binding site for gp120, is composed of nine
b‐strands following the Ig fold that resemble in many aspects the structure of
the variable (V) domains of an Ig. By analogy with the antibody V domains
the nine strands are termed A, B, C, C0, C00, D, E, F, G; four of them (ABDE)
form an antiparallel b‐sheet, which is packed against another antiparallel
b‐sheet formed by CC0C00FG. Also by analogy with the hypervariable CDRs
of Ig V domains, the loop between the strands B and C is termed CDR1, that
between C0 and C00 termed CDR2, and that between F and G termed CDR3.
However, there are two important differences between D1 of CD4 and an Ig
V domain: (1) missing the features of an Ig domain, which are involved in the
dimerization with another V domain, and (2) the C0/C00 loop (CDR2) pro-
trudes away from the body of the domain; particularly the hydrophobic
side chain of F43 is completely exposed to water. That exposure of F43 plays
an important role in the interaction with gp120. Domains 1 and 2 have
significant overlap, which stabilizes the conformation of the fragment and
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makes any significant motion at the joint region unlikely. The structure of
the fragment from the third and fourth domain of rat CD4 resembles that of
the human D1D2 fragment.

The crystal structure of the four‐domain sCD4 molecule suggested that
the hinge region between the second and the third domain produces varia-
bility in structures suggesting flexibility. It was also found that sCD4 forms
dimers and that the dimerization occurs by interactions between the D4
domains. In solution, dimerization occurs at relatively high CD4 concentra-
tions (in the millimolar range), which indicates relatively weak interactions
and explains why CD4 dimerization has not been observed in gels. However,
at the membrane surface, due to the 2D limitation of CD4 motion and
restrictions related to the domain structure of the membrane, the CD4
local concentration could be relatively high leading to formation of dimers.
A simple estimation shows that for a typical lymphocyte with a radius of
several micrometers, membrane thickness 50 nm and about 104 surface‐
associated CD4 molecules, the equivalent bulk CD4 concentration should
be in the millimolar range. Earlier observation based on lateral mobility
measurements demonstrated that a large portion of membrane‐associated
CD4 is dimerized or forms higher order complexes (Pal et al., 1991).

The biological function of CD4 was first studied in rat lymphocytes
where it was identified in 1977 by using an mAb—W3/25 (Williams et al.,
1977). Its human homologue was identified in human T cells by using the
mAb T4 (Reinherz et al., 1979). CD4 is expressed on about 60% of periph-
eral blood T lymphocytes (Reinherz et al., 1979) and in the cells of the
monocyte‐macrophage lineage including microglial cells and dendritic cells,
which are antigen‐presenting cells and include Langerhan’s cells of the skin
and mucous membranes. CD4 plays a central role in the initiation of T cells
responses as a coreceptor of the antigen‐dependent and class II major histo-
compatibility complex (MHC)‐dependent interactions that initiate T‐cell
activation through the T‐cell receptor (TCR) (Reinherz and Schlossmann,
1980). According to the coreceptor model both CD4 and TCR bind to the
same class II molecule, they physically associate on the cell surface on
antigen stimulation, the CD4–TCR complex generates a much stronger
signal than TCR alone, and the CD4 molecule can transduce a signal. In
addition to its central role in activation of T helper cells, CD4 may have
other physiological functions. For example, its interaction with IL‐16 leads
to an increase in intracytoplasmic calcium and inositol trisphosphate, and
migratory responses.
B. CD4 Binding to gp120
CD4 binds to gp120 with relatively high (nM) affinity, which is highly
variable with the isolate tested and does not significantly depend on the
temperature suggesting that the binding is entropy determined. The kinetic
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constant of sCD4 binding to gp120‐gp41 expressing cells depends on tem-
perature suggesting the existence of an energy barrier. The association rate
constant at 37�Cwas determined to be 1.5� 105M�1 s�1 and the respective
dissociation rate constant—3.3 � 10�4 s�1 (Dimitrov et al., 1992). The
association rate constant decreases with temperature following double hy-
perbolic dependence with a break at 18�C. At 4�C the association constant
value reaches 1.1 � 104, which is a 14‐fold decrease in comparison to
the value at 37�C. The equilibrium dissociation constant and the rate con-
stants vary for the different experimental systems used to measure them—
binding of sCD4 to gp120‐gp41 expressing cells or to virions, or binding
of gp120 to CD4 expressing cells or to sCD4 in solution, thus reflecting
changes in the structure of the Env for different virus isolates and the effect
of the oligomeric structure. The essential features of the CD4‐gp120 bind-
ing process remain consistent to that of binding of two large molecules
having binding site areas much smaller than the overall surface area of the
molecules—similar to the binding of antibodies to large antigens.

The binding site for gp120 on CD4 was dissected by using mAbs specific
for different epitopes of CD4 and by site‐directedmutagenesis of CD4. It was
localized on the first domain—amino acids 39–52. The X‐ray crystallogra-
phy data showed that the binding epitope is a ridgelike structure formed by
the C0 and C00 strands and the loop which connects them, corresponding to
the CDR2 of an Ig V domain. At the top of the C0 is a hydrophobic amino
acid, F43, which is completely exposed to the water environment and is
critical for binding. The exposure of F43 on CD4 suggested that gp120
contains a hydrophobic cleft able to accommodate the protruding F43. The
X‐ray crystal structure at 2.5‐Å resolution of an HIV‐1 gp120 core, com-
plexed with a two‐domain fragment of human CD4 and an antigen‐binding
fragment of an antibody that blocks chemokine‐receptor binding, revealed a
cavity‐laden CD4–gp120 interface, a conserved binding site for the chemo-
kine receptor, evidence for a conformational change on CD4 binding, the
nature of a CD4‐induced (CD4i) antibody epitope, and specific mechanisms
for immune evasion (Kwong et al., 1998). A more accurate modeling of less‐
well‐ordered regions provided conclusive identification of the density in the
central cavity at the crux of the gp120–CD4 interaction. The structure of a
gp120 core from the primary clinical HIV‐1 isolate, YU2, compared to that
ofHXBc2 showed thatwhile CD4 binding is rigid, portions of the gp120 core
are conformationally flexible; overall differences are minor, with sequence
changes concentrated on a surface expected to be exposed on the envelope
oligomer (Kwong et al., 2000). Ongoing crystallographic studies of gp120
are revealing how conserved regions involved in CD4 binding, which are
the targets of broadly neutralizing antibodies, are concealed from immune
recognition (Kwong, 2006).

Binding of CD4 to gp120‐gp41 induces rearrangements in the gp120–
gp41 complex resulting in two types of structural changes: (1) dissociation
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of the CD4–gp120 complex from gp41 (gp120 shedding) and (2) exposure
of epitopes on gp120 and gp41 as measured by an increased antibody
binding and enhanced cleavage by proteases. While the lack of correlation
between sCD4‐induced shedding and membrane fusion argues against
gp120 shedding as a fusion intermediate, the possibility remains that shed-
ding represents either an abortive pathway of fusion or a final product of the
CD4–gp120–gp41 interaction. Despite the lack of knowledge how shedding
is involved in fusion, it is clear that it contributes to the irreversible inacti-
vation of HIV‐1 by sCD4 as well as by neutralizing antibodies. The results of
a recent study indicate that the interactions of membrane‐associated oligo-
meric Env with clusters of membrane‐associated CD4 induce conformation-
al changes that after interactions with coreceptors result in the exposure
of helical gp41 structure reactive with antibodies, for example, NC‐1
(Dimitrov et al., 2005). In a parallel reaction, Env‐target complexes dissoci-
ate to expose triggered gp120–gp41 on the surface, which further can
dissociate to monomers and be inactivated.
C. Interactions of gp120 with Alternative Receptors
Many CD4� cells from neural, epithelial, cervical, and fibroblast origin
are infectable by HIV including primary virus isolates. While in some cases
the infection still can be mediated by low but undetectable amounts of CD4,
in many systems, anti‐CD4 mAbs, for example, Leu3A and OKT4A as well
as sCD4 cannot inhibit the infection even at high concentration, clearly
demonstrating that the infection is mediated by molecules other than CD4.
One of the molecules, which have been implicated in mediating the
CD4‐independent infections, particularly in neural, colon epithelial, and
possibly sperm cells is the galactosyl ceramide and its derivatives or struc-
tural homologues. These molecules are monohexoside glycolipids inserted in
the cellular plasma membranes by two aliphatic chains of their ceramide
moieties. They contain one galactose residue in b‐glycosidic linkage, which
protrudes outside the membrane and is the apparent binding site of gp120
and antibodies. These glycolipids were proposed as alternative HIV recep-
tors based on inhibition of HIV infections by antibodies and binding of
gp120 to these galactosyl ceramides as well as the association of greater
infectivity with higher expression of those molecules.

Galactosyl ceramides were not detected on lymphoid cells, but are
expressed on monocyte‐derived macrophages (MDM). Antibodies to them
reduce virion binding, but do not inhibit infection in macrophages. Unlike
infection of CD4þ cells, infection of CD4� cells is usually of lower efficien-
cy possibly due to inefficiency of the alternative receptor and the small
number of cells expressing it. On the background of this inefficient virus
spread, detection of inhibition is difficult. It was demonstrated that the
inhibition of HIV‐1 infection of neural cell lines by anti‐galactosyl ceramide
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antibodies is significant but not complete. However, infection of a colon
epithelial cell line (HT29) with such antibodies almost completely prevented
infection in contrast to the anti‐CD4 antibody Leu3A, which had no effect.
Most of the evidence for the proposed role of galactosyl ceramide as an
alternative receptor comes from studies of gp120 (gp160) binding to cells
expressing galactosyl ceramide or its derivatives. The binding is specific with
relatively high affinity—the equilibrium dissociation constant is in the nano-
molar range. While the galactose residue in b‐glycosidic linkage is the likely
site of gp120 binding on the glycolipid, the binding of the receptor to gp120
has not been accurately determined, but may require intact 3D structure
because gp120 denaturation prevents binding to galactosyl ceramide. A 193‐
amino acid fragment from gp120 containing the V3, V4, and V5 regions is
probably involved in binding to galactosyl ceramide as shown by generation
of infectious chimeric viruses containing that fragment from HIV‐1LAI,
which infects galactosyl ceramide expressing cells, in contrast to HIV‐189.6,
which does not. The involvement of V3 loop was also shown by anti‐V3 loop
antibodies, which blocked the binding of galactosyl ceramides to gp120.
Interestingly, the preincubation of gp120 with sCD4 caused an increased
binding of gp120 to galactosyl ceramide consistent with the model that
CD4 induces conformational changes leading to an increased exposure of
epitopes including V3 loop. Whether binding to galactosyl ceramide induces
conformational changes in gp120–gp41 needs to be clarified. It has been
already shown that galactosyl ceramide mediated entry does not require
coreceptor, at least not those that help CD4. Other alternative CD4‐indepen-
dent infection pathways include Fc‐receptor‐ and CR‐2‐receptor‐mediated
virus uptake. Those pathways are not efficient and the receptor nature of the
participating molecules is not characterized as extensively as for galactosyl
ceramide.

While HIV‐1 infection is generally not so efficient in CD4� cells, some
strains of HIV‐2 have the ability to induce rapidly spreading infection and
syncytia formation of CD4� cell lines. The highly cytopathic nature of these
infections has suggested that these strains are able to utilize an alternative
receptor with high efficiency, unlike the case of HIV‐1 infecting galactosyl
ceramide expressing cells. It was demonstrated that the receptor for an
HIV‐2 strain, termed HIV‐2/vcp, is CXCR4, the coreceptor for the T‐cell
line tropic HIV‐1 isolates (Endres et al., 1996). The HIV‐2/vcp strain was
derived from the HIV‐2/NIH‐z isolate and was shown to infect a number of
CD4� lymphoid cell lines of T‐cell (BC7, HSB, CEMss4‐) and B‐cell (Daudi,
Nalm6) origin, as well as the nonlymphoid rhabdomyosarcoma line RD,
which cells are not infectable by HIV‐1. The infection with HIV‐2/vcp is
rapid with extensive cytophatic and formation of syncytial, which cannot
be inhibited by anti‐CD4 antibodies. In this infection, CXCR4 serves as
an alternate receptor, which was supported by three lines of evidence:
(1) infection of CD4� cells can be inhibited by 12G5, an anti‐CXCR4
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specific mAb, (2) cells expressing CXCR4 are able to fuse with HIV‐2/vcp‐
infected cells and support viral infection, and (3) CXCR4 was downregu-
lated by the HIV‐2/vcp infection possibly due to direct interaction between
the Env and CXCR4 and the Env or other indirect effects. The interaction of
the HIV‐2/vcp gp120 with CXCR5 involves residues from the CXCR4
N‐terminus and the second and third extracellular loops (Lin et al., 2003).

The use of an HIV‐1 coreceptor as a primary receptor by isolates of
HIV‐2 indicates that whether a molecule will serve as a receptor or core-
ceptor depends on the virus structure. It is another demonstration of the
ability of HIV for rapid accommodation to changing environments. It has
been hypothesized that CXCR4 and other chemokine receptors could have
been initially used as primary receptors for primate lentiviruses and the
adaptation of HIV‐1 to CD4 is a later event (Dimitrov, 1997; Dimitrov
and Broder, 1997).
D. Structure and Biological Function of the Chemokine
Receptors CXCR4 and CCR5
Available evidence suggests that biologically important coreceptors for
HIV are the chemokine receptors CXCR4 and CCR5 (Berger et al., 1999).
They consists of an extracellular N‐terminus, an intracellular C‐terminus,
seven a‐helical transmembrane domains with several conserved Pro resi-
dues, and three intracellular and three extracellular loops composed of
hydrophilic amino acids (Dimitrov and Broder, 1997; Dimitrov et al.,
1998). Highly conserved cystein residues form disulfide bonds between the
first and the second extracellular loops, and between the N‐terminus and the
third extracellular loop. Both CXCR4 and CCR5 are 352‐amino acids long
proteins and possess highly acidic N‐termini. CXCR4 contains two potential
N‐linked glycosylation sites—one in the N‐terminus, where most G‐protein–
coupled receptors also contain such sequence motifs and one in the second
extracellular loop. CCR5 possesses only one N‐linked glycosylation site in
the third extracellular loop. The C‐termini of both molecules are rich in
conserved Ser and Thr residues and represent potential phosphorylation
sites by the family of G‐protein–coupled receptor kinases following ligand
binding. The highly conserved cysteine residues that are believed to form
disulfide bonds may confer a unique barrel shape by bringing the extracellu-
lar domains into closer proximity.
E. Env Interactions with CXCR4 and CCR5
CXCR4 can be coimmunoprecipitated with CD4 in the presence of
gp120 (Lapham et al., 1996). It can interact with CD4 also in the absence
of gp120 (Basmaciogullari et al., 2006; Lapham et al., 1999; Sloane et al.,
2005). Gp120 can also interact with CXCR4 in the absence of CD4 but with
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relatively low affinity—for example, an affinity constant of 86 nM was
measured for the interaction between gp120 and CXCR4 expressed on the
surface of CD4� neuronal cells (Hesselgesser et al., 1997). Thus, the high‐
affinity nanomolar CD4–gp120 interaction significantly increases the affini-
ty of CXCR4 to both gp120 and CD4 on complexation. Similar findings
were reported for the binding of gp120 to CCR5‐expressing cells in the
presence of competing radiolabeled chemokines—MIP‐1b, MIP‐1a, and
RANTES (Trkola et al., 1996a; Wu et al., 1996). It was shown that gp120
binding to CCR5 was 100‐ to 1000‐fold enhanced by soluble or cell surface–
associated CD4 measured by inhibition of the chemokine binding to CCR5.
Antibodies against CD4i epitopes, V3 and V2 loop epitopes, and a C3‐V4
epitope on gp120, as well as antibodies to the gp120 binding site on CD4
and to lesser extent on the CDR3‐like region of CD4 D1 prevented the
enhancement effect. In the absence of CD4 a relatively low‐affinity interac-
tion between gp120 and CCR5 can occur. In the absence of gp120 CCR5
similarly to CXCR4 associates with CD4 (Lapham et al., 1999; Staudinger
et al., 2003; Xiao et al., 1999). In some cell lines, association of CD4 with
CCR5 was not observed (Basmaciogullari et al., 2006).

The 3D structures of gp120 complexes with CXCR4 or CCR5 are
currently unknown and therefore the exact localization of the interaction
sites is not known. However, a number of studies provided data that allow to
approximately localize the binding sites on gp120 and on CXCR4 and
CCR5. After the identification of CXCR4 as the long‐sought fusion cofactor
by E. Berger and associates (Feng et al., 1996), it has been hypothesized that
CXCR4 forms a trimolecular complex with CD4 and gp120, and was
speculated that the second extracellular loop of CXCR4 is likely to make a
contact with gp120 because it is the longest one, and that V3 is likely to be
involved in binding to coreceptors because it is a major determinant of the
HIV‐1 tropism (Dimitrov, 1996). This model proposed a decade ago con-
tinues to be essentially correct but much more information has been accu-
mulated that has provided important clues how gp120 interacts with
coreceptors and how these interactions could be inhibited. A first indication
that the coreceptor N‐terminus is important for the interaction with gp120
was obtained in the same study that first reported the discovery of an HIV‐1
fusion cofactor—a polyclonal rabbit antiserum to the CXCR4 N‐terminus
inhibited HIV‐1 Env‐mediated fusion and virus infection (Feng et al., 1996).
Subsequent studies confirmed and extended this initial observation to CCR5
and also discovered the critical role of the coreceptor second extracellular
loop in the interaction with gp120. By using chimeras between CCR5 and
CCR2b, it was shown that the first 20 amino acids at the N‐terminus of
CCR5 were critical for coreceptor activity and that the N‐terminal domain
of CCR5 could confer coreceptor function when placed into the CCR2b
background (Rucker et al., 1996). A parallel study obtained similar results
utilizing the N‐terminus of human CCR5 and the murine CCR5 background
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(Atchison et al., 1996). Viruses that use only CCR5 as a coreceptor also
interact with the extracellular loops and could tolerate substitution of the
N‐terminal domain with the corresponding N‐terminal domain from diver-
gent chemokine receptors including CCR2b, CCR1, CXCR2, and CXCR4
(Doranz et al., 1997; Rucker et al., 1996). Recently, mAb directed to the
second extracellular loop of CCR5 were detected in long‐term nonprogres-
sing HIV‐1 positive individuals (Pastori et al., 2006). The loss of antibodies
in these cases correlated with progression of the disease, which is an indica-
tion that the second extracellular loop of CCR5 is a possible target for
inhibitors with an in vivo efficacy. Changes in individual residues of CCR5
resulted in different effects on Env‐mediated fusion by an R5‐tropic versus
dual‐tropic Env, which indicates that HIV‐1 isolates differ in the way they
interact with their coreceptors—CCR5 restricted viruses can interact with
two binding sites on CCR5, one in the N‐terminal domain and one in the
second extracellular loop, while a dual‐tropic Env exhibited a reduced
ability to utilize the second extracellular loop and are more sensitive to
mutations in the N‐terminal domain (Doranz et al., 1997; Rucker et al.,
1996). Similarly to CCR5 chimeras, chimeras based on CXCR4 and CXCR2
were examined for their ability to support Env‐mediated cell fusion. CXCR4
and CXCR2 share�35% amino acid identity. In contrast to the observations
with CCR5, the N‐terminal domain of CXCR4 did not confer coreceptor
function to CXCR2 or CCR5 (Lu et al., 1997; Picard et al., 1997). The
CXCR4 N‐terminus could be substituted by the corresponding region from
CXCR2 and still retains the coreceptor function for four of the five examined
Env proteins, albeit with lower efficiency than the wild‐type CXCR4. Because
of this lower efficiency, it was proposed that the N‐terminus may be con-
tributing directly to the binding or indirectly by promoting conformation
that favors interactions with particular Envs. It was also found that the role
of the N‐terminus depends on the virus isolate, but does not clearly correlate
with the virus tropism. As noted above using anHIV‐2 Env as a tool to identify
residues of CXCR4 involved in binding to gp120 suggested that both the
second and the third extracellular loops of CXCR4 in addition to its
N‐terminus contribute to the gp120 binding (Lin et al., 2003).

Studies with CCR5 show that 10 variants out of 16 natural CCR5
mutations, described in various human populations, responding to chemo-
kines, are able to act as coreceptors, are efficiently expressed at the cell
surface, and bind [(125)I]‐MIP‐1beta with affinities similar to wtCCR5
(Blanpain et al., 2000). In addition to Delta32 mutations, only C101X is
totally unable to mediate entry of HIV‐1. The fact that nonfunctional
CCR5 alleles are relatively frequent in various human populations reinforces
the hypothesis of a selective pressure favoring these alleles (Blanpain
et al., 2000). Polymorphisms of the chemokine receptor CCR5 genes have
been implicated in HIV disease progression, resistance, or nonprogressive
infection. There are two distinct forms of the CCR5 protein, 62 and 42 kDa,
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that are present in human lymphocytic cells and monkey peripheral blood
mononuclear cells. The ratio of these two forms of CCR5 changes with cell
growth. Localization studies indicate that the 62‐kDa CCR5 resides mainly
on the cell membrane and the 42‐kDa CCR5 is present solely in the cyto-
plasm of the cells and therefore cannot function as HIV coreceptor (Suzuki
et al., 2002).

The HIV‐1 Env and SDF‐1a share functional sites on the extracellular
domains of CXCR4. Recent data, however, show that there are also four
mutations of the second extracellular loop, D182A, D187A, F189A, and
P191A, that can reduce HIV‐1 entry without impairing either ligand binding
or signaling (Tian et al., 2005). Another study shows that CXCR4 can differ
both structurally and functionally between cells, with HIV‐1 infection and
chemotaxis apparently mediated by different isoforms (Sloane et al., 2005).
A comparison of wild‐type (wt) and dual N‐linked glycosylation site, N11A/
N176A, mutant CXCR4 expressed in 3T3 and HEK‐293 cells demonstrated
variability in glycosylation and oligomerization in almost half of the iso-
forms. Immunoprecipitation of CXCR4 revealed monomer and dimer non-
glycosylated forms of 34 and 68 kDa from the N11A/N176A mutant,
compared with glycosylated 40 and 47 kDa and 73 and 80 kDa forms
from wt. The functional specificity of these isoforms was also demonstrated
by the fact that of the 11 different isoforms only an 83 kDa form was found
to bind gp120 from HIV‐1 IIIB.
F. HIV Entry into Cells Mediated by the Env Interactions
with CD4 and Coreceptor
The Env binding to CD4 induces major conformational changes that
lead to reorganization of the structural elements comprising the coreceptor
binding site (Fig. 4) and enhanced binding to coreceptor (CCR5 or CXCR4)
by gp120. The coreceptor binding induces additional conformational
changes in gp120 that are transmitted to gp41, which undergoes major
conformational changes required for fusion of the viral with the cell mem-
brane. Currently, there are no 3D structures available of the complex of
gp120 with coreceptors and the nature of the conformational changes
induced by coreceptors in gp120 remains largely unknown. However, sever-
al 3D structures of complexes of gp41 fragments are available that are
thought to play a major role in the gp41 conformational changes that
cause the merging of the viral with the plasma cell membrane. The most
prominent of these structures is the so‐called six‐helix bundle which is
thought to be a postfusion structure, a result of conformational changes of
a pre‐hairpin intermediate (Fig. 6) (Chan and Kim, 1998; Lu et al., 1995;
Weissenhorn et al., 1997). It has been suggested that the formation of this
six‐helix coiled‐coil drives the membrane fusion (Markosyan et al., 2003;
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Melikyan et al., 2000), although there are indications that six‐helix bundles
could form prior to fusion (Golding et al., 2002). A parallel pathway is
possible that involves the generation of gp41 monomers coexisting with
trimers during the fusion process (Dimitrov et al., 2005). The structural
basis of the HIV entry mechanism is an active area of research and new
exciting developments are expected in the near future.
V. Env Interactions with Antibodies _______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Infection with HIV or immunization with Env‐based immunogens elicits
antibodies which can be divided in six major classes in dependence on the
location and properties of their epitopes (Choudhry et al., 2006a): (1) anti-
bodies that bind to the region containing the CD4bs on gp120, (2) antibodies
binding better to gp120 complexed with CD4 than to gp120 alone (CD4i
antibodies), (3) carbohydrate‐binding antibodies, (4) gp120 V2‐ or V3‐
binding antibodies, (5) gp41 antibodies targeting the MPER, and (6) anti-
bodies binding to other epitopes on gp41. Most of these antibodies are
isolate specific. HIV uses various strategies to escape immune responses,
including rapid generation of mutants that outpaces the development of
neutralizing antibodies (Garber et al., 2004; Richman et al., 2003; Wei
et al., 2003) and hiding conserved structures of its envelope glycoprotein
(Env) that are important for replication (Burton, 2002; Johnson and Desro-
siers, 2002; Poignard et al., 2001; Wei et al., 2003). These conserved
structures are hidden by variable loops, extensive glycosylation, transient
exposure, occlusion within the oligomer, and conformational masking; thus
elicitation of broadly cross‐reactive neutralizing antibodies (bcnAbs) in vivo
is rare and usually occurs after relatively long periods of maturation (Burton
and Montefiori, 1997; Zolla‐Pazner, 2004). Only several Env‐specific
human monoclonal antibodies (hmAbs) have been found (Zolla‐Pazner,
2004) to exhibit neutralizing activity to primary isolates from different
clades, including the anti‐gp120 antibodies b12 (Burton et al., 1994;
Roben et al., 1994), 2G12 (Sanders et al., 2002; Scanlan et al., 2002; Trkola
et al., 1996b), m14 (Zhang et al., 2004b), m18 (Bouma et al., 2003), F105
(Cavacini et al., 1998), 447‐52D (Gorny et al., 1992) and Fab X5 (Moulard
et al., 2002), and the anti‐gp41 antibodies 2F5 (Muster et al., 1993), 4E10
(Stiegler et al., 2001; Zwick et al., 2001) and Fab Z13 (Zwick et al., 2001).
Recently, several novel gp41‐specific hmAbs were identified that exhibit
broad neutralizing activity and bind to conformational epitopes that are
distinct from those of 2F5 and 4E10 (Zhang and Dimitrov, 2006; Zhang
et al., 2006). These rare cross‐reactive antibodies are of particular impor-
tance because their epitopes can be used as templates for design of vaccine
immunogens and as target for inhibitors. The antibodies themselves have
potential as therapeutics. Here we will focus on the latest advances in our
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understanding of such antibodies targeting gp120 or gp41 mostly from a
structural point of view.
A. Antibody Interactions with gp120
The epitopes of many anti‐gp120 antibodies have been characterized in
the past mostly by site‐directed mutagenesis and competitive binding. Here
we will focus on two major classes of gp120‐specific antibodies that recog-
nize receptor binding sites: CD4bs antibodies which compete with CD4 and
so‐called CD4i (induced) antibodies that compete with coreceptor for bind-
ing to gp120. The binding of the CD4i antibodies to gp120 is typically
enhanced to various degrees by complexation of gp120 with CD4.

Perhaps the best‐characterized anti‐HIVantibody is b12, which binds to
gp120s of many (but not all) primary isolates and competes with CD4.
Therefore, the b12 epitope significantly overlaps the CD4bs. The structure
of IgG1 b12 was determined (Saphire et al., 2001) and biochemical studies
were carried out to explore the fine mapping of the interaction of many
mAbs including b12 with the CD4bs of gp120 (Pantophlet et al., 2003).
Further mutagenesis experiments of b12 and the analysis of its structure
identified several residues from the heavy chain CDR3 (H3) and CDR2 (H2)
that play a role in the binding to gp120 (Zwick et al., 2003). The unique
binding ability of b12 to the gp120 core in a partially stabilized CD4‐bound
conformation has been recently confirmed by the crystal structure of gp120
core in complex with b12 (Kwong, 2006; Zhou et al., 2007). In addition to
the b12 structure, the crystal structures of three other CD4bs antibodies in
isolation, m18 (Prabakaran et al., 2006b), F105 (Wilkinson et al., 2005) and
m14 (Dimitrov and Ji, 2006), have been recently determined. The major
structural feature of these antibodies is the existence of long protruding H3s
with hydrophobic residues at the tips. The structures are similar at the bases
but vary along the torso and the tip regions related to their differences in
specificities and neutralizing activities (Fig. 8). It was thought that the long
protruding H3s of the CD4bs antibodies are required to reach cavities on
CD4bs on gp120. However, the recently determined structure of a stabilized
(in CD4‐bound state) gp120 core in complex with Fab b12 suggests that
actually the b12 H3 does not contact a cavity (Kwong, 2006), and indeed
may not contribute significantly to the contact area directly on the CD4bs on
gp120 and to the energy of interactions. It remains to be seen whether this is
also true for the other CD4bs antibodies or b12 is unique also in this aspect
of its interaction with gp120. The epitopes of these antibodies are likely to
share some of the gp120 structures because they overlap with the CD4bs.
However, their exact localization is currently unknown except for the b12
epitope that was recently determined by solving the crystal structure of its
complex with gp120 stabilized in a conformation corresponding to the
CD4‐bound gp120 conformation.
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The coreceptor binding site is highly conserved and a target for broadly
neutralizing antibodies. The exact localization of the coreceptor binding site
on gp120 is not known because of lack of crystal structure of the complex of
gp120 with a coreceptor but extensive mutagenesis studies allowed its
location around the bridging sheet (Fig. 4). Prior to CD4 binding the ele-
ments contributing to the binding site are dispersed over gp120 surface
(Fig. 4A) and masked by the V1–V2 variable loops, therefore, are not easily
accessible by neutralizing antibodies. The CD4i conformational changes in
gp120 lead to the formation of the coreceptor binding site and to enhanced
binding of CD4i antibodies which typically compete with the coreceptor for
binding to gp120. A number of CD4i antibodies including 17b, X5, 48d,
47e, E51, and 412d recognize highly conserved CD4i epitopes which over-
lap to various extents with the coreceptor binding site. The epitopes of 17b
and X5 are now known after the determination of the gp120 structure
complexed with Fab 17b or Fab X5 (Fig. 5).

The epitope of 17b overlaps significantly with the coreceptor binding
site. The long H3 dominates the 17b binding to gp120; H2 and residues
from the light chain also contribute (Fig. 5A). The antibody–antigen inter-
face for the gp120–17b interactions buries only 455 Å2 on gp120 and
445 Å2 on 17b. The epitope spans across the four‐stranded bridging sheet
(Fig. 5A) and has hydrophobic core flanked by basic residues. Although the
17b paratope is highly acidic, it does not make significant salt bridges with
the basic residues of gp120. In the 17b complex structure, a large gap is seen
between the V3 base and tips of the light chain. The H3 of 17b appears to be
rigid as can be seen only the minor changes between the free (Huang et al.,
2004) and bound (Kwong et al., 1998) H3 structures of 17b (Fig. 5B).
Importantly, the 17b epitope is well conserved among several HIV‐1 isolates.
Of the 18 gp120 contact residues, 12 residues are conserved among all
HIV‐1 isolates (Kwong et al., 1998).

The potent broadly neutralizing CD4i Fab X5 was selected from an
immunge phage display antibody library and binds with high‐affinity
gp120s and gp140s from primary isolates from different clades even in the
absence of CD4; however, its binding is significantly (10‐ to 100‐fold)
increased in the presence of CD4 (Moulard et al., 2002). Similar to 17b
X5 contacts several residues from the bridging sheet but also residues from
other regions, which are highly conserved (Fig. 5C, Table I). Notably, the
highly conserved Ile423 residue from b20, which was previously identified
as a hotspot (Darbha et al., 2004), shows a loss of 110 Å2 in solvent‐
accessible area on contact with X5. In contrast to 17b, the H3 of X5 under-
goes large conformational change on binding to gp120 with the maximum
of 17 Å displacement for Ca position at Gly100H (Fig. 5D). This is one of the
largest induced fits ever observed for an antibody utilizing the flexibility of
its H3 loop. The H3 buries 440 Å2 of solvent‐accessible area when X5 binds
to gp120; the corresponding loss for the 17b H3 is only 270 Å2. The long



TABLE I Comparison of gp120 Epitope Residues from 15 Different Isolates for which scFv m9 Derived from the Fab X5 Antibody Exhibits

Potent Neutralization

15 isolates X5 contacting gp120 residues

119 120 122 319 322 323 327 421 422 423 432 434 436 437

2B4C(gp120 in X5 complex) C V L T E I R K Q I K M A P

QH0692.42 (B) C V L A D I R K Q I K M A P
SF162.LS(B) C V L A D I R K Q I K M A P

SC422661.8(B) C V L – E I R K Q I K M A P

AC10.0.29(B) C V L T D I R K Q F K M A P
PVO.4(B) C V L A D I R K Q I K M A P

Q168.a2(A) C V L A – I R K Q I Q I A P

Q461.e2(A) C V L A D I R K Q I Q M A P

Q769.d22(A) C V L A D I R K Q I Q I A P
Q259.d2.17(A) C V L A D I R K Q I Q I A P

Q23.17(A) C V L A D I R K Q I Q M A P

Du151.2(C) C V L A E I R K Q I R M A P

Du422.1(C) C V L A E I R K Q I R M A P
Du123.6(C) C V L A D I R K Q I R M A P

Du156.12(C) C V L A D I R K Q I R M A P

Du172.17(C) C V L A D I R K Q I Q M A P
* * * : : * * * * : : : * *

Buried surface area (Å) 34.8 33 40 37 48 72 46.6 29.6 38.3 110 53.8 83.9 10 64

Residues forming the epitope are highly conserved as shown by asterisks. The mutation sites with similar amino acids are shown by colons.
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highly flexible H3 of X5 may tolerate less‐conserved contact residues, for
example, Lys432, but at the same time make a tight binding with functional
hotspot residues, for example Ile423 as facilitated by the induced fit. This
perhaps might contribute to the broad and potent neutralizing ability of the
X5. Table I shows a list of 15 different isolates from three major clades
(A–C) that were potently neutralized by X5 antibody along with aligned
gp120 epitope residues. The gp120 residues that bind to X5 are highly
conserved and exposed as marked by asterisks and buried surface areas at
the bottom of each epitope residue in Table I. The very long H3 (22 residues)
contains four glycines, several charged (mainly acidic from 6 Asp residues)
and hydrophobic residues that could reach the parts of CD4i epitopes which
are hidden or sterically restricted to other CD4i nonneutralizing antibodies.
The acidic surface of the H3 of X5 may mimic the acidic N‐terminal portion
of CCR5 that is necessary for the gp120 binding. 17b exhibits similar acidic
properties due to three Asp and three Glu residues. The gp120 X5 epitope
residues at positions Arg327, Lys421, and Lys432 are basic, which are not
only compensated by the acidic surface of X5 but also form strong salt
bridges. Arg327 and Lys421 are conserved and make direct salt bridges
with Asp100G and Asp100D residues of H3, respectively, in the donor–
acceptor distances range between 2.6 and 2.9 Å. The less‐conserved Lys432
side chain contacts the carbonyl group of the bulky Trp100 which is the
perfect candidate for making polar, charged, or stacking interactions with
the Lys/Gln/Arg residues at position 432. Though 17b is also acidic no salt
bridges are made between gp120 residues and 17b. In addition, the signifi-
cant role of glycine residues in the H3 of X5 was explored by molecular
dynamic simulations. The glycine residues were found to contribute to the
H3’s flexibility. Taken together, the H3 of X5 appears to be the unique in the
mechanism and level of binding activity among known CD4i antibodies.
Figure 9A clearly shows how the long H3 of X5 can reach its epitope. An
alternative antibody binding mechanism to an exposed receptor binding site
of the SARS coronavirus was recently demonstrated (Prabakaran et al.,
2006a). The antigen combining site of the anti‐SARS Fab m396 forms a
canyon to interact with the exposed parts of the receptor binding site
(Fig. 9B). It appears that b12 binds to its binding site on gp120 by a
mechanism similar to that of Fab m396 and not of Fab X5.

The neutralizing activity of CD4i antibodies could be significantly
reduced because of the steric restriction of access to their epitopes. The
conserved discontinuous segments of gp120 overlapping with the
coreceptor‐binding site are recognized by CD4i mAbs, which efficiently
bind to gp120 on CD4 binding. But, once the CD4 docks on to the receptor
site, the space needed for the antibody binding to its epitope is significantly
reduced. It was found that the size restriction effect leads to an inverse
correlation between the antibody neutralizing activity and its size (Labrijn
et al., 2003). As shown in Fig. 10, the available space between the CD4i
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FIGURE 9 Two different antigen‐binding sites and binding modes CDRs. (A) In gp120–Fab

X5 antibody interaction, the long CDRH3 protrudes into the CD4i binding site. (B) Conversely,
in the SARS Env–Fabm396 antibody interaction, the antibody CDRs form like a canyon around

the protruding binding site.
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epitope and the target cell membrane after CD4 attachment is estimated to
be about 85 Å in the highest dimension (Labrijn et al., 2003). While com-
paring the dimensions of different formats of CD4i antibodies, IgG, Fab, and
scFv, as shown in Fig. 10 the antibody fragments in either Fab or scFv are
more effective than the whole IgG antibody molecule for getting into the
restricted binding site needed for neutralization. However, it should be noted
that other factors including avidity effects due to bivalency could contribute
to binding. For example, in some cases IgG1 X5 is more potent neutralizer
of some isolates than scFv X5 (Labrijn et al., 2003) and in vivo could have
much greater neutralizing activity due to the effector functions of its Fc.
B. Antibody Interactions with gp41
Two most prominent gp41 antibodies are 2F5 and 4E10, which have
been isolated almost two decades ago by H. Katinger and his associates by
EBV immortalization of B lymphocytes from an HIV‐1‐infected individual.
On average 2F5 appears to be more potent than 4E10 but 4E10 exhibits
broader neutralizing activity when tested in cell line/pseudovirus assays
(Binley et al., 2004). 2F5 and 4E10 recognize almost the same contiguous
but adjacent segments ELDKWA and NWF[D/N]IT, respectively, in the
Trp‐rich environment of the MPER of gp41 (Fig. 11A). A 36‐mer gp41
peptide, DP178 (T20) (aa 638–673) contains the ELDKWA region near to
its C‐terminal region. This peptide plays an essential role in the fusogenic
structure formation and is a potent inhibitor of HIV infection in patients,
currently the only entry inhibitor in clinical use. The MPER, which includes
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FIGURE 10 Steric restriction of access to CD4i epitopes on CD4 binding. (A) The sketch with molecules shown describes the attachment of HIV‐1 from

viral membrane to the cell surface CD4 receptor. The binding of CD4 induces conformational changes resulting into the exposure of coreceptor binding site,

which is sterically restricted for the CD4i antibodies. Taken into considerations of the dimensions derived from structures of gp120, CD4, and possible
flexibility of CD4 molecule, a total distance of about 85 Å between the gp120 and target cell membrane is measured. (B) Dimensions of antibodies in

different formats, Fv, Fab, and IgG molecules, are also shown. This clearly shows that CD4i antibodies of scFvs and Fabs have better access to the restricted

binding site for competing with the coreceptor than IgGs have.
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FIGURE 11 Antibody interactions at the membrane‐proximal region of gp41. (A) Schematic
diagram of gp41 shows the different important regions, FD, fusion domain, HR1, HR2‐heptad
repeats, and TM, transmembrane domain. The location of membrane‐proximal region contain-

ing the core 2F5 and 4E10 epitopes on the Trp‐rich region of gp41 is indicated along with amino
acids sequence. Sequence numbering corresponds to HXB2 scheme. Crystal structures of Fab

2F5 (B) and 4E10 (C) in complex with peptides from the MPER. The H3s of the antibodies are

shown in green.
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the epitopes of 2F5 and 4E10, is highly conserved and mutations of the
hydrophobic residues Trp666, Trp670, and Trp672 in this region largely
affect the viral entry. However, attempts to use the MPER for elicitation of
2F5‐ or 4E10‐like antibodies have met limited success. To understand better
the interactions of these antibodies with their epitopes, which could provide
some clues for development of effective vaccine immunogens, the crystal
structures of both 2F5 (Ofek et al., 2004) and 4E10 (Cardoso et al., 2005)
complexes with peptides from theMPER have been determined. Below these
structures are discussed in detail.

The crystal structure of 2F5 in complex with a 17‐mer peptide is shown
in Fig. 11B where 2F5 is in surface representation (Ofek et al., 2004). The
peptide (residues 654–670) lies at the CDR interface between the heavy and
light chains. It is in a relatively extended conformation and spans around
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25 Å measured from Glu659 to Trp670 (the leading residues up to Glu659
are disordered in the structure). Two of the three turns, Asp664‐Ala667 and
Trp666‐Leu669, in the 2F5‐bound gp41 peptide that belong to type I b‐turn
are overlapping. Interestingly, three intrapeptide hydrogen bonds constrain
the conformations of only six residues from 664 to 669. The total surfaces
of 635 Å2 on 2F5 and 563 Å2 on the gp41 peptide buried in the antibody–
gp41 peptide interactions are typical for an antibody–antigen interaction.
Most of the residues between Gln657 and Trp670, except Leu660 and
Ser668, directly bind to the antibody. Strikingly the contact region is not
only restricted to the CDRs of 2F5, but also includes nonpolymorphic region
such as the N‐terminus of the light chain. The 2F5 binding site on the peptide
is only on one exclusive face which accounts for 41%of the total peptide area
available for binding. This indicates that the unbound part of gp41 may
interact with other portions of the Env. An analysis of the gp41 peptide
surface reveals two major regions: one region which is bound to 2F5 is
charged while the other region which is occluded from 2F5 is hydrophobic.
The latter property of the surface further suggests for possible protein–
protein interactions that occlude from the 2F5 binding. The failures to elicit
2F5‐like antibodies by peptides may be related to the lacking of appropriate
occlusion. Another hint for the mechanism of 2F5 binding is inferred form
the bindingmode of the H3 itself. The length of the 2F5H3 is 22 amino acids
which is the same as the length of the H3 of the CD4i antibody X5. Unlike
FabX5, the 2F5 does notmake any contact through theH3 tip but only at the
base (Fig. 11B, H3 is shown in green). The H3 tip has several hydrophobic
residues that present a protruding flat surface. This surface aligns with the
hydrophobic indole side chain from Trp670, the terminal residue of the gp41
peptide. The arrangement involving the 2F5 H3 and the gp41 peptide termi-
nal residue in a hydrophobic plane indicates a possibility that the apex of H3
could interact directly with the viral membrane or to accommodate 2F5 to
recognize the epitope closer to membrane proximal region. In agreement
with other biochemical and NMR studies, it appears that the 2F5 epitope is
relatively flexible, probably assuming different conformations depending on
the state of gp41. Interestingly, there is no evidence for any access restriction
due to size for 2F5.

The interaction of 4E10 with a 13‐residue peptide containing the se-
quence NWFDIT is topologically similar to that of 2F5 with its epitope
but differs in details (Cardoso et al., 2005 (Fig. 11C). The 4E10‐bound
13‐residue peptide has a helical conformation, in contrast to the 2F5‐
bound peptide, and is similar to the 19‐residue peptide structure from the
Trp‐rich MPER determined by NMR. The key residues Trp672, Phe673,
Ile675, and Thr676 appear on the one side of the helix rendering a hydro-
phobic surface, which interacts with the 4E10 antibody. The residues
Trp672 and Phe673 use their side chains to plunge into a hydrophobic
pocket created by the CDRs at the antibody‐combining site of 4E10.
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The total surfaces of 580 and 529 Å2 are buried on 4E10 and the peptide,
respectively, on the binding. The 4E10 H3 does not make any contacts
through its tip simila rly to 2F5 ( Fig. 11B and C). As is in the case of 2F5,
this indicates a possibility that the H3 tip contacts the viral membrane or
other portions of the ectodomain of the intact virus. In agreement with this
possibility is biochemical analysis using Env on proteoliposomes demon-
strating enhanced binding of 2F5 and 4E10 in presence of lipid membrane
(Ofek et al., 2004). An interesting feature of the 4E10 are the five glycines
in the 18‐residue long H3, which could certainly contribute to flexibility
that may be required for epitope recognition, particularly, two tryptophan
residues at the tip, at positions 100 and 100B, to reach the membrane.

These results suggest that conserved and steric constrains‐free regions
are available as potential epitopes on gp41, for example the epitopes of 2F5
and 4E10. The two antibodies 2F5 and 4E10 share some of the structural
features and interaction patterns with the core gp41 epitopes, and also
specific features related to their distinct epitopes. How useful will be the
information for the MPER structures that are part of their epitopes for the
design of effective vaccine immunogens remains to be seen.

Recently, six novel gp41‐specific hmAbs were identified that exhibit
broad neutralizing activity and bind to conformational epitopes that are
distinct from those of 2F5 and 4E10 (Zhang and Dimitrov, 2006; Zhang
et al., 2006). They do not compete significantly with 2F5 and 4E10 indicat-
ing that the localization of their epitopes is likely outside the MPER. The
conserved structures containing these epitopes are being characterized.
C. Mimicry of Receptors by Miniproteins and Antibodies
The conserved CD4bs on gp120 and structurally contiguous segments
including the b‐hairpin rigid motif of CD4 prompted for the rational design
of CD4 mimics that could block the HIV entry (Huang et al., 2005a; Martin
et al., 2003a; Vita et al., 1999b; Zhang et al., 1999). The CD4–gp120
binding interactions mainly involve contiguous segments rendered by the
CD4 residues 31–35, 40–48, and 58–64 in which about 40% contribution
is from the CDR2‐like b‐hairpin region containing the Phe43 hotspot.
A 31‐amino acid long CD4 mimic specific for gp120 was initially designed
by grafting the major contributor of the CD4‐binding component, the
CDR2‐like loop of CD4 with a major hotspot Phe43, on a small structural
scaffold stabilized by a disulfide bond from scorpion toxin charybdotoxin
(Drakopoulou et al., 1998). Later, a mini‐CD4 protein called CD4M9 with
28 amino acids using the scyllatoxin scaffold was designed, and its three‐
dimension structure was solved by NMR (Vita et al., 1999b). Based on
the structural information derived from the CD4–gp120–17b complex,
CD4M9, CD4M32, and CD4M33 miniproteins were designed, and their
applications as possible therapeutics were tested by determining several
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thermodynamic and neutralization parameters. The NMR structure of
CD4M9 showed a well‐defined b‐hairpin with a phenylalanine residue at
the position 23, which is equivalent to CDR2 region of CD4, appeared to
retain some of the conserved gp120–CD4 interactions in the miniprotein–
gp120 docked complex. Finally, the crystal structures of CD4M33 and its
analogue F23 in complex with gp120 were determined and the extent of
molecular mimicry and neutralization breadth were analyzed (Huang et al.,
2005a). In spite of the highly flexible envelope, the conformation of gp120 in
these mimic complexes are very similar to that induced by CD4 (Fig. 12).
Interestingly, the b‐hairpin CD4M33 engages in hydrogen bonding to the
strand b15 of gp120 in a similar way as CD4 does. This demonstrates
the successful attempt of grafting CD4–gp120 binding interface on to a
smaller scaffold. Thermodynamic characterization of gp120 binding to
these mimics showed that only half of the associated entropic changes
occur compared to CD4 binding. Nonetheless, these mimics induce the
same conformational change in gp120 as CD4 that are required for en-
hanced binding of 17b to gp120. The difference between CD4M33 and
F23 mimics is only that the phenyl ring in CD4M33 is replaced with a
biphenyl side chain of residue 23. This substitution significantly enhances
the structural mimicry of CD4 at this specific position (Huang et al., 2005a).
The successful structural mimicry by these miniproteins will prompt
researchers to further attempt to design native CD4‐like mimics with greater
antiviral activity against HIV.

In the giant struggle between the HIV and the immune system, antibo-
dies with unique properties have evolved some of which mimic CD4 and
coreceptors but do not induce the same conformational changes as receptors
because that could lead to enhancement of infection. In addition, CD4 binds
to gp120 through its first domain, which is similar to the V domain of an
antibody. For example, the comparison between D1 domain of CD4 and
D1 (CD4) CD4M33

N

C

FIGURE 12 Mimicry of receptor CD4 by miniprotein CD4M33. The binding of gp120
(green) to the CD4 (first domain, D1 is only shown) on left and the miniprotein CD4M33 on

right are depicted in ribbon diagrams.
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VH domain of b12 is shown in Fig. 13A and B. The molecular views were
generated by translating the superposition of the two molecules based on the
disulfide bridge locations. Tyr53 residue positioned at H2 of b12 as labeled
in Fig. 13B was found critical—a Y53G point mutation greatly diminished
the binding of b12 to gp120 (Zwick et al., 2003). Based on the footprint
data, two fingers, H3 (Trp100) and H2 (Tyr53), were speculated to occupy
the hydrophobic pocket on gp120 surface. Since the H2 of b12 is the
equivalent of the C0C00 or CDR2‐like region of CD4, the b12 could be used
as a receptor mimic by further protein engineering of its H2.

The Fab m18 is another CD4bs antibody with broad neutralizing activi-
ty which was recently identified (Zhang et al., 2003) and its crystal structure
solved (Prabakaran et al., 2006b). Its VH domain that is comparable to D1
of CD4 is shown in Fig. 13C. The most remarkable feature of this antibody
is the H3 structure which highly resembles the CDR2‐like part of CD4
(Fig. 13D). The m18 H3 adopts not only a b‐hairpin but forms a rigid
structure with cross‐linking hydrogen bonds throughout the torso region
of H3, and importantly has a Phe residue at the position 99 analogous to
the hotspot Phe43 of CDR2‐like loop in CD4. The unexpected structural
BA
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VH of b12
D1 of CD4

FIGURE 13 Comparisons of CD4 D1 domain with VH domains of CD4bs antibodies b12

and m18. (A) D1 domain CD4 (green) with Phe43 in sticks. (B) VH domain of b12 antibody

(cyan) with Tyr53 at the CDR H2 in sticks. (C) VH domain of m18 antibody (blue) with Phe99
at the CDR H2 in sticks. (D) Backbone skeletal views of the CDR2‐like region of CD4 and the

H3 of m18 indicate a common b‐hairpin structure with a phenylalanine residue at the tip.
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similarities including hotspot Phe residues and robust b‐sheet features
observed (Fig. 13D) suggest for possible protein grafting of H3 to mimic
the CDR2‐like C0C00 of CD4, which might provide a useful strategy for
developing antibody‐based CD4 mimetic to inhibit HIV entry.

Not only CD4bs antibodies mimic CD4 but also CD4i antibodies,
which mostly bind to the coreceptor binding site, mimic certain features of
the HIV coreceptors. Unlike the case of CD4 and its mimics, there is no 3D
structure available of a coreceptor. However, the crystal structures of
several CD4i Fabs were solved and they revealed mechanisms and atomic‐
level details for three interesting features: posttranslational mimicry of
coreceptor by tyrosine sulfation of antibody, an alternative molecular
mechanism controlling such sulfation, and highly selective V(H)‐gene
usage (Choe et al., 2003; Huang et al., 2004). This is another demonstration
of the adaptive capabilities of the immune system when confronted by
extraordinary viral defenses.
VI. The Env as Vaccine Immunogen and Target
for Inhibitors ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The development of an effective vaccine against HIV is an international
public health priority and the role HIVenvelope plays in infection makes it a
primary target for such efforts. A multitude of approaches have been
attempted that are eloquently summarized in numerous recent reviews
(D’Souza et al., 2004; Duerr et al., 2006; Koff et al., 2006; Letvin, 2005;
McMichael, 2006; Singh et al., 2005; Slobod et al., 2005; Spearman, 2006;
Wang, 2006). From this work, it is clearly possible to create vaccines that
induce cellular responses that will protect against disease progression by
suppressing viral loads once infection occurs. However, none have been able
to achieve the penultimate goal of preventing infection entirely. This goal
will require an Env‐based vaccine that induces a protective antibody re-
sponse. Here, we will summarize the prevailing approaches how to use the
Env for eliciting broadly neutralizing antibodies and their epitopes as targets
for inhibitors with special emphasis on the common challenges.
A. The Relationship Between Viral Neutralization
and Protection
A guiding principle of current HIV vaccine efforts is that antibodies that
neutralize HIV in vitro can protect animals from HIV infection in vivo. This
principle is based on three observations:

i. In an expanding number of passive challenge studies, macaques
treated with mAbs or pooled, high‐titered antisera that neutralized in vitro
were protected from cell‐free SHIV virus challenge (Baba et al., 2000;
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Emini et al., 1992; Ferrantelli et al., 2003, 2004; Hofmann‐Lehmann
et al., 2001a,b, 2002; Mascola et al., 1999, 2000, 2003a; Nishimura et al.,
2002; Parren et al., 2001; Putkonen et al., 1991; Ruprecht et al., 2001;
Shibata et al., 1999; Van Rompay et al., 1998; Zhang et al., 2004a). The
antibodies that have demonstrated the best efficacy are IgG1b12, 2G12,
2F5, and HIVIg. Strong cellular responses do not enhance the protection
to SHIV challenge provided by passively transferred antibodies (Mascola
et al., 2003b).

ii. Second, in natural infection, autologous neutralizing responses exert
selective pressure on HIV evolution in vivo (Albert et al., 1990; Arendrup
et al., 1992; Bradney et al., 1999; Eichberg et al., 1992; Montefiori et al.,
1991; Parren et al., 1999; Reitz et al., 1988; Richman et al., 2003; Watkins
et al., 1993; Wei et al., 2003). HIV evades this selective pressure by several
mechanisms such as introducing new N‐linked glycosylation residues to
present a protective glycan shield (Back et al., 1994; Chackerian et al.,
1997; Derdeyn et al., 2004; Kolchinsky et al., 2001; Quinones‐Kochs
et al., 2002; Reitter et al., 1998;Wei et al., 2003), conformational or entropic
masking of vulnerable epitopes (Kwong et al., 2002), shedding monomeric
envelope proteins that enhance the dominance of nonneutralizing epitopes
(Burton and Montefiori, 1997), or by simple epitope variation. While it
is discouraging that the antibodies cannot control the infection, the obser-
vation that HIV has to evade these antibodies suggests that they have an
impact.

iii. Long‐term nonprogression is associated with the presence of high‐
titered broadly neutralizing responses (Cao et al., 1995; Cecilia et al., 1999;
Hutto et al., 1996; Kloosterboer et al., 2005; Pilgrim et al., 1997; Scarlatti
et al., 1996; Zhang et al., 1997). Although others have postulated that this
connection is more tenuous (Montefiori et al., 1996) because a direct link
between the levels of neutralizing antibodies and disease progression cannot
be established (Cecilia et al., 1999), the recent studies connecting evasion
with neutralization suggest that perhaps the antibody responses in these
patients may be better able to contain the virus long term.

Based on these observations, it is easy to conclude that vaccines that
stimulate such neutralizing responses would be highly desirable. Thus,
significant efforts have been directed to developing immunogens that induce
antibodies with broadly neutralizing specificities.
B. Nonneutralizing Antibodies and Protection?
Antibodies that score positive in an in vitro neutralization assay can
mediate protection in vivo. However, can an antibody that scores negative in
such an assay be as effective? The literature suggests that there is a significant
subset of these binding but nonneutralizing antibodies that impact HIV
disease progression and possibly even transmission. Binding/nonneutralizing
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antibodies against virus surface glycoproteins have been shown to protect
against infection in other virus systems, including Sindbis virus (Stanley
et al., 1986), Venezuelan equine encephalomyelitis virus (Mathews and
Roehrig, 1982), herpesvirus (Dix et al., 1981), and vesicular stomatitis
virus (Lefrancois, 1984). For HIV, the most compelling evidence of nonneu-
tralizing but protective antibodies comes from tests of DNA/MVA vaccines
in macaques. Here, vaccines containing pol, gag, and env sequences (encod-
ing the first 270 amino acid residues of the ADA envelope) afforded stronger
protection against mucosal SHIV 89.6P challenge than matched vaccines
containing only gag and pol (Amara et al., 2002). Since the more effective
vaccine containing env did not raise neutralizing antibodies against the
challenge virus, the enhanced protection was attributed to high titers of
anti‐envelope binding antibodies. A more recent macaque study showed
that the viral containment and immune preservation conferred by a DNA/
adenovirus vaccine was significantly enhanced by inclusion of chimeric
gp140 sequences that were heterologous with respect to the challenge SHIV
(Letvin et al., 2004). Although the investigators attributed this protection to
cross‐reactive cellular responses raised against conserved HIV envelope
sequences, this study did not rule out a role for nonneutralizing antibodies.
In sum, these nonneutralizing antibodies appear to protect against disease via
mechanisms overlooked by conventional in vitro viral neutralization assay.

Themost commonmechanism attributed to ‘‘nonneutralizing’’ control is
Fc receptor‐mediated or complement‐mediated inhibitory or cytolytic activ-
ity. For instance, antibody‐dependent cell‐mediated cytotoxicity (ADCC)
(reviewed in Ahmad and Menezes, 1996; Gomez‐Roman et al., 2006) has
been associated with improved control of viremia and CD4þ counts in HIV‐
infected patients (Ahmad et al., 2001; Forthal et al., 1999, 2001) and slower
disease progression in SIV‐infected macaques (Banks et al., 2002). One
recent study observed a correlation between ADCC activity and reduced
viral load in rhesus macaques after mucosal challenge with SIV (Gomez‐
Roman et al., 2005). Fc‐mediated effector mechanisms have also been
attributed to the enhanced neutralizing efficacy of HIVþ or SIVþ serum
observed when MDM or immature dendritic cells (iDC) are used as cellular
targets instead of activated PBMCs (Holl et al., 2004, 2006a,b). In fact,
mAbs that present minimal neutralizing activity in PBMC‐based assays can
be highly inhibitory in MDM‐ or iDC‐based assays (Holl et al., 2006a).
These mAbs recognize portions of the native envelope spike that are exposed
on ‘‘dead’’ spikes that are expressed on native virions but are unable to
mediate fusion because they are uncleaved or have lost the gp120 portion
(Moore et al., 2006; Zanetti et al., 2006; Zhu et al., 2006). How these
nonneutralizing antibodies may impact HIV transmission remains unan-
swered. Although a clear‐cut protective mechanism for nonneutralizing
anti‐HIV antibodies is not established, it is nevertheless prudent to consider
Env‐based vaccine candidates that may stimulate such inhibitory activities.
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C. Antibodies against CD4i Epitopes: Perceptions,
Realities, and Opportunities
Humoral responses against gp120 epitopes exposed during viral entry
may provide new opportunity for vaccine development. These responses
warrant attention because they recognize some of the most conserved and
functionally important regions of the HIV envelope. The question at hand is
whether these responses (and the antigens that raise them) are worth pursu-
ing as vaccines. Unfortunately, the view of CD4i epitopes as a vaccine target
has been colored by the recent findings discussed below.
1. Potency of CD4i Antibodies and CCR5 Expression
Using computational models based on the crystal structure of CD4‐
bound gp120, it has been suggested that CD4i epitopes are actually occluded
during entry (Labrijn et al., 2003). Support for this model was generated by
showing that IgG1 X5, which recognizes a CD4i epitope, is profoundly less
effective than the smaller Fab or scFv fragments of the same antibody at
neutralizing a small panel of primary R5 using isolates (Labrijn et al., 2003).
However, for some isolated IgG1 X5 is more potent than the smaller frag-
ments likely due to the avidity effect because of its bivalency. In addition, the
neutralizing activities of antibodies to CD4i epitopes are dependent on assay
conditions. We have found over 100‐fold differences in the levels of CCR5
expression between TZM‐bl cell line commonly used in neutralization
assays an d PHA ‐acti vated PBMCs (Choud hry et al., 2006b) . Platt et al.
(1998, 2005) have shown that the entry kinetics of R5 isolates are exquisite-
ly sensitive to the levels of CCR5 expressed on the target cell. In fact, using
artificial cell lines as targets, they demonstrated that viruses become increas-
ingly susceptible to entry inhibitors, such as T‐20, as the levels of CCR5 drop
below <104 molecules/cell. Binley et al. (2004) further emphasized this
point by showing that the neutralizing efficacy of Fab X5 is significantly
improved in PBMC‐based neutralization assays as compared to cell line–
based assays. While it is not known how much CCR5 is expressed on the
cells initially targeted by HIV, numerous studies have determined the
expressed levels of CCR5 on various mucosal and lymphoid tissues to be
significantly lower than 104 per cell, well in the range that CD4i antibodies
may be effective.
2. CD4i Epitopes and HIV/SIV Infection
It is clear that CD4i epitopes are raised during HIV infection, since
hmAbs that recognize CD4i epitopes in the coreceptor binding site have
been derived from HIVþ persons (Robinson et al., 1992; Xiang et al.,
2002a). Last year, it was reported (Decker et al., 2005) that sera from most
HIV‐infected persons contain antibodies that were extremely potent and
cross‐reactive in the presence of small amounts of sCD4, which presumably
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stabilizes the exposure of CD4i epitopes. It was further shown that the titers
of broadly neutralizing antibodies that are detected in the CD4‐triggered
neutralization assay correlated strongly with the abilities of the sera to block
the binding of a biotinylated humanmAb (19e) to a CD4i epitope on gp120–
CD4 complexes in ELISA. These findings have led to the perception that
high‐tittered responses to CD4i epitopes are found in all HIV‐infected
persons and are therefore meaningless and irrelevant to vaccine design.

Unfortunately, this perception may be a misinterpretation of these
results. First, it was demonstrated that increases in neutralizing potency
can be observed in HIVþ serum in the presence of sCD4 (Decker et al.,
2005). They also showed that HIVþ sera competed with mAb 19e for
binding to gp120–CD4 complexes using an assay that tested percentage
blocking with a single dilution of serum. Such assays, however, do not
demonstrate the presence of a high binding titer of anti‐CD4i antibodies.
Second, it was proposed that the responses to the highly conserved domains
may constrain the breadth of the viral quasispecies that occur during natural
infection and drive the evolution of the virus to protect these epitopes
(Decker et al., 2005). This hypothesis is consistent with observations from
SIVMneCL8 infection of rhesus macaques where the neutralization sensitive
and mildly pathogenic strain becomes resistant and highly pathogenic in
part by introducing N‐ and O‐linked glycosyl residues in the V1 region that
occludes its coreceptor binding (Chackerian et al., 1997; Kimata et al.,
1999a,b).

This perception also begs the question whether lead vaccine candidates
that are intending to target responses to the CD4‐binding domain (CD4BD)
should be abandoned given the evidence that responses directed to the
CD4BD are highly prevalent in HIV infection and are associated with
progression to AIDS (Hioe et al., 2001). CD4BD antibodies have also been
shown to inhibit antigen presentation (Hioe et al., 2000, 2001; Tuen et al.,
2005). We would argue that in the absence of well‐designed safety and
animal protection studies that would exclude one epitope or another, it is
prudent to consider immunogens designed to effect responses toward any
of these epitopes. Therefore, it is reasonable to propose and to test whether
a preexisting humoral or mucosal response directed to CD4i epitopes
could afford protection against primate lentiviral infection. Several indirect
observations from the literature suggest that the answer is yes.

i. Infection of macaques with macrophage tropic SIV strains, such as
SIVmac1A11 (Luciw et al., 1992), SIVmac17E‐Cl, or SIVmac316 (Puffer
et al., 2002), leads to a transient or attenuated viremia. These CD4‐indepen-
dent isolates (Puffer et al., 2002) can generate potent neutralizing responses
that may have a role in controlling the observed viremia and in the protec-
tion generally observed in subsequent challenge of infected macaques with
highly pathogenic SIV strains.
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ii. SIV strains that are deficient in either variable loops or specific
glycosylation sites that occlude the coreceptor interacting domain in the
SIV spike protein are CD4 independent, and highly susceptible to neutrali-
zation by SIV immune sera and mAbs that recognize these CD4i epitopes
(Johnson et al., 2002, 2003a,b). Attenuated versions of these SIV isolates
induce antibody responses capable of neutralizing the ‘‘neutralization resis-
tant’’ SIVmac239 in vitro (Reitter et al., 1998), and protecting against
SIVmac239 challenge (Mori et al., 2001).

iii. Protection in cohorts of individuals that were exposed to HIV but
remain uninfected has been associated with the presence of mucosal or
serum antibodies to HIV that, in some studies, exhibited neutralizing activi-
ty. In one cohort, this protection was associated with antibody titer to
epitopes expressed on CD4–gp120 complexes but not HIV‐specific T cell
responses (Nguyen et al., 2006).

iv. While passive protection studies have delineated a clear correlation
between the neutralizing efficacy of antibodies in vitro and their ability
to passively protect against SHIV challenge in vivo, formulations of poly-
clonal HIVIg (which contains antibodies to these CD4i epitopes, among
others), 2G12, and 2F5 demonstrated protective efficacy from vaginal
challenge while similar infusions with mixtures of 2G12, and 2F5 did not
(Mascola et al., 2000). This is despite the observations that HIVIg/2G12/
2F5 and 2G12/2F5 formulations demonstrated equivalent neutralization
titer in vitro.

In addition, it appears that fitness during transmission is enhanced if the
virus expresses/exposes the coreceptor binding domain on the viral spike.
Taken together, we believe the preponderance of evidence suggests that
vaccines that target such CD4i epitopes may have provided some level of
protection against transmitted virus and logically coincides with ongoing
vaccine development efforts in the field.
D. The Hunt for the Right Immunogen
The daunting part of this challenge is the evasive power provided by the
sequence diversity of the Env. It was quickly apparent that standard vaccine
approaches using killed virus or soluble monomeric gp120 or gp160 as
immunogens generated only ‘‘type‐specific’’ immunity, and neutralized only
the source virus of the immunogen or its very close relatives (Burton et al.,
2004). Today, the effort is to identify immunogens or immunization strate-
gies that induce antibody responses that exhibited a broader neutralizing
and/or protective phenotype. The immunogen approaches can be grouped in
two broad overlapping categories based onwhether the respective antibodies
target epitopes on the virion spike or epitopes (such as CD4i) that appear
during entry.
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1. Generating Antibodies That Target the Virion Spike Before

Binding to Receptors
Five of the most broadly neutralizing antibodies, 2G12, b12, 447–52D,
2F5, and 4E10, recognize conserved epitopes that are expressed on the viral
spike before binding to receptors, leading some investigators to suggest that
the optimal vaccine candidate should induce antibodies that preferentially
bind to the viral spike (Burton et al., 2004; Fouts et al., 1997; Parren and
Burton, 2001). Efforts to reach this goal have focused on the following
approaches:

i. Adding or removing Asn residues to alter the level of N‐linked glyco-
sylation that shields the CD4bs. By exposing the deep CD4BS pocket, the
hope is the resulting immunogen will induce broadly neutralizing antibodies
like b12 (Koch et al., 2003).

ii. Expressing the outer domain of gp120 (Yang et al., 2004). The outer
domain is exposed on the envelope spike and contains binding surfaces for
2G12, IgG1b12, and broadly neutralizing anti‐V3 loop antibodies.

iii. Expressing soluble forms of the oligomeric envelope trimer to mimic
the spike as it appears on the HIV virion. Typically, investigators have
expressed these proteins as fusions between gp120 and the ectodomain of
gp41 (reviewed in Cho, 2003). These constructs typically generated prepara-
tions consisting of mixtures of monomeric and oligomeric forms. Recent
efforts have improved consistency and yields of trimeric forms by introdu-
cing disulfide links between the proximal domains of gp120 and gp41 (called
SOS or SOSIP envelopes) (Beddows et al., 2005; Binley et al., 2000), using
envelope genes derived from HIV strains with highly stable spikes (Lian
et al., 2005; Sharma et al., 2006; Srivastava et al., 2002; Zhang et al., 2001),
creating HIV‐SIV envelope chimeras (Center et al., 2004), or fusing the
envelope ectodomain to non‐HIV sequences that preferentially form trimers
(Pancera et al., 2005; Yang et al., 2000, 2002). In an effort to produce soluble
spikes with an antigenic profile more consistent with the native virion,
investigators have produced the SOS and SOSIP variants in cell lines that
overexpress furin, a protease which cleaves gp120–gp41 fusion into its
respective domains.

iv. Minimizing the conformational or entropic masking of the con-
served neutralizing domains by introducing mutations that restrain the
movement of gp120 (Kwong et al., 2002; Xiang et al., 2002b). This concept
is derived from studies showing that the binding of broadly neutralizing
antibodies such as b12 and 2G12 consistently realized minimal entropic
change in gp120. This contrasts sharply with other less effective antibodies
such as F105 which generate significantly larger entropic changes. Given the
range of movement possible between the inner and outer domains of enve-
lope indicated by the crystal structures, it was proposed that the virus may
evade neutralization by using an entropic mask or a conformational barrier
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that antibodies must overcome to actually bind. Introducing mutations that
limit this movement, such as replacing the tryptophan with a serine in
position 375, and reduce the entropic requirements for antibody binding
may improve the chances of inducing the preferred antibody specificities.

v. Mimicking the high‐mannose‐type oligosaccharides that are pre-
sented on HIV envelope and recognized by 2G12 (reviewed in Wang,
2006). Recently, constructs have been described that mimic the binding
site of 2G12 using organic scaffolds decorated with synthetic oligomannose
structures. These structures are recognized by 2G12 to varying degrees. The
immunogenicity of these constructs has not been described.

vi. Mimicking the MPER of the envelope spike recognized by 2F5 and
4E10 (reviewed in Zwick, 2005). It has been recently appreciated that the
lipid membrane and hydrophobic context of the epitope is critical for
antibody binding (Haynes et al., 2005a). This observation may explain the
dearth of success using peptide‐based mimics of the eptiope to induce 2F5‐
and 4E10‐type responses and has rejuvenated efforts to develop newmimics.
Several novel constructs have been presented (Brunel et al., 2006; Luo et al.,
2006); however, immunogenicity data are limited.

Unfortunately, where they have been evaluated, the immunogen strate-
gies described above typically fail to elicit antibodies capable of neutralizing
more than a minor fraction of primary isolates (Beddows et al., 2005;
Graham, 2002; Selvarajah et al., 2005). To make matters worse, it was
recently hypothesized that B cells responding to MPER epitopes are deleted
because the lipid portion of their target epitope is considered ‘‘self’’
(Haynes et al., 2005b). This hypothesis would explain why such responses
are so infrequently observed. It also suggests that induction of a response
directed to the MPER may require immunogens capable of breaking
one’s natural tolerance to the cell membrane. Whether IgG1b12 and 2G12
recognized similarly tolerized epitopes is unclear. Certainly, designing vac-
cine immunogens that would target responses against these epitopes repre-
sents a daunting immunological, structural, and potentially, regulatory
challenge.
2. Generating Antibodies That Target Entry Intermediates
As summarized earlier, the coreceptor‐binding domain is a structure that
is highly conserved among HIV, SIV, and HIV‐2. This has prompted inves-
tigators to develop immunogens that induce antibodies that target this
structure. One such immunogen is the gp120–CD4 complex, which forms
when the virus attaches to cell surface receptor CD4. Studies in mice, goats,
and more recently rhesus macaques have all shown that broadly neutralizing
antibody responses are elicited by immunization with various forms of a
gp120–CD4 complex (Bower et al., 2004; Celada et al., 1990; Devico et al.,
1996; Fouts et al., 2002; Gershoni et al., 1993; Kang et al., 1994). Three
groups of immunogens have been developed that attempt to represent



76 Prabakaran et al.
gp120–CD4 complex. The first group consists of complexes between soluble
envelope protein subunits (gp120) and soluble human CD4 (Bower et al.,
2004; Celada et al., 1990; Devico et al., 1996; Fouts et al., 2000, 2002;
Gershoni et al., 1993; He et al., 2003; Varadarajan et al., 2005). These
immunogens are produced by simply mixing the two soluble components
together to allow them to bind and form complexes or expressing the gp120
and sCD4 as a genetically tethered chimeric molecule. An example of such a
chimera is the full‐length single chain (FLSC) which is genetic fusion be-
tween gp120BaL and the D1‐D2 domain of CD4 (Fouts et al., 2000). The
second group consists of soluble envelope proteins complexed with human
mAb, A32 (Liao et al., 2004). A32 binds to an epitope defined by the C1‐C4
region on HIV envelope subunit, gp120 and, like CD4, is known to induce
the expression of the coreceptor binding domain within gp120 (Liao et al.,
2004; Wyatt et al., 1995). Again these complexes are produced by admixing
the two components to allow them to bind in solution to form complexes
(Liao et al., 2004). The third are complexes between gp120 and a CD4
mimic peptide, CD4M9 (Fouts et al., 2002; Varadarajan et al., 2005; Vita
et al., 1999a). Unfortunately, the affinity of the CD4M9 for gp120 is
insufficient to permit formation of a stable complex in solution from the
two components (Vita et al., 1999a). Stable complexes can be expressed,
however, as chimeric fusion protein, SCBaL/M9 (Fouts et al., 2000) or
gp120‐M9 (Varadarajan et al., 2005), where the gp120BaL or gp120JRFL,
respectively, are genetically tethered to CD4M9 by a short amino acid linker.
Stable complexes have also been created using CD4M33 (Martin et al.,
2003b), a modified CD4M9 that exhibits an affinity for gp120 closer to
that of CD4 (Huang et al., 2005a). The presumption is that these complexes
all exhibit the antigenic features presented when the HIV envelope spike
interacts with cell surface CD4. Thus far, only the gp120–CD4 admixed or
cross‐linked complexes have been shown to elicit neutralizing antibody
response. The others are still being evaluated. Whether the resulting neu-
tralizing response arises from the exposure of cryptic epitopes either enhanc-
ing their own immunogenicity or alter the immunogenicity of other extant
epitopes on gp120 (Celada et al., 1990; DeVico et al., 1995) is still unclear.
Either instance would enhance the potential for gp120–CD4 complexes to
elicit broadly cross‐reactive CD4i antibodies.

Three recent studies have generated rather different results using various
forms of gp120–CD4 complex immunogens (He et al., 2003; Liao et al.,
2004; Varadarajan et al., 2005). However, these studies suffer from one of
either two major flaws. First, they evaluate the immunogenicity of their
constructs in animal models (mice or guinea pigs) that are heterologous to
the CD4 moiety used in their immunogens (human sCD4). It has been
known since 1990, when the first studies of gp120–CD4 complexes
appeared, that substantial levels of anti‐CD4 antibodies are elicited when
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the CD4 used in the complex is from a species (i.e., humans) different from
the one (i.e., rodents) that is immunized (Celada et al., 1990). Human CD4
is highly immunogenic in rodents and biases responses to a gp120–CD4
complex away from the conserved gp120 epitopes. This obscures the immu-
nogenic properties of the constrained HIV envelope moiety in favor of anti‐
CD4 responses. That said, two independent reports (Bower et al., 2004;
Srivastava et al., 2004) including one single‐chain gp120‐CD4 immunogen
tested in mice (Bower et al., 2004) show that broadly neutralizing antibody
fractions can be isolated from animals immunized with heterologous
gp120–CD4 complexes that do not recognize CD4.

Second, immunogens which do not truly mimic structure presented by
the gp120–CD4 complex were used. One study (Liao et al., 2004) used
gp120 conformationally constrained by the A32 mAb as an immunogen.
It has been proposed that A32 binds to gp120 in such a way that it is a ‘‘CD4
mimic’’ as judged by the exposure of CD4i epitopes recognized by the mAbs
17b and 48d (Wyatt et al., 1995). Guinea pigs immunized with covalent
conjugates of gp120(BaL) and A32 mounted neutralizing antibody
responses that were by and large indistinguishable from those elicited by
gp120(BaL) alone. We have found that the gp120 conformational changes
induced by A32 and CD4 are distinct as judged by differential reacti-
vity with CD4i antibodies such as 19e that recognize epitopes in the brid-
ging sheet of envelope (Fouts et al., unpublished data). Notably, serum
antibody responses to this epitope are thought to constrain viral diver-
sity in vivo (Decker et al., 2005). This observation may explain why the
A32–gp120(BaL) complexes elicited a different pattern of reactivity than
our gp120–CD4 complexes.

Other approaches are also being utilized to target the CD4i epitopes.
The most common is to remove the hypervariable V1, V2, and/or V3 regions
of the envelope that are the primary target of the ‘‘type‐specific’’ antibody
responses and that shield the conserved neutralizing epitopes (reviewed in
Cho, 2003). More recently, investigators have developed constructs derived
from the envelope sequences of CD4‐independent isolates that have been
adapted to grow on cell lines devoid of CD4 (Hoffman et al., 1999;
Kolchinsky et al., 2001) or isolated from a patient with high level of broadly
neutralizing antibodies (Quinnan et al., 1999; Vujcic and Quinnan, 1995;
Zhang et al., 2002). These envelopes contain structural alterations that
provide more receptive interactions with the coreceptor such as fewer
N‐linked glycosylation or shifting the V1–V2 loops.

As the full spectrum and potential of CD4i epitopes is only recently
becoming apparent, it is difficult to argue that CD4i epitopes are poor targets
for vaccine development (Labrijn et al., 2003). In addition, it is not known
whether mAbs specific for CD4i epitopes are protective in passive transfer
studies in rhesus macaques. In this regard, until passive transfer studies are
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carried out using mixtures of mAbs specific for CD4i epitopes and shown to
be negative, it is premature to exclude this strategy based on in vitro neutrali-
zation data alone. It should also be recognized that immunization with
gp120–CD4 complexes can dramatically change the immunodominance pro-
file of gp120 (De ni sov a et al., 1996; Fouts et al., 2002; Kang et al., 1994; Fouts
et al., unpublished data), and it is possible that this leads to the immunogenicity
of previously silent epitopes that elicit protective responses in vivo.
E. The Env as Target for Inhibitors
The entry process for HIV is also a prime target for thera peuti cs. Ea rly
eff orts to interfe re with entry utili zed polyclo nal antibo dy prepa rations
devel oped from HIV þ patients (HI VIg) or mAb s (2G 12, 2F5, 4E10) , each
of which exh ibited ex ceptional neutralizi ng capacity in vitro (reviewed in
Choud hry et al ., 2006a ). Unf ortunat ely, these prepara tions did not provide
much in the way thera peutic utili ty despite their safe ty. Wh en they did impact
vira l load, the effect was trans ient with resistan t virus es quickl y eme rging.
A key br eakthro ugh came with the licensur e of T ‐ 20, or enfuvi rtide. Target-
ing the HR1 of gp41 (reviewed in Weiss, 2003 ), this drug was the first in its
clas s to reach the marke tpla ce and is at the foref ront of an army of other
inhi bitors making their way through clinical de velopment . These drugs
genera lly fall within four broad groups and are being devel oped for both
thera peutic and vagina lly or rectally applied microbi cidal indication s.

i. Antibod ies . Given their safe ty recor d, clinical developme nt of anti-
bodies for HIV thera py con tinues. Promisi ng new cand idates targe t CD4
an d CCR 5, atte mpting to minim ize the chances of evasion by targeti ng
cel lular recep tors inst ead of the envel ope (Dimit rov, 2004).

ii. Peptides . This group is populat ed by Fuz eon and a vari ety of follo w‐
on candidates, each targeting the helical region of gp41. The main challenge
with this group is delivery. Fuzeon requires intramuscular administration
twice daily making it a rather unfavorable choice for patients. Newer
delivery methods and formulations are being developed that may help
solve this problem (Markovic, 2006; Pierson and Doms, 2003a,b).

iii. Lectins. A variety of lectins have been shown to inhibit HIV by
binding to the mannose structures that cover the envelope spike. These
drugs are currently being developed for vaginal or rectal use as microbi-
cides; however, they have potential therapeutic utility (De, 2005; Pierson
and Doms, 2003a). Cyanovirin (CV‐N) is currently the furthest in clinical
development.

iv. Small compounds. This group is where the bulk of the new inhibitors
fall. Thus far, only Maraviroc, a small molecule antagonist that targets
CCR5 has reached Phase III. As a group, these drugs are proving to be
highly effective at reducing viral load but are falling out of development
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because of a variety of safety problems (De, 2005; Kadow et al., 2006;
Markovic, 2006; Pierson and Doms, 2003a).

The drugs and their respective targets are eloquently described in many
recent reviews some of which are cited above. Given the wealth of research
directed to understanding the nuances of HIV entry, we do not anticipate
that this pipeline of drug candidates will dry anytime soon.
VII. Conclusions __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

HIV has evolved a number of strategies to escape host immune surveil-
lance, prominently by modifications to its Env. Latest advances in our
understanding of its structure at atomic level of detail promise to provide
us with new tools to design effective vaccines and inhibitors. In spite of the
significant progress, the contribution to the development of vaccines and
therapeutics of the wealth of information about the Env structure is still
relatively small. However, current developments promise to revolutionize
the way therapeutics and vaccines will be designed in the future. It remains
to be seen whether this promise will materialize.
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HIV‐1 Reverse Transcription:

Close Encounters Between the

Viral Genome and a Cellular tRNA
I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Retroviruses differ from other positive‐stranded RNA viruses in the
process of reverse transcription. This process is an essential step in the
viral life cycle as it converts the retroviral genomic RNA into a proviral
DNA in a complex, multistep process. In this chapter, we describe in detail
the initiation step of reverse transcription. During this step a cellular tRNA
primer is placed onto a complementary sequence in the viral genome called
the primer‐binding site or PBS. The viral enzyme reverse transcriptase (RT)
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recognizes this RNA–RNA complex and catalyzes the extension of the
30 end of the tRNA primer, with the viral RNA (vRNA) acting as template.
This initiation step is regulated and most retroviruses are restricted to the use
of the cognate, self‐tRNA primer. Many years ago, we tried to force Human
immunodeficiency virus type 1 (HIV‐1) to use a nonself‐tRNA primer by
alteration of the PBS. We reasoned that this approach would reveal addi-
tional important determinants of primer specificity. Initial attempts failed in
our and several other laboratories. Recent insight into additional contacts
between the tRNA and the vRNA genome led us to a renewed attempt to
change HIV‐1 primer specificity. We obtained a replicating HIV‐1 variant
that uses a nonself tRNA primer. Analysis of this variant confirms the role of
multiple determinants of tRNA primer usage.
II. Introduction _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

In this chapter, we will focus on the initiation step of reverse transcrip-
tion as performed by HIV‐1. In this highly organized process, the cellular
tRNALys3 molecule acts as primer (Fig. 1, indicated by a green frame). No
spontaneous switches in tRNA usage by HIV‐1 or other retroviruses have
been described and attempts to change the identity of the tRNA primer were
unsuccessful in the past. These observations indicate that the virus strongly
prefers the self‐primer, suggesting that a very specific mechanism for primer
selection must exist. Indeed, tRNA primers are selectively packaged into
virus particles, specifically recognized by the viral RT enzyme, and placed
onto the vRNA genome via base pairing to the PBS, thus rendering a specific
initiation complex. This chapter will focus primarily on the interaction
between the cellular tRNA primer and the vRNA genome. Other aspects
that determine primer specificity will be presented more generally. Novel
findings have provided new insight into the multiple interactions between
the tRNA primer and the vRNA genome. These results have triggered a
renewed attempt to change the tRNA usage of HIV‐1, thus providing a
means to study determinants that specify tRNA usage in more depth. Our
results support the model of tRNA primer activation by a vRNA motif.
We will specifically discuss the research in our laboratory that led to the
identification of this primer activation signal (PAS), which allowed us to
successfully switch the tRNA usage of HIV‐1.
III. Reverse Transcription ________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Reverse transcription is the replication step that converts an RNA ge-
nome into a proviral DNA copy, a mechanism that is shared by retroviruses,
retrotransposons, and hepadnaviruses. The process of reverse transcrip-
tion is composed of several steps (an overview is presented in Fig. 1).
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FIGURE 1 Mechanism of HIV‐1 reverse transcription. The RNA genome contains terminal

repeats (50 R and 30 R) that are critical in reverse transcription reaction. The 50 R is followed by

the unique U5 element, which is located immediately upstream of the PBS and contains several

sequence motifs that regulate reverse transcription. The tRNALys3 sequence that is complemen-
tary to the PBS in the viral genome is indicated by a gray circle with a tRNA loop. This sequence

is copied during reverse transcription. The PBS of the viral progeny is thus encoded by the

cellular primer and is therefore also marked by a gray circle. The chapter will focus on the

initiation step of reverse transcription, indicated by a box at the top left.
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The template is the vRNA genome that is flanked by repeat (R) sequences
at the 50‐ and 30‐termini. The enzymatic reaction is catalyzed by the virion‐
associated RT (encoded by the pol gene, Fig. 2). RT is synthesized as part of
the Gag‐Pol precursor protein, which is cleaved by the virally encoded
protease (PR) into the structural proteins and the replication enzymes RT,
PR, and integrase (IN). Processing of the precursor proteins occurs at or
FIGURE 2 The HIV‐1 genome and the PBS motif that specify tRNA primer usage. Shown on

top is the HIV‐1 DNA genome. The 50 LTR is divided in three segments (U3, R, and U5).
Transcription starts at the U3‐R border (arrow). A close‐up of the untranslated leader of the

vRNA is shown (from the transcription start site þ1 to the gag start codon AUG). Motifs

involved in reverse transcription are color‐coded and similarly marked in the secondary struc-
ture model shown at the bottom. The cloverleaf structure of the tRNALys3 molecule is also

shown. Base modifications in the tRNA molecules are indicated according to standard nomen-

clature (Sprinzl et al., 1998). Several base‐pairing interactions between the primer and the leader

have been proposed (color‐coded, see text for further details).
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soon after the time of virus assembly and budding. Retroviral particles are able
to initiate reverse transcription shortly after budding (Arts et al., 1994; Huang
et al., 1997; Lori et al., 1992; Oude Essink et al., 1996; Trono, 1992). This
suggests that initiation of reverse transcription is restricted until the virus
particle has been assembled. The mechanism responsible for this restriction
is unknown, but sequencemotifs and structures in the viral template have been
implicated, as well as low dNTP concentrations inside virus particles (Beerens
and Berkhout, 2002a; Beerens et al., 2000b, 2001; Cobrinik et al., 1988, 1991;
Cordell et al., 1979; Isel et al., 1995; Liang et al., 1997b).

HIV‐1 RT functions as a heterodimer of a 66‐ and 51‐kDa subunit. The
first is composed of an RT polymerase domain and an RNaseH domain, and
the latter contains only the polymerase domain (Goff, 1990). The p51
subunit results from cleavage of p66 by PR (Di Marzo Veronese et al.,
1986; Lightfoote et al., 1986). The polymerization activity has been attrib-
uted to the p66 component of the heterodimer (Richter‐Cook et al., 1992).
As with all DNA polymerases, RT needs a primer with a free 30‐OH group to
initiate cDNA synthesis. Although a variety of primer molecules can be used
to initiate reverse transcription in vitro, all retroviruses use a cellular tRNA
molecule (Harada et al., 1975, 1979; Leis et al., 1993; Litvak and Araya,
1982; Mak and Kleiman, 1997; Marquet et al., 1995; Telesnitsky and Goff,
1997). DNA sequence analysis of the proviral genome implicated tRNALys3

(Fig. 1) as the replication primer for HIV‐1 and HIV‐2 (Guyader et al., 1987;
Wain‐Hobson et al., 1985).

A prerequisite for reverse transcription initiation is the formation of a
properly folded initiation complex of the viral genome and the tRNA. The
30‐terminal 18 nucleotides (nts) of the tRNA primer base pair with the
complementary PBS (position þ182 to þ199 in Fig. 2) in the viral genome,
and the 30‐OH of the tRNA serves to prime template–dependent DNA
synthesis (Goff, 1990). The PBS is located close to the 50 end of the RNA
genome in the untranslated leader region (Fig. 2, indicated in green). The
tRNA sequence that anneals to the PBS is referred to as anti‐PBS (Fig. 1,
indicated in green). On annealing, the primer is extended and a cDNA of the
50 R is synthesized by RT (Fig. 1). This intermediate is termed the minus‐
strand strong‐stop DNA or (�)ssDNA. The RNaseH domain of RT degrades
the RNA template that remained annealed to the (�)ssDNA product. Con-
sequently, the (�)ssDNA is released and anneals to the 30 R region located at
the 30 end of the genome. This step is referred to as the first strand‐transfer
reaction.

The (�)ssDNA subsequently serves as primer for (�)DNA synthesis.
Reverse transcription proceeds and generates a full‐length (�)strand cDNA
that serves as a template for (þ)strand DNA synthesis. RNaseH degrades the
RNA template, except for two fragments that resist cleavage: polypurine
tracts in the U3 region (30‐PPT) and the center of the template (central PPT,
cPPT). The resistant RNA sequences prime (þ)strand DNA synthesis, which
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stops at the first modified base in the tRNALys3 molecule (Auxilien et al.,
1999; Ben Artzi et al., 1996). Thus, the copied 30‐terminal 18 nts of the
tRNA end up in the viral progeny, a unique phenomenon in virology (indi-
cated by a red circle in Fig. 1). The tRNA primer is subsequently removed
from the (þ)ssDNA by RNaseH. A second strand‐transfer reaction results in
the annealing of (þ)ssDNA to the 30 end of the full‐length (�)strand DNA.
Reverse transcription proceeds over the (�)strand DNA until it encounters
the cPPT‐extended (þ)strand. Elongation occurs through the cPPT via a
mechanism called strand displacement until RT reaches a nearby site
(80–100 nts downstream): the central termination sequence. This motif is
extremely efficient in terminating HIV‐1 RT‐catalyzed DNA elongation.
Consequently, a double‐stranded proviral DNA product is synthesized that
is flanked by two long terminal repeats (LTRs) and that contains a discon-
tinuous (þ)strand DNA with an �99‐nt DNA flap at its center. This flap
sequence is specific for lentiviruses and is important for nuclear import and
consequently viral replication in nondividing cells (Charneau et al., 1992,
1994; Hungnes et al., 1992). A cellular endonuclease removes the flap and a
DNA ligase completes the continuous double strand (Rumbaugh et al.,
1998). The proviral DNA is eventually integrated into the host cell genome
by the viral IN protein.

There is one special occasion in which HIV‐1 uses a diversity of tRNA
molecules as restart primers of reverse transcription. When an excessively
stable hairpin structure is introduced in the vRNA genome, virus replication
is blocked. Revertants can be selected that delete most of the hairpin struc-
ture by a recombination event that uses a variety of tRNA molecules to
restart reverse transcription behind the hairpin structure. This mechanism
was termed hairpin‐induced tRNA‐mediated (HITME) recombination
(Konstantinova et al., 2006).
IV. Specificity of tRNA Primer Usage _______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Retroviruses utilize different tRNA primers (Mak and Kleiman, 1997).
Avian retroviruses utilize tRNATrp, whereas the majority of mammalian
retroviruses utilize tRNAPro (e.g., human T‐cell leukemia viruses types 1
and 2 and murine leukemia viruses). However, the Mouse mammary tumor
virus and all lentiviruses, including HIV‐1 and HIV‐2, utilize tRNALys3,
whereas tRNALys1,2 is used by Mason‐Pfizer monkey virus, Visna/Maedi
virus, and spumaviruses. Although a variety of primer molecules can be
used to initiate reverse transcription, all retroviruses are dedicated to the
self‐tRNA primer despite an excess of other tRNA molecules in the infected
cell (Das et al., 1995; Li et al., 1994;Wakefield et al., 1995). No spontaneous
mutations or more gross tRNA switches have been reported. A single point
mutation that is recurrently observed at a low incidence in the HIV‐1 PBS
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results from the infrequent usage of a low abundant tRNALys5 variant (Das
et al., 1997, 2005). Primer specificity is however less stringent for murine
leukemia viruses compared to other retroviruses (Colicelli and Goff, 1986;
Lund et al., 1993; Schwartzberg et al., 1985). Specificity of primer tRNA
usage by HIV‐1 is imposed at several levels. These mechanisms will be
discussed in more detail: selective packaging of tRNA primers into virus
particles (Section III.A), specific recognition of the tRNA–vRNA complex by
the RT protein (Section III.B), and specific interactions between the tRNA
and the viral genome (Section III.C).
A. A tRNA Subset Is Selectively Packaged into
HIV‐1 Particles
The tRNA primer is selectively packaged into virus particles, resulting in
an increased concentration inside the virion compared to the cytoplasm
(Jiang et al., 1992, 1993; Mak et al., 1994; Waters and Mullin, 1977).
Virus particles without an RNA genome still incorporate the wild‐type
(wt) set of tRNAs, indicating that the viral genome and interactions between
tRNA and vRNA are dispensable in this process (Mak et al., 1994). The RT
enzyme, or its precursor Gag‐Pol, was initially shown to be involved in
selective packaging of the tRNA primers. Selective packaging of tRNAs
was affected in virions lacking a functional RT domain (Levin and Seidman,
1981; Mak et al., 1994; Peters and Hu, 1980). For instance, HIV‐1 virus‐like
particles exclusively composed of Gag precursors did not contain wt tRNA
levels (Mak et al., 1994). In contrast, PR‐deficient virions composed of Gag
and Gag‐Pol precursor did contain a wt tRNA content, demonstrating the
requirement for the Pol region. Apparently, processing of the structural
precursor proteins is not required for correct tRNA packaging (Mak et al.,
1994). Further investigations revealed that the centrally located thumb
domain of RT is indispensable for tRNALys incorporation into virus particles
(Khorchid et al., 2000).

All tRNALys isoacceptors are enriched in HIV‐1 virions when compared
to other tRNAs. The ratio of tRNALys3 versus tRNALys1,2 is the same in cells
and virions, with �8 and 12 molecules, respectively, per particle (Huang
et al., 1994). One should keep in mind that tRNAs likely form complexes
with proteins in the cytoplasm, such as translation elongation factors or
tRNA synthetases, enzymes that carry out tRNA aminoacylation. tRNALys

molecules are packaged during particle assembly via their interaction with
the Gag‐Pol precursor and a protein complex composed of the cellular
lysyl‐tRNA synthetase (LysRS) and the viral Gag protein (Cen et al., 2002;
Javanbakht et al., 2003; Jiang et al., 1994; Khorchid et al., 2000; Mak et al.,
1994). LysRS engages a specific interaction with the anticodon loop of
tRNALys isoacceptors on which aminoacylation takes place (Cusack et al.,
1996) and this protein has been identified in virus particles (Cen et al., 2001).
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The aminoacylation activity of LysRS is not required for tRNA or LysRS
incorporation into virions (Cen et al., 2004a). Mutations in the tRNA anti-
codon loop prohibit tRNA packaging into virus particles, establishing that
binding to LysRS is a major determinant for tRNA packaging (Javanbakht
et al., 2002). Selective LysRS packaging is observed in virus‐like particles
exclusively composed of Gag and therefore does not depend on the presence
of the Gag‐Pol precursor or the tRNA molecule (Cen et al., 2001). LysRS
binds tRNA with its N‐terminal extension and anticodon‐binding domain,
whereas it binds Gag with a central motif (Javanbakht et al., 2003). The
interacting domains in Gag and LysRS are also involved in formation of
homodimers. This homodimerization capacity is not required for the forma-
tion of the heterodimeric LysRS–Gag complex (Kovaleski et al., 2006).
Altering the level of intracellular LysRS by overexpression or siRNA‐
mediated silencing results in a concomitantly altered level of tRNALys

in virus particles, suggesting that LysRS is the limiting factor for
tRNALys packaging (Cen et al., 2004a; Gabor et al., 2002; Guo et al., 2003).

The presence of other tRNA synthetases in HIV‐1 virions has also been
analyzed (Cen et al., 2002; Halwani et al., 2004). Eight synthetases (specific
for tRNALys,Ile,Pro,Trp,Arg,Gln,Met,Tyr) were examined, but only LysRS was
detected in HIV‐1 particles. Approximately 20–25 LysRS and 20 tRNALys

molecules are present per virus particle, indicating an equimolar stochiome-
try (Cen et al., 2002). Additionally, Rous sarcoma virus particles contain
TrpRS and this virus uses tRNATrp as primer for reverse transcription
(Cen et al., 2002; Sawyer and Dahlberg, 1973; Waters and Mullin, 1977).
Interestingly, murine leukemia viruses do not package the tRNA synthetase
of the priming tRNAPro species, and these viruses were shown to be less
selective in primer use (Colicelli and Goff, 1986; Lund et al., 1993, 2000;
Waters and Mullin, 1977). It remains uncertain if tRNA synthetases are
packaged into retroviral particles solely because of their interaction with the
structural proteins. Additional cellular proteins or cellular compartmentali-
zation may play a role that needs to be addressed. Interestingly, tRNALys3 is
not acylated inside virus particles, probably to allow efficient primer exten-
sion by RT (Huang et al., 1994; Rigourd et al., 2003). It is currently
unknown whether uncharged or charged tRNAs are incorporated, followed
by spontaneous deacylation. It may be worthwhile to analyze the effect of
Gag or other virion constituents on LysRS aminoacylation activity or tRNA
deacylation.
B. Specific Binding of tRNA and vRNA to RT
The RT domain in Gag‐Pol is not only required for selective tRNA
packaging, it is also involved in placement of the tRNA primer onto the
PBS (Mak et al., 1994; Oude Essink et al., 1995). In addition, HIV‐1 RT is
strongly committed to the self‐tRNALys3 primer for initiation of reverse
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transcription (Oude Essink et al., 1996). In vitro studies demonstrated a
specific interaction of the priming tRNA species with the RT protein (Barat
et al., 1989; Haseltine et al., 1977; Oude Essink et al., 1995, 1996; Sarih‐
Cottin et al., 1992), although a nonspecific tRNA‐RT interaction has been
reported by others (Delahunty et al., 1994; Kohlstaedt and Steitz, 1992;
Sobol et al., 1991). Discrepancies among these studies may be caused by
differences in the tRNA source that was studied. Synthetic tRNALys3 that
lacks the base modifications of its natural counterpart were shown to bind
RT with reduced affinity and was easily outcompeted by a natural, nonself
tRNA molecule (Barat et al., 1991), although this observation is in conflict
with other data (Wohrl et al., 1993). Both synthetic and natural tRNA
molecules can function as primer for reverse transcription in vitro. The
overall structure of the L‐shaped tRNA seems important for binding to
RT, but mapping of the specific tRNA subdomain that is required for this
binding has yielded conflicting data.

The connection domain of RT (which is located N‐terminal of the
RNaseH domain in p66 and constitutes the C‐terminal domain of p51)
was shown to be critical for tRNA placement on the PBS in virions
(Cen et al., 2004b). This observation is supported by biochemical character-
ization of a similar RT mutant in the Le Grice laboratory (Arts et al., 1996a;
Wohrl et al., 1995). Deletion of the p51 C‐terminus reduced the binding of
heterodimeric RT to tRNALys3 considerably, whereas it did not affect the
catalytic polymerase activity of the enzyme. Initiation of tRNA‐mediated
reverse transcription was consequently impaired, contrary to DNA‐ or
RNA‐oligonucleotide‐primed reverse transcription. In addition, RNaseH
activity resulted in different cleavage patterns, suggestive of a conformation-
al change in the RT protein. The polymerase domain may be differently
positioned with respect to the RNaseH domain in this mutant. This confor-
mational change may result in a less efficient binding of tRNALys3. Interest-
ingly, a functional link between the RNaseH domain and tRNA binding has
emerged from additional studies. Biochemical studies have provided struc-
tural information on the RT‐tRNALys3 complex with an involvement of the
RNaseH domain, but no high‐resolution picture has emerged from these
studies (Dufour et al., 1999; Mishima and Steitz, 1995; Oude Essink et al.,
1995; Robert et al., 1990; Wang et al., 2006).

Annealing of the tRNA primer to the PBS requires unwinding of the
tRNA acceptor and TcC stems, which occlude the anti‐PBS motif. Previous
experiments in our laboratory have shown that RT binding facilitates the
annealing of tRNA to the PBS (Oude Essink et al., 1995). The temperature
at which the tRNA primer was annealed to the viral PBS could be reduced
to 37 �C in the presence of RT. Other laboratories have probed the tRNA
structure on binding to RT and found no evidence for tRNA melting.
The viral template is possibly required for shifting the equilibrium of a
closed anti‐PBS motif to an open conformation. In addition, the structural
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nucleocapsid (NC) protein or its precursor Gag has been implicated in
placement of the tRNA onto the viral genome (Barat et al., 1993; De
Rocquigny et al., 1992; Feng et al., 1999; Fu et al., 1997). HIV‐1 NC is a
short basic protein with two zinc‐finger domains and functions as a nucleic
acid chaperone (Darlix et al., 2002; Levin et al., 2005). Like RT, NC seems
to destabilize base pairing in tRNA molecules, without complete melting of
the structure (Tisne et al., 2001). Addition of a viral template containing a
complementary PBS results in RNA–RNA complex formation and signifi-
cant structural changes in both RNAs. Both basic and zinc‐finger domains in
NC are required for viral replication and proper annealing/reannealing of
the tRNA–vRNA complex. The basic domains have been proposed to desta-
bilize the base pairing in the four‐way junction of the tRNA structure
and the zinc‐finger domains may disrupt tertiary interactions in the tRNA
molecule (Hargittai et al., 2001; Tisne et al., 2001).
C. Interactions Between the tRNA Primer and the
vRNA Genome

1. PBS Is a Major Determinant in the Viral Template for

tRNA Usage
Although selective tRNA incorporation into virus particles and recogni-
tion by RT determine primer specificity for HIV‐1 to a large extent, these are
not the only factors. Viral particles contain a subset of cellular tRNAs,
comprising other species than just the primer tRNA species. HIV‐1 particles
contain tRNALys1,2 and tRNAIle (Jiang et al., 1993), but only the tRNALys3

primer is found in tight association with the vRNA (Jiang et al., 1992, 1993;
Mak et al., 1994). As described above, the PBS is dispensable for selective
packaging of tRNALys3 into virus particles, but the PBS is absolutely re-
quired for tight annealing of the tRNALys3 primer (Jiang et al., 1993; Liang
et al., 1997c). Partial or complete deletion of the PBS severely compromises
viral replication due to the loss of tRNA placement on the viral genome (Das
et al., 1995; Liang et al., 1997c). Similar results were obtained in in vitro
reverse transcription reactions (Huthoff et al., 2003).

To better understand the mechanism of reverse transcription initiation
and determinants of primer specificity, we have a long‐term interest in the
construction of an HIV‐1 variant that replicates with tRNA primers other
than the natural tRNALys3. We initially explored this approach by replacing
the PBS by sequences that accommodate nonself tRNAs (Das et al., 1995).
We reasoned that the PBS is the major determinant of the viral genome for
tRNA primer usage and its mutation may enforce nonself tRNA usage. We
not only included primers that are used by other retroviruses (tRNALys1,2,
tRNAPro, and tRNATrp) but also tRNAIle and tRNAPhe. A PBS deletion
mutant was constructed to serve as a negative control (PBS‐), which is
replication impaired (Fig. 3A). All mutant viruses showed reduced levels of



FIGURE 3 Replication and evolution of wt and PBS‐mutated HIV‐1 viruses. (A) The SupT1
T‐cell line was infected with wt and PBS‐mutated viruses. Viruses were allowed to replicate for

several weeks, and virus production was measured in the culture supernatant at several time

points. (B) Proviral DNAwas isolated from infected cells at different days postinfection and the

PBS sequence was determined. The mutated PBS motifs are shown on top, nucleotides differing
from wt are in bold and underlined. The different mutants were followed longitudinally; the

changes in the PBS are marked in a black box, a closed triangle represents a deletion, and the

frequency within the virus culture is indicated.
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viral replication (Fig. 3A). This replication defect did not result from de-
creased levels of virus production, indicating that the mutant virions are
less infectious (Das et al., 1995). The observed order of replication potential
is PBS‐Lys3 (wt)> PBS‐Ile> PBS‐Lys1,2> PBS‐Pro> PBS‐Phe> PBS‐Trp>
PBS‐. Interestingly, a PBS mutant can revert to the wt sequence in a single
round of reverse transcription by annealing of the natural tRNALys3 primer
onto the mutant PBS sequence. On the second strand‐transfer, a duplex is
formed between a copy of the tRNALys3 primer (Fig. 1, indicated with a red
circle) and a copy of the viral PBS. On completion of reverse transcription,
integration in the host genome, and one round of DNA replication, these
strands are separated and both wt and PBS‐mutated viruses are produced
(Berwin and Barklis, 1993; Das et al., 1994; Rhim et al., 1991). Poor
replication of the mutant virus will result in outgrowth of the wt virus.

We therefore determined the genotype of the viral progeny. As shown in
Fig. 3B, all mutants reverted to the wt PBS‐Lys3 sequence. Interestingly,
some revertants contained minor sequence alterations immediately down-
stream of the PBS site (Fig. 3B), which result frommisaligned base pairing by
the (þ)ssDNA on the (�)DNA during the second strand‐transfer step of
reverse transcription (Das et al., 1995). The PBS‐Lys1,2 mutant reverted to
the wt PBS‐Lys3 sequence relatively slowly. Possibly, HIV‐1 replication
proceeded more efficiently with tRNALys1,2 than with other nonself primers.
Replication of the PBS‐Lys1,2 mutant was indeed more efficient compared
to that of the PBS‐Phe and PBS‐Trp mutants (rapid reversion of the PBS‐Ile
mutant makes it impossible to accurately assess its replication potential).
In addition, we frequently observed a variant PBS‐Lys sequence. This vari-
ant, with a C189U substitution in the center of the PBS motif, results from
the infrequent usage of the low abundant tRNALys5 variant (Das et al., 1995,
1997).

We also determined the tRNA primer that is annealed to the genomic
RNA in virions. The mutant PBS sites were occupied by the corresponding
nonself tRNA primers. However, tRNA annealing and extension were
strongly decreased in mutant particles compared to wt particles, varying
from 3% to 20% of the wt level. This tRNA‐priming efficiency correlated
reasonably well with the replication rate of the wt and mutant HIV‐1 viruses
(Das et al., 1995). These results suggest that a change in PBS identity leads to
reduced annealing and extension of the nonself tRNA primer, resulting in a
lower rate of viral replication. We observed the highest tRNA extension for
the wt and PBS‐Lys1,2 viruses, suggesting a correlation between the tRNA
content of virions and the mechanism of selective tRNA packaging. Overall,
changing the PBS to accommodate a nonself primer is not sufficient to
force HIV‐1 to use a nonself tRNA primer. These results are in agreement
with data obtained in other laboratories (Li et al., 1994; Wakefield et al.,
1995). Therefore, factors other than the PBS play an important role in the
preferential use of the self‐tRNALys3 primer in reverse transcription.
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2. Additional Interactions Between the Primer tRNA and the

Viral Genome
Determinants of primer specificity other than the PBS are possibly
additional contacts between the tRNALys3 molecule and the HIV‐1 genome.
Indeed, complementary sequences in the tRNA primer and the vRNA have
been identified (Fig. 2, indicated by matching colors). For instance, U5
sequences (positions þ142 to þ148) were suggested to interact with the
30 part of the anticodon stem of the tRNA molecule (Fig. 2, indicated in
yellow). The role of this interaction was analyzed in in vitro reverse tran-
scription assays (Iwatani et al., 2003; Liang et al., 1998). In a previous study,
we deleted this RNA sequence (mutant dL, Fig. 4). This mutant shows a
threefold defect in reverse transcription in vitro, which confirms the results
of Iwatani et al. (2003). However, the dL mutant virus was not significantly
affected in viral replication (Beerens et al., 2001). The importance of the
motif in the viral life cycle therefore remains uncertain.

Another interaction between the vRNA genome and tRNALys3 was
analyzed in great detail: the A‐rich loop (nts þ168 to þ171) in U5 possibly
interacts with the U‐rich anticodon loop of tRNALys3 (Fig. 2, indicated in
red). The A‐rich loop was initially named after its location in the top of a
hairpin structure (Baudin et al., 1993; Berkhout, 1996; Isel et al., 1993).
However, more recent RNA structure probing led to an adjusted secondary
structure model of the PBS domain (Fig. 2). The A‐rich sequence is not
presented in the terminal loop of a hairpin, but rather forms an internal
loop within an extended hairpin (Abbink and Berkhout, 2003; Beerens et al.,
2001; Damgaard et al., 2004; Goldschmidt et al., 2003). This tRNA–vRNA
interaction was proposed on the basis of extensive biochemical probing
experiments and modeling studies (Isel et al., 1995, 1998, 1999). A role
for this interaction in reverse transcription was subsequently addressed (Arts
et al., 1996a,b; Isel et al., 1995, 1998; Liang et al., 1997a; Voronin
and Pathak, 2004; Wakefield and Morrow, 1996; Wakefield et al., 1996).
Deletion of the A‐rich loop affects initiation and elongation of reverse
transcription (Isel et al., 1996; Lanchy et al., 2000; Li et al., 1997c; Liang
et al., 1997b, 1998; Zhang et al., 1998). In addition, the deletion affects
virus replication, and the A‐rich sequence is restored on long‐term culturing
and virus evolution (Liang et al., 1997b). The combined data suggest that
the presence of the A‐rich loop enhances reverse transcription initiation, but
the motif impairs synthesis of the (�)ssDNA due to pausing at the A‐rich
sequence.

The role of the A‐rich loop in primer usage was also addressed by
the Morrow group (Dupuy et al., 2003; Kang et al., 1996, 1999; Li et al.,
1997a,b,c; Wakefield et al., 1996; Zhang et al., 1996). Simultaneous adap-
tation of the PBS and the A‐rich loop motif to nonself tRNA primers was
reasoned to improve the use of nonself tRNAs in reverse transcription and



FIGURE 4 Identification of the PAS in the HIV‐1 leader. (A) Leader mutants were con-

structed to study template requirements for tRNA‐mediated reverse transcription. Mutant 2L
has a 7‐nt substitution in the PASmotif and 2R on the opposite site, indicated as complementary

PAS (cPAS). The 2L and 2R mutations were combined in the 2LR mutant. Mutant dL has a

deletion of nts 134–148. (B) Relative reverse transcription activities of wt andmutant templates.

The average activity of the wt template was set at 1. Shown is DNA‐primed reverse transcription
with the Lys21 primer, tRNA‐primed reverse transcription, and tRNA‐primed 1‐nt incorporation.
The PBS‐occupancy by the tRNA is also shown.
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was examined in the viral context. Such double mutant viruses exhibit a
severe replication defect. Variants that use the nonself primers tRNAHis,
tRNAGlu, and tRNALys1,2 were selected on prolonged culturing, although
the actual replication capacity of these mutants was recently questioned
(Wei et al., 2005). In recent papers from the Morrow group, viral infectivity
was addressedmore carefully and it appeared that the infectivity was severely
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hampered by simultaneous mutation of the PBS and the A‐rich loop, even in
the presence of the second‐site reversions identified in long‐term culture
experiments (Moore‐Rigdon et al., 2005; Xu andMorrow, 2006). We previ-
ously reasoned that the genetic stability of a crippled virus is difficult to
address, since the evolution capacity is determined, among other factors, by
the efficiency of viral replication (Berkhout et al., 1997). Consequently, it is
uncertain whether the genetic stability of these mutant viruses truly reflects
improved nonself tRNA usage or simply an impaired evolutionary power.

In addition, the low replication capacity of the double mutant viruses
cannot be solely addressed to defects in reverse transcription initiation.
Replication and also reversion analysis are complicated by the fact that the
retroviral genome is densely packed with replication signals. For instance,
the A‐rich loop sequence is an important element for binding of the IN
protein and insertion of the proviral HIV‐1 DNA into the host chromosome
(Esposito and Craigie, 1998). In addition, some of the designed mutants of
theMorrow Laboratory harbor an AUG start codon, which likely affects the
synthesis of viral proteins and thus viral replication (Das et al., 1998).
Finally, important RNA structure motifs other than the A‐rich loop are
encoded by this domain (Beerens and Berkhout, 2002a; Beerens et al.,
2000b, 2001). Destruction and subsequent repair of these structures may
explain some of the virus reversion events (Berkhout, 1997). Second‐site
mutations in other regions of the viral genome that compensate for the
switch in tRNA primer have been extensively searched for. However, no
such coadaptive changes have been reported thus far (Kang et al., 1996;
Zhang et al., 1996).

Unfortunately, the initial biochemical probing studies on the A‐rich loop
interaction were performed with the HIV‐1 MAL isolate. This variant con-
tains an unusual 23‐nt duplication, comprising the 30 part of the PBS and
downstream sequences. The duplication is found in a minority of HIV‐1
isolates and likely affects the folding of the vRNA template. More recently,
the probing studies were repeated with other HIV‐1 isolates. From these
studies it appeared that the proposed tRNA–vRNA complex, including
the A‐rich loop interaction, is not formed by the HIV‐1 HXB2 prototype
(Goldschmidt et al., 2004;Miller et al., 2004). In addition, other members of
the Lentivirus genus that utilize tRNALys3 as primer do not possess an A‐rich
loop in the region 50 to the PBS, suggesting that the putative A‐loop interac-
tion with primer tRNA is not conserved among retroviruses and thus speci-
fic for the MAL isolate. The combined observations therefore question
the proposed role for the A‐rich loop in reverse transcription initiation.
Recently, we discovered a novel interaction between the tRNA primer and
the vRNA (Fig. 2 indicated in blue) that is conserved among retroviruses.
The experiments that led to the identification of this motif and its role in
reverse transcription are described in more detail below.
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V. Identification of the PAS Motif ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. A PAS Motif Resides Upstream of the PBS
Switching tRNA primer usage proved not as simple as initially thought.
The PBS is a major but not the only determinant for selective tRNA priming,
and additional interactions between the primer and the viral genome are
therefore likely. We set out to identify other HIV‐1 RNA sequence motifs
that are important for reverse transcription and performed a detailed
mutational analysis of sequences flanking the PBS (Beerens et al., 2001).
We measured the replication capacity of the mutant viruses and analyzed
reverse transcription in vitro with the mutant RNA templates. These experi-
ments indicated that the U5 region contains a motif that is critical for
tRNALys3‐mediated initiation of reverse transcription, but not for reactions
that are initiated by a PBS‐bound DNA primer. A second set of mutants was
designed to map this HIV‐1 RNA motif in more detail, as illustrated in
Fig. 4A. More mutants were tested in the original study, but we will focus
on the most informative mutants in this chapter. The central stem segment of
the PBS domain was mutated by a 7‐nt substitution either on the left side in
mutant 2L or on the right side in mutant 2R. Mutations 2L and 2R are
complementary, and base pairing will be restored in the double mutant 2LR.

We performed in vitro reverse transcription reactions with the wt and
mutant HIV‐1 RNA primed by a DNA oligonucleotide or the natural
tRNALys3 molecule. The efficiency of DNA‐primed reverse transcription is
equal on all templates (Fig. 4B, DNA primer panel). In contrast, profound
differences in cDNA synthesis were observed in tRNA‐primed reactions.
Mutants 2L and 2LR showed 10‐fold reduced tRNA‐primed reverse tran-
scription compared with the wt template (Fig. 4B, tRNA panel), whereas
mutation 2R enhanced reverse transcription 2.5‐fold. These differences in
tRNA‐primed reverse transcription efficiency on the mutant templates could
result from differences in tRNA annealing, initiation, or elongation. To
study initiation of tRNA‐primed reverse transcription, the reaction was
performed in the presence of 32P‐dCTP but without the other dNTPs. This
will result in the extension of the 76‐nt tRNALys3 primer with 1 nt. The
results of the initiation and elongation assay are similar, indicating that the
inhibitory effect of 2L and 2LR and the stimulatory effect of 2R are apparent
at the level of initiation (Fig. 4B, tRNA, þ1nt panel).

The observed differences in initiation efficiency are not caused by differ-
ent amounts of tRNA primer annealed onto the PBS. We determined the
tRNA occupancy of the PBS on the wt and mutant templates. The tRNA
primer was annealed onto the template, and this complex was subsequently
used for extension of a DNA primer that is positioned downstream of the
PBS.We used theAvian myeloblastosis virusRTenzyme to selectively extend
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the DNA primer becau se this enzym e is una ble to extend the tRNA primer
(Beere ns et al. , 2000a ; Oude Essi nk et al. , 1996). Wh en the PBS is occup ied
by the tR NA primer, DNA ‐prim ed rever se transcri ption is blocke d by the
tRNA to produ ce a short cDN A. Free RN A templates will prod uce a full ‐
length cDNA pro duct on the wt templat e. All temp lates excl usively yield the
stop pro duct, indicatin g that all templat es are fully oc cupied by the
tRNA Lys3 primer ( Fig. 4B, PBS ‐ occupan cy panel).

We refer to t his novel motif a s the PAS (nts þ 123 tot þ 130 of the viral
genome). I na ctivation o f the PAS in mutant 2 L inh ibits reverse transcription,
whereas m ut ation 2 R stimulates initiation, possibly by making the PAS
more acce ssible. Re cently, we sc re ened an addit ional s et o f 30  truncated HIV‐1
RNA tem plates for rever se transcrip tion activi ty. Sequ ences downst ream of
the PBS wer e shown to influenc e the level of initi ation of reverse trans crip -
tion, and these effect s reflec ted RNA struc tural changes that modu lated the
accessib ility of the PAS motif (Ooms et al ., 2007).
B. Strength of the PAS–anti‐PAS Interaction Modulates
Primer Activation
Mutation of the PAS motif (in 2L and 2LR) impairs virus replication
(Beerens et al., 2001). However, faster replicating revertant viruses of 2L
were obtained. These variants contain the G127A mutation within the PAS
motif. This mutation partially repairs the PAS–anti‐PAS interaction, con-
firming that this interaction is important for virus replication. Indeed, the
strength of the PAS–anti‐PAS interaction modulates reverse transcription
initiation. We introduced mutations in the vRNA template to strengthen
or weaken the interaction with the anti‐PAS motif in the tRNALys3 primer
(Beerens and Berkhout, 2002b). Stabilization of the PAS–anti‐PAS interac-
tion stimulates reverse transcription initiation, whereas destabilization inhi-
bits the reaction. These effects are caused by modulation of the strength of
the PAS–anti‐PAS interaction, and not by an effect on the PBS stem in the
template. There seems to be an optimum in the stability of the PAS–anti‐PAS
interaction: reverse transcription is inhibited in case the duplex becomes too
stable. An excessively stable PAS–anti‐PAS interaction may interfere with
the correct assembly and/or maturation of the tRNA–vRNA‐RT initiation
complex (Beerens et al., 2001). In the same study it was tested if modified
nucleotides in the tRNA molecule are important for the PAS–anti‐PAS
interaction. Reverse transcription primed by natural and synthetic tRNALys3

primers is similarly activated by the PAS mechanism, indicating that the
PAS–anti‐PAS interaction does not depend on modified nucleotides within
the tRNALys3 molecule (Beerens et al., 2001). Recent studies confirmed the
importance of the PAS motif in viral replication and reverse transcription
(Voronin and Pathak, 2004; Yuste et al., 2005).
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C. The PAS Motif Is Conserved Among Retroviruses
Important proof for the function of the PAS motif is its absolute conser-
vation among all HIV‐1 isolates. In fact, similar contacts between the
cognate tRNA and vRNA are possible for all retrovirus genera (Beerens
and Berkhout, 2002b; Freund et al., 2001; Leis et al., 1993). A similar
interaction between a U5 motif in the genome of Rous sarcoma virus and
the TCC arm of the tRNATrp primer was previously analyzed in more detail
(Aiyar et al., 1992; Cobrinik et al., 1988, 1991; Leis et al., 1993; Morris
et al., 2002). The interaction stimulated initiation of reverse transcription
and proved essential for virus replication. These combined results suggest
that retroviral reverse transcription is activated by a common mechanism.
Interestingly, M‐fold analysis of other retroviral sequences indicates that the
PAS is usually base paired either to the PBS or to other leader sequences,
suggesting that PAS accessibility may regulate reverse transcription in the
viral life cycle. Thus, the PAS–anti‐PAS interaction has been conserved in
evolution, despite diversity in tRNA usage among the different retroviruses.
This mechanism may even be more widely conserved, since a PAS‐like
element was identified for the gypsy retrotransposon that uses tRNAArg as
primer (Beerens and Berkhout, 2002b). These observations indicate that the
process of reverse transcription is regulated by a common mechanism in all
retroviridae.
VI. Proposed Mechanism of Primer Activation _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

In summary, the PAS motif is not involved in tRNA annealing, but is
important for initiation of reverse transcription. These effects are observed
exclusively with the natural tRNALys3 primer and not with a PBS‐bound
DNA or RNA primer. The PAS sequence is complementary to the TCC arm
of tRNALys3. We propose that PAS engages in a base‐pairing interaction with
this anti‐PAS sequence (Fig. 5). In the secondary structure model of the PBS
domain, the PAS and PBS motifs are juxtaposed and the PAS sequence is
occluded by base pairing. The tRNALys3 primer anneals to the viral PBS
through base pairing with the anti‐PBS. Consequently, the acceptor and
TCC stems of the tRNA primer are opened, thus liberating the anti‐PAS
motif. Next, the PAS motif in the viral template forms a second base‐pairing
interaction with the tRNA. This renders an RNA–RNA initiation complex
that is suitable for reverse transcription. The efficiency of reverse transcrip-
tion is modulated by the strength of the PAS–anti‐PAS interaction. Elon-
gation of reverse transcription will obviously disrupt the PAS–anti‐PAS
interaction, underlining the transient nature of this base‐pairing interaction.

The presence of the PAS enhancer motif that is temporarily repressed by
base pairing provides a unique mechanism for regulation of HIV‐1 reverse



FIGURE 5 Mechanistic model for HIV‐1 reverse transcription initiation. The secondary structures of the PBS region of the HIV‐1 RNA

genome and the tRNALys3 primer are shown (AC, anticodon loop; D, D loop). The tRNA primer anneals with its 30‐terminal 18 nts to the PBS

(PBS and anti‐PBS are dark gray). An additional interaction between PAS and anti‐PAS (light gray) is required to activate the PBS‐bound tRNA
primer for reverse transcription.



FIGURE 6 In vitro switching of HIV‐1 tRNA usage. (A) Anti‐PBS and anti‐PASmotifs of the
tRNALys3 and tRNALys1,2 primers are indicated in different shades of gray. tRNALys1,2 nucleo-

tides that differ from tRNALys3 are boxed and marked in bold. The wt and mutant PAS and PBS

motifs are shown below. Nucleotides that differ from the wt sequence are marked. (B) The PBS‐
Lys1,2 (lanes 1–3), the PAS/PBS‐Lys1,2 (lanes 4–6) mutant, and wt template (lanes 7–9) were
incubated with a calf liver tRNA preparation that contains tRNALys3, tRNALys1,2, and all other

tRNA species. We tested three amounts of template RNA (10, 50, and 250 ng). Reverse

transcription was initiated from the annealed tRNA primer by addition of 32P‐dCTP and
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transcription. We speculate that this mechanism may preclude premature
reverse transcription in virus‐producing cells such that the vRNA genome is
copied only after it is appropriately packaged into virions. Although binding
of tRNALys3 to the PBS can occur in virus‐producing cells, primer activation
requires a structural rearrangement of the tRNA–vRNA complex to estab-
lish the PAS–anti‐PAS interaction (Fig. 5). It is possible that NC, which acts
as an RNA chaperone (Darlix et al., 2002; Levin et al., 2005), mediates this
conformational change. Because NC is released from the Gag precursor
protein during maturation of virion particles, this mechanism will ensure
the precise timing for activation of reverse transcription. tRNA packaging
and annealing to the PBS in viral particles is not dependent on Gag proces-
sing (Cen et al., 2000), whereas efficient tRNA primer extension is. NC may
therefore be essential in controlling an initiation step of reverse transcription
that follows these processes, which is consistent with our hypothesis. This
regulation may protect the host cell from potentially deleterious unrestricted
reverse transcription (Dhellin et al., 1997).
VII. HIV‐1 Replication with a Nonself tRNA Primer Confirms
the Importance of the PAS Motif ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. Switching tRNA Usage In Vitro
As discussed, it proved very difficult to change the identity of the tRNA
primer for reverse transcription. Only changing the HIV‐1 PBS sequence
does not produce a genetically stable virus variant. Because the PAS is
involved in tRNA primer activation via a specific base‐pairing interaction,
we replaced both the PAS and PBS in RNA transcripts with sequences
complementary to the nonself tRNALys1,2 molecules (Fig. 6A). As a control
we used the single PBS‐Lys1,2 mutant without PAS adaptation. Three con-
centrations of the wt, PBS‐Lys1,2, and PAS/PBS‐Lys1,2 templates were
incubated with a calf liver tRNA preparation that contains tRNALys3,
tRNALys1,2, and all other tRNA species. The tRNA primer was extended
with 1 nt (32P‐dCTP) by HIV‐1 RT enzyme in vitro. The wt template
produces an intense tRNALys3‐primed cDNA, and no tRNALys1,2 signal is
apparent (Fig. 6B, lanes 7–9). The tRNALys3 signal is significantly reduced
on the PBS‐Lys1,2 template, and an induced tRNALys1,2 signal is apparent of
approximately similar intensity (Fig. 6B, lanes 1–3). The additional change
HIV‐1 RTenzyme. This results in the extension of the tRNA primer with 1 nt. The radiolabeled

tRNALys3 product runs slower on the denaturing gel than tRNALys1,2 due to different base

modifications within the tRNA backbone (Das et al., 1995; Oude Essink et al., 1996). The
amount of input vRNA was quantified by DNA‐primer extension with a DNA primer (AUG

primer, lanes 10–12).
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of the PAS in the PAS/PBS‐Lys1,2 double mutant template markedly in-
creased the tRNALys1,2 signal, with a concomitant decrease of the tRNALys3

signal (Fig. 6B, lanes 4–6). The PAS adaptation enhances tRNALys1,2 usage
approximately sixfold. These in vitro results demonstrate that the identity
of the priming tRNA species can be switched by simultaneous alteration of
the PAS and PBS motifs. This observation underscores the role of PAS
in reverse transcription initiation. However, the new tRNALys1,2 primer is
used relatively inefficiently (�5% of tRNALys3‐usage on the wt template),
indicating that other determinants in the mutant template are not optimal
for tRNALys1,2 usage. Still, we pursued the possibility that tRNA usage can
be successfully switched by simultaneous adaptations of the PAS and PBS
motifs in the viral context.
B. Switching tRNA Usage In Vivo
We constructed an HIV‐1 variant with the PAS/PBS double mutation to
enforce the use of tRNALys1,2 as replication primer (Fig. 6A). We speculated
that the evolutionary jump in primer usage from tRNALys3 to tRNALys1,2

would be relatively easy for HIV‐1. The two primers are similar and are
selectively packaged via the LysRS‐dependent mechanism, which does not
discriminate among the tRNALys isoacceptors. Virus replication of the PAS/
PBS double mutant was determined and compared to the wt and the single
PBS‐Lys1,2 mutant virus (Fig. 7). The ranking order of replication was
FIGURE 7 Replication capacity of PAS/PBS‐Lys1,2 mutant virus. SupT1 cells were trans-

fected with the proviral constructs. CA‐p24 production was measured in the culture medium at

several days post‐transfection. The PBS‐Lys1,2 mutant virus was unstable: the PBS reverted to
the wt PBS‐Lys3 sequence. The PAS/PBS‐Lys1,2 virus was severely crippled in replication

capacity.



Initiation of HIV-1 Reverse Transcription 121
determined as wt>PBS‐Lys1,2>PAS/PBS‐Lys1,2. The relatively efficient rep-
lication and instability of the PBS‐Lys1,2 single mutant was reported previ-
ously (Das et al., 1995). Addition of the PAS‐Lys1,2 mutation severely
decreased virus replication and did not rescue replication of the PBS mutant.
Rescue would be expected if no other viral factors were implicated in
selective tRNA usage. However, several viral factors that closely interact
with the tRNA primer may be involved such as the RT enzyme. Thus, other
incompatibility problems may not be solved by the imposed usage of a
nonself tRNA primer in the PAS/PBS double mutants.

We set out to obtain faster replicating revertant viruses for the PAS/PBS‐
Lys1,2 mutant. A priori, two evolution routes can be envisaged. First, the
virus can restore tRNALys3 usage by reversion to the wt PBS motif. However,
priming by tRNALys3 is inhibited at two levels by the PAS/PBS mutations:
tRNA annealing and initiation of reverse transcription. Usage of the new
primer is enhanced by these mutations. These combined effects may block
the wt‐reversion route. Second, the virus can optimize replication with the
new tRNA primer, and adaptive changes may thus be acquired in the viral
RTenzyme or other cofactors. This latter evolutionary route is very interest-
ing because it may reveal other viral determinants of selective tRNA usage.

We maintained 17 independent cultures with PAS/PBS‐Lys1,2 mutants,
and break‐through replication was monitored within a few weeks in three
cultures. Virus was passaged repeatedly and the RNA leader sequence
(including the PAS and PBS motifs) was determined for the virus progeny.
Partial leader sequences of the revertant PAS/PBS‐Lys1,2 viruses are shown
in Fig. 8. Three cultures showed signs of replication of PAS/PBS‐Lys1,2
revertants. Two variants reverted back to the wt PBS‐lys3. The input PAS/
PBS‐Lys1,2 motifs were maintained in only one culture (L4, Fig. 8). This
variant continued to replicate with a tRNALys1,2 primer up to day 75, but a
mixed wt‐mutant PBS sequence was detected at day 97. We therefore used
the day 47 sample to start a second round of evolution by infecting six fresh
SupT1 cell cultures in parallel. All cultures became infected with L4‐derived
variants that maintained the mutant PBS‐Lys1,2 up to day 116. This obser-
vation suggests that the L4 viruses acquired at least one adaptive change
outside the PBS motif to accommodate tRNALys1,2 in the second round of
evolution. An interesting change was observed within the PAS motif in five
out of six revertants (Fig. 8). The mutant PAS‐Lys1,2 differs from the wt
PAS‐Lys3 element at two nucleotide positions. These nucleotides did not
revert, but an additional PAS residue was altered (U126C, indicated by R1).
In the interaction model presented in Fig. 5, we see that a U‐G base pair is
replaced by a stronger C‐G base pair in the PAS–anti‐PAS interaction with
tRNALys1,2 (Fig. 9).

The original L4 revertant did not yet contain the R1 adaptation (Fig. 8).
Nevertheless, this virus replicated relatively efficiently, suggesting that at
least one other critical mutation must be present elsewhere in the viral



FIGURE 8 Evolution of the PAS/PBS‐Lys1,2 mutant M. SupT1 cells were transfected with
the molecular clones. Breakthrough replication was observed in some cultures, and virus was

cell‐free passaged to fresh cells. (A) The identity of the PBS motif is indicated as a function of the

evolution time. The input mutant PBS is shown as an open box, the wt revertant as a black box,

and mixed wt/revertant sequences as a gray box. (B) The culture number, the day of harvest, and
the sequence of the proviral DNA that was isolated from infected cells are listed. The two

mutated PAS and PBS nucleotides are indicated in bold and underlined. Nucleotide changes

acquired during evolution are in white surrounded by a black box (N indicates a mixed

sequence). Mutations in the region just upstream of the PAS that are observed in some cultures
may reflect G‐to‐A hypermutation. These transitions have been described previously for other

leader revertant viruses and were therefore not analyzed further (Berkhout et al., 2001). The R1
reversion (U126C) is observed in five out of six L4 cultures at 116 days post‐transfection. The
R2 reversion in the RNaseH domain (Gly490Glu) was observed in the L4‐d47 virus sample.
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genome to facilitate reverse transcription primed by the nonself tRNALys1,2

molecule. We assumed that the L4‐d47 virus has a major adaptive change
elsewhere in the viral genome that allows efficient tRNALys1,2 usage. Because
no significant changes were present in the leader domain surrounding the
PAS/PBS motifs, we sequenced the complete RT gene. One mutation within



FIGURE 9 The PAS reversion optimizes tRNA annealing. A close‐up of the activated

template‐tRNA initiation complex is shown with the PBS–anti‐PBS and PAS–anti‐PAS interac-

tions in light and dark gray, respectively (see also Fig. 5). These interactions are indicated for the
wt leader with tRNALys3, and for the PAS/PBS‐Lys1,2 mutant (M) and the M‐R1 revertant with

tRNALys1,2. The sequence differences between wt, M and R1 leader RNA, and the tRNALys3

versus tRNALys1,2 are in bold and marked by dots. The R1 reversion (U126C; indicated by an

arrowhead) stabilizes the PAS–anti‐PAS interaction (substitution of a weak U‐G base pair by a
very stable C‐G base pair).
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the RT gene was ident ified (indicat ed by R2) , which leads to an ami no acid
change (G49 0E) in the RN aseH doma in. The muta tion was mai ntained in
later sampl es. The G490 residu e is absolutel y conserved amon g virus isolates
of all HIV ‐ 1 sub types an d of related SIV and HIV ‐ 2 virus es that also use
tRNA Lys3 as prim er. Interest ingly, residu e 490 is protrudi ng from the RNa -
seH domai n in the X ‐ ray struc ture of the RT p51 ‐ p66 heter odimer. Thus ,
residue 490 seems ideall y positione d to act as ‘‘gatekee per’’ for the cleft in
between the RNaseH an d RT dom ains. We specul ate that pa rt of the tRNA
molecul e binds in this cle ft, which is consi stent with previous cross ‐ linking
studies (M ishima an d Steitz , 1995 ). The se resul ts also imply the RN aseH
domain of HIV ‐ 1 RT in selective tRNA bindi ng. The combin ed observa tions
convinced us to look into the PAS and RT rever sions in more detai l.
C . Role of the PAS and RT Mutations in tRNALys1,2

Primer Usage
We confi rmed that the PAS‐ muta tion R1 and the RT‐ muta tion R2
increase the repl ication of the PAS/PB S‐Lys1 ,2 mutan t virus, and stabili ze
the usage of the tRNA Lys1,2 primer. The R1 PAS chan ge signi ficantly
increase d replica tion of the tRNA Lys1,2‐ using virus, even in the ab sence of
the R2 reversion in RT (Fig. 10). No gross effect of R2 on replication of the



FIGURE 10 Replication of the wt, the PAS/PBS‐Lys1,2 mutant, and cloned revertant viruses.

SupT1 cells were infected with equal amount of viruses. Virus production was measured in the

culture medium for several days. M indicates the original PAS/PBS‐Lys1,2 mutant, R1 indicates

the U126C reversion in the PASmotif, and R2 indicates the Gly490Glu reversion in the RNaseH
domain.
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wt and mutant viruses could be observed, but more sensitive virus competi-
tion assays indicated the following ranking order: wt � wt‐R2 � M‐R1 �
M‐R12>M‐R2>M. The impact of the R1mutation on restoration of virus
replication is significantly greater than that of the R2 mutation. R1 may also
stabilize tRNALys1,2 usage more potently than R2. R2 did not significantly
affect viral replication in a wt and R1 background. Apparently, R2 only
stimulates viral replication when the tRNA–vRNA interaction is subopti-
mal. The R2 mutation in RT was recently tested in the context of other
nonself tRNA‐using HIV‐1 variants, and the results confirm that this adap-
tation does not stabilize the usage of non‐Lys primers in PBS‐A‐rich loop
mutants (Xu and Morrow, 2006). Further in vitro studies with recombinant
RT may shed more light on the specific role of the RNaseH domain and the
R2 mutation in tRNA selection.

To confirm that R1 and R2 can stabilize tRNALys1,2 usage, we passaged
the molecularly cloned M‐R1 and M‐R12 viruses for over a year. The
sequences of the leader RNA and the RT gene were analyzed. Most impor-
tantly, all viruses continued to use tRNALys1,2. The R1 reversion was main-
tained in the entire quasispecies population in all cultures. These data
suggest that R1 effectively prevents the switch to tRNALys3, possibly by
improving the use of tRNALys1,2. In case the PAS motif is involved in
activation of the tRNA primer and not so much in the annealing of the
primer onto the PBS, introduction of R1 in the PAS‐Lys1,2 motif will result
in enhanced primer activation in M‐R1 virus particles. We therefore identi-
fied the primer that is placed onto the viral PBS inside virus particles.
In M and M‐R1 virus particles, tRNALys1,2 was identified as the primer.



Initiation of HIV-1 Reverse Transcription 125
The occupan cy of the PBS was sim ilar in M, M ‐ R1, and wt viruses. The
primer extension defec t of the M muta nt was corre cted by the R1 muta tion
(Ooms et al., 2007). These da ta confi rm the im portant role of the PAS moti f
in primer activat ion and vira l replicati on.
VIII. Conclusions _______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Specifi city for the tRNA Lys3 primer is strict ly maintain ed in HIV ‐ 1
evolution. Prim er speci ficity is imp osed by at least three mec hanisms: selec-
tive tR NA pa ckagin g into virus pa rticles, specific bindi ng of tRNA to the
viral template, and specific contac ts between the initi ation co mplex and RT.
Therefo re, a change in prim er usage by HIV ‐ 1 requi res adaptat ions in many
of its constitue nts: multip le motifs within the vira l leader RNA, and possi bly
the Gag and RT proteins ne ed to be chan ged simult aneously. This creates a
high gen etic ba rrier for the spontane ous evolut ion of an altered tR NA
primer specifici ty.

Earlier ex periments from sever al labora tories have sho wn that a ltering
the PBS sequ ence alone is not sufficient to stabl y switch tRNA usage ( Das
et al., 1995; Li et al., 1994; Wakefield et al., 1995). Additional studies
showed that the upstream RNA motif PAS is critically involved in tRNA‐
primed reverse transcription (Beerens and Berkhout, 2002a; Beerens et al.,
2001). The PAS motif exerts its function not by enhancing tRNA annealing
to the PBS, but by activating initiation of reverse transcription. The PAS
motif engages in a base‐pairing interaction with the complementary anti‐
PAS sequence in the tRNAwhich likely results in the formation of a higher
order RNA structure that is suitable for reverse transcription (Fig. 5). This
complex, multistep initiation process allows strict regulation of reverse
transcription. By adaptation of both PAS and PBS motifs, the HIV‐1 leader
could be changed to accommodate the tRNALys1,2 primer for initiation of
reverse transcription in vitro (Beerens and Berkhout, 2002b). We also con-
structed PAS/PBS double mutant viruses that should accommodate
tRNALys1,2 as reverse transcription primer. Since tRNALys1,2 isoacceptors
are selectively packaged via the Gag‐Pol–LysRS‐tRNA complex, the mutant
virus is not expected to encounter difficulties in tRNALys1,2 packaging.
Nevertheless, the mutant virus was severely affected in replication efficiency
and it could still revert to a tRNALys3‐using virus, but acquisition of a
second‐site reversion in the PAS motif stabilized tRNALys1,2 usage and
improved replication. Fine‐tuning of the PAS–anti‐PAS interaction strength
turns out to be the most decisive change to yield a virus that stably uses
tRNALys1,2.

The role of the PAS motif in reverse transcription was recently
challenged by others (Goldschmidt et al., 2003). These authors recon-
structed the 2L, 2R, and 2LR mutants from our initial study and performed



126 Abbink and Berkhout
rever se trans criptio n an d struc ture prob ing experime nts. In our han ds the 2L
muta tion strong ly reduce d and the 2R muta tion profound ly stimulate d
rever se trans cription initia tion. Gold schmidt et al. obs erved an elonga tion
defec t of the 2L muta tion and no effect of the 2R mutatio n. Based on
struc ture pro bing ex periments on the nak ed HIV ‐ 1 RNA, aberra nt folding
of the templat e rathe r than inactiv ation of the PAS sequenc e was argued to
cause the rever se trans cripti on defect of the 2L muta nt. We previousl y
ad dressed this rathe r co mplex issue ( Huthof f et al. , 2003 ). Careful inspec-
tion of the in vit ro rever se trans cripti on data in the Goldschm idt study
revea ls a tRNA ‐ speci fic defect in the synthe sis of the first premature cDNA
pro duct (w hich is the best marker for initiatio n in this assay) on the 2L
an d 2LR templat es that is not observe d in RNA oligon ucleoti de ‐pr imed
react ion, argui ng for a PAS effect. The disc repancy with our results may be
caused sole ly by differe nces in initi ation an d elonga tion; we therefore feel it
is of uttermos t im portanc e to pe rform 1 nt ‐ incor poration react ions in case
one wants to study reverse trans criptio n initi ation. Recent studi es in our
labora tory show that priming from an RN A oligon ucleotid e is unaffecte d
by the 2L muta tion, confirm ing the requi rement of the PAS moti f in tRNA ‐
prim ed reverse transcrip tion (Ooms et al., 2007) . Further more, we demon-
strated the 2L defect and the 2R upregulation in a physiological setting by
analyzing reverse transcription products from the mutant virion particles
(Beerens and Berkhout, 2002a). In this chapter, we discussed in detail the
wealth of experimental evidence in favor of the importance of the PAS motif
in reverse transcription, including the successful switch to tRNALys1,2 usage
in vitro and in vivo by a simultaneous change of the PAS and PBS sequences
(Abbink et al., 2004; Beerens and Berkhout, 2002a,b; Beerens et al., 2001).
Also the conservation of the PAS motif among all retroviruses strongly
supports the role of the PAS enhancer motif.

We demonstrated that the efficiency of reverse transcription can be up‐
or downregulated by mutations in the HIV‐1 PAS element that strengthen or
weaken the interaction with the tRNA primer. Furthermore, reverse tran-
scription of the wt HIV‐1 template appears restricted by inclusion of the PAS
in a repressive RNA secondary structure. This mechanism may preclude
premature reverse transcription in the virus‐producing cell such that the
vRNA genome is copied only after it is appropriately dimerized and pack-
aged in mature virions. Although binding of tRNALys3 to the PBS may occur
relatively early in the virus‐producing cells, activation of the primer will
require a structural rearrangement of the vRNA–tRNA complex to establish
the PAS–anti‐PAS interaction. This conformational change may be facili-
tated by NC, which acts as an RNA chaperone. Because NC is only released
from the Gag precursor protein during virus maturation, this will ensure the
proper timing of initiation of reverse transcription.
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Sinoussi, F., LeGrice, S. F. J., and Darlix, J. L. (1989). HIV‐1 reverse transcriptase

specifically interacts with the anticodon domain of its cognate primer tRNA. EMBO J.
11, 3279–3285.

Barat, C., Le Grice, S. F., and Darlix, J. L. (1991). Interaction of HIV‐1 reverse transcriptase

with a synthetic form of its replication primer, tRNA(Lys,3). Nucleic Acids Res. 19,
751–757.

Barat, C., Schatz, O., Le Grice, S., and Darlix, J. L. (1993). Analysis of the interactions of
HIV‐1 replication primer tRNA(Lys, 3) with nucleocapsid protein and reverse transcrip-

tase. J. Mol. Biol. 231, 185–190.
Baudin, F., Marquet, R., Isel, C., Darlix, J. L., Ehresmann, B., and Ehresmann, C. (1993).

Functional sites in the 50 region of human immunodeficiency virus type 1 RNA form

defined structural domains. J. Mol. Biol. 229, 382–397.



128 Abbink and Berkhout
Beerens, N., and Berkhout, B. (2002a). The tRNA primer activation signal in the HIV‐1
genome is important for initiation and processive elongation of reverse transcription.

J. Virol. 76, 2329–2339.
Beerens, N., and Berkhout, B. (2002b). Switching the in vitro tRNA usage of HIV‐1 by

simultaneous adaptation of the PBS and PAS. RNA 8, 357–369.

Beerens, N., Groot, F., and Berkhout, B. (2000a). Stabilization of the U5‐leader stem in the

HIV‐1 RNA genome affects initiation and elongation of reverse transcription. Nucleic
Acids Res. 28, 4130–4137.

Beerens, N., Klaver, B., and Berkhout, B. (2000b). A structured RNA motif is involved in the

correct placement of the tRNALys3 primer onto the human immunodeficiency virus

genome. J. Virol. 74, 2227–2238.
Beerens, N., Groot, F., and Berkhout, B. (2001). Initiation of HIV‐1 reverse transcription is

regulated by a primer activation signal. J. Biol. Chem. 276, 31247–31256.
Ben Artzi, H., Shemesh, J., Zeelon, E., Amit, B., Kleiman, L., Gorecki, M., and Panet, A.

(1996). Molecular analysis of the second template switch during reverse transcription of

the HIV RNA template. Biochemistry 35, 10549–10557.

Berkhout, B. (1996). Structure and function of the human immunodeficiency virus leader RNA.

Prog. Nucleic Acid Res. Mol. Biol. 54, 1–34.
Berkhout, B. (1997). The primer‐binding site on the RNA genome of human and simian

immunodeficiency viruses is flanked by an upstream hairpin structure. Nucleic Acids Res.
25, 4013–4017.

Berkhout, B., Klaver, B., and Das, A. T. (1997). Forced evolution of a regulatory RNA helix in
the HIV‐1 genome. Nucleic Acids Res. 25, 940–947.

Berkhout, B., Das, A. T., and Beerens, N. (2001). HIV‐1 RNA editing, hypermutation and

error‐prone reverse transcription. Science 292, 7.
Berwin, B., and Barklis, E. (1993). Retrovirus‐mediated insertion of expressed and non‐

expressed genes at identical chromosomal locations. Nucleic Acids Res. 21, 2399–2407.
Cen, S., Khorchid, A., Gabor, J., Rong, L., Wainberg, M. A., and Kleiman, L. (2000).

Roles of Pr55(gag) and NCp7 in tRNA(3)(Lys) genomic placement and the initiation
step of reverse transcription in human immunodeficiency virus type 1. J. Virol. 74,

10796–10800.

Cen, S., Khorchid, A., Javanbakht, H., Gabor, J., Stello, T., Shiba, K., Musier‐Forsyth, K., and
Kleiman, L. (2001). Incorporation of lysyl‐tRNA synthetase into human immuno-
deficiency virus type 1. J. Virol. 75, 5043–5048.

Cen, S., Javanbakht, H., Kim, S., Shiba, K., Craven, R., Rein, A., Ewalt, K., Schimmel, P.,

Musier‐Forsyth, K., and Kleiman, L. (2002). Retrovirus‐specific packaging of aminoacyl‐
tRNA synthetases with cognate primer tRNAs. J. Virol. 76, 13111–13115.

Cen, S., Javanbakht, H., Niu, M., and Kleiman, L. (2004a). Ability of wild‐type and mutant

lysyl‐tRNA synthetase to facilitate tRNA(Lys) incorporation into human immunodefi-

ciency virus type 1. J. Virol. 78, 1595–1601.
Cen, S., Niu, M., and Kleiman, L. (2004b). The connection domain in reverse transcriptase

facilitates the in vivo annealing of tRNALys3 to HIV‐1 genomic RNA. Retrovirology 1,

33–39.

Charneau, P., Alizon, M., and Clavel, F. (1992). A second origin of DNA plus‐strand
synthesis is required for optimal human immunodeficiency virus replication. J. Virol. 66,
2814–2820.

Charneau, P., Mirambeau, G., Roux, P., Paulous, S., Buc, H., and Clavel, F. (1994). HIV‐1
reverse transcription. A termination step at the center of the genome. J. Mol. Biol. 241,
651–662.

Cobrinik, D., Soskey, L., and Leis, J. (1988). A retroviral RNA secondary structure required for

efficient initiation of reverse transcription. J. Virol. 62, 3622–3630.



Initiation of HIV-1 Reverse Transcription 129
Cobrinik, D., Aiyar, A., Ge, Z., Katzman, M., Huang, H., and Leis, J. (1991). Overlapping

retrovirus U5 sequence elements are required for efficient integration and initiation of

reverse transcription. J. Virol. 65, 3864–3872.
Colicelli, J., and Goff, S. P. (1986). Isolation of a recombinant murine leukemia virus utilizing a

new primer tRNA. J. Virol. 57, 37–45.
Cordell, B., Swanstrom, R., Goodman, H. M., and Bishop, J. M. (1979). tRNA type as primer

for RNA‐directed DNA polymerase: Structural determinants of function. J. Biol. Chem.
254, 1866–1874.

Cusack, S., Yaremchuk, A., and Tukalo, M. (1996). The crystal structures of T. thermophilus

lysyl‐tRNA synthetase complexed with E. coli tRNA(Lys) and a T. thermophilus tRNA

(Lys) transcript: Anticodon recognition and conformational changes upon binding of a
lysyl‐adenylate analogue. EMBO J. 15, 6321–6334.

Damgaard, C. K., Andersen, E. S., Knudsen, B., Gorodkin, J., and Kjems, J. (2004). RNA

interactions in the 50 region of the HIV‐1 genome. J. Mol. Biol. 336, 369–379.
Darlix, J. L., Lastra, M. L., Mely, Y., and Roques, B. (2002). Nucleocapsid protein

chaperoning of nucleic acids at the heart of HIV structure, assembly and cDNA

synthesis. In ‘‘HIV Sequence Compendium 2002’’ (C. Kuiken, B. Foley, E. Freed, B. Hahn,

P. Marx, F. McCutchan, J. Mellors, S. Wolinsky, and B. Korber, Eds.), pp. 69–88. Los
Alamos National Laboratory, Theoretical Biology and Biophysics Group, Los Alamos,

New Mexico.

Das, A. T., Koken, S. E. C., Oude Essink, B. B., van Wamel, J. L. B., and Berkhout, B. (1994).

Human immunodeficiency virus uses tRNA(Lys,3) as primer for reverse transcription in
HeLa‐CD4þ cells. FEBS Lett. 341, 49–53.

Das, A. T., Klaver, B., and Berkhout, B. (1995). Reduced replication of human immunodefi-

ciency virus type 1 mutants that use reverse transcription primers other than the natural
tRNA(3Lys). J. Virol. 69, 3090–3097.

Das, A. T., Klaver, B., and Berkhout, B. (1997). Sequence variation of the HIV primer‐binding
site suggests the use of an alternative tRNALys molecule in reverse transcription. J. Gen.
Virol. 78, 837–840.

Das, A. T., van Dam, A. P., Klaver, B., and Berkhout, B. (1998). Improved envelope function

selected by long‐term cultivation of a translation‐impaired HIV‐1 mutant. Virology 244,

552–562.

Das, A. T., Vink, M., and Berkhout, B. (2005). Alternative tRNA priming of human
immunodeficiency virus type 1 reverse transcription explains sequence variation in the

primer‐binding site that has been attributed to APOBEC3G activity. J. Virol. 79,

3179–3181.

De Rocquigny, H., Gabus, C., Vincent, A., Fournie‐Zaluski,M.‐C., Roques, B., and Darlix, J.‐L.
(1992). Viral RNA annealing activities of human immunodeficiency virus type 1

nucleocapsid protein require only peptide domains outside the zinc fingers. Proc. Natl.
Acad. Sci. USA 89, 6472–6476.

Delahunty, M. D., Wilson, S. H., and Karpel, R. L. (1994). Studies on primer binding of HIV‐1
reverse transcriptase using a fluorescent probe. J. Mol. Biol. 236, 469–479.

Dhellin, O., Maestre, J., and Heidmann, T. (1997). Functional differences between the human

LINE retrotransposon and retroviral reverse transcriptases for in vivo mRNA reverse
transcription. EMBO J. 16, 6590–6602.

Di Marzo Veronese, F., Copeland, T. D., DeVico, A. L., Rahman, R., Oroszlan, S., Gallo, R. C.,

and Sarngadharan, M. G. (1986). Characterization of highly immunogenic p66/p51 as

the reverse transcriptase of HTLV‐III/LAV. Science 231, 1289–1291.
Dufour, E., Reinbolt, J., Castroviejo, M., Ehresmann, B., Litvak, S., Tarrago‐Litvak, L., and

Andreola, M.‐L. (1999). Cross‐linking localization of a HIV‐1 reverse transcriptase

peptide involved in the binding of primer tRNALys3. J. Mol. Biol. 285, 1339–1346.



130 Abbink and Berkhout
Dupuy, L. C., Kelly, N. J., Elgavish, T. E., Harvey, S. C., and Morrow, C. D. (2003). Probing

the importance of tRNA anticodon: Human immunodeficiency virus type 1 (HIV‐1) RNA

genome complementarity with an HIV‐1 that selects tRNA(Glu) for replication. J. Virol.
77, 8756–8764.

Esposito, D., and Craigie, R. (1998). Sequence specificity of viral end DNA binding by HIV‐1
integrase reveals critical regions for protein‐DNA interaction. EMBO J. 17, 5832–5843.

Feng, Y.‐X., Campbell, S., Harvin, D., Ehresmann, B., Ehresmann, C., and Rein, A. (1999).
The human immunodeficiency virus type 1 Gag polyprotein has nucleic acid chaperone

activity: Possible role in dimerization of genomic RNA and placement of tRNA on the

primer binding site. J. Virol. 73, 4251–4256.
Freund, F., Boulme, F., Litvak, S., and Tarrago‐Litvak, L. (2001). Initiation of HIV‐2 reverse

transcription: A secondary structure model of the RNA‐tRNA(Lys3) duplex. Nucleic
Acids Res. 29, 2757–2765.

Fu, W., Ortiz‐Conde, B. A., Gorelick, R. J., Hughes, S. H., and Rein, A. (1997). Placement of
tRNA primer on the primer‐binding site requires pol gene expression in avian but not

murine retroviruses. J. Virol. 71, 6940–6946.
Gabor, J., Cen, S., Javanbakht, H., Niu, M., and Kleiman, L. (2002). Effect of altering the

tRNA concentration in human immunodeficiency virus type 1 upon its annealing to viral
RNA, Gag‐Pol incorporation, and viral infectivity. J. Virol. 76, 9096–9102.

Goff, S. P. (1990). Retroviral reverse transcriptase: Synthesis, structure, and function. J. Acquir.
Immune Defic. Syndr. 3, 817–831.

Goldschmidt, V., Ehresmann, C., Ehresmann, B., and Marquet, R. (2003). Does the HIV‐1
primer activation signal interact with tRNA(3)(Lys) during the initiation of reverse

transcription? Nucleic Acids Res. 31, 850–859.
Goldschmidt, V., Paillart, J. C., Rigourd, M., Ehresmann, B., Aubertin, A. M., Ehresmann, C.,

and Marquet, R. (2004). Structural variability of the initiation complex of HIV‐1 reverse

transcription. J. Biol. Chem. 279, 35923–35931.
Guo, F., Cen, S., Niu, M., Javanbakht, H., and Kleiman, L. (2003). Specific inhibition of

the synthesis of human lysyl‐tRNA synthetase results in decreases in tRNA(Lys) incor-
poration, tRNA(3)(Lys) annealing to viral RNA, and viral infectivity in human

immunodeficiency virus type 1. J. Virol. 77, 9817–9822.
Guyader, M., Emerman, M., Sonigo, P., Clavel, F., Montagnier, L., and Alizon, M. (1987).

Genome organization and transactivation of the human immunodeficiency virus type 2.
Nature 326, 662–669.

Halwani, R., Cen, S., Javanbakht, H., Saadatmand, J., Kim, S., Shiba, K., and Kleiman, L.

(2004). Cellular distribution of Lysyl‐tRNA synthetase and its interaction with Gag

during human immunodeficiency virus type 1 assembly. J. Virol. 78, 7553–7564.
Harada, F., Sawyer, R. C., and Dahlberg, J. E. (1975). A primer ribonucleic acid for initiation

of in vitro Rous sarcarcoma virus deoxyribonucleic acid synthesis. J. Biol. Chem. 250,
3487–3497.

Harada, F., Peters, G. G., and Dahlberg, J. E. (1979). The primer tRNA for Moloney murine

leukemia virus DNA synthesis. Nucleotide sequence and aminoacylation of tRNAPro.

J. Biol. Chem. 254, 10979–10985.
Hargittai, M. R., Mangla, A. T., Gorelick, R. J., and Musier‐Forsyth, K. (2001). HIV‐1

nucleocapsid protein zinc finger structures induce tRNA(Lys,3) structural changes but are

not critical for primer/template annealing. J. Mol. Biol. 312, 985–997.
Haseltine, W. A., Panet, A., Smoler, D., Baltimore, D., Peters, G., Harada, F., and Dahlberg, J. E.

(1977). Interaction of tryptophan tRNA and avianmyeloblastosis virus reverse transcriptase:
Further characterization of the binding reaction. Biochemistry 16, 3625–3632.

Huang, Y., Mak, J., Cao, Q., Li, Z., Wainberg, M. A., and Kleiman, L. (1994). Incorporation

of excess wild‐type and mutant tRNA(3Lys) into human immunodeficiency virus type 1.
J. Virol. 68, 7676–7683.



Initiation of HIV-1 Reverse Transcription 131
Huang, Y., Wang, J., Shalom, A., Li, Z., Khorchid, A., Wainberg, M. A., and Kleiman, L.

(1997). Primer tRNALys3 on the viral genome exists in unextended and two‐base
extended forms within mature human immunodeficiency virus type 1. J. Virol. 71,
726–728.

Hungnes, O., Tjotta, E., and Grinde, B. (1992). Mutations in the central polypurine tract of

HIV‐1 result in delayed replication. Virology 190, 440–442.

Huthoff, H., Bugala, K., Barciszewski, J., and Berkhout, B. (2003). On the importance of the
primer activation signal for initiation of tRNA(lys3)‐primed reverse transcription of

the HIV‐1 RNA genome. Nucleic Acids Res. 31, 5186–5194.
Isel, C., Marquet, R., Keith, G., Ehresmann, C., and Ehresmann, B. (1993). Modified

nucleotides of tRNA(3Lys) modulate primer/template loop‐ loop interaction in the
initiation complex of HIV‐1 reverse transcription. J. Biol. Chem. 268, 25269–25272.

Isel, C., Ehresmann, C., Keith, G., Ehresmann, B., and Marquet, R. (1995). Initiation of reverse

transcription of HIV‐1: Secondary structure of the HIV‐1 RNA/tRNA(3Lys) (template/
primer). J. Mol. Biol. 247, 236–250.

Isel, C., Lanchy, J.‐M., Le Grice, S. F. J., Ehresmann, C., Ehresmann, B., and Marquet, R.

(1996). Specific initiation and switch to elongation of human immunodeficiency virus

type 1 reverse transcriptase require the post‐transcriptional modifications of primer
tRNALys3. EMBO J. 15, 917–924.

Isel, C., Keith, G., Ehresmann, B., Ehresmann, C., and Marquet, R. (1998). Mutational

analysis of the tRNA3Lys/HIV‐1 RNA (primer/template) complex.Nucleic Acids Res. 26,
1198–1204.

Isel, C., Westhof, E., Massire, C., Le Grice, S. F. J., Ehresmann, B., Ehresmann, C., and

Marquet, R. (1999). Structural basis for the specificity of the initiation of HIV‐1 reverse

transcription. EMBO J. 18, 1038–1048.
Iwatani, Y., Rosen, A. E., Guo, J., Musier‐Forsyth, K., and Levin, J. G. (2003). Efficient

initiation of HIV‐1 reverse transcription in vitro. Requirement for RNA sequences

downstream of the primer binding site abrogated by nucleocapsid protein‐dependent
primer‐template interactions. J. Biol. Chem. 278, 14185–14195.

Javanbakht, H., Cen, S., Musier‐Forsyth, K., and Kleiman, L. (2002). Correlation between

tRNALys3 aminoacylation and its incorporation into HIV‐1. J. Biol. Chem. 277,

17389–17396.

Javanbakht, H., Halwani, R., Cen, S., Saadatmand, J., Musier‐Forsyth, K., Gottlinger, H., and
Kleiman, L. (2003). The Interaction between HIV‐1 Gag and Human Lysyl‐tRNA

Synthetase during Viral Assembly. J. Biol. Chem. 278, 27644–27651.
Jiang, M., Mak, J., Wainberg, M. A., Parniak, M. A., Cohen, E., and Kleiman, L. (1992).

Variable tRNA content in HIV‐1IIIB. Biochem. Biophys. Res. Commun. 185,
1005–1015.

Jiang, M., Mak, J., Ladha, A., Cohen, E., Klein, M., Rovinski, B., and Kleiman, L. (1993).

Identification of tRNAs incorporated into wild‐type and mutant human immunodeficien-
cy virus type 1. J. Virol. 67, 3246–3253.

Jiang, M., Mak, J., Huang, Y., and Kleiman, L. (1994). Reverse transcriptase is an important

factor for the primer tRNA selection in HIV‐1. Leukemia 8(Suppl. 1), S149–S151.

Kang, S.‐M., Wakefield, J. K., and Morrow, C. D. (1996). Mutations in both the U5 region and
the primer‐binding site influence the selection of the tRNA used for the initiation of

HIV‐1 reverse transcription. Virology 222, 401–414.

Kang, S.‐M., Zhang, Z., and Morrow, C. D. (1999). Identification of a human immunodefi-

ciency virus type 1 that stably uses tRNAlys1,2 rather than tRNAlys3 for initiation of
reverse transcription. Virology 257, 95–105.

Khorchid, A., Javannbakht, H., Wise, S., Halwani, R., Parniak, M. A., Wainberg, M. A., and

Kleiman, L. (2000). Sequences within Pr160gag‐pol affecting the selective packaging of
primer tRNAlys3 into HIV‐1. J. Mol. Biol. 299, 17–26.



132 Abbink and Berkhout
Kohlstaedt, L. A., and Steitz, T. A. (1992). Reverse transcriptase of human immuno-

deficiency virus can use either human tRNA(3Lys) or Escherichia coli tRNA(2Gln)

as a primer in an in vitro primer‐utilization assay. Proc. Natl. Acad. Sci. USA 89,
9652–9656.

Konstantinova, P., de Haan, P., Das, A. T., and Berkhout, B. (2006). Hairpin‐induced tRNA‐
mediated (HITME) recombination in HIV‐1. Nucleic Acids Res. 34, 2206–2218.

Kovaleski, B. J., Kennedy, R., Hong, M. K., Datta, S. A., Kleiman, L., Rein, A., and Musier‐
Forsyth, K. (2006). In vitro characterization of the interaction between HIV‐1 Gag and

human lysyl‐tRNA synthetase. J. Biol. Chem. 281, 19449–19456.
Lanchy, J.‐M., Isel, C., Keith, G., Le Grice, S. F. J., Ehresmann, C., and Marquet, R. (2000).

Dynamics of the HIV‐1 reverse transcription complex during initiation of DNA synthesis.
J. Biol. Chem. 275, 12306–12312.

Leis, J., Aiyar, A., and Cobrinik, D. (1993). Regulation of initiation of reverse transcription of

retroviruses. In ‘‘Reverse Transcriptase’’ (A. M. Skalka and S. P. Goff, Eds.), pp. 33–48.
Cold Spring Harbor Laboratory Press, Cold Spring Harbor.

Levin, J. G., and Seidman, J. G. (1981). Effect of polymerase mutations on packaging of primer

tRNAPro during murine leukemia virus assembly. J. Virol. 38, 403–408.
Levin, J. G., Guo, J., Rouzina, I., and Musier‐Forsyth, K. (2005). Nucleic acid chaperone

activity of HIV‐1 nucleocapsid protein: Critical role in reverse transcription and

molecular mechanism. Prog. Nucleic Acid Res. Mol. Biol. 80, 217–286.
Li, X., Mak, J., Arts, E. J., Gu, Z., Kleiman, L., Wainberg, M. A., and Parniak, M. A. (1994).

Effects of alterations of primer‐binding site sequences on human immunodeficiency virus
type 1 replication. J. Virol. 68, 6198–6206.

Li, Y., Kang, S.‐M., and Morrow, C. D. (1997a). Stability of HIV type 1 proviral genomes

that contain two distinct primer‐binding sites. AIDS Res. Hum. Retroviruses 13,
253–262.

Li, Y., Zhang, Z., Kang, S.‐M., Buescher, J. L., and Morrow, C. D. (1997b). Insights into the

interaction between tRNA and primer binding site from characterization of a unique

HIV‐1 virus which stabley maintains dual PBS complementarity to tRNAGly and
tRNAHis. Virology 238, 273–282.

Li, Y., Zhang, Z., Wakefield, J. K., Kang, S.‐M., and Morrow, C. D. (1997c). Nucleotide

substitutions within U5 are critical for efficient reverse transcription of human

immunodeficiency virus type 1 with a primer binding site complementary to tRNAHis.
J. Virol. 71, 6315–6322.

Liang, C., Li, X., Quan, Y., Laughrea, M., Kleiman, L., Hiscott, J., and Wainberg, M. A.

(1997a). Sequence elements downstream of theb human immunodeficiency virus type 1

long terminal repeat are required for efficient viral gene transcription. J. Mol. Biol. 272,
167–177.

Liang, C., Li, X., Rong, L., Inouye, P., Quan, Y., Kleiman, L., and Wainberg, M. A. (1997b).

The importance of the A‐rich loop in human immunodeficiency virus type 1 reverse
transcription and infectivity. J. Virol. 71, 5750–5757.

Liang, C., Rong, L., Morin, N., Cherry, E., Huang, Y., Kleiman, L., and Wainberg, M. A.

(1997c). The roles of human immunodeficiency virus type 1 Pol protein and the primer

binding site in the placement of primer tRNALys3 onto viral genomic RNA. J. Virol. 71,
9075–9086.

Liang, C., Rong, L., Gotte, M., Li, X., Quan, Y., Kleiman, L., and Wainberg, M. A. (1998).

Mechanistic studies of early pausing events during initiation of HIV‐1 reverse

transcription. J. Biol. Chem. 273, 21309–21315.
Lightfoote, M. M., Coligan, J. E., Folks, T. M., Fauci, A. S., Martin, M. A., and Venkatesan, S.

(1986). Structural characterization of reverse transcriptase and endonuclease polypep-

tides of the acquired immunodeficiency syndrome retrovirus. J. Virol. 6016, 771–775.
Litvak, S., and Araya, A. (1982). Primer transfer RNA in retroviruses. TIBS 7, 361–364.



Initiation of HIV-1 Reverse Transcription 133
Lori, F., Veronese, F. D. M., De Vico, A. L., Lusso, P., Reitz, Jr.,M. S., and Gallo, R. C. (1992).

Viral DNA carried by human immunodeficiency virus type 1 virions. J. Virol. 66,

5067–5074.
Lund, A. H., Duch, M., Lovmand, J., Jorgensen, P., and Pedersen, F. S. (1993). Mutated primer

binding sites interacting with different tRNAs allow efficient murine leukemia virus

replication. J. Virol. 67, 7125–7130.
Lund, A. H., Duch, M., and Pedersen, F. S. (2000). Selection of functional tRNA primers and

primer binding site sequences from a retroviral combinatorial library: Identification of

new functional tRNA primers in murine leukemia virus replication. Nucleic Acids Res.
28, 791–799.

Mak, J., and Kleiman, L. (1997). Primer tRNAs for reverse transcription. J. Virol. 71,
8087–8095.

Mak, J., Jiang, M., Wainberg, M. A., Hammarskjold, M. L., Rekosh, D., and Kleiman, L.

(1994). Role of Pr160gag‐pol in mediating the selective incorporation of tRNA(Lys) into
human immunodeficiency virus type 1 particles. J. Virol. 68, 2065–2072.

Marquet, R., Isel, C., Ehresmann, C., and Ehresmann, B. (1995). tRNAs as primer of reverse

transcriptases. Biochimie 77, 113–124.

Miller, J. T., Khvorova, A., Scaringe, S. A., and Le Grice, S. F. (2004). Synthetic tRNALys,3 as
the replication primer for the HIV‐1HXB2 and HIV‐1Mal genomes. Nucleic Acids Res.
32, 4687–4695.

Mishima, Y., and Steitz, J. A. (1995). Site‐specific crosslinking of 4‐thiouridine‐modified

human tRNALys3 to reverse transcriptase from human immunodeficiency virus type 1.
EMBO J. 14, 2679–2687.

Moore‐Rigdon, K. L., Kosloff, B. R., Kirkman, R. L., and Morrow, C. D. (2005). Preferences

for the selection of unique tRNA primers revealed from analysis of HIV‐1 replication in
peripheral blood mononuclear cells. Retrovirology 2, 21–30.

Morris, S., Johnson, M., Stavnezer, E., and Leis, J. (2002). Replication of avian sarcoma virus

in vivo requires an interaction between the viral RNA and the TpsiC loop of the tRNA

(Trp) primer. J. Virol. 76, 7571–7577.
Ooms, M., Cupac, D., Abbink, T. E. M., Huthoff, H., and Berkhout, B. (2007). The

availability of the primer activation signal (PAS) affects the efficiency of HIV‐1 reverse

transcription initiation. Nucleic Acids Res. Advance Access Published February 18, 2007,

doi: 10.1093/mol bev/msg013.
Oude Essink, B. B., Das, A. T., and Berkhout, B. (1995). Structural requirements for the

binding of tRNA Lys3 to reverse transcriptase of the human immunodeficiency virus

type 1. J. Biol. Chem. 270, 23867–23874.
Oude Essink, B. B., Das, A. T., and Berkhout, B. (1996). HIV‐1 reverse transcriptase

discriminates against non‐self tRNA primers. J. Mol. Biol. 264, 243–254.
Peters, G. G., and Hu, J. (1980). Reverse transcriptase as the major determinant for selective

packaging of tRNA’s into avian sarcoma virus particles. J. Virol. 36, 692–700.
Rhim, H., Park, J., and Morrow, C. D. (1991). Deletions in the tRNAlys primer‐binding site of

human immunodeficiency virus type 1 identify essential regions for reverse transcription.

J. Virol. 65, 4555–4564.
Richter‐Cook, N. J., Howard, K. J., Cirino, N. M., Wohrl, B. M., and Le Grice, S. F. (1992).

Interaction of tRNA(Lys‐3) with multiple forms of human immunodeficiency virus reverse

transcriptase. J. Biol. Chem. 267, 15952–15957.
Rigourd, M., Bec, G., Benas, P., Le Grice, S. F., Ehresmann, B., Ehresmann, C., andMarquet, R.

(2003). Effects of tRNA 3 Lys aminoacylation on the initiation of HIV‐1 reverse
transcription. Biochimie 85, 521–525.

Robert, D., Sallafranque‐Andreola, M. L., Bordier, B., Sarih‐Cottin, L., Tarrago‐Litvak, L.,
Graves, P. V., Barr, P. J., Fournier, M., and Litvak, S. (1990). Interactions with tRNA(Lys)



134 Abbink and Berkhout
induce important structural changes in human immunodeficiency virus reverse

transcriptase. FEBS Lett. 277, 239–242.
Rumbaugh, J. A., Fuentes, G. M., and Bambara, R. A. (1998). Processing of an HIV replication

intermediate by the human DNA replication enzyme FEN1. J. Biol. Chem. 273,

28740–28745.

Sarih‐Cottin, L., Bordier, B., Musier‐Forsyth, K., Andreola, M. L., Barr, P. J., and Litvak, S.

(1992). Preferential interaction of human immunodeficiency virus reverse transcriptase
with two regions of primer tRNA(Lys) as evidenced by footprinting studies and inhibition

with synthetic oligoribonucleotides. J. Mol. Biol. 226, 1–6.
Sawyer, R. C., and Dahlberg, J. E. (1973). Small RNAs of Rous sarcoma virus:

Characterization by two‐dimensional polyacrylamide gel electrophoresis and fingerprint
analysis. J. Virol. 12, 1226–1237.

Schwartzberg, P., Colicelli, J., and Goff, S. P. (1985). Recombination between a defective

retrovirus and homologous sequences in host DNA: Reversion by patch repair. J. Virol.
53, 719–726.

Sobol, R. W., Suhadolnik, R. J., Kumar, A., Lee, B. J., Hatfield, D. L., and Wilson, S. H. (1991).

Localization of a polynucleotide binding region in the HIV‐1 reverse transcriptase:

Implications for primer binding. Biochemistry 30, 10623–10631.
Sprinzl, M., Horn, C., Brown, M., Ioudovitch, A., and Steinberg, S. (1998). Compilation of

tRNA sequences and sequences of tRNA genes. Nucleic Acids Res. 26, 148–153.
Telesnitsky, A., and Goff, S. P. (1997). Reverse transcriptase and the generation of retroviral

DNA. In ‘‘Retroviruses’’ (J. M. Coffin, S. H. Hughes, and H. E. Varmus, Eds.),
pp. 121–160. Cold Spring Harbor Laboratory Press, Cold Spring Harbor.

Tisne, C., Roques, B. P., and Dardel, F. (2001). Heteronuclear NMR studies of the interaction

of tRNA(Lys)3 with HIV‐1 nucleocapsid protein. J. Mol. Biol. 306, 443–454.
Trono, D. (1992). Partial reverse transcripts in virions from human immunodeficiency and

murine leukemia viruses. J. Virol. 66, 4893–4900.
Voronin, Y. A., and Pathak, V. K. (2004). Frequent dual initiation in human immunodeficiency

virus‐based vectors containing two primer‐binding sites: A quantitative in vivo assay for
function of initiation complexes. J. Virol. 78, 5402–5413.

Wain‐Hobson, S., Sonigo, P., Danos, O., Cole, S., and Alizon, M. (1985). Nucleotide sequence

of the AIDS virus, LAV. Cell 40, 9–17.
Wakefield, J. K., and Morrow, C. D. (1996). Mutations within the primer binding site of the

human immunodeficiency virus type 1 define sequence requirements essential for reverse

transcription. Virology 220, 290–298.

Wakefield, J. K., Wolf, A. G., and Morrow, C. D. (1995). Human immunodeficiency virus

type 1 can use different tRNAs as primers for reverse transcription but selectively
maintains a primer binding site complementary to tRNALys3. J. Virol. 69, 6021–6029.

Wakefield, J. K., Kang, S.‐M., and Morrow, C. D. (1996). Construction of a type 1 human

immunodeficiency virus that maintains a primer binding site complementary to tRNAHis.
J. Virol. 70, 966–975.

Wang, J., Dykes, C., Domaoal, R. A., Koval, C. E., Bambara, R. A., and Demeter, L. M.

(2006). The HIV‐1 reverse transcriptase mutants G190S and G190A, which confer

resistance to non‐nucleoside reverse transcriptase inhibitors, demonstrate reductions in
RNase H activity and DNA synthesis from tRNA(Lys, 3) that correlate with reductions

in replication efficiency. Virology 348, 462–474.

Waters, L. C., and Mullin, B. C. (1977). Transfer RNA in RNA tumor viruses. Prog. Nucleic
Acid Res. Mol. Biol. 20, 131–160.

Wei, M., Cen, S., Niu, M., Guo, F., and Kleiman, L. (2005). Defective replication in human

immunodeficiency virus type 1 when non‐primers are used for reverse transcription.

J. Virol. 79, 9081–9087.



Initiation of HIV-1 Reverse Transcription 135
Wohrl, B. M., Ehresmann, B., Keith, G., and Le Grice, S. F. (1993). Nuclease footprinting of

human immunodeficiency virus reverse transcriptase/tRNA(Lys‐3) complexes. J. Biol.
Chem. 268, 13617–13624.

Wohrl, B. M., Tantillo, C., Arnold, E., and Le, G. S. (1995). An expanded model of replicating

human immunodeficiency virus reverse transcriptase. Biochemistry 34, 5343–5356.

Xu, W., and Morrow, C. D. (2006). The G490E mutation in reverse transcriptase does not

impact tRNA primer selection by HIV‐1 with altered PBS and A‐loop. Virology 352,
380–389.

Yuste, E., Borderia, A. V., Domingo, E., and Lopez‐Galindez, C. (2005). Few mutations in the

50 leader region mediate fitness recovery of debilitated human immunodeficiency type 1

viruses. J. Virol. 79, 5421–5427.
Zhang, Z., Kang, S.‐M., LeBlanc, A., Hajduk, S. L., and Morrow, C. D. (1996). Nucleotide

sequences within the U5 region of the viral RNA genome are the major determinants for

an human immunodeficiency virus type 1 to maintain a primer binding site complemen-
tary to tRNAHis. Virology 226, 306–317.

Zhang, Z., Kang, S.‐M., Li, Y., and Morrow, C. D. (1998). Genetic analysis of the U5‐PBS of a

novel HIV‐1 reveals multiple interactions between the tRNA and RNA genome required

for initiation of reverse transcription. RNA 4, 394–406.





Anne Gatignol

Virus‐Cell Interactions Laboratory, Lady Davis Institute for Medical Research,

Department of Microbiology & Immunology and Experimental Medicine,

McGill University, Montréal, Québec, Canada
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I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Human immunodeficiency virus type 1(HIV‐1) provirus is integrated into
the cellular chromatin and is structured in nucleosomes. The nucleosomes need
to be unfolded to allow transcription to start. The initial nucleosome remo-
deling occurs by cellular events that activate chromatin‐remodeling com-
plexes. TheHIV‐1 transactivator, Tat, also recruits some of these factors to the
promoter, including SWI/SNF, p300/CREB‐binding protein (CBP), p300/CBP‐
associated factor (PCAF), and hGCN5. Tat binds to the positive transcription
elongation factor b (P‐TEFb), composed of Cyclin T1 (CycT1) and cyclin‐
dependent kinase 9 (CDK9), and the complex binds to the transactivation
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response (TAR) RNA. Tat recruits the TATA‐binding protein (TBP), TFIIB,
and P‐TEFb to the promoter to form an active preinitiation complex (PIC) in
which CDK9 hyperphosphorylates the C‐terminal domain (CTD) of the RNA
polymerase II (RNAPII). This PIC is competent to trigger polymerase depar-
ture and active transcriptional elongation. Tat‐recruited CDK9 also phosphor-
ylates the DRB sensitivity‐inducing factor (DSIF) and the negative elongation
factor (NELF), which converts them from negative to positive factors in the
elongation process. This activity ismaintained from the transcription initiation
to the end of the elongation process.
II. Introduction _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The production of HIV‐1 mRNA from the integrated provirus requires
several steps that involve both cellular and viral proteins. The chromatin
organized in nucleosomes is transcriptionally inactive and requires cellular
events to trigger chromatin remodeling and transcription start. Once some
HIV‐1 mRNA is made, it is spliced and then exported to the cytoplasm
where it is translated into Tat (transactivator of transcription), Rev, and Nef.
Tat and Rev then go to the nucleus. Tat exerts its transactivating properties
using the chromatin‐modeling factors and specific mechanisms that in-
fluence both transcription initiation and elongation. As a consequence, the
overall mechanism of transcription and transactivation by Tat occurs in vivo
by sequential steps from chromatin remodeling to transcriptional elongation
that requires the involvement of several cellular components.
III. Integrated HIV‐1 LTR and Cellular Chromatin _______________________________________________________________________________________________________________________________________________________________________________________________
A. Integrated HIV‐1 LTR Is Organized in Nucleosomes
Nucleosomes are composed of a 146‐bp DNAwrapped around a central
histone octamer that constitutes the nucleosome core. Chromatin structure
can be altered by chromatin‐modifying complexes that facilitate nucleosome
unfolding and allow transcription. Some complexes are ATP dependent and
contain proteins with a helicase/ATPase domain like the SWI/SNF and the
ISWI families. They are involved in nucleosome remodeling by altering
histone–DNA interactions (Narlikar et al., 2002; Varga‐Weisz and Becker,
2006). Other complexes, composed of histone acetyltransferases (HATs) and
histone deacetylases (HDACs), modify nucleosome structure by regulating
histone acetylation (Verdone et al., 2005).

After the HIV‐1 integrates as DNA in the cellular chromatin, the provi-
rus becomes organized in nucleosomal forms (Fig. 1). The position of
nucleosomes in the 50 LTR has been extensively studied and precisely defined
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by the determination of nuclease hypersensitive sites (el Kharroubi and
Martin, 1996; el Kharroubi and Verdin, 1994; Pazin et al., 1996; Sheridan
et al., 1995, 1997; Van Lint et al., 1994, 1996; Verdin, 1991; Verdin et al.,
1993; Widlak et al., 1997). Nucleosomes are barriers to transcription, and
nucleosome 1 (nuc 1) of the integrated HIV‐1 prevents the assembly of the
transcription complex. Nucleosome remodeling by ATP‐dependent and his-
tone acetylation complexes triggers basal transcription from the HIV‐1 pro-
moter (Pumfery et al., 2003; Quivy and Van Lint, 2002; Van Lint, 2000).
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The promoter is then regulated by a large number of transcriptional activa-
tors that have access to their DNA‐binding sites (Pereira et al., 2000; Rohr
et al., 2003). Despite the activity of these factors, the basal transcriptional
activity of HIV is very low and the viral transactivator Tat is needed to
increase the transcription of the viral genome.
B. Cellular Complexes That Modify Chromatin
Structure
The role of chromatin‐modifying complexes is to disrupt the nucleoso-
mal structure so that the DNA becomes more accessible to interacting
proteins. These complexes belong to two main groups: the ATP‐dependent
remodeling complexes that alter histone–DNA interactions and proteins
that regulate histone acetylation.
1. ATP‐Dependent Chromatin‐Remodeling Complexes
ATP‐dependent chromatin‐remodeling complexes consist of 2–12 subu-
nits and their common feature is that they have anATPase subunit. Subfamilies
are defined according to sequences outside of their ATPase domain. In human
cells, they are composed of the SWI/SNF, ISWI, and the NURD families. The
SWI–SNF complexes, originally found in yeast, are represented by two related
complexes in which the BRG1 and the hBRM are the ATPase subunits. Both
proteins are involved in chromatin remodeling and muscle gene induction.
BRG1 also acts as a tumor suppressor (Becker and Horz, 2002). The ISWI
complex was found in Drosophila, and its mammalian homologue is SNFL2
in which SNF2h represents the ATPase subunit. ISWI‐based complexes can
assemble nucleosomes and are involved in heterochromatin replication and
transcriptional repression (Fan et al., 2003). TheNURD complex combines an
ATPase and an HDAC activity and one member, Mi‐2, is a dermatomyositis‐
specific autoantigen (Becker and Horz, 2002). The first two complexes also
contribute to higher‐order chromatin structure (Varga‐Weisz and Becker,
2006).
2. HATs and HDACs
Histone acetylation acts as an activation/repression switch in transcrip-
tion by regulating DNA accessibility to regulatory proteins. HATs and
HDACs catalyze the addition or removal of acetyl residues on lysines located
at the N‐terminal ends of histones (Gibbons, 2005; Verdone et al., 2005;
Yang, 2004). There are three main groups of HATs: the GNAT (Gcn5‐related
N‐acetyltransferases), the p300/CBP, and the MYST families. In human
cells, the GNAT includes hGCN5 and the PCAF proteins. Their C‐terminal
end has a bromodomain that recognizes acetyllysine residues. hGCN5 acet-
ylates nucleosomal histones and is a transcriptional adaptor. PCAF interacts
with p300 and CBP and functions as a coactivator in several processes
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such asmyogenesis, nuclear receptor–mediated activation, and growth factor–
signaled activation. p300 and CBP are highly homologous and are often
referred to as p300/CBP. They stimulate transcription of many genes by inter-
acting with transcription factors. The perturbation of the HAT activity of
p300/CBP has been associatedwith several types of cancers. TheMYST family
includes severalmembers involved in processes such asDNA replication,DNA
repair, and apoptosis. Their dysregulation has been observed in leukemia and
sarcoma associated with histone hyperacetylation. These HATs also function
as factor acetyltransferases (FATs) by acetylating lysines of non‐histone pro-
teins including the HIV‐1 transactivator Tat protein. Histone acetylation is
reversible, and the removal of acetyl groups is accomplished by HDACs
(Sengupta and Seto, 2004). HDACs are enzymes that catalyze the removal of
acetyl groups from lysine residues in histone and non‐histone proteins. By this
activity, they mediate transcriptional repression and silencing. HDAC’s hyper-
activation is linked to tumorigenesis and cancer development, and HDAC
inhibitors are potential anticancer agents (Dokmanovic and Marks, 2005).
C. HIV‐1 LTR and Chromatin‐Modeling Complexes
The integration of theHIV‐1DNA in human chromatin is not site specific,
although it integrates preferentially within active transcription units, but the
chromosomal environment influences the level of basal transcriptional activity
(Jordan et al., 2001; Lewinski et al., 2005; Schroder et al., 2002). When
transcriptionally inactive, basal transcription of the HIV‐1 promoter can be
enhanced by cytokine activation or phorbol esters that remodel nucleosomes
(Henderson et al., 2004; Jordan et al., 2003; Lusic et al., 2003; Verdin et al.,
1993). Specifically, activation by phorbol myristate acetate (PMA) destabilizes
nuc 1 of HIV‐1. On PMA activation, ATF3 transcription factor binds to the
AP1‐binding site at the nucleosome boundary and then recruits of SWI/SNF
(Henderson et al., 2004). Following tetradecanoyl phorbol acetate (TPA)
treatment, increased histone acetylation and recruitment of PCAF, CBP, and
hGCN5 induced a higher accessibility ofDNA innuc 0, nuc 1, and nuc 2 (Lusic
et al., 2003). Therefore, chromatin‐remodeling complexes act as a first step on
the integrated provirus to destabilize the nucleosomal structure and allow
basal transcription. After a threshold amount of RNA is produced, Tat is
synthesized and will recruit more chromatin‐remodeling factors.
D. Tat and ATP‐Dependent Chromatin‐Modeling
Complexes
Recent data show that Tat also interacts with ATP‐dependent chromatin‐
remodeling complexes. Tat immunoprecipitates with BRM and BRG‐1,
the ATPase parts of the SWI–SNF complex, and with INI‐1 and b‐actin
from its core component (Agbottah et al., 2006; Ariumi et al., 2006;
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Mahmoudi et al., 2006; Treand et al., 2006). Tat recruits these factors to
the HIV‐1 LTR as shown by chromatin immunoprecipitation (ChIP) that
encompasses nuc 1 DNA sequence. These data suggest that Tat brings the
SWI–SNF complex to the nucleosome to further increase its transactivat-
ing properties. Tat‐mediated transactivation is reduced by decreasing BRM,
BRG1, or INI‐1 expression and enhanced by the overexpression of BRM or
INI‐1. The activity of these three factors is likely at different steps as BRM
interacts only with nonacetylated Tat, whereas BRG‐1 interacts only with
acetylated Tat. INI‐1 activated the LTR in synergy with Tat and p300, but not
with a mutated TatK50,51R. The three factors contribute to the recruitment of
the SWI–SNF complex to the HIV promoter, to the destabilization of nuc 1,
and to the enhancement of HIV‐1 transcription (Bukrinsky, 2006).
E. Tat and HAT
TIP60 was originally isolated as a Tat‐interacting protein that increases
HIV‐1 LTR expression (Kamine et al., 1996). It was shown later that it
acetylates specific histones, belongs to the MYST family of HATs, and acts as
a multifunctional enzyme (Sapountzi et al., 2006; Yamamoto and Horikoshi,
1997). Tatmodifies Tip60 activity onMnSOD andmediates its ubiquitination
and degradation indicating that the viral protein interferes with cellular pro-
cesses, but Tip60 does not modify Tat transactivation (Col et al., 2005;
Creaven et al., 1999). The TBP‐associated factor (TAFs) TAFII250 is also a
HATand binds Tat. This association mediates Tat repression of some promo-
ters including MHC class I (Weissman et al., 1998). Other HATs bind Tat,
mediate its acetylation, and increase its transactivating activity onHIV‐1 LTR.
These are p300/CBP, PCAF, and hGCN5 (Benkirane et al., 1998; Col et al.,
2001; Hottiger and Nabel, 1998; Marzio et al., 1998).
IV. The HIV‐1 Tat Protein and Its Modifications _____________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. The Tat Protein
The HIV‐1 transactivator Tat is a 14‐kDa protein encoded by two exons
(Fig. 2). Exon 1 encodes amino acids 1–72 and exon 2 encodes amino acids
73–86 or 73–101 depending on the virus strains. Tat can be divided into five
domains: domain I (aa 1–20) is located in the N‐terminus; mutations in this
region do not modify transactivation to a large extent. Domain II has seven
highly conserved cysteins, which are important for Tat function. Domain III
(aa 40–48) or ‘‘core’’ is essential for transactivation; in this region a single
change at K41 abolishes Tat activity. Domain IV (aa 49–72) contains an
arginine‐rich stretch, which mediates RNA binding and nuclear localization.
The first three domains (aa 1–48) represent the activation domain of Tat that
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functions as a transactivator when linked to region IV or to a heterologous
RNA/DNA‐binding domain. Tat 66 is sufficient to mediate full transactiva-
tion (Kuppuswamy et al., 1989). Domain V, encoded by the second exon
contributes to viral infectivity and to other Tat functions (Gatignol and
Jeang, 2000; Rana and Jeang, 1999). In contrast to other known transacti-
vators, Tat acts through an RNA target called TAR located in the R region of
the LTR. For its function, Tat recruits a cellular kinase that phosphorylates
the CTD of the RNAPII, which triggers polymerase departure, promoter
clearance, and efficient elongation (Bannwarth andGatignol, 2005; Barboric
and Peterlin, 2005; Brady and Kashanchi, 2005; Brigati et al., 2003; Hetzer
et al., 2005). In Tat‐mediated transactivation of HIV‐1 promoter, the recruit-
ment of cellular proteins and the posttranslational modification of Tat by
various enzymes are crucial for its function.
B. Tat‐Binding Proteins
ManyTat‐binding proteins have been isolated and characterized for their
role in Tat‐mediated transactivation. The interaction between Tat and the
TBP (Kashanchi et al., 1994; Veschambre et al., 1995), TFIIB (Veschambre
et al ., 1997 ), TFIIH (Cuj ec et al ., 1997 ; Gar cia ‐ Mart inez et al., 1997b) , Sp1
(Chun et al., 1998 ; Jeang et al ., 1993; Pa gtakhan and Tong‐ Starks en, 1997 ),
and TAF55 (Chiang and Roeder, 1995) suggest a direct involvement of Tat in
the early steps of transactivation during the formation of the PIC.
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The best‐characterized factor that binds Tat is the P‐TEFb that was first
characterized as a Tat‐associated kinase (TAK; Gold et al., 1998; Herrmann
and Rice, 1993, 1995; Mancebo et al., 1997; Yang et al., 1996, 1997; Zhu
et al., 1997). P‐TEFb is a complex composed of a Cyclin T and the CDK9
(Peng et al., 1998; Price, 2000; Wei et al., 1998). Tat interacts very strongly
with CycT1 but not with CDK9. In contrast, CycT1 interacts with both Tat
and CDK9 to form the active complex Tat–CycT1–CDK9 (Battisti et al.,
2003; Bieniasz et al., 1998; Garber et al., 1998; Wei et al., 1998).

In the absence of Tat, P‐TEFb exists in the cell as a large inactive
complex composed of 7SK snRNA and MAQ1/HEXIM1 proteins (Michels
et al., 2003; Yik et al., 2003). When recruited to a promoter, P‐TEFb
phosphorylates serines of the RNAPII CTD, the SPT5 subunit of DSIF, and
the RD subunit of NELF resulting in the hyperphosphorylation of the
RNAPII CTD throughout the transcriptional elongation (Fujinaga et al.,
2004; Ivanov et al., 2000).
C. Tat Modifications

1. Tat Acetylation
Tat binding to TARRNA and its release is regulated by its acetylation by
HATs. PCAF acetylates Tat at K28 (Kiernan et al., 1999), but this acetyla-
tion release s PCAF from Tat (Bres et al., 2002b) . p300/C BP and hGCN5
acetylate Tat at K50 and K51 (Col et al., 2001; Deng et al., 2000; Kaehlcke
et al., 2003; Kiernan et al., 1999; Ott et al., 1999). In addition, the bromo-
domain of PCAF binds specifically to Ac50Tat and requires Y47 and R53
in Tat (Dorr et al., 2002; Mujtaba et al., 2002). Ac28Tat has an increased
affinity for CycT1‐CDK9, which enhances the binding of the Tat–P‐TEFb
compl ex to TAR RNA (Bres et al ., 2002a; Kiernan et al ., 1999). In contra st,
Ac50Tat or the Ac50Tat–CycT1 complex shows a decreased TAR affinity
sugges ting a rel ease of Tat–P ‐ TEFb complex from TAR (Bres et al., 2002b;
Deng et al., 2000; Kaehlcke et al., 2003; Kiernan et al., 1999).

Tat can also be deacetylated by the activity of the HDAC Sirtuin 1
(Pagans et al., 2005). Evidence that Tat acetylation is important for trans-
activation comes from treatment with deacetylase inhibitors that synergize
with Tat function and mutations in either K28 or K50 that decrease Tat
trans activat ion and HIV replica tion (Bres et al ., 2002a ; Deng et al ., 2000;
Kiernan et al., 1999; Ott et al., 1999; Roof et al., 2002).
2. Tat Phosphorylation
Tat from HIV‐2 but not from HIV‐1 is phosphorylated by CDK9
(Herrmann and Rice, 1993) that becomes autophosphorylated upon Tat
binding. CDK9 phosphorylation enhances Tat‐CycT‐CDK9 binding to
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TAR RNA (Garber et al., 2000). In contrast, a study shows that CDK2
associated with Cyclin E phosphorylates Tat. Although the precise location
of the phosphorylation site is not determined, it requires amino acids 15–24
and 36–49. A decreased CDK2 expression decreases HIV‐1 transcription
and virus production (Ammosova et al., 2005; Deng et al., 2002). Tat binds
to the interferon‐induced protein kinase R (PKR) and inhibits its function
as a competitive substrate. In turn, Tat is phosphorylated on S62, T64, and
S68 by PKR. The mutations in these sites decrease Tat‐TAR binding
and transactivation of HIV‐1 LTR (Brand et al., 1997; Cai et al., 2000;
Endo‐Munoz et al., 2005; McMillan et al., 1995). Mutational analyses
and decreased expression of the kinases suggest a functional importance of
the Tat phosphorylation (Ammosova et al., 2005; Endo‐Munoz et al., 2005).
3. Tat Methylation
Arginine methylation by protein arginine methyltransferases (PRMTs)
regulates several pathways including gene expression (Bedford and Richard,
2005). PRMT6 interacts with and methylates HIV‐1 Tat. This methylation
occurs in the region between amino acids 49 and 63, which contains 6 argi-
nines. Overexpression of PRMT6 decreases the Tat‐mediated transactivated
level of HIV‐1 LTR, whereas decreased expression of the enzyme increases
viral production, suggesting that the methylation of Tat inhibits its activity
(Boulanger et al., 2005).
4. Tat Ubiquitination
A ubiquitin‐protein ligase, the proto‐oncoproteinHdm2, binds to Tat and
mediates its ubiquitination on Lys71. However, this modification does not
target Tat to the proteasome for degradation but rather enhances Tat‐mediated
transactivation (Bres et al., 2003).

The different modifications described above, all have a functional
importance in Tat function to different extent. Because Tat truncated to
66 amino acids keeps all of its transactivating activity (Kuppuswamy
et al., 1989), modifications in the C‐terminal end likely affect transactivation
marginally or indirectly but influence primarily other Tat functions. Further
studies on these modifications in the various Tat functions will help to
elucidate their specific role, but some have already been implicated precisely
in the in vivo Tat‐mediated transactivation steps.
V. Tat‐Mediated Transactivation ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

A dynamic in vivo model for Tat‐mediated transactivation must include
data from transcriptional repression of the chromatinized HIV‐1 LTR up to
the end of transcriptional elongation and the role of Tat at each step.
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A. Initial Production of HIV‐1 mRNA
After its entry into the cell, the HIV‐1 RNA is reverse transcribed to
form DNA that moves to the nucleus via the preintegration complex and
becomes integrated into the cellular chromatin (Bukrinsky and Haffar,
1999). The integrated HIV‐1 LTR is transcriptionally inactive due to the
formation of nucleosomes as shown in the proximal promoter (Fig. 1).
Nucleosome unfolding is a prerequisite to any transcriptional initiation
and this mechanism is accomplished by chromatin‐remodeling complexes
that modify histone–DNA interactions. These complexes are either activated
by cytokines, by chemokines, by various cellular events, or can be recruited
by the viral Tat protein after its production (Copeland, 2005; Pumfery et al.,
2003). If this first step was to be achieved by Tat, Tat would have to be
incorporated into the virus particle, liberated into the cytoplasm, and tar-
geted to the nucleus to exert its activity. Thus far, the Tat protein has been
neither observed in the virion (Ott, 1997) nor in the preintegration complex
(Bukrinsky and Haffar, 1999), and we have no evidence of its activity during
the early steps of HIV replication. Recent data that detect a Tat peptide into
the HIV‐1 virion (Chertova et al., 2006) may change this view, but awaits
studies that would quantify and analyze the functional relevance of this
finding. Therefore, it is likely that the initial formation of an open chromatin
in the HIV‐1 LTR region will be mediated by intra‐ or extracellular events
such as cytokine activation or signal transduction pathways that will acti-
vate nucleosome modeling complexes to decrease histone–DNA interactions
and activate transcription. These events will trigger transcriptional initiation
and the formation of some mRNAs that start with TAR RNA (Copeland,
2005; Pumfery et al., 2003). Some Tat protein will then be produced and will
move to the nucleus. It will exert its function on chromatin‐modifying
complexes and its transactivating properties in the nucleus.
B. Tat Activity on Chromatin‐Modifying Complexes
The following steps in Tat activity are exerted either by the newly
synthesized Tat or by secreted Tat that has entered a new cell (Noonan and
Albini, 2000). Unmodified Tat binds to BRM, the ATPase subunit of the
SWI–SNF complex, and the complex contributes to nuc 1 remodeling and
promoter activation (Treand et al., 2006). The acetylation of Tat on K50
prevents Tat‐BRM binding suggesting an activity before the association
between Tat and p300/CBP and hGCN5. It is not known if this recruitment
occurs independently from TAR or when Tat is bound to TAR or to CycT1.
Considering that nuc 1 encompasses the DNA sequence encoding TAR, if
the DNA is completely structured in nucleosomes, no TAR will be present,
but if a small part of the chromatin is uncompacted, some TAR‐Tat may help
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bring the complex in the vicinity of nuc 1. Nuc 1 remodeling favors DNA
accessibility to the transcription complex.
C. Formation of the
TAR RNA–Tat–CycT1–CDK9 Complex
Tat binding to TAR RNA and its release is highly regulated by Tat
modifications and its affinity to CycT1‐CDK9 (Fig. 3). The newly formed
Tat binds PCAF, which generates Ac28Tat that has an increased affinity for
CycT1 already bound to CDK9. Tat may co‐opt P‐TEFb from its inactive
storage in 7SK snRNA‐MAQ1/HEXIM1 or bind to the free form of P‐TEFb
present in the cytoplasm. Tat bound to SWI‐SNF may also bind P‐TEFb to
bring the protein modeling complex in proximity to nuc 1. PCAF has a
decreased affinity for Ac28Tat, which will induce the dissociation of the
complex (Bres et al ., 2002b; Kiernan et al., 1999). The Ac28Tat–C ycT1–
CDK9 complex has an increased affinity for TAR and binds to the low
amount of nascent TAR RNA present in the cell. Due to their affinity with
Tat, p300/CBP and hGCN5 are recruited at this site and acetylate Tat at K50
and K51 (Col et al., 2001; Deng et al., 2000; Kiernan et al., 1999; Ott et al.,
1999). Because Ac50Tat has a decreased affinity for TAR, the p300/CBP‐
Ac50Tat‐P‐TEFb is then released from TAR and transferred to the next PIC
on the pro moter (Bres et al ., 2002b; Kae hlcke et al ., 2003 ). It is possi ble
that this dissociation from TAR will also favor a transfer of Tat‐SWI/SNF to
nuc 1 to open the chromatin (Treand et al., 2006). Some models, mainly
based on in vitro studies, favor a transfer of Tat–CycT1–CDK9 complex
from TAR to the paused elongating complex after TAR (Barboric and
Peterlin, 2005; Hetzer et al., 2005; Karn, 1999), but recent data analyzing
the factors recruited in vivo by Tat at the promoter can only be explained
by a transfer of the Tat–CycT1–CDK9 complex from TAR to the transcrip-
tional PIC (Bannwarth and Gatignol, 2005; Brady and Kashanchi, 2005;
Lusic et al., 2003; Raha et al., 2005).
D. Tat Activity in the PIC
The role of Tat in the PIC has been deduced from early studies and
substantiated by recent studies of in vivo models (Bannwarth and Gatignol,
2005; Brady and Kashanchi, 2005; Brigati et al., 2003; Bukrinsky, 2006;
Pumfery et al., 2003). Early studies have shown that Tat binds to TBP
(Kashanchi et al., 1994; Veschambre et al., 1995), TFIIB (Veschambre
et al., 1997), and TAF55 (Chiang and Roeder, 1995), which are part of the
PIC (Dahmus, 1996). A direct interaction with TFIIH has also been de-
scribed ( Cujec et al ., 1997 ; Gar cia ‐ Mart inez et al ., 1997b) , but not found by
others (Battisti et al., 2003; Chen and Zhou, 1999). Kinetic assays show a
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rapid action of Tat before TAR is made (Jeang and Berkhout, 1992), and
functional assays indicate that Sp1 and NF‐kB enhance transactivation
(Chun et al., 1998; Dema rchi et al ., 1996, 1999 ; Jeang et al., 1993; Kam ine
and Chinnadurai, 1992; Kamine et al., 1991; Liu et al., 1992; Yedavalli
et al., 2003).

Several data have shown that the Tat and the P‐TEFb complex are
present in both the PIC and in the transcription elongation complex (TEC;
Garcia ‐ Mart inez et al ., 1997a ; Isel and Karn, 1999; Keen et al ., 1996; Ping
and Rana, 1999; Zhou et al., 2000). ChIP experiments have shown that
Ac50Tat (Kaehlcke et al., 2003) or Ac50/51Tat (Agbottah et al., 2006),
but not unacetylated Tat is associated with the HIV‐1 promoter in vivo,
which is in favor of its transfer from TAR to the PIC after acetylation by
p300/CBP. Additional ChIP experiments show that p300, CBP, NF‐kB p65,
and PCAF are recruited early to the HIV‐1 promoter upon Tat activation
in vivo (Lusic et al., 2003; Marzio et al., 1998). When the recruitment of
general transcription factors to the promoter was analyzed by ChIP, Tat
recruited TBP and TFIIB, but not TFIID as none of the TAFs were detected
on the promoter. CycT1 or CDK9 showed the same activity indicating that
activators that function via P‐TEFb promote the assembly of a transcription
complex with TBP and not TFIID (Raha et al., 2005). Consistent with the
binding of Ac50Tat to its BRG1or INI1 subunit (Agbottah et al., 2006; Ariumi
et al., 2006; Mahmoudi et al., 2006), SWI/SNF is also recruited by Tat to the
chromatin region that encompasses the promoter and nuc 1 (Agbottah et al.,
2006). Overall, these data indicate that Tat–CycT1–CDK9 complex bound to
TAR recruits TBP and TFIIB for the assembly of the PIC, as well as HATs and
SWI/SNF for histone‐DNA dissociation (Fig. 4A). Nuc 1 remodeling allows
progression of an elongation competent transcription complex.
E. Tat Activity in the Elongation Complex
Tat activity in the elongation complex has been clarified during the last
years and is mediated by the activity of Tat‐recruited P‐TEFb (Bannwarth
and Gatignol, 2005; Barboric and Peterlin, 2005; Hetzer et al., 2005).
Because no in vivo direct evidence of a stalled RNAPII in the absence of
Tat has been observed by ChIP, it is very likely that Tat activity on transcrip-
tional elongation is a direct consequence of the formation of a highly
competent PIC by the recruitment of Tat‐P‐TEFb (Raha et al., 2005). The
PIC first recruits TFIIH, whose kinase CDK7 hypophosphorylates the RNA-
PII CTD on Ser5. This step is independent of Tat and will allow the polymer-
ase to synthesize �15 nt. A coordinated activity between CDK7, released
after 14–36 nt and CDK9 brought on the PIC by Tat leads to the hyperpho-
sphorylation of the RNAPII CTD on Ser2 and Ser5 and triggers polymerase
departure (Isel and Karn, 1999; Karn, 1999; Zhou et al., 2000, 2001).
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The RNAPII CTD phosphorylation as well as multiple phosphorylations will
be maintained throughout the elongation process by the activity of CDK9
in the Tat–P‐TEFb complex (Fig. 4B).

Transcriptional elongation is inhibited by the activity of NELF and by
the DSIF that prevents the phosphorylation of the RNAPII CTD. In human,
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DSIF is composed of SPT4 and SPT5, whereas NELF is a complex containing
five subunits (NELF‐A to E) in which NELF‐E (also called RD) is an RNA‐
binding protein (Wada et al ., 1998a ; Yamaguc hi et al ., 1999, 2002; Zori o and
Bentley, 2001). This inhibition does not affect the RNAPII whose CTD has
been hyperphosphorylated by P‐TEFb, indicating that the primary function
of CDK9 in P‐TEFb is to alleviate the negative effects of DSIF and NELF
(Wada et al ., 1998b; Yamaguc hi et al ., 1999; Zorio an d Bentley, 2001 ).

The recruitment of P‐TEFb by Tat to the PIC promotes the hyperpho-
sphorylation of the RNAPII CTD by CDK9, therefore preventing DSIF and
NELF to act against an effective transcription elongation (Kim et al., 2002;
Zhou et al., 2000). SPT5 also functions as positive regulator of transcrip-
tional elongation in the context of Tat‐mediated transactivation of HIV‐1
(Bourgeois et al., 2002; Ivanov et al., 2000; Wu‐Baer et al., 1998). SPT5 is
phosphorylated by CDK9 during elongation and this mechanism transforms
its negative activity into a positive function (Ping and Rana, 2001). SPT5 is
also methylated by PRMT1 and PRMT5, but this modification can either
enhance or repress HIV‐1 gene expression by changing SPT5 association
with RNAPII (Kwak et al., 2003).

NELF represses transcription by binding to DSIF–RNAPII complex and
RNA (Yamaguchi et al., 2002). The RD/NELF‐E subunit of NELF is also
phosphorylated by CDK9, which modifies its RNA‐binding properties and
prevents its repressive activity (Fujinaga et al., 2004). These SPT5 and NELF
modifications by CDK9 mediate a switch between transcriptional repression
and activation, further enhancing CDK9 activity on the RNAPII CTD
phosphorylation (Fujinaga et al., 2004; Kwak et al., 2003; Yamada et al.,
2006). This role is confirmed by studies with small interfering (si)RNAs
against CDK9 and SPT5, which show that they are required for Tat trans-
activation and HIV‐1 replication (Chiu et al., 2004; Ping et al., 2004).
Further studies will help to fully understand their temporal activity in the
regulation of HIV transcriptional elongation.
V. Conclusions ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The molecular mechanisms leading to active transcription of the HIV‐1
integrated DNA have been elucidated in large part. Tat contributes to various
steps from chromatin remodeling to the end of transcriptional elongation by
the recruitment of a large number of cellular factors. Some discrepancies still
remain between the various investigators, who favor more transcriptional
initiation or elongation depending on the experimental assays, but the
in vivo model now reaches a consensus. All studies have contributed to the
elucidation of the different in vivo steps of transcription and transactivation
with Tat recruiting specific factors at each step. Future studies will continue to
decipher these complex interactions between the virus and its host.
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I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Posttranscriptional control is a key step essential for expression of cellu-
lar and viral mRNAs. After synthesis, processing (addition of 50 cap, 30
polyadenylation, splicing), and assembly into ribonucleoprotein complexes
(messenger ribonucleoprotein, mRNP), the mRNA is exported into the cyto-
plasm, which involves complex interactions of the mRNPs with transport
receptors and with components of the nuclear pore complex (NPC). Splicing
was found to mark mRNA as ‘‘export‐ready’’ and plays a critical role in
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promoting mRNA transport. Whereas HIVand all the complex retroviruses
produce several alternatively spliced mRNAs, only two types of mRNAs
are produced from simple retroviruses. The unspliced primary transcript
of all retroviruses has to exit the nucleus since it serves as genomic RNA as
well as gag/pol mRNA. The transport of unspliced RNA to the cytoplasm
requires a special export mechanism. Here, we focus on the cis‐acting viral
RNA export elements and the viral and cellular factors promoting export
of retroviral mRNAs. Studies on HIV‐1 and other complex retroviruses, as
well as the simian type D retroviruses and mouse long terminal repeat (LTR)
retroelements [intracisternal A‐particle (IAP) retroelements] over the past
two decades have led to major discoveries on the export mechanisms.
These retroviruses utilize distinct RNA export elements such as Rev respon-
sive element (RRE), constitutive transport element (CTE), and RNA trans-
port element (RTE), which represent binding sites for viral (Rev) or cellular
(NXF1, RBM15) factors. The identified distinct CRM1 and NXF1 export
pathways are also essential for the export of cellular RNAs and proteins.
An important practical outcome is the development of the methodology of
RNA optimization, which is a widely used approach to achieve high‐level
gene expression inmammalian cells and is key to the development of efficient
vaccine approaches against AIDS as well as for other applications.
II. Introduction _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The study of retroviruses, especially HIV‐1, has led to major discoveries
in the field of mRNA metabolism and transport of macromolecules.
Research over the past two decades has revealed that retroviruses depend
on an efficient transport mechanism for the nucleocytoplasmic export of
their full‐length mRNA in its unspliced form, since this transcript encodes
the Gag/Pol polyprotein and in addition serves as genomic RNA to be
packaged into progeny virions in the cytoplasm (Fig. 1). The export of this
gag

pol env

AAA

Genomic RNA
and
mRNA for Gag/Pol

mRNA for Env

Nuclear pore
complex

mRNA export
Specialized

mRNA export

DefaultAAA
Splicing

FIGURE 1 Export of the retroviral mRNAs. The unspliced, full‐length RNA serves as a

genomic RNA and is packaged in the cytoplasm, and it also serves as mRNA encoding Gag/Pol
polyprotein. The export of this RNA in its unspliced form requires a specific export mechanism.

Env is produced from a splicedmRNAand is transported via the default mRNA export pathway.
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RNA in its unspliced form requires a specific export mechanism. Env is
produced from a spliced mRNA and is transported via the default mRNA
export pathway. Fine‐tuned mechanisms control these steps and are essential
for the production of infectious virus. An important outcome of this line of
research is the discovery of the viral cis‐acting RNA elements and trans‐
acting factors mediating the export of the unspliced retroviral mRNA as well
as the discovery of the two major nuclear export receptors, CRM1 and
NXF1 (Fig. 2, Table I). Importantly, CRM1 and NXF1 are essential for
the trafficking of cellular proteins and RNAs, and represent distinct export
pathways from the nucleus. A summary of the viral and cellular factors and
cis‐acting RNA elements mediating retroviral mRNA export is shown in
Table I.
AAAAAA

HIV SRV/D Intracisternal
A-particle retroelements

NXF1

CRM1

Cellular proteins
with NES

U snRNP

Nucleus Nuclear pore
complex
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Spliced cellular
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FIGURE 2 CRM1 and NXF1 are key nuclear receptors mediating the nucleocytoplasmic

export of viral and cellular macromolecules. The export of HIV RRE‐containing mRNAs is

mediated via the viral Rev protein and the cellular CRM1 protein. Similarly, the HTLV family of
retroviruses, the human endogenous retrovirus HTDV/HERV‐K, and MMTV utilize the viral

Rex‐RXRE, Rec‐ReRE, and Rem‐RmRE, respectively. The simian‐type D retroviruses (SRV‐1,
SRV‐2, and MPMV) and a subgroup of murine endogenous retroelements (intracisternal

A‐particle retroelement, IAP) use the CTE and CTE‐like RNA export elements, respectively,
which represent the cis‐acting binding sites for the cellular NXF1. Another subgroup of IAP

contains a distinct RNA export element, RTE, which is tethered via the cellular RMB15 protein

to NXF1 export receptor. CRM1 and NXF1 are also nuclear receptors for several cellular
proteins and RNAs.
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FIGURE 3 A compilation of mRNAs produced by HIV‐1. The HIV‐1 genome and the

different genes are shown. The numbering follows the HIV reference sequence of HXB2
(GenBank accession NC_001802). The numbering marks the beginning and end of the open

reading frames (ORFs). The asterisks indicate premature terminator of some ORFs in the HIV

strain HXB2 (e.g., vpr 5105‐5369; nef 8343‐8963). The filled triangle indicates the longer form

of Tat found in primary isolates (Opi et al., 2004). The open triangle indicates the terminator of
tat‐1, produced from mRNAs containing exon 4E, which encodes the first coding exon of tat
from a partially spliced mRNA. The HIV‐1 full‐length RNA containing TAR (Tat responsive

element), PBS (primer binding site), c (packaging signal), PPT (polypurine tract), RRE (Rev‐
responsive element), polyA signal, and polyadenylation site are shown. The locations of the
identified exonic splicing enhancers (ESE, GAR) and silencers (ESE) are indicated with open

arrow heads (for recent review see Cochrane et al., 2006). The gray arrows indicate the regions

in gag, pol (Cochrane et al., 1991; Nasioulas et al., 1994; Olsen et al., 1992; Schneider et al.,
1997; Schwartz et al., 1992a), vif (Rosati, M., G.N.P., and B.K.F., unpublished data), and env
(including RRE) (Nasioulas et al., 1994) containing experimentally verified INS/CRS elements.
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III. HIV‐1 Regulation of Gene Expression ______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Two viral regulatory proteins, Tat and Rev (Fig. 3), have profound
effects on virus expression, controlling HIV expression at the transcriptional
and posttranscriptional level, respectively. Rev is an essential protein, since
Rev‐minus virus mutants cannot replicate at all (Feinberg et al., 1986;
Sodroski et al., 1986). Similarly, targeting the rev mRNA by RNA interfer-
ence also resulted in inhibiting virus replication (Coburn and Cullen, 2002;
Lee et al., 2002). The discovery that the viral Rev protein exports unspliced
(and partially spliced) mRNAs (Felber et al., 1989b), and thus promotes the
production of structural proteins and infectious virions, opened new oppor-
tunities to understand nucleocytoplasmic transport (for reviews see Boris‐
Lawrie et al., 2001; Cochrane, 2004; Cullen, 2003; Felber and Pavlakis,
1993; Pavlakis and Felber, 1990; Pollard and Malim, 1998; Rosen, 1991).

In the case of HIV‐1, mRNA export requires the specific interaction of
the viral Rev protein with the cis‐acting RNA recognition signal, the RRE
(Fig. 3) (Bartel et al., 1991; Cochrane et al., 1990a; Cook et al., 1991; Daly
et al., 1989; Dayton et al., 1988; Emerman et al., 1989; Felber et al., 1989b;
Hadzopoulou‐Cladaras et al., 1989; Hammarskjöld et al., 1989; Heaphy
et al., 1990; Holland et al., 1990; Malim et al., 1989b; Rosen et al., 1988).
RRE is a highly structured RNA element (Fig. 4) embedded within the env
The identified exons and the location of the 50 and 30 splice sites are presented (Benko et al.,
1990; Neumann et al., 1994; Purcell and Martin, 1993; Salfeld et al., 1990; Schwartz et al.,
1990a,b, 1991). A schematic representation of the HIV‐1 mRNAs is shown. The mRNAs are
composed using a combination of the identified exons. The small exons 2 and 3 (indicated in

gray) are found in the multiply spliced mRNAs in combination with the exons 4, 4A, 4B, 4C,

and 5. The use of exon 1A has not been detected in infected cells (Lutzelberger et al., 2006).
Most of the HIV genes are encoded by several mRNAs. The full‐length and partially spliced
mRNAs contain RRE and depend on Rev for expression. The multiply spliced mRNA lack RRE

and are Rev independent.

TABLE I Distinct RNA Export Mechanisms Utilized by Retroviruses

Virus
RNA export
element

Viral export
factor

Cellular export
factor

Nuclear
receptor

HIV‐1 RRE Rev N/A CRM1

HTLV‐I RXRE Rex N/A CRM1

HTDV/HERV‐K RcRE Rec N/A CRM1

MMTV RmRE Rem N/A CRM1
SRV/D CTE N/A NXF1 NXF1

IAP CTEIAP N/A NXF1 NXF1

IAP RTE N/A RBM15 NXF1

RSV DR N/A ? ?

N/A, not applicable.
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coding region, and it is present only in the unspliced and partially spliced
mRNAs, but is absent from the multiply spliced mRNAs (Fig. 3, bottom
panel). In the absence of Rev, the RRE‐containing mRNAs are absent from
the cytoplasm, and thus no Gag/Pol or Env proteins and no virions are
produced (Cochrane et al., 1990a; Dayton et al., 1988; Feinberg et al., 1986;
Felber et al., 1989b;Hadzopoulou‐Cladaras et al., 1989;Hammarskjöld et al.,
1989; Holland et al., 1990, 1992; Malim et al., 1989b; Rosen et al., 1988;
Sodroski et al., 1986). Detailed analysis of the subset of the RRE‐containing
mRNAs in the absence of Rev revealed that they are retained in the nucleus
where they either undergo further splicing, thereby increasing the amount of
the multiply spliced mRNAs, or they are subjected to degradation (Feinberg
et al., 1986; Felber et al., 1989b, 1990; Hadzopoulou‐Cladaras et al., 1989;
Malim et al., 1989b). Transcomplementation of the Rev‐minus HIV with Rev
restores export of RRE‐containing mRNA as well as virus production. Rev
also promotes polysomal association of the RRE‐containing mRNAs (Arrigo
and Chen, 1991; D’Agostino et al., 1992; Lawrence et al., 1991). Thus, Rev is
essential for the nuclear and cytoplasmic trafficking and expression of the
RRE‐containing mRNAs. In addition to RRE, this subset of viral mRNAs
contains nuclear retention signals termed instability sequences (INS) or cis‐
acting repressive signal (CRS) (Cochrane et al., 1991; Hadzopoulou‐Cladaras
et al., 1989; Nasioulas et al., 1994; Rosen et al., 1988; Schwartz et al., 1992b),
which contribute to their poor expression in the absence of Rev (Fig. 3).
IV. Rev and Its Export Receptor CRM1 ________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

HIV‐1 Rev is produced from a set of multiply spliced mRNAs (Fig. 3).
Rev is a small 116‐aa nuclear/nucleolar protein (Cochrane et al., 1990b;
Cullen et al., 1988; Felber et al., 1989b; Perkins et al., 1989; Venkatesh
et al., 1990), and its nucleolar localization is critical for Rev function
(Michienzi et al., 2006; Stauber et al., 1995, 1998). Rev was found to shuttle
rapidly between the nucleus and cytoplasm (D’Agostino et al., 1995;
Kalland et al., 1994; Love et al., 1998; Meyer and Malim, 1994; Neumann
et al., 2001; Richard et al., 1994; Stauber et al., 1995; Szilvay et al., 1995;
Wolff et al., 2006).

Rev contains four functional determinants: nuclear localization signal
(NLS), RNA‐binding domain (RBD), oligomerization domain flanking the
NLS/RBD, and nuclear export signal (NES) (for reviews see Cochrane,
2004; Hope, 1999; Pavlakis and Felber, 1990; Pollard and Malim, 1998).
The NLS and RBD are contained within a conserved arginine‐rich
N‐terminal region spanning amino acids 40–45 (NRRRRW) (Malim et al.,
1989a; Perkins et al., 1989). Rev binds to the RRE via a single high‐affinity
binding site located in stem IIB (Bartel et al., 1991; Heaphy et al., 1990) and
multimerizes on the RRE, which is thought to stabilize the protein–RNA
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complex (Cole et al., 1993; Daelemans et al., 2004; Daly et al., 1993a,b; Jain
and Belasco, 2001; Madore et al., 1994; Thomas et al., 1998) (Fig. 4A).
Mutations in the multimerization domain, designed not to affect the NLS,
abolish nuclear targeting of Rev and render this mutant inactive. Amino acids
75–84 (LPPLERLTLD) represent the core NES, consisting of a leucine‐rich
sequence (Fischer et al., 1995;Malim et al., 1989a;Mermer et al., 1990;Meyer
et al., 1996; Szilvay et al., 1995; Venkatesh and Chinnadurai, 1990) (Fig. 5).
Mutations of the leucine residues or insertions/deletions of residues within this
core render the protein inactive and also give it a transdominant phenotype,
because its localization and RRE‐binding ability is not affected.

For nuclear export, Rev binds via NES to the nuclear receptor CRM1/
exportin1, a member of the exportin family (Fornerod et al., 1997; Fukuda
et al., 1997; Neville et al., 1997) (Fig. 2). The binding of RanGTP to
exportins in the nucleus enables a conformational change allowing strong
binding to the export substrate, whereas after translocation into the cyto-
plasm, the exportin–RanGTP–cargo complexes are destabilized by action
of soluble (RanBP1) and NPC‐resident (Ran BP2/NUP 358) Ran‐binding
proteins, as well as by GTP hydrolysis on RanGTP catalyzed by RanGAP
(Fried and Kutay, 2003; Mosammaparast and Pemberton, 2004). The NES–
CRM1–RanGTP complex binds via CRM1 directly to the FG‐repeat deter-
minants of nucleoporins, thereby docking the cargo to the NPC, followed by
translocation to the cytoplasm. For Rev complexes, such docking may be
initiated by binding via CRM1 to dynamic nucleoporins, for example
Nup98, in the nucleoplasm or in the nucleolus, followed by subsequent
integration of Nup98 into NPC (Daelemans et al., 2005a; Zolotukhin and
Felber, 1999). The interactions of CRM1 with export substrates are facili-
tated by RanBP3 (Englmeier et al., 2001; Lindsay et al., 2001; Petosa et al.,
2004). The use of powerful imaging technology in combination with fluores-
cence resonance energy transfer (FRET) between fluorescently tagged CRM1
and Rev has provided additional important clues about the mechanistic
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aspects of Rev trafficking and its interactions with CRM1 and other proteins.
Using fluorescence recovery after photobleaching (FRAP), it was shown that
CRM1‐GFP moves at rates similar to that of free GFP in the nucleoplasm.
A slower mobility was detected on the nuclear membrane, consistent with
known CRM1 interactions with the NPC (Daelemans et al., 2005a).
Although CRM1‐GFP is highly mobile in the nucleoplasm, it is not mobile
in the nucleoli of Rev‐expressing cells, indicating that it is associated with
Rev in the nucleolus. Using FRET allowed the direct demonstration of the
Rev–CRM1 interaction in the nucleolus. FRET measurements further indi-
cated that Rev is found in multimers in both the nucleolus and the cytoplasm
(Daelemans et al., 2004). The Rev‐Rev FRETefficiency in the cytoplasm was
significantly lower than that in the nucleolus, indicating a different status of
Rev in these two compartments. Based on FRET and FRAP measurements,
it was proposed that CRM1 is a monomer in the nucleoplasm searching
for high‐affinity ligands. CRM1 binds to Rev in the nucleolus and moves
rapidly to the nuclear pore for exit.

In addition to CRM1 and nucleoporins, several cellular factors such
as RNA helicases A (RHA) (Li et al., 1999; Reddy et al., 1999, 2000a),
DDX1 (Fang et al., 2004, 2005) and DDX3 (Yedavalli et al., 2004), prothy-
mosin alpha (Kubota et al., 1995), kinesin‐like protein REBP (Venkatesh
et al., 2003), nucleoporin‐like hRIP (Farjot et al., 1999; Fritz and Green,
1996; Fritz et al., 1995; Kiss et al., 2003; Sanchez‐Velar et al., 2004; Yu
et al., 2005), Sam68 (Li et al., 2002; McLaren et al., 2004; Modem et al.,
2005; Reddy et al., 1999, 2000b, 2002), and eIF‐5A (Bevec and Hauber,
1997; Elfgang et al., 1999; Hofmann et al., 2001; Liu et al., 1997; Rosorius
et al., 1999; Ruhl et al., 1993) were shown to participate at different steps of
Rev function such as the interactions with RRE, CRM1, NPC docking,
translocation of the Rev‐containing mRNP, and cargo release from NPC
and perinuclear compartment.

CRM1 is conserved fromyeast to humans andmediates the nuclear export
of a wide variety of proteins that contain the Rev‐like leucine‐rich NES, while
different NES can vary profoundly in activity (Henderson and Eleftheriou,
2000). It is thought that many NES, including that of Rev, maintain low
affinity to CRM1 in order to enable efficient clearance from the receptor
in the cytoplasm (reviewed in Kutay and Guttinger, 2005). The CRM1 sub-
strates possess anNES sequence usually conforming to the common consensus
(Fig. 4), and include a multitude of shuttling and nuclear‐excluded proteins
involved in transcription, cell cycle and translation, as well as Rev proteins of
all lentiviruses, the Rex proteins of the HTLV family of retroviruses, and the
Rev‐like proteins Rec of HTDV/HERV‐K and Rem of MMTV. A database
of experimentally validatedNES sequences (NESbase; la Cour et al., 2003) can
be found at http://www.cbs.dtu.dk/databases/NESbase.

In addition to its role in protein export, CRM1 is essential for the export
of U snRNPs and ribosomal subunits, which is mediated via NES‐containing

http://www.cbs.dtu.dk/databases/NESbase
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adaptors (Fornerod and Ohno, 2002) (Fig. 2). While CRM1 is clearly
dispensable for general mRNA export as seen in various experimental
systems and in species ranging from yeast to humans, there could be individ-
ual mRNAs such as human IFN‐alpha1mRNA (Kimura et al., 2004) and tra‐2
mRNA in Caenorhabditis elegans (Kuersten et al., 2004) that use CRM1 for
export by a yet unknown mechanism.

The CRM1 export pathway is essential in eukaryotes, and some pro-
karyotic species evolved antibiotics targeting CRM1, in order to eliminate
their eukaryotic rivals. Thus, leptomycin B (LMB) (Kudo et al., 1998, 1999;
Wolff et al., 1997), a natural product of Streptomyces with antifungal
activity, binds to CRM1 and inhibits its function. A synthetic compound
(Daelemans et al., 2005b) has also been shown to inhibit the CRM1 export
pathway by binding to CRM1. The use of these drugs further demonstrated
the principle that inhibition of nuclear export of HIV mRNAs completely
blocks virus propagation. Because CRM1 inhibition leads to block of nucle-
ar export of essential cargoes, such as U snRNPs, the ribosomal subunits and
a series of NES‐containing cellular proteins (Fig. 2), these drugs are highly
toxic and are not of use against HIV; however, they are excellent tools to
understand and dissect the CRM1 export pathway.
V. Posttranscriptional Regulation of Other
Complex Retroviruses ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Similar posttranscriptional regulation as in HIV‐1 was found in all
lentiviruses, as well as in human T‐cell leukemia virus HTLV‐I, where the
transport of the unspliced transcript depends on the interaction of the viral
Rex protein with the cis‐acting Rex responsive element RXRE (Fig. 4)
(Hidaka et al., 1988; Ingraham et al., 1990; Inoue et al., 1986, 1987; Seiki
et al., 1988; for recent review see Younis and Green, 2005); in the human
endogenous retrovirus HTDV/HERV‐K, which uses the viral Rec protein
(previously termed cORF or K‐Rev) that interacts with its responsive ele-
ment RcRE (also termed K‐RRE) for export (Bogerd et al., 2000; Lower
et al., 1995; Magin et al., 1999, 2000; Yang et al., 1999, 2000); and in the
Mouse mammary tumor virus (MMTV) which uses the viral Rem protein
that interacts with the cis‐acting RmRE responsive element (Bar‐Sinai et al.,
2005; Indik et al., 2005; Mertz et al., 2005) (Fig. 2, Table I). The foamy virus
mRNA export mechanism is less well defined (Linial, 1999; Lochelt, 2003;
Rethwilm, 2003), and so far there is no evidence that a Rev‐ or Rex‐like
export system is used. It is interesting to note, that the respective RTEs
are located differentially in different retroviral genomes. In lentiviruses,
the RREs are located within env, therefore only a subset of the produced
mRNAs, the unspliced and the partially spliced species, contain the cis‐
acting binding site for the export factor Rev. In HTLV, HTDV/HERV‐K,
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and MMTV, the cis‐acting elements (RXRE, RcRE, and RmRE, respective-
ly) are located at the 30 end overlapping the U3/R of the 30LTR. Therefore,
RXRE, RcRE, and RmRE are present in all the mRNAs, although the fully
spliced mRNAs can also be expressed efficiently in the absence of these
elements.

Lentiviruses, HTLV, HTDV/HERV‐K, and MMTV retroviruses are
referred to as ‘‘complex,’’ since they encode an array of regulatory and acces-
sory genes in addition to gag/pol and env. These viruses produce a full‐length,
unspliced mRNA (encoding gag/pol and serving as genomic RNA), a partially
spliced (HIV) or singly spliced (HTLV family of retroviruses,HTDV/HERV‐K,
MMTV) mRNA (encoding env), and multiply spliced (HIV) or doubly spliced
(HTLV, HTDV/HERV‐K, MMTV) mRNAs (encoding regulatory and acces-
sory genes). These additional proteins either are necessary for expression
at transcriptional and posttranscriptional level or serve other functions by
participating in virus–cell interaction and promoting infectivity.
VI. HIV‐1 mRNAs Use Multiple Mechanisms to Express Many
Proteins from One Transcript ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Virus production requires optimal levels of viral precursor RNA and the
generation of all virus proteins at levels optimal for particle formation and
infectivity. HIV encodes nine genes (Fig. 3). Expression of these proteins
from one primary transcript is accomplished by alternative splicing utilizing
a combination of the 21 identified exons as well as by the use of bicistronic
mRNAs (Vpu/env) and translational frameshifting (i.e., Gag/Pol polypro-
tein). Therefore, splicing of HIV primary transcript is an essential and highly
regulated task, requiring concerted interactions via multiple cis‐acting splice
signals on the HIV primary transcript, which bind to a multitude of factors
of the cellular splicing machinery. Such signals and their corresponding
binding factors are distinguished as positive or negative acting according
to their effect on splicing and ultimately the production and expression of
the viral mRNAs (Amendt et al., 1994; Si et al., 1997; Staffa and Cochrane,
1994, 1995; Tange and Kjems, 2001; Tange et al., 2001). The generation of
these alternatively spliced mRNA is controlled, in addition to Rev/RRE, via
a complex array of splicing enhancers and silencers through their interac-
tions (Fig. 3, locations indicated by open arrow head) with the proteins of
the cellular hnRNP A/B family, hnRNP H and the SR family proteins
(reviewed in Cochrane et al., 2006; Stoltzfus and Madsen, 2006).

Detailed analysis of HIV splicing revealed the generation of more than
30 mRNAs (Benko et al., 1990; Neumann et al., 1994; Purcell and Martin,
1993; Salfeld et al., 1990; Schwartz et al., 1990a,b, 1991), which are shown
in Fig. 3 (bottom panel). The HIV mRNAs fall into three size categories:
unspliced, partially spliced (expressing env, vif, vpu, vpr), and multiply
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spliced (expressing tat, rev, nef ). The unspliced and partially spliced mRNAs
contain RRE and depend on Rev for export and expression. The fully spliced
mRNAs lack the RRE, are expressed independently of Rev, and are trans-
ported from the nucleus via the default mRNA export machinery (utilizing
the cellular NXF1 nuclear receptor). The spliced mRNAs are generated
by the use of the strong splice donor located 50 to gag (nt 289, Fig. 3) in
combination with a series of 30 splice sites present throughout the precursor
mRNA. The presence of a series of 50 and 30 splice sites allows for the
generation of partially and multiply spliced mRNAs. Although expressed
open reading frames (ORFs) are usually preceded by a 30 splice site, Env is
produced only from bistronic vpu/env mRNAs. Although several mRNAs
produce more than one ORF, it was found that the Tat translation initiation
site provides a dominant ribosomal entry site that excludes expression of
downstream ORFs (i.e., rev, env) by leaky scanning, thus mRNAs (contain-
ing exons 4 or 4E) that have Tat as the first ORF express Tat exclusively
(Schwartz et al., 1992c). Thus, HIV produces monocistronic (Gag/Pol from
the unspliced mRNA and Tat from the exon 4‐containing mRNAs) as well as
bicistronic mRNAs (using exons 4A, 4B, or 4C for rev/nef and exon 5E for
vpu/env). Thus, there is a great redundancy in that most of the HIV genes are
expressed from several mRNAs (Fig. 3), for example, the multiply spliced
mRNAs containing exons 4A, 4B, or 4C encode rev or the mRNAs contain-
ing exon 5 spliced to exons 7, 7A, or 7B encode nef. Not all the combina-
tions of exons encode wild‐type proteins, for example, splicing of exon 4 to
exon 7A or splicing of exons 4A, 4B, or 4C to exon 7A generates Tat and Rev
proteins with 8‐aa insertions, respectively, but the existence or function of
such proteins has not been verified. The small noncoding exons 2 and 3 are
present or absent from the multiply spliced species and generate mRNAs
with structures like the tat‐encoding mRNAs 1.4.7, 1.2.4.7, and 1.3.4.7.
Taken together, alternative splicing greatly contributes to production of
multiple mRNAs encoding a given HIV gene.

Small differences in nucleotide composition of these diverse cis‐acting
signals can have profound effects on splicing, and the levels of individual
mRNAs are affected greatly by a few nucleotide substitutions. For example,
many HIV‐1 isolates express an mRNA that has an additional small exon
6D (Fig. 3) and produces a fusion of Tat‐Env‐Rev protein, named Tev (Benko
et al., 1990; Salfeld et al., 1990), which has both Tat and Rev function
(Benko et al., 1990). Another example of splicing variability is the poor
expression of env due to oversplicing in a molecular HIV clone having a
G to A substitution 28 nts upstream of the splice acceptor site SA7 (Paca‐
Uccaralertkun et al., 2006). This is the region of an identified intron
splicing silencer sequence (Damgaard et al., 2002). Interestingly, different
HIV isolates also differ in the relative quantities of mRNAs produced
(Neumann et al., 1994, 1995; Purcell and Martin, 1993). It has also been
proposed recently that some conserved cryptic splice sites (exon 1A) within
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HIV polmay be important for the regulation of the stability of viral mRNAs
(Lutzelberger et al., 2006).

A fine‐tuned balance of expression of all the viral mRNAs is essential for
the production of infectious virus. The presence of Rev plays a central role in
removing mRNAs from the splicing machinery and provides the switch for
the production of partially spliced and unspliced transcripts. The multiply
spliced mRNA species do not have any problem to be exported using the
default mRNA export pathway and they rapidly localize to the cytoplasm
after splicing, producing Tat, Rev, and Nef. Except for Tat, Rev, and Nef, all
other viral genes are produced from intron‐containing mRNAs and are Rev
dependent (Fig. 3). A recent study describes the surprising observation that
mRNAs encoding the viral regulatory proteins Tat and Rev are retained in
the nucleus of infected resting CD4þ T cells (Lassen et al., 2006). Export
and expression of such multiply spliced mRNAs was achieved upon over-
expression of a cellular RNA‐binding protein, the polypyrimidine tract‐
binding protein (PTB), which was identified to bind these HIV‐1 mRNAs.
PTBhas been implicated in regulating alternative splicing aswell as translation
(Spellman et al., 2005; Valcarcel and Gebauer, 1997). PTB overexpression
in resting CD4þ T cells reversed latency and allowed release of replication‐
competent HIV‐1 without inducing cellular stimulation. These experiments
imply regulation of latency at the level of nuclear mRNA export.
VII. Rev‐Dependence of HIV‐1 mRNAs ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

In the absence of Rev, the INS/CRS containing HIV‐1 mRNAs (Fig. 3)
are retained in the nucleus, where they are subjected to either complete
splicing or degradation. Rev acts as a molecular switch and increases levels
of the RRE‐containing mRNAs at the expense of the multiply spliced
mRNAs (Felber et al., 1990) and by mediating efficient export and expres-
sion of the RRE‐containing mRNAs. From this discussion, it is apparent that
Rev acts in competition with splicing and rescues unspliced mRNAs for
export and translation in the cytoplasm. Interestingly, the Rev–RRE interac-
tion does not affect the expression of a generally well‐expressed mRNA. For
example, globin pre‐mRNA having RRE inserted into its introns or exons is
not affected substantially by Rev, and mutation of globin splice sites was
necessary to facilitate Rev regulation (Chang and Sharp, 1989). Since globin
mRNA is spliced very efficiently, it may not be possible to interfere in this
process. Experiments with HIV mRNAs indicated that there are special
requirements in these mRNAs making them maximally responsive to Rev.
Research from many groups indicates the importance of other cis‐acting
elements in mRNAs that affect the sequence of events leading to processing
and transport. It is clear that a large number of nuclear proteins affect the
processing of HIV‐1 mRNAs. A large family of such factors is related to
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splicing. HIV‐1 splice site arrangement is of course complex, but it also has to
be ‘‘leaky’’ or ‘‘slow’’ so that some mRNA can escape splicing. Rev facilitates
this escape by linking the unspliced mRNAwith the CRM1 exporter, but it
is clear that other factors participate in this process by interacting with
the mRNA and either affecting its stability and processing or localizing it in
sites facilitating Rev function. Certain reports have identified the special
properties of some HIV‐1 splice sites, which indicate that under certain
conditions, 50 splice sites can act as mRNA stabilizers. In the absence of
splicing, the 50 splice sites in env (splice donor SD5) (Lu et al., 1990) and pol
(splice donor SD1A) (Lutzelberger et al., 2006) appear to facilitate its rescue
by Rev, and the role of U1 snRNA in this process has been recognized.

Although it was proposed that Rev is a direct inhibitor of splicing and
that association of splicing components (i.e., U1) is essential for Rev function
(Chang and Sharp, 1989; Kjems et al., 1991; Lu et al., 1990), it was also
realized that the Rev–RRE interaction could rescue mRNAs that did not go
through the splicing pathway (Felber et al., 1989b). For example, subge-
nomic gag and envmRNAs, lacking active splice sites, were poorly expressed
in the absence of Rev and could be rescued by Rev (Felber et al., 1989b;
Nasioulas et al., 1994). This led to the identification of several regions in the
gag, pol, and env coding sequences that had a cis‐acting negative effect on
mRNAexpression (Cochrane et al., 1991;Nasioulas et al., 1994;Olsen et al.,
1992; Schneider et al., 1997; Schwartz et al., 1992a). Sequences able to
inhibit expression of mRNA are referred to as INS or CRS and are embedded
within the intronic regions (i.e., gag/pol, vif, and env) of HIV‐1 mRNAs
(Fig. 3). Such elements do not contain any splice sites and they act indepen-
dent of splicing. It was noted that some INS have an overall higher AU
content but no common sequences or structures were identified. Some INS
also contain the classical AU‐rich elements (AREs) with the signature motif
AUUUA (Schneider et al., 1997), which are also found in the 30UTR of many
cytokine and other mRNAs and are responsible for their posttranscriptional
control (Shaw and Kamen, 1986; reviewed in Chen and Shyu, 1995; Shim
andKarin, 2002) andmay contribute to cytoplasmic control of viralmRNAs.

Importantly, functionally analogous nuclear retention signals are found
in all lentiviruses, viruses of the HTLV family, RSV, SRV/D, as well as
IAP retroelements, suggesting their biological relevance. Several mRNA‐
binding proteins, including p54nrb/PSF, PTB (hnRNP I), hnRNP A1, and
polyadenylate‐binding protein 1 (PABP1) were shown to bind specifically
to INS elements of HIV‐1 in vitro (Afonina et al., 1997, 1998; Black et al.,
1995, 1996; Najera et al., 1999; Zolotukhin et al., 2003). Of these, PABP1,
which normally binds to the polyA tail at 30 end of mRNAs, may act by
providing a premature 30‐end definition mark when bound to INS within
coding sequences, and thus may cause translation inhibition. Another factor,
the p54nrb/PSF heterodimer, is able to shuttle rapidly between paraspeckles,
a nuclear domain adjacent to splicing factor compartment, and the nucleoli/
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perinucleolar compartment (PNC) (Dye and Patton, 2001; Fox et al., 2002,
2005; Shav‐Tal and Zipori, 2002; Shav‐Tal et al., 2005) that is believed to be
a crucial site where Rev/CRM1 export is initiated (Daelemans et al., 2005a;
Michienzi et al., 2000; Romanov et al., 1997; Zolotukhin and Felber, 1999)
(Fig. 6). p54nrb/PSF was proposed to assist Rev to divert the INS‐containing
transcripts from the splicing route (Zolotukhin et al., 2003), as previously
suggested for factors mediating INS function (Afonina et al., 1997, 1998;
Berthold and Maldarelli, 1996; Felber et al., 1989b; Mikaelian et al., 1996;
Schneider et al., 1997; Schwartz et al., 1992b). Figure 6 shows a model
where p54nrb/PSF binds cotranscriptionally to a portion of INS‐containing
HIV‐1 pre‐mRNA, physically diverts them from splicing compartment to
paraspeckles, and further transports them to the nucleoli/perinucleolar
space, where they are assembled with Rev, CRM1, and mobile nucleoporins
into export‐ready complexes (Zolotukhin et al., 2003).
VIII. Use of RNA Optimization to Achieve High Level of HIV‐1
gag/pol and env Expression Plasmids _____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Expression of HIV‐1 gag/pol, vif, and env requires the viral Rev‐RRE
regulatory system or alternatively the presence of CTE (Bray et al.,
1994; Tabernero et al., 1996) (Rosati and B. K. F., unpublished data), RTE
(Nappi et al., 2001), or the RTE‐CTE combination (Smulevitch et al., 2006;
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see below). Alternatively, altering the nucleotide composition within eight
INS regions in the gagmRNA (changing 81 of the 1500 nt gag gene) without
altering the produced protein led to a profound 2‐log increase in Gag protein
expression in the absence of Rev/RRE (Schneider et al., 1997; Schwartz
et al., 1992a). Thus, changes of the nucleotide sequence without altering
the amino acid sequence, referred to as RNA or codon optimization, inacti-
vates the INS and CRS and results in high level and Rev‐independent
production of Gag, Pol, and Env (Graf et al., 2000; Kofman et al., 2003;
Kumar et al., 2006; Nasioulas et al., 1994; Rosati et al., 2005; Schneider
et al., 1997; Schwartz et al., 1992a). In a recent paper, Graf et al. (2006)
described the generation of a GFP reporter gene using HIV‐like codons
which resulted in reduction of GFP expression that can be augmented with
the help of the Rev‐RRE regulatory system. It is likely that introduction of
these global codon changes inadvertently created binding sites of negative‐
acting factors (reviewed also in Cochrane et al., 2006) analogous to those
identified to bind to HIV RNAs or cryptic splice sites. In summary, the
discovery of INS and CRS and their effective elimination by RNA opti-
mization has an important practical application, which is the use of such
RNA‐optimized HIV genes in DNA plasmids or recombinant viral vectors
currently used in many vaccine studies in monkeys and humans.

It was speculated that the HIV codons are less adapted to human cells
(Grantham et al., 1980), thus HIV mRNAs are poorly expressed due to
limitation in the tRNA pool (Haas et al., 1996). It can be argued that
changing the codon usage to codons preferred in human cells will increase
the translation efficiency, thus resulting in higher protein levels. Several lines
of evidence indicate that this hypothesis is not valid: (1) in the presence of
Rev, the RRE‐containing mRNA produces high levels of protein, despite the
‘‘inefficient’’ codon composition (Cochrane et al., 1990a; Feinberg et al.,
1986; Hadzopoulou‐Cladaras et al., 1989; Hammarskjöld et al., 1989;
Malim and Cullen, 1991; Olsen et al., 1991); (2) INS elements also exerted
their downregulatory effect when placed downstream of a reporter coding
region, thus they function at the RNA level rather than at translation
(Schwartz et al., 1992a,b); (3) changes of few codons (e.g., changes of 69
of 500 codons in gag) are sufficient to achieve a >2‐log increase in Gag
expression (Schneider et al., 1997); (4) efficient expression of HIV gag and
env was obtained from wild‐type HIV genes (Chakrabarti et al., 1986;
Karacostas et al., 1989) in the absence of Rev‐RRE, when expressed from
poxvirus vectors such as vaccinia and avipoxviruses (reviewed in Franchini
et al., 2004). Poxvirus mRNAs are produced in the cytoplasm and do not
enter the nucleus (Moss et al., 1991). Thus, these mRNAs are confined to the
cytoplasm, and therefore ‘‘escape’’ the nuclear ‘‘experience’’ and the regu-
lated export process. Taken together, these facts support the model in which
INS/CRS elements provide interaction sites for cellular factors that negative-
ly affect the fate of these transcripts in the nuclear compartment, which
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consequently affects their fate in the cytoplasm. This downregulatory effect
can be counteracted either by the presence of posttranscriptional regulatory
system (i.e., Rev‐RRE, NXF1‐CTE, RBM15‐RTE) or by removing the
negative‐acting RNA signals through RNA/codon optimization.

In conclusion, RNA optimization eliminates the negatively‐acting ele-
ments, thus abolishing interaction with INS‐binding cellular factors, render-
ing the mRNAs Rev independent. This general method of RNA/codon
optimization is now used successfully for the optimization of numerous
viral and cellular mRNAs and results in great gains in mRNA stability,
transport, and expression. Importantly, most of the candidate AIDS vaccines
moving toward the clinic incorporate RNA/codon optimization to achieve
efficient antigen expression.
IX. Posttranscriptional Control of Simple Retroviruses _____________________________________________________________________________________________________________________

Simple retroviruses [i.e., simian type D retroviruses (SRV/D), Avian
sarcoma/leukosis virus (ASV/ALV), Murine leukemia virus (MuLV)] do not
encode additional regulatory or accessory proteins and produce one
unspliced and one spliced mRNA. RNA elements essential for nucleocyto-
plasmic transport of viral mRNAs have been studied in detail for SRV/D
[CTE (Bray et al., 1994; Tabernero et al., 1996)] and the ASV/ALV family
member RSV [direct repeat element, DR (Ogert and Beemon, 1998; Ogert
et al., 1996; Paca et al., 2000)] (Table I). In contrast to HIV, the export of the
viral unspliced mRNA is mediated solely by cellular factors, which belong to
the conserved RNA export machinery. MuLV contains well‐defined signals
controlling the generation of the spliced mRNAs (reviewed in Cochrane
et al., 2006), but the mechanism used to export its unspliced mRNA is
unknown.

For the SRV/D retroviruses, including SRV‐1, SRV‐2, and MPMV, the
RNA export mechanism has been studied in detail. Export of the unspliced
SRV/D retrovirus mRNA is mediated by the cellular nuclear export factor 1
(NXF1; previously named TAP) (Grüter et al., 1998), which directly binds to
the cis‐acting constitutive RNA export element (CTE) (Fig. 4D). CTE spans
�170 nts, is located between env and the 30LTR, and is present in both the
unspliced mRNA producing Gag/Pol and the singly spliced mRNA encoding
Env. Molecular clones of SRV‐1 lacking the CTE were found to produce only
env but not gag (Tabernero et al., 1997). Despite the presence of CTE, the
singly spliced mRNA does not depend on CTE, and can be exported and
expressed independently. In contrast, CTE is essential for the production of
Gag/Pol and, hence, for the production of infectious virus.

The CTEs of SRV/D consist of four imperfect direct repeats that repre-
sent the core NXF1 binding sites. CTE of SRV‐1 and MPMV were shown to
fold into an extended stem‐loop structure in which these sites are juxtaposed



178 Felber et al.
in a mirror‐symmetrical fashion within the two internal loops (Fig. 4) (Ernst
et al., 1997; Tabernero et al., 1996). Sequence comparison between SRV/D
family CTEs shows 88–92% identity, and the nucleotide changes within the
stem regions are typically accompanied by compensatory changes maintain-
ing the conserved secondary structure. NXF1 binds to CTE via sequences
located in the internal loops and promotes the nucleocytoplasmic export of
CTE‐containing mRNAs (Grüter et al., 1998). Importantly, NXF1 is essen-
tial for cellular mRNA export and defines a general mRNA export pathway
that is conserved from yeast to humans (Grüter et al., 1998; Herold et al.,
2001; Segref et al., 1997; Tan et al., 2000;Wilkie et al., 2001). Hence, NXF1
is the first cellular protein known to directly mediate mRNA export by
providing a direct molecular link between mRNAs and components of the
NPC. Thus, although functionally analogous to CRM1, NXF1 identifies a
distinct transport pathway (Fig. 2, Table I).
X. NXF1 ________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

NXF1 orthologues in eukaryotes share a conserved structural domain
architecture including (from the N‐terminus) a noncanonical RNP‐type
RBD, the leucine‐rich repeats region (LRR), the NTF2‐like domain (sharing
structure with NTF2 protein), and the ubiquitin‐associated‐like domain
(UBA‐like). Studies of the human NXF1 led to the delineation of functional
determinants and signals, which include: (1) A substrate‐binding domain
comprising RBD and LRR, which exhibits general RNA binding and high‐
affinity binding to CTE RNA (Braun et al., 1999; Grüter et al., 1998; Liker
et al., 2000). This domain contains the regions required for the direct
binding to Aly/REF and U2AF35 proteins that serve to facilitate the binding
of NXF1 to export‐ready mRNAs (Bachi et al., 2000; Stutz et al., 2000;
Zolotukhin et al., 2002), and a portion of this domain was shown to be
sufficient for the assembly of NXF1 with spliced mRNA (Zolotukhin et al.,
2002). Also embedded in this domain is the NLS (Bear et al., 1999) that
directs the transportin1‐mediated nuclear import (Truant et al., 1999) and
an NES that acts via an unknown receptor (Bear et al., 1999), as well as the
binding site of microtubule‐associated proteins (MAP1A and MAP1B),
which are thought to participate in NXF1‐dependent cytoplasmic trafficking
(Tretyakova et al., 2005; A.S.Z. and B.K.F., unpublished data). (2) The p15/
NXT1‐binding domain that is structurally similar to nuclear transport fac-
tor NTF2 and heterodimerizes with p15/NXT1 cofactor that is also similar
to NTF2 (Guzik et al., 2001; Levesque et al., 2001, 2006; Wiegand et al.,
2002). This NTF2‐like heterodimeric unit acts to recognize the FG‐repeats
of nucleoporins (Fribourg et al., 2001). (3) The UBA‐like domain (Herold
et al., 2000) synergizes with p15/NXT1‐binding domain to mediate mRNA
transport through NPC (Fribourg et al., 2001; Suyama et al., 2000).
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NXF1 function is conserved throughout evolution. The human,
C. elegans, and Drosophila NXF1 and the Saccharomyces cerevisiae ortho-
logue Mex67p are essential for general mRNA export from the nucleus and
act as direct export receptors for their mRNA cargo (Braun et al., 1999;
Erkmann and Kutay, 2004; Grüter et al., 1998; Herold et al., 2003; Segref
et al., 1997; Tan et al., 2000). While retroviruses need to export some of
their transcripts before splicing (see above), the export of cellular mRNAs
usually occurs after splicing. In case of the retroviral transcripts, NXF1
binds with high affinity directly to CTE, which acts as a constitutive,
splicing‐independent export mark, mediating the export of CTE‐containing
mRNA prior to splicing. In contrast, NXF1 is added to the ‘‘export‐ready’’
cellular mRNPs as a result of splicing via interactions with cofactors such as
exonic junction complex (EJC) components, Aly/REF and Y14/MAGOH
(Kataoka et al., 2000, 2001; Strasser and Hurt, 2000; Stutz et al., 2000), as
well as with shuttling SR (serine/arginine‐rich) splicing factors such as U2AF
(Zolotukhin et al., 2002), 9G8, SRp20, and ASF/SF2 (Huang and Steitz,
2001; Huang et al., 2003, 2004; Lai and Tarn, 2004; for reviews see
Dreyfuss et al., 1993; Izaurralde, 2002, 2004; Vinciguerra and Stutz,
2004). As part of the export complex, NXF1 interacts with the FG‐repeat
domains of nucleoporins, a molecular step that is facilitated by the hetero-
dimerization of NXF1 with p15/NXT1 (Black et al., 2001; Guzik et al.,
2001; Katahira et al., 2002; Levesque et al., 2001; Ossareh‐Nazari et al.,
2000; Wiegand et al., 2002), and subsequently the NXF1‐containing mRNP
complex translocates to the cytoplasm by a yet unknownmechanism. Unlike
CRM1 and other exportins, NXF1‐mediated nucleocytoplasmic transloca-
tion is not controlled by Ran GTPase, but instead could be driven by DBP5
RNA helicase that resides at the cytoplasmic face of NPC. Dbp5 is believed
to use ATP hydrolysis to assist the NPC translocation of mRNP, when
stimulated by its cofactor GLE1 and inositol hexakisphosphate (Cole and
Scarcelli, 2006; Weirich et al., 2006). NXF1 further participates in cytoplas-
mic trafficking of mRNPs and stably associates with cytoplasmic mRNPs
(Zolotukhin et al., 2002) as well as with mRNAs in the polysomal fraction
(Jin et al., 2003). Thus, NXF1 participates in the nuclear and cytoplamic
trafficking of mRNPs and may also promote translation.
XI. Cellular CTEs ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

CTEs in SRV/D and in the related murine IAP are highly organized
elements consisting of four imperfect direct repeats that constitute the core
NXF1 binding sites, which in the secondary RNA structure are juxtaposed
within the two internal loops (Fig. 4D). It is therefore possible that the modern
CTEs originated from a repeated cellular NXF1‐binding sequence that was
acquired by ancestral retroviruses and further evolved into a high‐affinity
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NXF1‐binding ligand due to the selective pressure of viral replication. Such a
candidate CTE precursor was isolated based on high affinity to NXF1 and
c ons is ts o f mu lt ip le 15 ‐nt repeats that are homologous to NXF1‐b i nd in g
motifs in CTE. This element, termed TAP‐binding element or TBE, also
forms a secondary structure in which these repeat sequences are juxtaposed
in a manner similar to NXF1‐binding motifs in CTE. Like CTE, TBE is an
active nuclear export element. Based on the presence of significant homologies
in the regions that are functionally neutral, it was proposed that TBE‐like
sequences were evolutionary precursors of CTE (Zolotukhin et al., 2001).

An interes ting, recent finding is the identific ation of a cellular CTE ‐ like
sequen ce Ta p ‐ CTE (Li et al. , 2006 ). This element includes only one of the
tw o NXF1 ‐ bindi ng motifs of CTE and resid es withi n the alternat ively
spliced intron 10 of the human NXF1 gene. NXF1 was shown to act via
this CTE to promot e the pr oduction of a splice variant, which has the CTE ‐
con taining intron retained and expres ses a trunca ted NXF1 protein . Impor-
tantly, such CTEs are conser ved withi n the NX F1 genes from huma ns to fish,
indi cating their fun ctional relevan ce. Su ch ele ments show no eviden ce of
being evolut ionary rel ated to TBE (Zolot ukhin et al. , 2001; A.S.Z. and B.K.
F., unpubli shed data) . It is possi ble that this ‘‘cellu lar’’ CTE and the viral
CTEs emerged indepe ndentl y, as a result of con vergen t evo lution.
XII. Posttranscriptional Control of LTR‐Retroelements _________________________________________________________________________________________________________________

The mouse genome contains thousands of copies of IAP retroelements.
These elements contain genes for gag, protease, and pol, a ‘‘fossilized’’
env region, and an RNA export element [i.e, CTE‐like element (Tabernero
et al., 1997) or an RTE (Nappi et al., 2001)] which are flanked by two
LTRs. Although most IAPs contain large deletions, intact transposition‐
competent IAPs have recently been identified (Dewannieux et al., 2004).
Our studies showed that the presence of an RNA export element is essential
for retrotransposition (A.S.Z. and B.K.F., unpublished data).

Interestingly, on the basis of the presence of posttranscriptional regulatory
elements, the murine IAPs can be grouped into two subclasses, indicating a
complex evolutionary history. IAPs can carry the CTE‐related element CTEIAP

(Tabernero et al., 1997) (Fig. 4D), or they carry a distinct element named
RTE,whichwas originally identified by genetic complementation experiments
(Nappi et al., 2001) (Fig. 4C). Both CTEIAP and RTE are able to replace
Rev/RRE and to rescue virus after insertion into a Rev‐ and RRE‐minus clones
of HIV‐1 and SIVmac239 (Bray et al., 1994; Nappi et al., 2001; Tabernero
et al., 1996, 1997; Valentin et al., 1997; von Gegerfelt and Felber, 1997; von
Gegerfelt et al., 2006; Zolotukhin et al., 1994). Thus, these are potent RNA
export elements necessary for the transport the full‐length IAP mRNA, and
they are able substitute for the Rev‐RRE export mechanism in HIVand SIV.
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A. CTE‐Related Element, CTEIAP
This 170‐nt element shares some identity with the SRV/D CTE and
preserves only the overall RNA structure and the sequence of these internal
loop regions (Tabernero et al., 1997) (Fig. 4D). The sequences of the double‐
stranded regions are far divergent but the changes are of compensatory
nature, demonstrating that the stem structure and not the sequence of
these regions is important for function. The conserved internal loops contain
the direct binding sites for the cellular mRNA export factor NXF1 (Grüter
et al., 1998). Despite the conservation of the NXF1 binding sites, it was
found that CTEIAP is less potent compared to CTE in mediating Rev‐
dependent reporter gene expression (i.e., HIV Gag). This supports the
notion that structural components contribute significantly to the proper
positioning of the binding sites within the elements, reminiscent to the
findings from mutagenesis studies of RRE, RXRE, and RcRE.
B. RTE
The functional 226‐nt RTE RNA element folds into an extended
RNA stem structure (Smulevitch et al., 2005) (Fig. 4C). The minimal RTE
contains four internal stem loops that are indispensable for function in
mammalian cells. RTE is structurally unrelated to the CTE or the CTEIAP

(compare Fig. 4C and D). More than 3000 RTE and RTE ‐ related elements
were identified in the mouse genome sharing at least 70% sequence identity
with the prototype RTE (Nappi et al., 2001). These elements form four
subgroups based on their sequence and structure. The predicted key struc-
tural features of RTE are preserved among the related elements, consistent
with their functional importance. Like CTE, RTE utilizes the cellular mRNA
transport machinery and functions in many cell types of different species,
indicating that the export factor(s) recognizing RTE are widely expressed
and evolutionarily conserved (Nappi et al., 2001). Interestingly, the com-
bination of RTE and CTE in cis synergistically increases expression of
unstable lentiviral mRNAs, suggesting the NXF1 participates in RTE export
(Smulevitch et al., 2006). Recent studies from our laboratories identified
the human RNA‐binding motif protein 15 (RBM 15) to bind to RTE and to
promote export of RTE‐containing mRNAs. Interestingly, RBM15 acts as
molecular link to tether the RTE‐containing mRNAs to the NXF1 pathway
(Lindtner et al., 2006).
XIII. Comparison of RNA Export Systems _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Comparison of the structures of the known cis‐acting retroviral RNA
export elements shows a high degree of complexity with RRE, RXRE, and
RcRE being more complex, followed by RTE and then CTE, the simplest



182 Felber et al.
stem‐loop structure among this group (Fig. 4). Mutagenesis studies of
these elements showed that these stem‐loop structures are embedded within
a tightly structured RNA. Mutagenesis away from the primary binding
site(s) for the export factors was often found to eliminate function of the
element, probably due to changes in the overall structure. Interestingly, it
was found that some of the viral factors cross‐activate, for example, HTLV‐I
Rex can act on HIV‐1 RRE (Bogerd et al., 1991; Felber et al., 1989a; Hanly
et al., 1989; Itoh et al., 1989; Lewis et al., 1990; Rimsky et al., 1988), but
Rev does not act on HTLV‐I RXRE (Felber et al., 1989a; Hanly et al., 1989;
Rimsky et al., 1988); HTDV/HERV‐K Rec acts only on its own RcRE, while
HIV Rev and HTLV Rex act also on RcRE (Magin et al., 1999, 2000; Yang
et al., 2000); HIV Rev was found to activate theMMTVRmRE (Dangerfield
et al., 2005). On the other hand, NXF1 and RBM15 act on their respective
elements and not on viral RNA export elements like RRE. In conclusion,
there is specificity at the level of protein–RNA interaction. The export
factors Rev, Rex, Rec, and Rem tether their respective RNAs to the CRM1
export receptor. In contrast, RBM15 tethers the RTE RNA to the NXF1
receptor, while the CTE RNA is directly recognized by NXF1. Thus, studies
of different retroviruses contributed to the identification of two distinct
export routes, utilizing CRM1 and NXF1, respectively (Fig. 2, Table I).
XIV. Replacement of Rev Regulation Leads to
SIV Attenuation ________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The understanding of the mechanism of mRNA export and of posttran-
scriptional regulation of lentivirus expression led to the development of HIV
and SIVmolecular clones which have Rev/RRE system replaced by the CTE or
RTE (Bray et al., 1994; Nappi et al., 2001; Smulevitch et al., 2006; Valentin
et al., 1997; von Gegerfelt and Felber, 1997; Zolotukhin et al., 1994). These
Rev‐independent HIVand SIV clones have altered expression and pathogenic-
ity profiles (Nappi et al., 2001; Valentin et al., 1997; von Gegerfelt and Felber,
1997; von Gegerfelt et al., 1999, 2002, 2006; Zolotukhin et al., 1994). In vivo
studies showed that suchRev‐independent SIV viruses can propagate in Indian
rhesusmacaques, infected as neonates or juveniles, but they are nonpathogenic
for more that 7 years (von Gegerfelt et al., 1999, 2002, 2006). Moreover, the
macaques are chronically infected, but they have very restricted SIVreplication
(plasmavirus loads of less than100 copies permilliliter),which is controlledby
the body’s immune system. The lack of development of signs of immune
dysfunction in macaques infected by the Rev‐independent strains indicates
that Rev is a factor essential for the high levels of HIV‐1 propagation and for
pathogenicity. These data suggest that Rev inhibition, even partial, may have
beneficial results andmay reduce the pathogenicity ofHIV, enabling control of
viremia. It is therefore highly desirable to develop drugs able to interfere with
Rev function.
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XV. Conclusions _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Over the past 20 years, research by numerous laboratories has added
significantly to our understanding of regulation of expression of retroviruses,
and the essential steps governing trafficking of retroviral mRNAs within the
nucleus, through the nuclear pore, and in the cytoplasm. This line of research
has been instrumental for our understanding of the trafficking of cellular
proteins and RNAs. Importantly, we know that there are two distinct export
routes, using either CRM1 or NXF1 as nuclear receptors (Fig. 2, Table I).
We also have a deep appreciation of the complex interaction between cellular
nuclear retention/degradation machinery, splicing, and export mechanisms.
Research on retroviruses has been instrumental for the discovery of many of
these sophisticated posttranscriptional regulatory steps. Our understanding
of the restriction of mRNA expression and the potent tools retroviruses
utilize to counteract such nuclear restrictions in order to maximize retroviral
mRNA expression, also led to the practical and widely used application of
RNA optimization as a powerful approach to obtain high‐level of gene
expression, essential for many vaccine approaches including HIV.
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HIV Accessory Genes Vif and Vpu
I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Primate immunodeficiency viruses, including HIV‐1, are characterized
by the presence of a number of viral accessory genes that encompass vif, vpr,
vpx, vpu, and nef (Fig. 1). The vif, vpr, and nef genes are expressed in most
HIV‐1, HIV‐2, and SIV isolates (Huet et al., 1990). In contrast, the vpu gene
is found only in HIV‐1 and some SIV isolates. The vpx gene, on the other
hand, is not found in HIV‐1 isolates but is common to HIV‐2 and most SIV
isolates. Current knowledge indicates that none of the primate lentiviral
accessory proteins has enzymatic activity. Instead, it appears that these pro-
teins serve primarily, if not exclusively, as adapter molecules to mediate the
physical interaction of other viral and/or host factors. This chapter attempts
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to summarize our current knowledge of the function of the HIV accessory
proteins Vif and Vpu.
II. Vif: A Potent Regulator of Viral Infectivity ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. Introduction
Vif is encoded by all lentiviruses except Equine infectious anemia virus
(Oberste and Gonda, 1992). Prior to the adoption of a standard nomencla-
ture for HIV transcription units, Vif was known as sor, A, P0, or Q gene
product (Gallo et al., 1988). Its gene product is a 23‐kDa basic protein,
which is produced late in the infection cycle in a Rev‐dependent manner
(Garrett et al., 1991; Schwartz et al., 1991). Deletions in vif have been
associated with a reduction or loss of viral infectivity (Fisher et al., 1987;
Kishi et al., 1992; Strebel et al., 1987), a phenomenon that is largely host cell
dependent (Blanc et al., 1993; Borman et al., 1995; Fan and Peden, 1992;
Gabuzda et al., 1992; von Schwedler et al., 1993; Sakai et al., 1993) and
can vary in its extent by several orders of magnitude (Fisher et al., 1987;
Kishi et al., 1992; Strebel et al., 1987). In permissive cell types, such as HeLa,
COS, C8166, Jurkat, U937, or SupT1 (Fan and Peden, 1992; Gabuzda
et al., 1992; Sakai et al., 1993), production of infectious particles does not
require a functional vif gene product. In contrast, vif‐deficient viruses pro-
duced from nonpermissive cells, such as H9, CEM, PBMC, or macrophages
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(Borman et al., 1995; Courcoul et al., 1995; Fan and Peden, 1992; Gabuzda
et al., 1992, 1994; Sova and Volsky, 1993; von Schwedler et al., 1993), are
noninfectious regardless of the permissiveness of the target cells (Borman
et al., 1995; Gabuzda et al., 1992; von Schwedler et al., 1993). Of note,
when permissive and nonpermissive cells were fused, the resulting het-
erokaryons exhibited a restrictive phenotype suggesting the presence of an
inhibitory factor in nonpermissive cells (Madani and Kabat, 1998; Simon
et al., 1998a). It took almost 4 years after this discovery until the mysterious
inhibitory factor was finally identified (Sheehy et al., 2002). The identified
protein whose expression in permissive cells rendered these cells nonper-
missive for vif‐deficient HIV‐1 was initially referred to as CEM15 (Sheehy
et al., 2002). It quickly became clear that CEM15 belonged to a family of
cytidine deaminases and was identical to APOBEC3G (apolipoprotein B
mRNA‐editing enzyme catalytic polypeptide‐like 3G). The identification of
CEM15 (APOBEC3G) in 2002 (Sheehy et al., 2002) represented a milestone
in Vif research as it brought to an end the long search for the elusive host
factor targeted by Vif. It is interesting to note that CEM15 was not (despite
many attempts) identified through yeast‐two‐hybrid screening using Vif as
bait even though we now know that Vif and APOBEC3G closely interact.
Instead, CEM15/APOBEC3G was identified through subtractive screening
of cDNA libraries from the two closely related cell lines CEM and CEM‐SS
that exhibit permissive and nonpermissive phenotypes, respectively (Sheehy
et al., 2002).
B. Vif Function is Host Cell Specific
Several lines of evidence suggested early on that Vif exerts its function
through interactions with species‐specific host cell factor(s) (Simon et al.,
1995). For instance, HIV‐1 Vif was able to regulate infectivity of HIV‐1,
HIV‐2, and SIVagm in human cells while SIVagm Vif was inactive in human
cells—even on SIV substrates—but was active in African green monkey
(AGM) cells (Simon et al., 1998c). Similarly, the identification of an HIV‐2
isolate, HIV‐2KR, whose vif‐defective variants exhibit cell type restrictions
that are distinct from those observed for vif‐deficient HIV‐1, points to the
involvement of cellular factor(s) for Vif function (Reddy et al., 1995).
Nevertheless, the observation that vif genes from HIV‐1, HIV‐2, and SIV
are capable of functional complementation in appropriate cellular back-
grounds (Reddy et al., 1995; Simon et al., 1995, 1998c) suggested a common
mechanistic basis for Vif function.

Many models for Vif function have been proposed over the years. The
observation that the defect in viruses produced in restrictive cells in the
absence of Vif cannot be complemented by the presence of Vif in recipient
cells (Borman et al., 1995; von Schwedler et al., 1993) suggested that Vif is
required at the time of particle production in the host cell for regulating virus
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assembly or maturation (Blanc et al., 1993; Borman et al., 1995; Gabuzda
et al., 1992; von Schwedler et al., 1993; Sakai et al., 1993). This model is still
valid today. It was further speculated that Vif might be involved in the
posttranslational modification of one or several virion components. This
model was based on the observation of morphological aberrancies in vif‐
defective virions from restrictive cells, which were not observed in wild‐type
virions or in vif‐defective virions from permissive cells (Borman et al., 1995;
Hoglund et al., 1994). More recently, the absence of Vif was associated
with the formation of abnormal reverse transcription complexes in viruses
derived from nonpermissive cells (Carr et al., 2006). We know now that
Vif‐deficient viruses incorporate APOBEC3G and that virus‐associated
APOBEC3G is responsible for the loss of infectivity. Yet, only 20–50 copies
of APOBEC3G are packaged in the absence of Vif into virus particles from
nonpermissive H9 cells (K. S., unpublished data). Thus, the amount of virus‐
associated APOBEC3G is low when compared to the 4000–5000 copies
of Gag present in a virion and it is not clear whether the presence of
APOBEC3G can fully explain the above‐noted morphological aberrancies.
C. Mechanisms of Vif Function
Introduction of CEM15/APOBEC3G into permissive 293T cells ren-
dered these cells nonpermissive for vif‐defective HIV‐1 (Sheehy et al., 2002).
However, the antiviral activity of CEM15/APOBEC3G was severely inhib-
ited in the presence of Vif. Thus, Vif has the intriguing ability to neutralize
APOBEC3G. There is general agreement that the inhibition of APOBEC3G
antiviral activity is mediated by a physical interaction with Vif and results in
the exclusion of APOBEC3G from virions. The exact mechanism of Vif
function is still under investigation. One of the unresolved issues concerns
the domains in Vif and APOBEC3G that are involved in their interaction.
The result from four independent studies published almost simultaneously
points to a region in the N‐terminal part of APOBEC3G (Bogerd et al., 2004;
Mangeat et al., 2004; Schrofelbauer et al., 2004; Xu et al., 2004). All four
groups found that a single amino acid change at position 128 in human
APOBEC3G (D128K) was sufficient to change its sensitivity to Vif: normal
human APOBEC3G was highly sensitive to HIV‐1 Vif but insensitive to Vif
from SIVagm. In contrast, mutation of D128 to K rendered the resulting
APOBEC3G protein insensitive to HIV‐1 Vif but sensitive to SIVagm Vif
(Mangeat et al., 2004; Schrofelbauer et al., 2004; Xu et al., 2004). In almost
all of these studies, mutation at position 128 severely affected the binding of
APOBEC3G to Vif (Bogerd et al., 2004; Mangeat et al., 2004; Schrofelbauer
et al., 2004). It is interesting to note that while the interaction of HIV‐1
and SIVagm Vif is limited to human and AGM APOBEC3G, respectively,
Vif proteins encoded by HIV‐2 and SIVmac viruses can target both human
and AGMAPOBEC3G. These results suggest that residues other than amino
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acid 128 in APOBEC3G are important for the interaction with Vif. In this
regard, it should be noted that Vif and APOBEC3G are both RNA‐binding
proteins, and it is possible that Vif–APOBEC3G interactions are mediated
or facilitated by an RNA bridge even though one recent report found that
the Vif–APOBEC3G interaction is insensitive to treatment with RNase
(Kozak et al., 2006).
D. Degradation of APOBEC3G
Vif inhibits packaging of APOBEC3G into virus particles. The inhibi-
tion of APOBEC3G encapsidation by Vif is generally accompanied by a
reduction of the intracellular expression level, which has been attributed to
degradation by the cellular ubiquitin–dependent proteasome machinery
(Conticello et al., 2003; Liddament et al., 2004; Marin et al., 2003; Mehle
et al., 2004b; Sheehy et al., 2003; Stopak et al., 2003; Wiegand et al., 2004;
Yu et al., 2003). Vif binds to APOBEC3G as well as to components of
a cullin‐ubiquitin ligase complex, including Cullin5 (Cul5), Elongin B,
Elongin C, and the RING protein Rbx, and induces ubiquitination and
subsequent degradation of APOBEC3G (Mehle et al., 2004b; Yu et al.,
2003, 2004). A model for the proposed APOBEC3G ubiquitination complex
is shown in Fig. 2. In this model, an Elongin B/C dimer interacts with a
highly conserved SLQ motif in Vif also referred to as BC box motif (Mehle
et al., 2004a; Yu et al., 2003; Fig. 2A). This is suggested by the fact that
mutation or deletion of the SLQ motif reduces the affinity of Vif to Elongin
B/C dimer, inhibits APOBEC3G ubiquitination, and results in the pro-
duction of noninfectious virions (Mehle et al., 2004a; Yu et al., 2003).
In addition to Elongin B and Elongin C, Vif also binds to Cul5. In this
regard, a novel zinc‐binding motif was recently identified in Vif, which is
responsible for the binding of Vif to Cul5 and mediates cullin selection (Luo
et al., 2005; Mehle et al., 2006). This novel HCCH motif is conserved in all
primate lentiviral Vif proteins and has the consensus sequence H‐X5‐C‐
X17–18‐C‐X3–5‐H (Fig. 2A). The HCCH motif represents a nonclassical
zinc‐binding motif, and mutation of any or all of the HCCH residues
reduced zinc binding of Vif and significantly reduced the affinity of Vif to
Cul5 (Mehle et al., 2006; Xiao et al., 2006). Interestingly, mutation of
hydrophobic residues within the HCCH motif also reduced Cul5 binding
without a simultaneous loss of Elongin B and Elongin C interaction with Vif
(Xiao et al., 2006). On the basis of these results it was suggested that zinc
coordination via the HCCHmotif serves the purpose of properly positioning
critical hydrophobic residues in Vif for interaction with Cul5 (Fig. 2A).
The assembly on Vif of Cul5 and ElonginB/C together with Rbx and an E2
ubiquitin‐conjugating enzyme into an active E3 ubiquitin ligase complex
finally culminates in the ubiquitination and subsequent degradation of
APOBEC3G (Fig. 2B).
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As far as Vif is concerned it was observed that amino acid changes near
theN‐terminus (residues 14–17) affected the species‐specific interactionwith
APOBEC3G (Schrofelbauer et al., 2006). Consistent with this we found
that deletions in that region of Vif reduced but did not abolish the interac-
tion of Vif with APOBEC3G. The function of Vif as an adaptor between
APOBEC3G and the Cul5 ubiquitination complex is reminiscent of the role
of Vpu in the proteasome‐mediated degradation of CD4, which will be
discussed later in this chapter (Section III.C.1). It is interesting that thus
far no dominant‐negative mutants of Vif have been identified (Fujita et al.,
2002). Given the nature of the APOBEC3G–Vif–Cul5 complex, it should
be possible to identify mutants of Vif that retain their ability to bind
APOBEC3G but have lost their ability to connect to the Cul5 E3 ubiquitin
ligase complex. Identification of such mutants could represent a promising
step toward the development of novel Vif‐based antivirals.
1. Does Vif Control APOBEC3G Through Multiple Mechanisms?
Degradation of APOBEC3G clearly contributes to the exclusion of
APOBEC3G from viruses. However, there is increasing evidence that other
mechanism(s) may come into play as well. For instance, it was noted that the
reduction of virus‐associated APOBEC3G was in some cases significantly
more pronounced than the reduction of intracellular APOBEC3G levels
(Kao et al., 2003, 2004; Mariani et al., 2003). Moreover, mutation of
a serine residue at position 144 in Vif (S144A) did not affect its ability to
induce APOBEC3G degradation yet severely impaired Vif’s ability to govern
the production of infectious viruses from APOBEC3G‐expressing cells
(Mehle et al., 2004a). Finally, we recently identified an APOBEC3G variant
that was stable in the presence of Vif and had antiviral activity but was
excluded from virions in the presence of Vif (K. S., unpublished data). All of
these data suggest that Vif is able to prevent the packaging of APOBEC3G
through multiple mechanisms.

Additional evidence for degradation‐independent effects of Vif on APO-
BEC3G activity comes from a bacterial assay system that is based on the
mutation of a rifampicin (Rif) test gene (Ramiro et al., 2003). In this assay,
deaminase activity is determined as the frequency of Rif‐resistant colonies.
HIV‐1 Vif was found to inhibit enzymatic activity of both APOBEC3G and
the B‐cell‐specific activation‐induced deaminase (AID) (Santa‐Marta et al.,
2005, 2007). Interestingly, inhibition by Vif was sensitive to mutation of
residue D128 in APOBEC3G or the corresponding D118 in AID, which in
other experiments was found to affect interaction of Vif and APOBEC3G
(see Section II.C). Thus, interaction with Vif can affect the enzymatic activity
of APOBEC3G in the absence of proteasomal protein degradation. It is
unclear, how Vif in those examples inhibits deaminase activity. However,
steric interference by mere binding of Vif to APOBEC3G seems unlikely
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since a Vif variant carrying a mutation in the HCCHbox (C114F; Section II.D
and Fig. 2A) was still capable of interacting with APOBEC3G but did not
inhibit deaminase activity (Santa‐Marta et al., 2005, 2007).
2. APOBEC3G Complexes
APOBEC3G is enzymatically inactive when bound to RNA (Chiu et al.,
2005). In fact, in transcriptionally active cells, APOBEC3G copurifies with
a large cytoplasmic ribonucleoprotein complex (Chiu et al., 2005). Several
studies employing affinity‐tagged APOBEC3G proteins have identified RNA
and protein components of this complex (Chiu et al., 2006; Kozak et al.,
2006 ; Gallois ‐ Mon tbrun et al. , 2007) . The consens us seems to be that most
of the APOBEC3G‐associated proteins are RNA‐binding proteins and that
their interaction with APOBEC3G is sensitive to treatment with ribonucle-
ase. The importance—if any—of the high‐molecular‐weight APOBEC3G
ribonucleoprotein complexes for HIV‐1 replication and/or Vif function
remains unclear since at any given time there appear to be sufficient amounts
of low‐molecular‐weight APOBEC3G in APOBEC3G‐expressing cells to
severely limit replication of Vif‐defective HIV‐1. The ability of APOBEC3G
to form high‐molecular‐weight ribonucleoprotein complexes may reflect
another function of APOBEC3G that aims at controlling intracellular events
such as the retrotransposition of Alu retroelements, which is inhibited by
APOBEC3G through sequestering Alu RNAs in cytoplasmic APOBEC3G
ribonucleoprotein complexes away from the nuclear enzymatic retrotran-
sposition machinery (Chiu et al., 2006).
E. Vif is an RNA‐Binding Protein
Fractionated extraction of Vif‐transfected HeLa cells revealed that Vif
partitions between soluble and detergent‐insoluble fractions (Fujita et al.,
2004). Indeed, when cells were fractionated in the presence of RNase, Vif
shifted almost entirely into the detergent‐resistant fraction. This suggests
that the soluble portion of Vif represents an RNA‐bound form of Vif.
Indeed, Vif was found to specifically associate with viral genomic RNA
in vitro and was found to form a 40S mRNP complex in virus‐producing
cells (Dettenhofer et al., 2000; Zhang et al., 2000). Furthermore, Vif is
packaged into virus particles through an association with viral genomic
RNA (Khan et al., 2001). In vitro studies revealed that Vif specifically
binds to the 50 end of the viral genomic RNA (Henriet et al., 2005) over-
lapping with a region required for the specific packaging of APOBEC3G
(Khan et al., 2005). Detergent‐stripping of viruses demonstrated that Vif
packaged together with viral genomic RNA is stably associated with the
viral cores while Vif packaged in the absence of viral RNA can easily be
separated from viral cores by mild detergent treatment (Khan et al., 2001).
Thus, Vif is an integral part of the viral reverse transcription complex.
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Exactly how many cop ies of Vif are pa ckaged into HIV ‐ 1 particles and
its functional significanc e have been subject to debate . Esti mates range
from very low leve ls to more than 100 copie s (Cam aur and Trono, 1996;
Dettenh ofer and Yu, 1999; Gabuz da et al. , 1992; Kao et al. , 2003; Liu et al. ,
1995). However, it is cle ar that in acute ly infected cultures the efficienc y of
Vif packagi ng was significant ly higher than in chron ically infecte d cultu res
(Kao et al. , 2003 ).
F. Functional Domains in Vif
Vif tends to form nonspeci fic a ggregates during pur ification and enri ch-
ment. This propert y has thus far precluded detaile d structura l analys is of Vif
(Paul et al. , 2006) . All data regar ding fun ctional domains of Vif are there fore
based on muta tiona l analys is. With the except ion of the BC box and HCCH
motif (see Section II.D ) functional domai ns including the APO BEC3G ‐bind -
ing regio n are poor ly defined. Using a Vaccin ia virus ‐ based syst em for the
expression of Vif in HeLa cells and sup ported by in vit ro kinase assays on
recombina nt Vif, Yang et al. (19 96) ident ified multiple phospho rylatio n sit es
in Vif, includ ing Ser14 4, Thr 155, and Thr 188. In addit ion, Vif was found to
be a su bstrate for mitogen ‐ activa ted protein kinase (MAP K), whi ch was
reported to regulate phos phoryla tion of Vif a t two ad ditional sites, Thr 96
and Ser16 5 ( Yang and Gabuz da, 1998 ). Mutat ion of two of the phospho ry-
lation sites (T hr96 a nd Ser14 4), whi ch are highl y co nserved, ab olished the
ability of Vif to inhibit the APO BEC3G anti viral activi ty, sugges ting that Vif
phospho rylatio n may be important for its biologic al activ ity (Yan g and
Gabuzd a, 1998; Yang et al. , 1996). Othe r im portant sequen ces critical for
Vif function incl ude two conser ved cyst eine residu es at positions 114 and
133 ( Ma et al. , 1994; Sova et al. , 1997 ). Experi mental evide nce suggests that
neither intracell ular nor virus ‐ associat ed Vif utilize Cys114 an d Cys 133 for
the form ation of sulfh ydryl bonds (S ova et al. , 1997 ). Neverthe less, the fact
that muta tion of either cyst eine results in compl ete loss of Vif function
(Ma et al. , 1994; Simo n et al. , 1999 ) points to an im portant function of
these residu es. We now know that the conser ved cysteine residues are pa rt
of an unus ual zinc ‐ coo rdination moti f (see Sect ion II.D ) that is imp ortant
for bind ing to Cul 5 ( Fig. 2A ). In addit ion, a stre tch of ba sic amino acids
located near the C ‐ termi nus of Vif was foun d to be critical for interactions
with cellular membranes (Goncalves et al., 1995) and the Pr55Gag precursor
(see below). Membrane association of Vif was found to be sensitive to
trypsin treatment, suggesting the involvement of a cellular protein whose
identity, however, remains thus far unknown (Goncalves et al., 1995).
Coimmunoprecipitation studies with differentially tagged Vif proteins de-
monstrated that Vif has the ability to form homomultimers (Yang et al.,
2001). A proline‐rich domain encompassed by residues 151–164 in Vif was
found to be important for multimerization. However, other regions in Vif
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may contribute as well since deletion of residues 151–164 reduced the
efficiency of Vif–Vif interaction only about threefold (Yang et al., 2001).

Vif regulation of viral infectivity may be related to its ability to interact
with the Pr55Gag precursor (Bouyac et al., 1997). Vif–Gag interactions were
abolished in a Vif mutant lacking the C‐terminal 22 amino acids (Bouyac
et al., 1997), suggesting an involvement of this C‐terminal basic domain in
Vif, previously identified as a membrane‐binding domain (Goncalves et al.,
1994, 1995). Using an insect cell system, Huvent et al. (1998) identified
four discrete Gag‐binding sites, which included residues T68‐L81 (site I) and
W89‐P100 (site II) in the central domain, and residues P162‐R173 (III) and
P177‐M189 (IV) at the C‐terminus. Substitutions in site I and deletion of site
IV were detrimental to Vif encapsidation, whereas substitution of basic
residues for alanine in sites III and IV had a positive effect. The data suggest
a direct intracellular Gag–Vif interaction and could point to a Pr55Gag‐
mediated membrane‐targeting pathway for Vif (Huvent et al., 1998). The
Vif‐interacting domains in Pr55Gag were analyzed by screening of a phage‐
displayed library for Vif‐interacting peptides (Huvent et al., 1998). The Vif‐
binding domain in Pr55Gag identified with this technique spanned residues
H421‐T470 and includes the C‐terminal region of nucleocapsid (NC), includ-
ing the second zinc finger, the intermediate spacer peptide sp2, and the
N‐terminal half of the p6 domain. Deletions in these Gag domains signifi-
cantly decreased the Vif encapsidation efficiency, and complete deletion of
NC or mutation of the cysteine residues in the zinc finger domain abolished
Vif encapsidation (Huvent et al., 1998; Khan et al., 2001).
G. Vif Associates with the Cytoskeleton
Aside from its interaction with APOBEC3G and the proposed associa-
tion of Vif with cellular membranes, the intracellular localization of Vif was
found to be affected by the presence of the intermediate filament (IF)
vimentin (Karczewski and Strebel, 1996). Fractionation of acutely infected
T cells or transiently transfected HeLa cells revealed the existence of soluble,
cytoskeletal, and detergent extractable forms of Vif. Confocal microscopic
analysis of Vif‐expressing HeLa cells suggests that Vif is predominantly
present in the cytoplasm and closely colocalizes with the IF vimentin. The
close association of Vif with vimentin is evidenced by the fact that treatment
of cells with drugs affecting the structure of vimentin filaments similarly
affected the localization of Vif (Karczewski and Strebel, 1996). The associa-
tion of Vif with vimentin severely alters the structure of the IF network and
can lead to its complete collapse in a perinuclear region (Karczewski and
Strebel, 1996). This effect of Vif on vimentin was found to be reversible
and depended on the microtubule network (K. S., unpublished data). In-
terestingly, the proper establishment of vimentin networks in normal
fibroblasts was also found to require stable (detyrosinated) microtubules
(Gurland and Gundersen, 1995). It is therefore possible that the observed
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effects of Vif on vimentin structure result from the disruption of such
vimentin–microtubule interactions by Vif. Experimental evidence suggests
that association of Vif with vimentin is cell cycle dependent (K. S., unpub-
lished data). This could provide an explanation for the reported failure
to detect vimentin association of Vif in syncytia of infected H9 cells
(Simon et al., 1997) and could further explain the reversible nature of the
Vif‐induced changes in the cytoskeletal structure.
H. Vif as a Possible Regulator of Gag/Pol
Polyprotein Processing
On the basis of its similarity to a family of cysteine proteases, Guy et al.
(1991) initially proposed that Vif might act as a protease, targeting the
cytoplasmic domain of the Env glycoprotein. However, even though Vif
has been implicated in regulating incorporation of Env into virions (Borman
et al., 1995; Sakai et al., 1993), a proteolytic activity of Vif has so far not
been demonstrated and the processing of the C‐terminal end of gp41 as
suggested by Guy et al. (1991) could not be confirmed by others (Gabuzda
et al., 1992; von Schwedler et al., 1993). In fact, a more recent model
proposes that Vif acts as an inhibitor of the HIV protease and functions to
prevent premature processing of the Gag/Pol polyprotein precursor (Baraz
et al., 1998; Friedler et al., 1999a; Kotler et al., 1997; Potash et al., 1998).
This proposed function of Vif is based on the observation that expression of
Vif or an N‐terminal Vif‐derived peptide was able to inhibit autoprocessing
of truncated Gag/Pol polyproteins in Escherichia coli and also inhibited
processing of a synthetic model peptide in vitro (Kotler et al., 1997).
In addition, synthetic peptides corresponding to an N‐terminal domain of
Vif (residues 30–65 and 78–98) were found to inhibit HIV‐1 replication in
peripheral blood lymphocytes (Friedler et al., 1999b; Potash et al., 1998).
Despite the obvious effect of Vif (or Vif‐derived peptides) on Gag/Pol pro-
cessing in vitro, the in vivo function of Vif, both with respect to the regula-
tion of Gag processing and its site of action, remains controversial (Bouyac
et al., 1997; Fouchier et al., 1996; Ochsenbauer et al., 1997; Simm et al.,
1995; K. S., unpublished data).
I. Virion‐Associated Vif May Have a Crucial Role in
Regulating Viral Infectivity
Aside from its proposed function in HIV‐infected cells, Vif may also
have a virion‐associated activity. Like Vpr and Nef, Vif is packaged into
virus particles (Borman et al., 1995; Camaur and Trono, 1996; Karczewski
and Strebel, 1996; Liu et al., 1995). Unlike Vpr, which is packaged in signifi-
cant quantities through specific interaction with the p6 domain in Gag
(Kondo et al., 1995; Lavallee et al., 1994; Lu et al., 1993, 1995; Paxton
et al., 1993; Selig et al., 1999), Vif incorporation into virions was reported
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to be nonselective. While there is general agreement on the fact that Vif is
packaged into virions, there is an ongoing discussion regarding the absolute
amounts of Vif packaged. It is apparent that the amounts of Vif packaged
into virions are low and vary depending on the intracellular expression levels
of Vif (Camaur and Trono, 1996; Dettenhofer and Yu, 1999; Karczewski
and Strebel, 1996; Liu et al., 1995; Simon et al., 1998b). Nevertheless,
virion‐associated Vif is found in tight association with the viral core
(Karczewski and Strebel, 1996; Liu et al., 1995) and consistently copurifies
with viral reverse transcriptase, integrase, and unprocessed Pr55Gag (K. S.,
unpublished data). It is thus likely that Vif is a component of the HIV nu-
cleoprotein complex and as such could, despite its low abundance, perform a
crucial function during the early phase of viral infection.
III. The HIV‐1‐Specific Vpu Protein ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. Introduction
Vpu is an 81 amino acid type 1 integral membrane protein composed
of three discrete a‐helices. (Cohen et al., 1988; Strebel et al., 1988). The
N‐terminal helix constitutes the transmembrane anchor and is followed by a
cytoplasmic tail containing two amphipathic a‐helices (Federau et al., 1996;
Willbold et al., 1997). The Rev‐dependent bicistronic mRNA that encodes
Vpu also contains the downstream Env open reading frame (ORF) which is
translated by leaky scanning of the Vpu initiation codon (Schwartz et al.,
1990). The vpu gene is not always functional due to the presence of mutated
initiation codons or internal deletions suggesting a mechanism by which
Vpu expression is regulated by the virus (Schubert et al., 1999). Although
the vpu gene is only found in HIV‐1 strains, the envelope protein of certain
isolates of HIV‐2 have been shown to assume some of the functionality of
the HIV‐1 Vpu protein (Bour and Strebel, 1996; Bour et al., 1996; Ritter
et al., 1996). The Vpu protein has two main roles in the viral life cycle: it
promotes the efficient release of viral particles from the cell surface and it
induces the degradation of CD4, and possibly other transmembrane pro-
teins, in the endoplasmic reticulum (ER). Much progress has been made over
the years to understand both functions of Vpu. However, there are a number
of fundamental issues that remain to be addressed. This chapter aims at
summarizing our current knowledge on Vpu.
B. Structure of the Vpu Protein
Vpu is an 81 amino acid type 1 integral membrane protein (Cohen et al.,
1988; Strebel et al., 1988). Residues 1–27 constitute the N‐terminal hydro-
phobic membrane anchor followed by 54 residues that protrude into the
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cytoplasm. A highly conserved region spanning residues 47–58 contains
a pair of serine residues that are constitutively phosphorylated by casein
kinase II (Schubert et al., 1994). Initial attempts to resolve the structure of
the Vpu protein were hampered by the presence of the N‐terminal hydro-
phobic membrane anchor domain, which made the protein highly insoluble
in aqueous solutions. Investigators therefore focused on partial structures
using synthetic peptides corresponding to the hydrophilic region (residues
27–81) or fragments thereof. The inability to successfully crystallize Vpu
made it necessary to use circular dichroism and proton NMR spectroscopy
in solution to determine the structure of the Vpu cytoplasmic domain. Using
synthetic peptides representing the Vpu cytoplasmic domain, such techni-
ques detected two discrete a‐helical structures encompassing amino acids
35–50 and 58–70, respectively separated by a flexible segment contain-
ing the two conserved phosphorylated serine residues (Federau et al., 1996;
Henklein et al., 1993; Kochendoerfer et al., 2004; Wray et al., 1995; Zheng
et al., 2003). The Vpu helix 1 is amphipathic with hydrophobic, basic, and
acidic residues clustered along the axis of the helix. The same is true for
helix 2 albeit to a less striking degree. Using 15N‐labeled peptides encom-
passing residues 1–27, it was determined that the transmembrane domain
forms a stable helical structure with a tilt angle of �6� to 15� relative to the
plane of the membrane (Kukol and Arkin, 1999; Park and Opella, 2005;
Park et al., 2003; Sharpe et al., 2006). These data along with the extensive
structure information available for the Vpu cytoplasmic tail in solution have
led to a model of Vpu topology in a membrane environment as depicted in
Fig. 3 (model I). In this model, the membrane‐spanning N‐terminal domain
I II
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FIGURE 3 Model representation of the Vpu secondary structure as deducted from available

NMRandmodeling data. Two separatemodels are proposed.Model (I) is based on data presented
by Park et al. (Park and Opella, 2005; Park et al., 2003). Model II is based on data

presented by Lemaitre et al. (2006). In both models the Vpu transmembrane helix is tilted. In

model I, the two cytoplasmic helices are aligned with the lipid bilayer with the two phosphoserine

residues protruding into the cytoplasm. Model II proposes that the two cytoplasmic helices are
oriented almost parallel to each other with the two phosphoserine residues protruding from the

connecting loop.
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forms a stable a‐helix connected to the soluble cytoplasmic tail by a short
unstructured fragment. A string of positively charged residues within that
flexible arm would allow interactions with the negatively charged lipid
surface. The hydrophobic side of helix 1 in the cytoplasmic domain is par-
tially buried in the lipid bilayer, exposing the hydrophilic (or charged) side to
the cytoplasm. The flexible region joining the cytoplasmic helices 1 and 2
appears to form a loop pointing away from the membrane, mostly due to the
acidic nature of the two conserved phosphorylated serine residues (Coadou
et al., 2002; Henklein et al., 2000). In a second model (Fig. 3, model II), the
two cytoplasmic helices of Vpu adopt a more compact structure where the
two helices are oriented almost parallel to each other (Lemaitre et al., 2006).

One of the limitations of all of these studies is that they are performed
on highly purified Vpu protein. However, biochemical studies have revealed
that in HIV‐infected cells Vpu interacts with a number of host factors,
including CD4 or bTrCP (see below). It is likely that the interaction of
Vpu with such host factors affects its tertiary structure and in particular
the orientation of the cytoplasmic helices. Also, homo‐oligomerization
of Vpu, which was first described by chemical cross‐linking experiments
(Maldarelli et al., 1993) but which is not addressed in current structure
models, may significantly affect on the overall conformation of Vpu in
membranes. For a more comprehensive review of Vpu structure see Opella
et al. (2005).
C. Biological Activities of the Vpu Protein

1. Vpu‐Mediated Degradation of the CD4 Receptor
The gp160 envelope glycoprotein precursor (Env) and Vpu both signifi-
cantly contribute to the viral effort to downregulate CD4. Gp160 is a major
player in CD4 down‐modulation that can, in most instances, quantitatively
block the bulk of newly synthesized CD4 in the ER (Bour et al., 1995; Crise
et al., 1990; Jabbar and Nayak, 1990). However, this strategy has two
principal shortcomings. First, in contrast to Nef, Env is unable to remove
preexisting CD4 molecules that have already reached the cell surface. Sec-
ond, the formation of CD4‐gp160 complexes in the ER blocks the transport
and maturation of not only CD4 but of the Env protein itself (Bour et al.,
1991). In cases where equimolar amounts of CD4 and Env are synthesized,
this could lead to the depletion of cell surface Env and thus the production of
Env‐deficient, noninfectious virions (Buonocore and Rose, 1990, 1993). An
important function of Vpu is to induce the degradation of CD4 molecules
trapped in intracellular complexes with Env thus allowing gp160 to resume
transport toward the cell surface (Willey et al., 1992a). In Vpu‐expressing
cells, CD4 is rapidly degraded in the ER and its half‐life drops from 6 h to
�15 min (Willey et al., 1992b). The importance of ER localization for CD4
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susceptibility to Vpu‐mediated degradation suggests that cellular factors
essential for CD4 degradation are located in the ER and/or that the rate‐
limiting step of CD4 degradation is binding by Vpu (Chen et al., 1993). In
support of the latter option, coimmunoprecipitation experiments showed
that CD4 and Vpu physically interact in the ER and that this interaction
is essential for targeting CD4 to the degradation pathway (Bour et al., 1995).
The domains in Vpu required for CD4 binding are less well defined, sug-
gesting that three‐dimensional rather than linear structures are involved.
While two conserved serine residues at positions 52 and 56 in the cytoplas-
mic domain of Vpu are critically important for CD4 degradation (Paul
and Jabbar, 1997; Schubert and Strebel, 1994), they are not required for
CD4 binding since phosphorylation‐defective mutants of Vpu retained
the capacity to interact with CD4 (Bour et al., 1995). This finding led to
the hypothesis that Vpu binding to CD4 was necessary but not sufficient to
induce degradation (Bour et al., 1995). The role of the Vpu phosphoserine
residues in the induction of CD4 degradation was elucidated when yeast‐
two‐hybrid assays as well as coimmunoprecipitation studies revealed an
interaction of Vpu with the human beta Transducin‐repeat Containing
Protein (bTrCP; Margottin et al., 1998). Interestingly, Vpu variants mutated
at Ser52 and Ser56 were unable to interact with bTrCP, providing a mecha-
nistic explanation for the requirement for Vpu phosphorylation and strongly
suggesting that bTrCP was directly involved in the degradation of CD4
(Margottin et al., 1998).

Structurally, bTrCP shows a modular organization. Similar to its Xeno-
pus laevis homologue (Spevak et al., 1993), human bTrCP contains seven
C‐terminal WD repeats, a structure known to mediate protein–protein inter-
actions (Neer et al., 1994). Accordingly, the WD repeats of human bTrCP
were shown to mediate interactions with Vpu in a phosphoserine‐dependent
fashion (Margottin et al., 1998). In addition to the WD repeats, bTrCP
contains an F‐box domain that functions as a connector between target pro-
teins and the ubiquitin‐dependent proteolytic machinery (Bai et al., 1996).
Although the molecular mechanisms, by which Vpu targets CD4 for de-
gradation, are now reasonably well defined, it remains unclear how the
membrane‐anchored CD4 is ultimately brought into contact with cytoplas-
mic proteasome complexes. A number of proteasome degradation pathways
involving bTrCP have recently been deciphered that resemble, at least
in part, that of Vpu‐mediated CD4 degradation. For example, ubiquitina-
tion and proteasome targeting of b‐catenin or the NF‐kB inhibitor IkBa
was shown to involve the same TrCP‐containing SkpI, Cullin, F‐box protein
(SCFTrCP) E3 complex involved in CD4 degradation (Hatakeyama et al.,
1999; Spencer et al., 1999; Winston et al., 1999; Yaron et al., 1998). Indeed,
both b‐catenin and IkB degradation are inhibited by Vpu (Besnard‐Guerin
et al., 2004; Bour et al., 2001).
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Interestingly, the recognition motif on all known cellular substrates of
bTrCP consists of a pair of conserved phosphoserine residues similar to those
present in Vpu (Margottin et al., 1998). These serine residues are arranged
in a consensus motif present in all of these proteins (DSpGCXSp, where Sp

stands for phosphoserine,C stands for a hydrophobic residue, and X stands
for any residue). Serine‐phosphorylation plays the major regulatory role
in the stability of SCF target proteins. For example, activation of the IkB
kinase complex (IKK) by external stimuli such as TNFa induces the serine‐
phosphorylation of IkBa followed by rapid TrCP‐mediated proteasome
degradation (Hochstrasser, 1996). Figure 4 summarizes our current under-
standing of Vpu‐mediated degradation of CD4. According to this model,
phosphorylated Vpu simultaneously binds to CD4 and TrCP and recruits the
proteasome degradation machinery through SkpI, an F‐box‐binding protein
that associates with TrCP (Margottin et al., 1998). SkpI, in turn, interacts
with Cul1, a Nedd8‐modified entity that provides a docking site for the
Cdc34 E2 ubiquitin conjugating enzyme. Cul1 also interacts with Rbx1,
which can bind to both TrCP and Cdc34 and stabilize the E2‐E3 complex
(Skowyra et al., 1999).

While the molecular machinery that assembles around CD4/Vpu com-
plexes is now well defined, it is still not clear how CD4 goes from this
targeted state to physical degradation in the cytosolic proteasome. There is
only indirect evidence in mammalian assay systems that CD4 ubiquitination
precedes its degradation by Vpu (Fujita et al., 1997; Schubert et al., 1998).
In contrast, analysis of CD4 degradation in a yeast assay revealed ubiquiti-
nation of cytoplasmic but not luminal lysine residues on CD4 (Meusser and
Sommer, 2004). It is not clear at present whether Vpu‐induced degradation
involves dislocation of CD4 from the ER membrane as shown for other
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FIGURE 4 Model representation of the Vpu‐mediated proteasome degradation of CD4. Vpu
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complex. This results in the ubiquitination of lysine residues in the cytoplasmic tail of CD4
and subsequent degradation by proteasome complexes. Details of this model are described in
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membrane‐bound proteasome substrates such as MHC class I heavy chains
whose dislocation from the ER to the cytosol is catalyzed by the Human
cytomegalovirus US11 gene product (Wiertz et al., 1996).

Vpu has one intriguing property that distinguishes it from all other
known substrates of bTrCP: its resistance to proteasome degradation.
Indeed, while the SCFTrCP usually degrades the serine‐phosphorylated pro-
tein directly bound to the TrCP WD domains (i.e., Vpu), CD4—bound to
the Vpu cytoplasmic domain—is degraded instead. This phenomenon has
serious implications for the regulation and availability of the SCFTrCP in cells
that express Vpu. Indeed, due to the fact that Vpu is constitutively phos-
phorylated (Schubert and Strebel, 1994), binds bTrCP with high affinity
(Margottin et al., 1998), and is not released from the complex by degradation
(Bour et al., 2001), Vpu expression inHIV‐infected cells was likely to perturb
the physiological function of the SCFTrCP through competitive trapping of
TrCP. Indeed, the dysregulation of IkB by Vpu was shown to lead to inhibi-
tion of both HIV‐ and TNF‐a‐induced activation of NF‐kB (Bour et al.,
2001). The dysregulation of NF‐kB in Vpu expressing cells has far‐reaching
consequences since NF‐kB is a central transcription factor that regulates the
expression of key cellular genes involved in cell proliferation, cytokine pro-
duction, and the induction of apoptosis (Barkett and Gilmore, 1999; Pahl,
1999). Inhibition of NF‐kB activity by Vpu might therefore contribute to the
induction of apoptosis in HIV‐1‐infected cells (Badley et al., 2000; Casella
et al., 1999). This was confirmed experimentally by showing that in a
population of Jurkat cells expressing wild‐type HIV‐1, twice as many cells
underwent apoptosis than in cells infected with a Vpu‐defective virus
(Akari et al., 2001). Mechanistically, Vpu was shown to inhibit the NF‐kB‐
dependent expression of antiapoptotic genes such as Bcl‐2 family proteins,
leading to enhanced intracellular levels of the apoptosis‐promoting caspase‐3
(Akari et al., 2001). Active caspase‐3 then triggers a reaction that results in
the cleavage of a number of target proteins including Bcl‐2 family proteins
and leads to cell death (Akari et al., 2001).
2. Vpu‐Mediated Enhancement of Viral Particle Release
In addition to its destabilizing effect on CD4, Vpu mediates the efficient
release of viral particles from HIV‐1‐infected cells (Klimkait et al., 1990;
Strebel et al., 1989; Terwilliger et al., 1989). These two biological activ-
ities of Vpu appear to be mechanistically distinct and involve different
structural domains in Vpu. For example, the particle release–enhancing
activity of Vpu is independent of CD4 and does not require the envelope
glycoprotein. Also, mutation of serine residues 52 and 56, which are crucial
for CD4 degradation, only partially affect virus release (Friborg et al., 1995;
Geraghty and Panganiban, 1993; Schubert et al., 1994; Yao et al., 1992).
In addition, while the determinants for CD4 degradation are all contained
in the cytoplasmic domain of Vpu, the transmembrane domain has been
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sho wn to play an esse ntial role for the particl e release activity ( Paul et al. ,
1998 ; Schub ert et al. , 1996a ). Early data sugges ted that Vpu regulate s the
detac hment of otherwi se funct ional virion s from the cell surfa ce ( Klimk ait
et al., 1990). In those experiments nearly 75% of cell‐associated reverse
transcriptase activity (i.e., virions) could be released by vortexing of the
cells (Klimkait et al., 1990). Similar results were obtained when cells pro-
ducing Vpu‐defective virus were treated with protease (Neil et al., 2006).
It is still debated whether Vpu enhances virus production through a global
modification of the cellular environment or through discreet interactions
with cellular or viral factors. The finding that Vpu forms ion‐conductive
channels at the cell surface (see below) argues in favor of the former possi-
bility (Ewart et al., 1996). Alternatively, it was suggested that interactions
between Vpu and a novel cellular protein (Vpu‐binding protein or UBP)
may be involved in viral particle production (Callahan et al., 1998). UBP is a
41‐kDa protein that contains four copies of a so‐called tetratricopeptide
repeat (TPR), a degenerate 34‐amino acid sequence involved in protein–
protein interactions (Schatz et al., 1998). Overexpression of UBP was found
to abrogate the ability of Vpu to promote viral particle release, suggesting
that UBP is a negative factor for virus assembly that needs to be displaced
from Gag by Vpu (Callahan et al., 1998). Examination of the subcellular
location of Gag in the presence and absence of Vpu and/or UBP suggests that
Vpu may enhance viral particle release either by promoting the transport
of viral Gag precursors to the plasma membrane or by increasing the affinity
of the N‐terminal matrix domain for the plasma membrane lipids (Deora
and Ratner, 2001; Handley et al., 2001). More recent data suggest that
Gag travels initially to the cell surface before accumulating in early and
late endosomes (Harila et al., 2006; Neil et al., 2006). On the basis of
these results it was proposed that Vpu inhibits nascent virion endocytosis.
Interestingly, inhibition of clathrin‐mediated endocytosis by expression of
dominant‐negative forms of dynamin or EPS‐15 resulted in the accumula-
tion of virions at the cell surface but did not increase virus release in the
absence of Vpu. Instead, these virions were readily detachable by protease
treatment (Neil et al., 2006). These results are consistent with the results
reported by Klimkait et al. (1990), which suggested that Vpu has no effect on
virus assembly but regulates the detachment of virions from the cell surface.
These results also suggest that Vpu acts at the cell surface. On the other
hand, Varthakavi et al. (2006) demonstrated that Vpu traffics through the
recycling endosome and that disruption of recycling endosome function led
to an accumulation of Vpu in this compartment and abolished the enhancing
effect of Vpu on virus release. Of note, disruption of endosome function
also abolished the enhancing activity of HIV‐2 Env, suggesting that Vpu and
Env enhance virus release through a common mechanism (Varthakavi
et al., 2006). These results do not formally rule out that Vpu and HIV‐2
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Env regul ate virus rel ease per se from the cell surfa ce; howev er, futur e
studies will ha ve to address that issue.
D. Ion Channel Activity
On the basis of the struc tural similarity of Vpu with the Influenza virus
M2 ion chann el protein , it was specul ated that homo ‐ oligome ric complex es
of Vpu migh t posses s pore ‐ forming abilitie s ( Malda relli et al. , 1993 ). Indeed,
Vpu ion channel activi ty was experi mentally demon strated in two indepen -
dent studies by meas uring curre nt fluctuations across an artificial lipid
bilayer containing either full ‐ length recom binant Vpu protein or synthe tic
peptides corre sponding to the cytopl asmic domain of Vpu ( Ewar t et al. ,
1996). In add ition, v oltage clamp analysis on amphi bian oocyte s expres sing
full ‐lengt h Vpu supports the notion that Vpu forms ion ‐ cond uctive pores
(Schube rt et al. , 1996b) . The Vpu chan nel appears to be sel ective for mono -
valent catio ns such as sodium and potass ium. While some investigator s
argue that differen ces in membrane condu ctance in the prese nce of Vpu
are not due to the ope ning of an ion chan nel but rather the resul t of a ltera-
tions of the protein memb rane compo sition by Vpu (Coady et al. , 1998 ),
there is an intrigui ng correlat ion betw een the ability of Vpu to form ion ‐
conductive channel s and its abilit y to en hance vira l pa rticle rel ease in vivo .
Indeed, a Vpu mutan t bearin g a transmem brane domain with a scramb led
amino acid sequenc e lacked ion cha nnel activi ty and was unab le to enhan ce
virus particl e release , yet retained full CD4 degradat ion acti vity (Schube rt
et al. , 1996a ). Furthermore, scrambling the Vpu TM domain in the context
of a SHIV virus (SHIV[TM]) significantly reduced viral pathogenicity
(Hout et al., 2005). Pig‐tailed macaques infected with SHIV[TM] exhibited
lowviral load anddid not show severe loss ofCD4þT cells (Hout et al., 2005).
Nevertheless, how an ion channel activity of Vpu could lead to enhanced viral
particle production is still unclear. It is conceivable that the channel activity of
Vpu locally modifies the electric potential at the plasma membrane, leading to
facilitated formation and release of membrane budding structures. Alterna-
tively, the action of the Vpu channel could induce cellular factors involved in
the late stages of virus formation or exclude cellular factors inhibitory to the
viral budding process. So far no inhibitors of Vpu channel activity or Vpu
function have been identified. More recently, however, Hout et al. (2006b)
demonstrated that substitution of the TM domain of Vpu in an SIV/HIV
chimeric virus (SHIV(KU1bMC33)) with that of the Influenza virus M2 pro-
tein conferred sensitivity to rimantadine, a known inhibitor of theM2channel.
Indeed, the same authors demonstrated that replacement of an alanine residue
in the Vpu TM domain by histidine was sufficient to render the protein
sensitive to rimantadine (Hout et al., 2006a). While it remains to be shown
whether these mutants exhibit similar sensitivity to rimantadine in the context
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of other Vpu isolates or in the context of HIV, these results strongly imply that
Vpu has ion channel activity not only in vitro but in vivo aswell. These findings
further support the notion that Vpu ion channel activity is relevant for Vpu
function.

A different model for Vpu function was proposed by a recent study
suggesting that Vpu affects the activity of the mammalian background K(þ)
channel TASK‐1 (Hsu et al., 2004). The N‐terminal domain of TASK‐1
exhibits significant structural homology to Vpu. Indeed, Vpu was found to
interact with TASK‐1 and coexpression of Vpu inhibited the TASK‐1 ion
channel activity (Hsu et al., 2004). Also, coexpression of TASK‐1 with the
N‐terminal fragment exhibiting homology to Vpu (Ttm1) inhibited TASK‐1
ion channel function. Interestingly, expression of Ttm1 increased release
of Vpu‐defective virus from HeLa cells to a similar extent than wild‐type
Vpu (Hsu et al., 2004). Thus, it is conceivable that TASK‐1 is a cellular
inhibitor whose function has to be inactivated by Vpu. If this is true, one
would predict that TASK‐1 is expressed in nonpermissive cell types such
as HeLa or Jurkat but is absent in permissive cells, for example Cos‐7 or
293T. Indeed, fusion of permissive Cos‐7 cells with nonpermissive HeLa
cells produced heterokaryons that exhibited a nonpermissive phenotype
(Varthakavi et al., 2003). These results therefore suggest that Vpu coun-
teracts a human host cell restriction factor that inhibits HIV‐1 particle
production (Varthakavi et al., 2003). Comparative analysis of TASK‐1
in permissive and nonpermissive cells should reveal whether TASK‐1 is
responsible for the effects observed by Varthakavi et al.
E. Evolution of Vpu Biological Activities
Although the vpu gene is unique to HIV‐1, the activity Vpu provides for
enhanced viral particle release is not. Indeed, the envelope proteins of several
HIV‐2 isolates, including ROD10 and ST2, were shown to promote viral
particle release in a manner indistinguishable from that of HIV‐1 Vpu (Bour
and Strebel, 1996; Ritter et al., 1996). Both Vpu and the ROD10 Env
are functionally interchangeable and each augments the release of HIV‐1,
HIV‐2, and Simian immunodeficiency virus (SIV) particles, suggesting a
common mechanism of action for these two proteins (Bour and Strebel,
1996; Gottlinger et al., 1993). Because of its innate tendency to form
homo‐oligomeric complexes, it seems possible that HIV‐2 Env, in analogy
to Vpu, mediates the release of viral particles through the formation of a
membrane pore. This is supported by the fact that Vpu and the HIV‐2
Env both require the presence of a functional transmembrane domain for
thei r activ ity (Bour and Stre bel, 1996; Schubert et al. , 1996a ) and adopt
an oligomeric structure favorable to the formation of a membrane pore
(Maldarelli et al., 1993). Mutagenesis studies have delineated the regions
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in the HIV‐2 Env important for its particle release activity. One study
proposed that the C‐terminal part of the Env cytoplasmic domain is required
for efficient particle release (Ritter et al., 1996). However, such correlation
between the length of the cytoplasmic tail and the presence of particle
release–promoting activity could not be confirmed for the ROD10 isolate
(Bour et al., 1999). In addition, ROD14, a molecular clone of HIV‐2 closely
related to ROD10 that originated from the same patient (Clavel et al.,
1986), does not support viral particle release irrespective of the length of
its cytoplasmic domain (Bour et al., 1999). Instead, site‐directed mutagene-
sis revealed that the ability of the HIV‐2 ROD Env protein to enhance viral
particle release is regulated by a single amino acid substitution (position
598) in the ectodomain of the gp36 TM subunit (Bour et al., 2003). Sub-
stituting the threonine at that position in the inactive ROD14 Env by the
alanine found at the same position in the active ROD10 Env restored full
particle release activity to the ROD14 Env in transfected HeLa cells (Bour
et al., 2003). In addition to residue 598, Abada et al. (2005) have identified
two separate functional domains in the HIV‐2 Env, located in the ectodo-
main and the cytoplasmic domain. The cytoplasmic domain important for
the enhancing effect of HIV‐2 contains a glycine‐tyrosine‐x‐x‐hydrophobic
(GYxxy) motif that was previously shown to mediate interaction of HIV‐1
Env with the AP‐2 adapter complex (Boge et al., 1998; Ohno et al., 1997).
Indeed, the GYxxy motif in HIV‐2 Env functions to recruit AP‐2 in order to
direct Env to an appropriate cellular location required for the enhancement
of virus release (Abada et al., 2005). How HIV‐2 Env ultimately regulates
virus release remains unknown.

Unlike Vpu, the HIV‐2 Env protein is unable to induce CD4 degradation
(Bour and Strebel, 1996). The absence of a degradative activity in the
ROD10 Env suggests that this additional function may have evolved in
Vpu from the ancestral particle release activity in response to increased
affinity between the HIV‐1 Env and CD4 (Bour and Strebel, 1996; Willey
et al., 1992a). Additional evidence in favor of this hypothesis comes from
examining the sequence of SIVcpz isolates. The serine residues at positions
52 and 56 essential for interaction with TrCP are less conserved in SIVcpz

than in the prototypical subtype C HIV‐1 isolates (McCormick‐Davis et al.,
2000). Interestingly, the ability of Vpu to induce CD4 degradation is con-
served among highly divergent strains of SIVcpz despite the fact that several
of the Vpu variants contain only one of the two phosphoserine residues
required for interaction with bTrCP (Gomez et al., 2005). A possible expla-
nation for the dispensability of Ser56 in these isolates is the presence of a
string of negatively charged residues downstream of Ser52 that may substi-
tute for the missing phosphoserine (S56). In support of this, substitution of
one or more of the negatively charged amino acids by lysine abolished their
ability to degrade CD4 (Gomez et al., 2005).
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F. Vpu Contributes to HIV‐1 Pathogenesis by Raising
Viral Loads
Vpu is one of the least antigenic proteins ofHIV‐1.Despite the delineation
of two immunodominant B‐cell epitopes in Vpu, only 20–30% of patients
tested exhibit detectable immune response toVpu (Kusk et al., 1993; Schneider
et al., 1990a). Vpu also appears to be a poor target for cytotoxic T cells.
Although a major cytotoxic T‐lymphocyte (CTL) epitope was identified be-
tween residues 28 and 36, less than 3% of patients screened have detectable
Vpu‐specific CTL responses against this peptide (Addo et al., 2002). There are
conflicting reports on the possible link between the presence of Vpu‐specific
antibodies in patients and disease progression. One early study found no
temporal relationship between the presence or absence of Vpu antibodies
and the onset of HIV‐1‐related disease (Reiss andHershko, 1990). In contrast,
Kusk et al. (1993) found a statistically relevant correlation between the pres-
ence of antibodies against the immunodominant epitope 31–50 and a late
disease stage characterized by CD4þ T cell counts of<400 cells/ml. However,
the notion that antibodies against Vpu are a valid marker of disease progres-
sion is further challenged by the finding that in a cohort of 243HIV‐1‐infected
patients Vpu‐specific antibodies against another immunodominant epitope
(residues 64–81)were actuallymore prevalent in individuals in the early stages
of disease (Schneider et al., 1990b). Furthermore, Chen et al. (2003) reported
an association of the presence of anti‐Vpu antibodies with improved prognosis
following HIV‐1 infection in a cohort of 162 highly active antiretroviral
therapy (HAART) patients. A possible explanation for these divergent sets of
data may be that the Vpu sequence appears to be the most variable among all
HIV‐1 genes (Yusim et al., 2002). Indeed, experimental methods employed to
detect both humoral and CTL activities rely on reactions against synthetic
peptides whose sequences are based on the consensus of cloned viruses. Given
the rate of variability of the immunodominant epitopes in Vpu, it is entirely
possible that such diagnostic assays give false‐negative readouts when used
against widely divergent Vpu sequences.

Stronger lines of evidence point to a role of Vpu in HIV pathogenesis.
Studies in pig‐tailed macaque using SIV/HIV chimeric viruses (SHIV) have
shown that mutation of the vpu initiation codon rapidly reverts to give rise
to a functional vpu ORF (Stephens et al., 1997). Such reversion occurs as
early as 16 weeks postinfection and correlates with a phase of profound loss
of CD4þ cells (McCormick‐Davis et al., 1998). The rapid loss of CD4þ
T cells was correlated with the phosphorylation of Vpu (Singh et al., 2003).
Animals infected with a SHIV variant carrying mutations in the phospho-
serine sites developed no or only gradual CD4þ T‐cell loss and maintained
low viral burden (Singh et al., 2003).

Similar results were obtained in cynomolgus monkeys where the pres-
ence of Vpu was correlated with a vast increase in the plasma viral RNA
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levels 2 weeks postinfection (Li et al., 1995). The increased viral fitness
and pathogenicity conferred by Vpu is bimodal. First, Vpu increases viral
loads in the plasma, thereby contributing to viral spread. Second, the higher
frequency of de novo infections that results from these higher viral loads
leads to increased rates of mutations in the env gene (Li et al., 1995; Mackay
et al., 2002). This in turn leads to more rapid and efficient escape from
neutralizing antibodies and accelerated disease progression (Li et al., 1995).
In animals infected with viruses where vpu deletions were large enough to
prevent reversions, investigators observed long‐term nonprogressing infec-
tions characterized by a lack of circulating CD4þ T‐cells loss (Stephens
et al., 2002). Finally, studies in pig‐tailed macaques showed that in the
presence of large deletions in vpu, additional mutations in the env gene were
acquired that partially compensated for the lack of Vpu (McCormick‐Davis
et al., 2000). Although the mechanism by which Env would recapitulate the
activity of Vpu in these animals is unclear, it is tempting to speculate that Env
might have acquired a particle release activity similar to that displayed by
some HIV‐1 macrophage tropic isolates (Schubert et al., 1999) and some
HIV‐2 isolates (Bour et al., 1996; Ritter et al., 1996).

While Vpu might still be referred to as an accessory protein, there is
clear evidence that its role in enhancing viral particle production, down-
regulating cell surface CD4, and raising viral loads in vivo is key to the
fitness and pathogenesis of HIV‐1. It may be too early to call Vpu a viral
pathogenesis factor but it is interesting to note that closely related retro-
viruses such as HIV‐2 and SIV with less severe pathogenesis and disease
outcome all lack expression of the Vpu protein.
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Interactions of HIV‐1 Viral

Protein R with Host Cell Proteins
I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Active host–pathogen interactions take place during human immuno-
deficiency virus type 1 (HIV‐1) infection of host cells. HIV‐infected cells
respond to viral invasion with various antiviral strategies, such as innate,
cellular, and humoral immune antiviral defense mechanisms, and the virus
has developed tactics to suppress these host responses to infection. The final
balance between these interactions determines the efficiency of the viral
infection and subsequent disease progression. In this chapter, we will review
the virus‐host interactions taking place with the HIV viral protein R (Vpr).
Recent findings suggest that Vpr interacts with some of the host innate
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antiviral responses, such as heat stress responses, and plays an active role
as a viral pathogenic factor; cellular heat stress response factors counteract
such Vpr activities as nuclear import, induction of cell cycle G2/M arrest,
and apoptosis of the host cells, and also inhibit HIV replication. Other Vpr‐
interacting proteins and their potential roles in HIV replication, as well as
strategies for the development of future antiviral therapies directed at
suppressing Vpr activities, are also discussed.
II. Introduction _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

On infection by HIV‐1, host reacts with various innate, cellular,
and humoral immune responses to counteract the viral invasion. Limited
and transient restriction of viral infection is normally achieved. However,
HIV ultimately overcomes these antiviral responses resulting in successful
viral replication. Expression of several HIV‐1 regulatory and accessory genes
such as tat, nef, vif, and vpu is known to regulate some of these immune
responses to maximize viral replication. For example, Nef suppresses adap-
tive antiviral immunity by downregulating several cellular molecules critical
for antigen presentation and interaction between the immune cells such as
class I MHC, CD28, and CD4 (reviewed in Wei et al., 2003). Another HIV
protein, Tat, was shown to abrogate one of innate immunity mechanisms
working at the cellular level, the cell’s RNA‐silencing defense (Bennasser
et al., 2005). The innate antiviral responses operating at the cellular level,
also called intrinsic immunity, are targeted by several other HIV‐1 accessory
proteins, including Vif, which inactivates a cellular deaminase APOBEC3G
that affects HIV reverse transcription (Bishop et al., 2006), and Vpu, which
inactivates acid‐sensitive Kþ channel TASK‐1 whose expression inhibits HIV
virus release from infected cells (Hsu et al., 2004).

HIV‐1 Vpr is a virion‐associated accessory protein with an average
length of 96 amino acids and a calculated molecular weight of 12.7 kDa.
Vpr is highly conserved among HIV, simian immunodeficiency viruses (SIV),
and other lentiviruses (Tristem et al., 1992, 1998). Besides lentiviruses, the
Vpr protein sequence shares no strong homology with any other known
protein. A tertiary structure of Vpr proposed on the basis of NMR analysis
consists of an a‐helix‐turn‐a‐helix domain in the N‐terminal half from amino
acids 17 to 46 and a long a‐helix from amino acids 53 to 78 in the C‐terminal
half (Schuler et al., 1999; Wecker and Roques, 1999). These three a‐helices
are folded around a hydrophobic core in a structure which allows interac-
tion of Vpr with different cellular proteins (Morellet et al., 2003). These
interactions underlie the role of Vpr as a pathogenic factor.

Vpr displays several distinct activities in host cells. These include
cytoplasmic‐nuclear shuttling (Heinzinger et al., 1994), induction of cell
cycle G2 arrest (He et al., 1995), and cell killing (Stewart et al., 1997).
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These three Vpr‐specific activities were shown to be functionally indepen-
dent of each other (Chen et al., 1999; Elder et al., 2000; Subbramanian et al.,
1998; Vodicka et al., 1998) and have been demonstrated in a wide variety of
eukaryotic cells ranging from yeast to humans, indicating that Vpr most
likely affects highly conserved cellular processes.

In this chapter, we describe our current understanding of the host–Vpr
interactions and the potential roles of Vpr activities in viral pathogenesis.
III. Effects of HIV‐1 Vpr on Host Cellular Activities ______________________________________________________________________________________________________________________________________________________________________________
A. Induction of Cell Cycle G2/M Arrest
To ensure accurate transmission of the genetic information, eukaryotic
cells have developed an elaborate network of checkpoints to monitor the
successful completion of every cell cycle step and to respond to certain
abnormalities, such as DNA damage or replication inhibition, as they arise
during cell proliferation. Two of the best‐characterized G2/M checkpoints,
DNA damage and DNA replication (for reviews, see Boddy et al., 1998;
Caspari and Carr, 1999; Elledge, 1996; Rhind and Russell, 1998a), were first
characterized in detail by genetic analysis in fission yeast (Fig. 1A). The G2
toM transition is controlled in fission yeast by the phosphorylation status of
Tyr15 on Cdc2, the cyclin‐dependent kinase which regulates the cell cycle in
all eukaryotic cells (Morgan, 1995). Tyr15 is phosphorylated by the Wee1
andMik1 kinases to hold the cell in G2, and rapid dephosphorylation by the
Cdc25 phosphatase triggers the G2 toM transition (Gould and Nurse, 1989;
Krek and Nigg, 1991; Morgan, 1995; Norbury et al., 1991).

The DNA damage checkpoint is activated by ionizing radiation
or ultraviolet light, and activation of this checkpoint leads to inhibitory
phosphorylation of Cdc2 at Tyr15 by a multistep pathway (Nurse, 1997;
Rhind and Russell, 1998b). The early genes in the pathway, which include
Rad1, Rad3, Rad9, Rad17, Rad26, and Hus1, are thought to sense the DNA
damage and lead to phosphorylation of the Chk1 protein by the activated
Rad3 kinase (Walworth and Bernards, 1996). For example, in response
to double strand DNA breaks induced by ionizing radiation, Rad17 acts as a
checkpoint‐specific loading factor (CCL),which responds to theDNAdamage
by loading a 9‐1‐1 protein complex onto the sites where DNA is damaged
(Burtelow et al., 2001; Carr, 2002). The 9‐1‐1 protein complex, also known
as the checkpoint clamp complex (CCC), is composed of Rad1, Rad9,
and Hus1 (Carr, 2002). The Rad3‐Rad26 protein complex also binds to sites
ofDNAdamage independently of the 9‐1‐1 protein complex. The independent
binding of these two protein complexes to DNA damage, which is believed
to protect the cell against inappropriate checkpoint activation, initiates
the DNA structure checkpoint (Carr, 2002; Caspari and Carr, 1999, 2002).



FIGURE 1 Comparison of cell cycle arrest induced by cellular DNA damage and DNA

replication checkpoints with that induced by HIV‐1 Vpr. The figure denotes cell cycle G2/M
regulation in fission yeast (Schizosaccharomyces pombe) (A), inmammalian cells (B), and putative

regulation by HIV‐1 Vpr (C). Asterisks on the double‐stranded DNA in (A) and (B) represent

DNA damage or modification. The X in (C) indicates that Vpr may bind to another protein(s)

before the resulting complex binds to and regulates the PP2A holoenzyme. !, activation;
a, inhibition.
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Activation of Chk1, a downstream kinase activated by Rad3, is mediated
by an adaptor protein Crb2, which bridges Rad3‐Rad26 and Chk1
(Du et al., 2003; Esashi et al., 2000; Francesconi et al., 2002; Saka et al.,
1997). The activated Chk1 kinase then directly phosphorylates the Cdc25
phosphatase (Furnari et al., 1997). The phosphorylated Cdc25 binds
Rad24/Rad25 protein, and this complex is transported out of the nucleus
to render Cdc25 inactive (Lopez‐Girona et al., 1999). The activated Chk1
also regulates the Mik1 kinase to inhibit Cdc2 (Baber‐Furnari et al., 2000).
DNA damage thus initiates a Chk1‐mediated protein phosphorylation
cascade ending in the inactivation of Cdc25 phosphorylase and activation
of Mik1 kinase to increase inhibitory phosphorylation of Tyr15 on Cdc2
(Fig. 1A).

The DNA replication checkpoint is activated by treatment with hy-
droxyurea, which inhibits DNA replication, and this checkpoint also
controls the G2 to M transition through inhibitory phosphorylation of
Cdc2 (Rhind and Russell, 1998b). Parts of this DNA replication checkpoint
are shared with the DNA damage checkpoint as Rad1, Rad3, Rad9, Rad17,
Rad26, and Hus1 are required for both checkpoints in fission yeast
(al‐Khodairy and Carr, 1992). The same 9‐1‐1 and Rad3‐Rad26 checkpoint
protein complexes may associate with the DNA replication complex (Carr,
2002). However, the DNA replication checkpoint acts primarily through
phosphorylation of Cds1 kinase, which is mediated by another proteinMrc1
(Alcasabas et al., 2001; Tanaka and Russell, 2001; Zhao and Russell, 2004).
Mrc1 is a replication checkpoint adaptor protein that allows the sensor
kinase Rad3‐Rad26 to activate the effector kinase Cds1. There is a minor
contribution from the Chk1 kinase, and either kinase is sufficient by itself to
accomplish the cell cycle arrest when DNA synthesis is inhibited (Zeng et al.,
1998). Activated Cds1 kinase inactivates Cdc25 through the same mecha-
nism as Chk1 and may also activate the Wee1 and Mik1 kinases, which
phosphorylate Tyr15 of Cdc2 (Boddy et al., 1998; Zeng et al., 1998).

The cell cycle G2/M control mechanisms, which were initially defined
in fission yeast, are highly conserved, and most of the genes required for the
checkpoints have human homologues (Table I). In general, these homolo-
gues have similar, although not always identical, roles in the control of the
human cell cycle (Fig. 1B). One example of a similar but not identical role
is the Chk1 protein in fission yeast which is the effector kinase for the DNA
damage checkpoint while Chk1 in human cells is the effector kinase for
the DNA replication checkpoint (Carr, 2002). In a second example, Claspin
(CLSPN) is a homologue of Mrc1, a checkpoint protein required for the
DNA replication checkpoint in yeast (Lin et al., 2004). However, Claspin is
required for cellular checkpoint responses to both DNA damage, such as
by UV or ionizing radiation, and inhibition of DNA replication by hy-
droxyurea. On DNA damage or replication stress, ATR activates Claspin
by phosphorylation, which in turn recruits and phosphorylates BRCA1.



TABLE I Human and Fission Yeast Equivalent Proteins That Are Involved in Cell Cycle

G2/M Regulation and Vpr Interactions

Fission
yeast Human Putative activity Referencesa

Mitotic regulators
Cdc2 CDK1 Cyclin B‐dependent kinase (Lee and Nurse, 1987)

Cdc13 Cyclin B B‐type cyclin (Ozon, 1991)

Wee1 WEE1 Mitotic inhibitor kinase (Igarashi et al., 1991)
Mik1 ‐‐‐ Mitotic inhibitor kinase

Cdc25 CDC25A/B/C Mitotic‐promoting

phosphatase

(Sadhu et al., 1990)
(Nagata et al., 1991)

Suc1 ‐‐‐ Cdc2 regulatory subunit

DNA damage and replication checkpoints

Rad1 RAD1 Part of 9‐1‐1 complex (Marathi et al., 1998)
Rad3 ATM/ATR Protein kinase (Bentley et al., 1996)
Rad9 RAD9 Part of 9‐1‐1 complex (Lieberman et al., 1996)
Rad17 RAD17 RFC‐related protein (Parker et al., 1998)
Rad24/25 14‐3‐3 Binds to phosphorylated Ser (Ford et al., 1994)
Rad26 ATRIP ATR regulatory subunit (McGowan and Russell, 2004)

Hus1 HUS1 Part of 9‐1‐1 complex (Volkmer and Karnitz, 1999)

Chk1 CHK1 Serine/threonine kinase (Furnari et al., 1997)
Cds1 CHK2 Serine/threonine kinase (Matsuoka et al., 1998)
Crb2 BRCA1 Adaptor protein linking

Rad3‐Rad26 and Chk1

(Du et al., 2003)

Mrc1 CLSPN Adaptor protein linking

Rad3‐Rad26 and Cds1

(Zhao and Russell, 2004)

Cellular proteins involved in Vpr‐induced G2 arrest

PP2A PP2A Protein phosphatase 2A (Kinoshita et al., 1990)
Paa1 A A regulatory subunit

Pab1 B B regulatory subunit

Ppa2 C Major C catalytic subunit

Ppa1 C Minor C catalytic subunit
Wos2 P23 Wee1 inhibitor (Munoz et al., 1999)
Sum1 TRIP‐1 Cdc25 inhibitor (Humphrey and Enoch, 1998)

Vpr‐binding proteins
Rhp23 HHR23A/B Excision DNA repair enzyme (Elder et al., 2002)
Ung1 UNG1/2 Uracil‐N‐glycosylase (Elder et al., 2003)

aOnly references that report mammalian homologues are listed.
Note: ‘‘‐‐‐,’’ not found; RFC, replication factor C.
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Claspin and BRCA1 work in concert to activate CHK1 for initiation of cell
cycle arrest. Thus, activation of Claspin is a clear indication of checkpoint
activation. There is also a tendency for multiple, partially redundant check-
points in human cells compared to simpler checkpoints in yeast, probably
reflecting the more complex requirements for cell cycle control in multicel-
lular eukaryotes. For example, the single rad3 gene in fission yeast is re-
quired for both the DNA damage and replication checkpoints and activation
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of the ch k1 and cds1 checkpoi nt kinases ( Carr, 2002; Cas pari and Carr,
1999, 2002 ). In human cells, there are tw o homol ogues of rad 3, AT M and
AT R . The primary role of AT M is in the DNA damage checkp oint initi ated
by double strand break s and activation of CHK2 , the human homol ogue
of cds1 , whereas the prim ary role of the essenti al AT R gen e is in the DN A
replicati on checkpoin t or respons es to many form s of DNA da mage and
activation of CH K1 (Abra ham, 2001; Shiloh , 2001 ). Sim ilarly, there is
only one tyros ine phosp hatase Cdc25 that depho sphoryl ates Cdc2 in fissi on
yeast, wher eas in human cells, there are three CDC 25 homol ogues,
CDC25 A, CDC 25B, an d CDC 25C, and each of them can be phosp horyla ted
by CH K1 ( Sanchez et al. , 1997 ). All three of these phos phatases have
been sho wn to be invol ved in the con trol of the G2 to M trans ition, alth ough
their specific roles in this process have not yet been well charac terize d
(Cans et al. , 1999; La mmer et al. , 1998; Mils et al. , 2000 ). The conser vation
of checkpoi nts even ex tends to the regul atory mec hanisms, as illust rated
by the negative regul ation of CDC 25 by relocation to the cytoplasm
from the nuc leus in both fissi on yeast and hum an cells. This relo cation
in both organi sms is dep endent on 14‐ 3‐ 3 pro teins ( Graves et al. , 2001;
Lopez ‐ Girona et al. , 1999 ).

The HIV ‐1 Vpr protein induce s cell cycle G2 arres t through inhi bitory
phospho rylatio n of Cdc2 in both fissi on yeast and human cells, sugges ting
that Vpr affects a con served cellul ar pr ocess ( Fig. 1C ). Specifi cally, Vpr in-
duces hyperphosph orylatio n of fission yeast Cdc2 or human CDK 1, the
human homol ogue of Cdc2 ( He et al. , 1995; Re et al. , 1995; Zhao et al. ,
1996). It exerts its inhi bitory effect through T14 an d Y15 of CD K1 and Y15
of Cdc2, as exp ression of nonpho sphorylate d muta nts, T14A Y15F of CD K1
or Y15F of Cdc2 prevents Vpr ‐indu ced G2 arrest (Elder et al. , 2000; He
et al. , 1995 ). Furthermor e, Vpr inhi bits the Cdc25 phosph atase (Ba rtz et al. ,
1996; Elder et al. , 2001 ) an d activat es Wee1 kinase (Elder et al. , 2001; Yuan
et al., 2004) to promote phosphorylation of Cdc2/CDK1 during induction of
G2 arrest. Consistent with the roles of Wee1 and Cdc25 in Vpr‐induced G2
arrest, proteins that are involved in regulation of Cdc25 or Wee1 have also
been identified to either enhance or inhibit Vpr‐induced G2 arrest. Fission
yeast Wos2, which is a human p23 homologue and aWee1 inhibitor (Munoz
et al., 1999), has been shown to be a multicopy Vpr suppressor (Elder et al.,
2001; Mats uda et al., 2006). A Cdc25 inhibit or rad25 ( Lopez ‐ Girona et al. ,
1999), which is the human 14‐3‐3 homologue, enhances Vpr‐induced G2
arrest when overproduced in fission yeast (Elder et al., 2001). Recent studies
demonstrated that Vpr binds to Cdc25C and 14‐3‐3 in human cells (Goh
et al., 2004; Kino and Pavlakis, 2004), providing a possible mechanistic
basis for Vpr’s effect on the cell cycle.

Given that the DNA checkpoints and Vpr both induce G2 arrest through
inhibitory phosphorylation of Cdc2, Vpr might induce G2 arrest through a
checkpoint pathway. This possibility has been evaluated in fission yeast by
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expressing vpr in mutant fission yeast strains defective in early and late steps
of the checkpoint pathways. None of the early checkpoint‐specific mutants
(rad1, rad3, rad9, and rad17) showed a significant effect on the induction
of G2 arrest by Vpr (Elder et al., 2000, 2001; Masuda et al., 2000).
Furthermore, mutations in both chk1 and cds1, which are thought to be
the last steps specific for the checkpoint (Boddy et al., 1998; Furnari et al.,
1997; Zeng et al., 1998), also did not block Vpr‐induced G2 arrest (Elder
et al., 2001; Masuda et al., 2000). Therefore, Vpr does not appear to use the
DNA‐damage or DNA‐replication checkpoint pathways to induce G2 arrest
in fission yeast.

Early data in human cells tended to support the conclusion that Vpr
does not induce G2 arrest through the DNA damage checkpoint pathways.
Vpr still induced G2 arrest in cells from patients with ataxia telangiectasia
(AT) (Bartz et al., 1996). The AT cells are mutant for the ATM gene, which
is a human homologue of fission yeast Rad3, and they do not arrest in G2
in response to DNA damage (Bentley et al., 1996; Matsuoka et al., 1998;
Savitsky et al., 1995). However, recent reports showed that Vpr activates
ATR and CHK1, as well as other steps in this checkpoint pathway dependent
on such proteins as Rad17, Hus1, BRCA1, and g‐H2AX (Zhu et al., 2003;
Zimmerman et al., 2004). Considering that G2/M DNA checkpoints are
highly conserved between mammalian and fission yeast cells (Table I), it is
unclear at the moment why, given that activation of human ATR and CHK1
by Vpr is necessary for G2 arrest, deletion of rad3 (the fission yeast homo-
logue of ATR/ATM) or chk1/cds1 (homologues of CHK1/CHK2) does not
block Vpr‐induced G2 arrest in fission yeast (Elder et al., 2000, 2001). One
possibility is that, unlike fission yeast Rad3, activation of mammalian ATR
might not necessarily be an indication of only the classic checkpoint
responses. Rather ATR may also be activated through other cellular stresses.
This possibility is certainly supported by our recent observation showing
that Vpr‐induced cell cycle arrest does not require Claspin (RYZ, Unpub-
lished data), which is typically needed for the checkpoints activation (Chini
and Chen, 2003, 2004). Interestingly, Roshal et al. (2003) showed that
treatment of Vpr‐producing mammalian cells with caffeine completely
blocked Vpr‐induced G2 arrest. Caffeine is part of the methylxanthine
family, and, similar to the caffeine effect, another methylxanthine, pentox-
ifylline (PTX), also inhibited Vpr‐induced G2 arrest in mammalian cells
(Poon et al., 1998). Similarly, both PTX and caffeine suppress Vpr‐induced
G2 arrest in fission yeast (Elder et al., 2001; Zhao et al., 1998). Since PTX
and caffeine inhibit Vpr‐induced G2 arrest in fission yeast where the classic
DNA checkpoints apparently play no role, these observations suggest that
molecular mechanisms other than the classic DNA checkpoints may be
involved in the activation of ATR and regulation of CDC25 and WEE1.

These additional mechanisms might involve protein phosphatase 2A
(PP2A). Although this protein phosphatase has no known role in the activation
of ATR‐dependent checkpoints, it has an important role in Vpr‐induced G2



Interactions of HIV‐1 Viral Protein R with Host Cell Proteins 241
arrest. Okadai c acid, a specific inhib itor of PP2A, was shown to inhi bit Vpr ‐
induced G2 arrest both in human ( Li et al ., 2007; Re et al. , 1995 ) an d fissi on
yeast cells ( Zhao et al. , 1996 ). Further eviden ce for an important role of
PP2A come s from PP2A muta nt strains. PP2A is compos ed of three subun its,
one catalyt ic (C ) and two regulator y (A and B). When vp r was exp ressed in a
strain with a deletion for a catalyt ic subunit ( ppa2) or a regulator y sub unit
(pa b1) of PP2A , Vpr ‐indu ced G2 arres t was reduced (Elder et al. , 2001;
Masuda et al. , 2000 ). Recent siRNA studies have dire ctly shown that PP2A
has a n esse ntial role in the G2 arres t indu ced by Vpr in human cel ls (Li et al.
2007). PP2A app ears to be a comm on viral target sinc e oth er virus es, su ch as
Simian virus 40 (SV40), Polyomavirus, human T lymphotropic retrovirus,
and adenovirus, affect the enzymatic activity of at least a subset of PP2A
proteins (see review Janssens and Goris, 2001). Even though these viruses
are not otherwise related, they all seem to have adapted a similar strategy to
affect cellular processes by directly interacting with PP2A. Similar to the Vpr
effects, adenoviral E4orf4 (Kornitzer et al., 2001; Roopchand et al., 2001;
Shtrichman et al., 1999) and HTLV‐1 Tax protein induce cell cycle G2 arrest
(Haoudi et al., 2003). These two viral proteins both bind to PP2A and affect
its enzymatic activity (Fu et al., 2003; Kornitzer et al., 2001). Interestingly,
the effect of E4orf4 on PP2A is independent of cellular checkpoint (O’Shea
et al., 2005); similar to Vpr, Tax‐induced G2 arrest is reversible by caffeine
(Haoudi et al., 2003). Further examinations indicated that Tax binds to
CHK2 in Jurkat T cells (Haoudi et al., 2003) but it complexes with CHK1
in other T cells (Park et al., 2004). With regard to Vpr, it is possible that a
concerted cellular mechanism interlinks PP2A and ATR/CHK1 in the cellu-
lar response to vpr gene expression during the induction of G2 arrest
(Fig. 1C).

The cellular target to which Vpr binds directly to induce cell cycle arrest
has not been clearly defined. A recent report showed that Vpr induces G2
arrest by binding to the CUS1 domain of SAP145 and interfering with the
functions of the SAP145 and SAP49 proteins, two subunits of the multimeric
splicing factor 3b (Terada and Yasuda, 2006). Depletion of either SAP145 or
SAP49 led to cell cycle G2 arrest suggesting that Vpr inhibits the formation
of SAP145–SAP49 complex. This finding is interesting as SAP145 has not
been implicated in cellular checkpoints previously. The fact that Vpr inhibits
SAP145 suggests that the G2 arrest is the result of active and unique action
of Vpr rather than a passive activation of cellular checkpoints seen after
DNA damage.

Based on our current knowledge about the effect of Vpr on cell cycle
G2/M regulation, we propose a new working model for the cell cycle regula-
tion by HIV‐1 Vpr (Fig. 1C). This model integrates the classic G2/M check-
point pathways (Fig. 1B) with a PP2A‐dependent pathway for G2/M control
by Vpr. We hypothesize that Vpr induces G2 arrest at least in part by
stimulating PP2A activity either by direct association with the PP2A enzyme
complex or by association with an intermediate protein(s). In addition,
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it is also possible that there might be a concerted cellular mechanism inter-
linking PP2A and ATR/CHK1 in the cellular response to vpr gene expres-
sion. A protein phosphorylation cascade including PP2A is probably in part
responsible for activation of ATR, which in turn activates CHK1 and inhi-
bits CDK1 by Tyr15 phosphorylation. While WEE1 plays the major role
in the induction of G2 arrest by Vpr, CDC25 appears to play only a minor
role and to be partially inhibited by this proposed regulatory pathway.
On the basis of the fact that DNA damage and replication checkpoints are
not involved in Vpr‐induced G2 arrest in fission yeast and Claspin may not
be required for the induction of G2 in mammalian cells, we further propose
that Vpr induces G2 arrest through an active and unique mechanism that is
distinguishable from the classic cellular checkpoints responses.
B. Nuclear Transport of HIV‐1 Preintegration Complex
The ability to replicate in nondividing cells (terminally differentiated
macrophages and incompletely activated CD4þ T lymphocytes) is the char-
acteristic feature of HIV‐1 which determines to a large extent its high
replicative capacity and pathogenesis. To infect nondividing cells, HIV‐1
needs to transport its genomic DNA [in the context of the viral preintegra-
tion complex (PIC)] from the cytoplasm into the nucleus of a target cell.
Vpr is believed to be among the main regulators of HIV‐1 nuclear import
(Connor et al., 1995; Heinzinger et al., 1994). Interestingly, a small fraction
of Vpr is phosphorylated (Muller et al., 2000), and phosphorylation on
Ser79 is critical for Vpr activity inHIV nuclear import (Agostini et al., 2002).

Proteins engaged in nuclear transport typically contain a classical nu-
clear localization sequence (NLS) (Nakielny and Dreyfuss, 1999; Wente,
2000), which is a short region rich in basic amino acids (lysines and
arginines) that binds to the adaptor protein importin a. The complex of
NLS‐importin a then binds to the receptor importin b through the importin
b‐binding domain (IBB) on importin a. Importin b interacts with compo-
nents of the nuclear pore complex (NPC) as an essential part of the nuclear
translocation process. The NPC is a large structure composed of 50–100
proteins called nucleoporins and containing a central 10‐nm aqueous chan-
nel through which proteins are actively transported. Directionality of this
translocation process is ensured by Ran. A high concentration of Ran‐
GTP inside the nucleus stimulates binding of Ran‐GTP to NLS‐importin
a�importin b complex and disassembles it to release the protein carrying the
NLS into the nucleoplasm. Importin a and importin b are then exported out
of the nucleus to be reused in another round of nuclear transport. This model
for NLS translocation is partially based on work done in budding yeast, and
the high degree of conservation is demonstrated by functional complemen-
tation of many budding yeast mutants in nuclear transport proteins by
human homologues (Corbett and Silver, 1997).
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It is well established that Vpr expressed without other viral proteins
localizes predominantly to the nuclear envelope in human, fission yeast, and
budding yeast cells (Chen et al., 1999; Lu et al., 1993; Vodicka et al., 1998).
Two hypotheses (not necessarily mutually exclusive) for the mode of action
of Vpr in HIV‐1 nuclear import have been proposed (Fig. 2): (1) Vpr targets
the HIV‐1 PIC to the nucleus via a distinct, importin‐independent path-
way (Gallay et al., 1996; Jenkins et al., 1998) or (2) Vpr modifies cellular
importin‐dependent import machinery (Popov et al., 1998a,b). The first
model was based on the observation that in the in vitro nuclear import
assay Vpr can enter nuclei in the absence of soluble import factors (Jenkins
et al., 1998). Consistent with this concept, Vpr was shown to induce dy-
namic disruptions in the nuclear envelope (de Noronha et al., 2001) which
may serve as entry points for isolated Vpr and for the PICs. HIV‐1 Vpr has
been shown to coprecipitate with fission yeast nucleoporin Nup124p and its
human homologue, Nup153, and nuclear import of Vpr was impaired
in nup124 null mutant strain (Varadarajan et al., 2005). Vpr also interacts
FIGURE 2 Vpr and PIC nuclear import. Proposed mechanisms of Vpr‐mediated nuclear

import of HIV‐1 PIC are denoted. Vpr binds importin a and enhances its interaction with NLS‐
containing PIC proteins, thus stimulating HIV nuclear import via a classical importin a/b‐
dependent pathway. Other Vpr molecules in the PIC may directly interact with FG repeat–

containing nucleoporins and also cause dynamic disruptions of the nuclear envelope (it is

unclear whether nuclear envelope disruption is related to nucleoporin binding), which may

serve as entry sites for PIC. Inside the nucleus, the importin complex dissociates after binding of
Ran‐GTP, thus releasing the PIC. Nucleoporin‐bound Vpr likely stays at the nuclear membrane.

Details are in the text. Not drawn to scale.
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with human nucleoporin CG1, which contributes to Vpr docking to the
nuclear envelope (Le Rouzic et al., 2002). Therefore, Vpr may function
as a substitute for importin b, which also interacts with nucleoporins to
mediate nuclear translocation of its cargo (Pemberton and Paschal, 2005).
Consistent with this notion, Vpr was shown to interact specifically with
nucleoporin phenylalanine‐glycine (FG)‐repeat regions, critical for importin‐
mediated nuclear import (Fouchier et al., 1998).

Another hypothesis postulates that Vpr uses a modification of the
importin a‐dependent pathway to enter the nucleus (Bukrinsky, 2004). Vpr
was shown to bind to importin a both from human and budding yeast cells,
but the binding site is different from the binding site for NLS (Agostini et al.,
2000; Popov et al., 1998a,b; Vodicka et al., 1998). This binding of Vpr to
importin a appears to stimulate subsequent nuclear import of the cargo
(Popov et al., 1998b), likely by increasing the affinity of NLS–importin
a interaction (Agostini et al., 2000). The effect of Ran‐GTP binding to
importin b on the Vpr ternary complex has not been reported and it is not
understood why Vpr is frequently observed to localize at the nuclear enve-
lope, although this may be related to the binding of Vpr to nucleoporins
described above. One study found Vpr to be at the inside of the nuclear
envelope (Vodicka et al., 1998) suggesting that Vpr is transported through
the pore but is not released into the nucleoplasm.

One interesting implication of a conserved Vpr‐binding site present both
on human and budding yeast importin a is that this binding site might have
some important cellular function in nuclear transport and that a cellular
protein might bind to this site. Agostini et al. (2000) have identified this
cellular protein as HSP70, a highly conserved heat shock protein (HSP),
which competes with Vpr for binding to importin a. HSP70 can in fact
replace Vpr in the nuclear transport of PIC and, similar to Vpr, also strength-
ens the binding of MA NLS to importin a (Agostini et al., 2000). One
cellular role of this binding thus appears to be strengthening the interaction
of a weak NLS with importin a. Therefore, one possible function for HSP70
may be to stimulate efficient translocation of large cargo complexes through
the nuclear pore, similar to the role of Vpr in the nuclear import of the
HIV‐1 PIC. Interestingly, while HSP70 stimulates nuclear import and repli-
cation in macrophages of Vpr‐deficient virus, it inhibits replication of a Vpr‐
positive HIV‐1 (Iordanskiy et al., 2004a). The mechanism of this effect is
unclear yet. Together with inhibition of other Vpr activities by HSP70
(Iordanskiy et al., 2004b), these results suggest that HSP70 might function
as an innate antiviral factor.
C. Induction of Apoptosis
A major pathway for the induction of apoptosis by Vpr is through
the mitochondria. This intrinsic pathway for apoptosis is initiated by mito-
chondrial membrane permeabilization (MMP; Green and Kroemer, 2004).
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The release of proteins from the space between the inner and outer mito-
chondrial membranes ultimately leads to apoptosis. Cytochrome c is par-
ticularly important in this process since it cooperates in the cytoplasm with
Apaf‐1 to activate procaspase‐9, the initiating caspase for the intrinsic
pathway. Activated caspase‐9 in turn activates the downstream caspases,
such as caspase‐3, which carry out many of the apoptotic events (Green and
Kroemer, 2004).

Vpr is thought to lead to MMP by virtue of binding to ANT (adenine
nucleotide translocator) protein of the inner mitochondrial membrane
(Brenner and Kroemer, 2003; Jacotot et al., 2000, 2001). This binding
occurs after Vpr crossing of the outer mitochondrial membrane, possibly
through VDA (voltage dependent anion) channel, and leads to depolariza-
tion of the inner mitochondrial membrane, swelling of the inner mitochon-
dria and ultimately to MMP with release of the apoptosis factors. Among
the considerable evidence supporting this model are depolarization of the
inner mitochondrial membrane by Vpr in intact cells, depolarization of
isolated mitochondria by purified Vpr, strong binding between Vpr and
ANT shown by several methods, reduced cell killing when ANT levels are
decreased (Brenner and Kroemer, 2003; Jacotot et al., 2000, 2001), and
activation of caspase‐9 and caspase‐3 by Vpr (Muthumani et al., 2002a,b;
Zelivianski et al., 2006).

A potential problem with ANT as a mediator of Vpr‐induced apoptosis
is localization of ANT at the mitochondrial inner membrane (Klingenberg
and Rottenberg, 1977), making it unclear how an interaction or disturbance
at the inner mitochondrial membrane can provoke perforation of the outer
membrane leading to the release of apoptogenic factors normally resident in
the intermembranous space. A recent demonstration that Vpr also targets an
outer membrane factor, HAX‐1, provides an insight into possible mechan-
isms of MMP (Yedavalli et al., 2005). HAX‐1 is an antiapoptotic factor that
can bind directly to Bcl2 (Matsuda et al., 2003). Vpr–HAX‐1 interaction
was localized to the C‐terminal portion of Vpr and the region between
amino acids 118 and 141 of HAX‐1, and this interaction correlated with
Vpr‐induced apoptosis (Yedavalli et al., 2005). Therefore, Vpr appears to
sequester and dislocate mitochondrion‐protective HAX‐1. Consistent with
this model, overexpression of Vpr‐binding HAX‐1 mutants protected cells
from Vpr‐induced apoptosis (Yedavalli et al., 2005).

While there is ample support for involvement of MMP in Vpr‐induced
apoptosis, there are some reports that do not readily fit into this model and
which raise the possibility that Vpr may kill cells through other pathways.
The localization of Vpr raises one question about the MMP model since
Vpr has been consistently reported to be in the nucleus or at the nuclear
membrane (Chen et al., 1999; Di Marzio et al., 1995; Lu et al., 1993;
Mahalingam et al., 1995; Vodicka et al., 1998; Waldhuber et al., 2003)
rather than in the mitochondria (Jacotot et al., 2000). It may be that only a
small fraction of Vpr molecules localizes to the mitochondria, which is
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suffici ent to induce ap optosis, a nd method s used to visualize Vpr may have
ov erlooked this small amoun t. How ever, the predom inant nuclea r localiza-
tion of Vpr and the associ ation of nuclea r locali zation with cell kil ling
in Vpr mutan ts ( Chen et al. , 1999; Waldhuber et al. , 2003 ) sugges t that
Vpr located in the nucleu s may have some role in initiatin g cell killing.
Consi stent with this idea, Anderso n et al. (2005) have rece ntly prese nted
evide nce that ATR is not only respons ibl e for the G2 arrest but has an
esse ntial role in Vpr ‐ induce d apo ptosis of human cells as well.

Other observa tions seeming ly incons istent with the MMP model con-
cern the activat ion of caspas es by Vpr. While activat ion of caspas e ‐ 9 with
no activat ion of caspas e‐ 8 supports the role of MMP in the induct ion
of apoptosi s by Vpr (Muthu mani et al. , 2002a ), there have been other
con flicting report s that Vpr doe s activat e caspas e‐ 8 (Lum et al. , 2003;
Pa tel et al. , 2000 ). Caspase ‐ 8 activat ion is though t to be a hallmar k of the
extrin sic pathway for apoptosi s indu ction by death receptors such as FAS
an d TNFR 1 ( Barnhart and Peter, 2003 ). It has also been report ed that a
fragm ent of Vpr is ab le to indu ce cell death without caspas e activat ion
( Roum ier et al. , 2002 ), and even that Vpr induce s a necrotic type of cell
death in neurons ( Huang et al. , 2000 ). The obs ervation that Vpr is a ble to
kil l fission yeast cells ( Zhao et al. , 1998 ), where caspas es play at most a
mi nor role in cell death (Mad eo et al. , 2002 ), also sugges ts that there may be
a caspase ‐ an d mitochon dria‐ indepe ndent pa thways for cell killin g by Vpr.
D. Interaction of Vpr with Other Cellular Proteins
Some interactions between Vpr and cellular proteins have not yet
been linked to a defined effect on viral replication or HIV pathogenesis.
For example, Vpr interacts with a human HHR23A, which is a homologue
of the well ‐ charac terized buddi ng yeast Rad23 (Grager ov et al. , 1998;
Withers ‐Ward et al. , 1997) and fissi on yeast Rhp23 ( Elder et al. , 2002 ).
Vpr binds to HHR23A through its C‐terminal ubiquitin‐associated (UBA)
domai n (D ieckmann et al. , 1998), which is a binding site for ubiq uitin
(Bertolaet et al., 2001; Chen et al., 2001; Elder et al., 2002). Rad23 and
its homol ogues interact with the protea some via the UbL domai n (Hiyam a
et al. , 1999; Schauber et al. , 1998; Wilkinson et al. , 2001) . Specifi cally, both
HHR23A and Rad23 bind via UbL directly to S5a, a protein which is part
of the 19S regul atory subunit of the protea some (Hiyama et al. , 1999;
La mbertson, 1999; La yfield et al. , 2001). Delet ion of S5a or HHR23A
homologues in budding and fission yeast induced accumulation of polyubi-
quitinated proteins and prevented the degradation of a proteasome‐specific
sub strate such as Ub ‐ Pro ‐ bgal (Lam bertson , 1999; van Nocke r et al. , 1996;
Wilkinson et al. , 2001). Similarl y, HHR23A also inhib ited the degradat ion
of iodinated lysozyme by the proteasome in the rabbit reticulocyte lysate
(Hiyam a et al. , 1999) . These results indicatin g that Vpr interact s with a
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ubiquiti n bindi ng site on protei ns with essentia l role s in protea some function
suggest a potent ial eff ect of Vpr on cellul ar proteaso mes. In fact, there
have been two report s that Vpr can targe t a protein to the proteaso me
(Schrof elbaue r et al. , 2005; Zhao et al. , 2004 ), indicati ng that the possi ble
interactions betw een Vpr and the protea some merit further exp loration.

Vpr also bind s to uracil ‐DN A glycosyl ase (U NG) (Bouh amdan et al. ,
1996), whi ch rem oves the uracil base from DNA. This react ion ini tiates
the base excision repair pathway for removal from DNA of deoxyuracil
resulting from spontaneous deamination of cytosine or misincorporation of
dUMP during DN A synthe sis (Kubo ta et al. , 1996; Parikh et al. , 2000; Wang
et al. , 1997). UNG is highly conser ved among sp ecies and is prese nt in
evolutionarily distant organisms ranging from bacteria and animal viruses
to plants an d mam mals (Kroka n et al. , 1997, 2000; Olsen et al. , 1991;
Percival et al. , 1989; Varshney et al. , 1988) . In human cells, there are two
isoform s of UNG, which are encoded by the same gene (Slupph aug et al. ,
1993) an d prod uced by alt ernative splicin g (Nilsen et al. , 1997) . The UNG1
predominantly localizes to mitochondria while UNG2 is found mostly in the
nucleus. The subcellular distribution of these two UNG isoforms is deter-
mined by different N‐terminal presequence, whereas the rest of the protein
sequenc e is ident ical (Slup phaug et al. , 1993) .

Interestingly, primate lentiviruses do not produce UNG, whereas all
known nonprimate lentiviruses encode a similar enzyme, dUTPase. The
dUTPase enzyme, like UNG, minimizes the misincorporation of uracil into
the viral DNA and plays an important role during viral replication in
primary nondivid ing macr ophages (Turel li et al. , 1997). Theref ore, one
possibility is that Vpr attracts UNG to proofread the viral reverse transcrip-
tion. Indeed, interaction of Vpr with UNG was shown to decrease the
mutatio n rate of HIV ‐ 1 in vivo (Chen et al. , 2004; Mansky et al. , 2000) .
However, this model was questioned in a recent report (Schrofelbauer et al.,
2005), which demonstrated that the binding of Vpr to UNG and to the
related enzyme SMUG induces their proteasomal degradation and prevents
their incorporation into nascent virions. These authors suggested that Vpr‐
assisted UNG degradation helps the virus to reduce the frequency of abasic
sites in viral reverse transcripts at uracil residues caused by APOBEC3‐
catalyzed deamination of cytosine residues (Schrofelbauer et al., 2005).
This idea seems to contradict a report by Priet et al. (2005) who demon-
strated that UNG2, recruited into viral particles by the HIV‐1‐encoded
integrase domain, functions to excise uracils from the viral cDNA in a repair
process which is required to produce infectious virus. This controversy
regarding the role of UNG and Vpr–UNG interaction in the HIV life cycle
awaits resolution.

Vpr also binds to p300/CBP transcriptional coactivators (Kino et al.,
2002). This binding, as well as previously described interaction with cellular
transcription factor Sp1 (Wang et al., 1995), may account for transactivating



248 Zhao et al.
activi ty of Vpr on HIV promot er (Forg et et al. , 1998; Thot ala et a l. , 2004 ).
Also relevant to the trans activat ing effect of Vpr may be its interact ion with
the glucoc orticoi d rece ptor (GR) ( Muthum ani et al. , 2006 ), as compl ex of
Vpr and GR may trans activate HIV ‐ 1 transcri ption through glucoc orticoi d
respon se ele ment (G RE) in the LTR ( Schafer et al. , 2006 ).

Vpr was also reported to inte ract with Lys ‐ tRNA synthe tase (LysRS)
( Stark and Hay, 1998 ). In the presen ce of Vpr, Ly sRS ‐ mediate d amin oacyla-
tion of tRNA (Lys) was inhi bited. Since tRNA(Lys) is the primer for reverse
trans cripti on of the HIV ‐ 1 genome , this resul t sugges ts that the inte raction
betw een Vpr and LysR S may influen ce the initia tion of HIV ‐ 1 reverse
trans cripti on.
IV. Activation and Counteraction of Host Immune Responses
by Vpr __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

All regul atory and accessory HIV ‐ 1 proteins are targe ted by HIV ‐ 1‐
speci fic CD8 þ cytoto xic T ‐ lymphocyt es (CTLs ) ( Addo et al. , 2002). How-
ever, Vpr is preferent ially targe ted by the CTL respons e in compar ison to
other viral protein s, at least during the acute phase of infectio n ( Altfeld et al. ,
2001; Mo the et al. , 2002 ), sugges ting an impo rtant role for Vpr during the
earl y phase of infection . Vpr suppres ses antigen ‐ specifi c CD 8‐ mediate d CTL
an d Th1 immune respons es ( Ayyavo o et al. , 2002 ). Consi stent with idea that
Vpr suppres ses the immun e respon se, rhesus maca ques infecte d with HIV ‐ 2
lackin g the vpr gene ha d increase d antibod y titers compared to monkeys
infe cted with the wild ‐ type virus (Abi miku et al. , 1995 ). Althou gh the
mol ecular mec hanisms unde rlying the sup pression of CTL and antibod y
pro duction by Vpr are prese ntly unknow n, one pos sibility is that Vpr
inhi bits T‐ helpe r activi ty by suppres sing T ‐cel l pro liferation and induci ng
cel l cycl e G2/M arres t (Poon et al. , 1998 ).

Evidenc e also suggests that Vpr may supp ress host inflammat ory
respon ses, which prese nt another leve l of the hos t im mune respons es to
vira l infecti ons (for review, see Muthum ani et al. , 2004 ). Vpr inhi bits host
inflam mato ry respon ses by downre gulating proinflam mato ry cytoki nes
(TNF ‐ a and IL ‐ 12) an d chem okines (RAN TES, MIP ‐ 1a, and MIP ‐1 b) in a
manner similar to glucoc orticoi ds ( Ayyavoo et al. , 1997; Refael i et al. ,
1995); Vpr additionally suppresses host inflammatory response by inhibiting
NF‐kB activity through the induction of IkB (Ayyavoo et al., 1997).

In addit ion, Vpr induce s expres sion of HSPs (Lian g et al ., 2007) , indi-
cating initiation of the heat stress response to Vpr. For example,HSP27 and
HSP70 mRNA transcription appeared as early as 3–8 h following HIV
infection. We now know that some of the HSPs, such as HSP27 or HSP70,
have a protective effect against some or all of the Vpr activities (Iordanskiy
et al. , 2004a ,b ; Liang et al ., 2007) , suggesti ng that the heat stress respon se is
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part of the anti ‐ HIV intrins ic im munity mech anism. Interesting ly, the fissi on
yeast heat sho ck pro tein Hsp16 also showed similar protec tive effect agains t
Vpr activi ties sug gesting a highl y conser ved nature of Vpr‐ induce d stre ss
respons e ( Benko et al. , 2004 , 2007) . However, the ele vation of HSPs in
respons e to HIV ‐ 1 infe ction is trans ient as the HSP27 and HSP7 0 mRNA
transcrip ts are signifi cantly down regulate d by 24 h afte r vira l infection,
concom itant with the first appearanc e of the full ‐ length genomic HIV ‐ 1
mRNA ( Wainber g et al. , 1997 ). This observa tion im plies a n active inte rplay
between HIV viral protein s, and in pa rticular Vpr, and HSP27 or HSP7 0.
Consisten t with this notion, an active and antagoni stic inte raction was seen
between Vpr an d a yeast homol ogue of HSP27, Hsp16 (Benko et al., 2007) .

Therefore, there appears to be at least two levels of host responses to vpr
gene expression: one is the cellular immune response mediated by CD8þ
CTLs, and the other is an innate immune response involving some of the
cellular chaperone proteins. Vpr counteracts both these host responses: it
prevents T‐cell proliferation, suppresses host inflammatory responses in-
cluding production of cytokines and chemokines, and downregulates pro-
duction of HSPs, which have specific suppressive activities against Vpr.
These specific host responses to Vpr and the counteracting effect by Vpr
strongly suggest a very dynamic interaction between vpr gene expression
and the host. Future studies should reveal to what extent these interactions
contribute to the success of viral infection and will determine the best
way to exploit the specific host responses to optimize strategies aimed at
suppressing Vpr.
V. Development of Anti‐Vpr Therapies ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The results described in this chapter suggest that Vpr plays a pivotal
role in viral pathogenesis. Specifically, Vpr activities are linked to promotion
of viral infection in nondividing macrophages and monocytes, prevention
of T‐cell clonal expansion, and depletion of CD4 T‐lymphocytes. Therefore,
strategies to inhibit these adverse Vpr effects could potentially alleviate
the impact of the virus and benefit infected patients. Thus, it is desirable
to identify Vpr‐specific inhibitors as a basis for the design of future anti‐HIV
regimens. Simple model systems have thus far been useful in identifying
Vpr‐specific inhibitors. For example, the translational elongation factor
2 (EF2) isolated from both fission yeast and mammalian cells specifically
suppresses Vpr‐induced apoptosis (Zelivianski et al., 2006). A number of
hexameric peptides with a ditryptophan motif were found by genetic selec-
tion in budding yeast to suppress Vpr‐induced G2 arrest and apoptosis in
T cells (Benko et al., 2007;Yao et al., 2002). A fission yeast small heat
shock protein 16 (Hsp16) has been shown to specifically block all pathogenic
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Vpr activi ties ( Benk o et al. , 2004 , 2007) . The se Vpr ‐ specific inhi bitors
and others being identified provide leads for the development of anti‐HIV
therapies with the potential to benefit HIV‐infected patients in the future.
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HIV‐1 Protease: Structure,

Dynamics, and Inhibition
I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The HIV‐1 protease is synthesized as part of a large Gag‐Pol precursor
protein. It is responsible for its own release from the precursor and the
processing of the Gag and Gag‐Pol polyproteins into the mature structural
and functional proteins required for virus maturation. Because of its indis-
pensable role, the mature HIV‐1 protease dimer has proven to be a success-
ful target for the development of antiviral agents. In the last 5 years, a major
emphasis in protease research has been to improve inhibitor design and
treatment regimens, which include the highly active antiretroviral therapy
(HAART), to overcome the problem of drug resistance and curb progress of
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the disease. In this chapte r, we focus on some new and evolving areas
of protease research, namely (1) probing the structure and dynami cs of the
free and inhi bited mat ure protease dim er by NMR to gain insights into
speci fic regi ons of the dim er and their relation ship to function, (2) deter min-
ing crystal structure s at atomic resolution s of wild ‐ type and drug ‐ resist ant
muta nt protea ses in compl ex with substrate analogue s and compar ison of
struc tures using previou s and new g enerations of activ e site inhib itors to
unde rstand the molecul ar mec hanisms of drug resistan ce, and (3) muta tional
an d struc tural studi es aimed at charac terizi ng the mono mer of the mature
pro tease and its precur sor. The latter studies compl ement and form a ba sis
for ongoing and futur e studi es aimed at targe ting protea se dim erization,
thus extendi ng the target area of curren t inhi bitors, all of whi ch bind across
the active sit e formed by both sub units in the active dim er.
II. Introduction _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The HIV ‐ 1 pr otease is compos ed of 99 amino acids an d is a member
of the fam ily of asp artic acid proteases ( Oroszla n and Luftig, 1990; Pe arl
an d Taylor, 1987 ). Unlike the cellul ar aspart ic protea ses that are active as
mono mers, catalyt ic activity of retro viral protea ses includ ing HIV pro tease
requi res dim er form ation ( Wlodawer and Erickson , 1993 ). The active sit e of
the protea se is formed along the dimer interfa ce and each sub unit contri-
butes one of the tw o cataly tic aspart ic acid residu es (D25; Fig. 1 ; Oroszla n
an d Luftig, 1990; Wlodawer and Erickson , 1993 ).

The mature wild ‐type protea se (wt ‐ PR) has served as one of the primary
targe ts for the develop ment of drugs agains t AIDS because of its indispens-
ab le role in pro cessing the precur sor proteins Gag and Gag ‐ Pol into mature
struc tural a nd funct ional proteins. Struc ture ‐ ba sed design of drugs targeted
agains t the wt ‐ PR has aided in the develo pment of several potent inhi bitors
that bind specifical ly to the active site (Eric kson and Burt, 1996 ). Hundre ds
of cryst al struc tures of the protea se dimer bound to vari ous inhib itors have
been solved (Eric kson an d Burt, 1996; Vondrasek et al. , 1997 ). Althou gh
sever al of these inhibit ors are in clinic al use and have curta iled the pro gres-
sion of the disease, the effect iveness of long ‐ term trea tment has been limited
due to na turally selected pro tease variants exhibi ting lower affini ty to the
dru gs than the wt ‐ PR, and this has been a challenge for the past decade
( Fig. 2). Various drug ‐ resist ant muta nts of the protea se hav e been identifie d
[ Fig. 2; compile d from da tabases http://hi v.lanl.go v/content /hivdb /HTML/
2005c ompendi um.h tml (Lei tner et al. , 2005) an d http://hi vdb.stanfor d.
edu /cgi ‐bin/ PIResi Note.cgi] . Diff erent resi stance mec hanisms ba sed on the
obs erved structura l and activi ty changes in drug ‐ resist ant muta nts have been
pro posed. In genera l, the mutatio ns modul ate structure an d interact ions
within and distant from the active site as well as inter‐ and intrasubunit
flexibility (Erickson et al., 1999;Mahalingam et al., 1999; Rose et al., 1998).

http://hiv.lanl.gov/content/hivdb/HTML/2005compendium.html
http://hiv.lanl.gov/content/hivdb/HTML/2005compendium.html
http://hivdb.stanford.edu/cgi-bin/PIResiNote.cgi
http://hivdb.stanford.edu/cgi-bin/PIResiNote.cgi
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FIGURE 1 Ribbondrawingof the polypeptide backboneof theHIV‐1 protease (PDBaccession

1A30) with one protease monomer in green and the other in orange. The two major areas that
constitute the dimer interface at the active site and the terminal regions, and the intra‐ and

intersubunit contacts between R87‐D29 and D29‐R80 residues, respectively, in the protease

are indicated. Residues D25 are represented as stick models. The dotted black lines between
R87, D29, and R80 indicate hydrogen bonds (left bottom panel). A schematic drawing depicting

the four‐stranded terminal b‐sheet of the mature protease dimer and the active site dimer

interface hydrogen bond network formed by the triplet D25‐T26‐G27, also know as the ‘‘fire-

man’s grip,’’ are shown in the center and right bottom panels, respectively. The flaps essential
for recruiting and binding the substrate or inhibitor are shown in a closed conformation.
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We had previously reviewed studies aimed at understanding the mecha-
nism of maturation of the protease from the Gag‐Pol precursor, enzyme spe-
cificity, and emerging issues of drug resistance (Louis et al., 2000). Since
then, a major emphasis in protease research has been to improve inhibitor



FIGURE 2 Organization of Gag‐Pol polyprotein in HIV‐1 (top). Straight arrows shown

along the Gag‐Pol polyprotein indicate specific sites of cleavage by the viral protease. The
99‐amino acid protease is flanked at its N‐terminus by the transframe region (TFR) consisting

of the transframe peptide (TFP) FLREDLAF and 48 amino acids of p6pol. TFP and p6pol are

separated by a protease cleavage site. Nomenclature of HIV‐1 proteins is according to Leis et al.
(1988). MA, matrix, CA, capsid; PR, protease; NC, nucleocapsid; RT, reverse transcriptase;

RN, RNase; IN, integrase. Natural variation and selected drug‐resistant mutations of mature

HIV‐1 protease (bottom). Natural variations in the protease sequence are listed alphabetically

below the HXB2 sequence (wt‐PR), selected drug‐resistant mutations are indicated in cyan and
residues common to both are underlined. The two highly conserved regions, the active site triad

(DTG) common to all aspartic proteases and the C‐terminal triad (GRN/D) unique to retroviral

proteases are highlighted in red and gray, respectively. The N‐ and C‐terminal residues involved

in forming the dimer interface b‐sheet (see Fig. 1) are highlighted in yellow. The optimized
construct (pseudo‐wild‐type, termed PR) suitable for structural and kinetic studies bears five

mutations, three mutations Q7K, L33I, L63I that restrict degradation (autoproteolysis) and two

mutations C65A and C95A to avoid Cys‐thiol oxidation are shown in red above the HXB2

sequence. TMPR bears only three mutations to restrict autoproteolysis used in some NMR
studies.
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design and treatment regimens, which include the HAART, to overcome the
problem of drug resistance and curb progress of the disease (Rodriguez‐
Barrios and Gago, 2004; Temesgen et al., 2006). In this chapter, we focus on
some new and evolving areas of advancement in protease research, namely,
the structure and dynamics of the free and inhibited mature protease dimer,
comparison of interactions of the protease dimer with previous and new
generations of active site inhibitors and elucidation of molecular basis of
drug resistance, and finally, mutational studies leading to dimer dissociation
together with characterization and structure determination of the protease
monomer and its precursor.
III. Mature Protease: Structure, Dynamics, and
Relationship to Function __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. Optimization of the Mature Protease for
Solution NMR Studies
Solution NMR studies of the wt‐PR are difficult due to its rapid autop-
roteolysis at room temperature, which results in discrete cleavage products
even at very low protein concentrations. This limitation has prevented NMR
structural studies of the enzyme in the absence of inhibitors or in complex
with active site inhibitors with low affinity. However, NMR studies of the
protease in a complex with high‐affinity inhibitors exhibiting Ki values in
the low nanomolar range have been demonstrated (Yamazaki et al., 1996).
In this case, the inhibitor blocks autoproteolysis. The effect on protein
integrity conferred by a tight binding inhibitor is readily appreciated from
the Fig. 3 inset. Without inhibitor, autoproteolysis occurs within hours while
inhibitor complexed protease is relatively stable.

The three major sites of autoproteloysis in the enzyme are L5/W6,
L33/E34, and L63/I64 (Mildner et al., 1994; Rose et al., 1993). Extensive
kinetic studies using peptides and proteins as substrates, together with the
three‐dimensional structure of the mature protease, have helped to establish
and demonstrate that introduction of b‐branched amino acids at P1 or Lys at
P20 in the three autolysis sites greatly diminishes hydrolysis at corresponding
P1‐P10 positions (Dunn et al., 1994; Tomasselli and Heinrikson, 1994).
A mutant enzyme bearing the substitutions Q7K, L33I, and L63I (TMPR;
Fig. 3) retains the specificity and kinetic properties of the wt‐PR and is highly
stabilized against autoproteolysis (Mildner et al., 1994; Szeltner and Polgar,
1996). In addition to its resistance to autoproteolysis, TMPR exhibits a
modest increase in its stability with regard to urea denaturation as compared
to the wt‐PR (Szeltner and Polgar, 1996). Figure 3 shows an 1H‐15N HSQC
spectrum of the TMPR at 0.5 mM. As is immediately apparent, the spectrum



FIGURE 3 1H‐15N HSQC spectrum of TMPR (Fig. 2) in 10‐mM phosphate buffer, pH 5.8,

2‐mMDTT, 25�C. Selected cross peaks are identified by residue number in the mature protease
sequence. Inset: analyses of uninhibited (�) and inhibited (þ) C67A, C95A protease by SDS‐
PAGE. DPR denotes fragments of the protease resulting from autoproteolysis in the absence of

the mutations Q7K, L33I, L63I.
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is well dispersed and a large number of resonances exhibit very similar shifts
to those reported for complexes with inhibitors (Yamazaki et al., 1994). As
expected, the largest chemical shift changes observed between the free‐
enzyme and drug complexes occur for residues at the active site and flap
region surrounding the inhibitor.

Other factors to consider for long‐term studies with respect to sample
integrity are the presence of the Cys residues (C67 and C95) which have
a tendency to form intermolecular disulfide bonds at concentrations com-
monly employed for NMR. It was shown that a Cys to Ala substitution
at residue 95 of the mature protease greatly reduced the tendency of
the protein to form intermolecular cross‐links (Yamazaki et al., 1996).
Subsequent studies have demonstrated that both Cys residues, C67 and
C95, of the protease can be exchanged to Ala without having significant
effect on the kinetic parameters of the mutated enzyme as well as structure
(Louis et al., 1999a,b). The stability of the protease bearing these five
mutations (pseudo‐wild type, termed PR) is similar to that reported for
TMPR (Szeltner and Polgar, 1996) with a midpoint transition of �2‐M
urea (Louis et al., 1999a).
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B. Flap Dynamics
The crystal structure of the mature protease was first determined in
1989 (Miller et al., 1989; Navia et al., 1989). The protease forms nearly a
symmetric dimer in which the subunits interface around the active site and
the terminal regions (residues 1–4 and 96–99; Fig. 1). In the inhibitor‐bound
form of protease, the flaps (residues 47–56) cover the substrate or inhibitor
and interact with each other (closed conformation). Initial studies monitor-
ing fluorescence changes of the protease in the absence of inhibitor have
shown that the flaps are flexible in solution (Furfine et al., 1992; Rodriguez
et al., 1993). Based on the difference in the flap conformations between the
free and inhibitor‐bound forms as well as changes in the catalytic activity
due to mutations of the flap residues (Tozser et al., 1997), it has been long
recognized that the flexibility of the protease flaps must play a role in
inhibitor/substrate binding. Therefore, the flap dynamics have been investi-
gated using NMR to pinpoint sites or regions involved in the motion and
to estimate the timescales. Although both NMR and crystallography can
determine atomic coordinates of protein structures, NMR is more suitable
to study protein internal motion and equilibria involving multiple forms
(e.g, monomer–dimer equilibrium), as there are no packing effects in solution
NMR studies.

Using the optimized constructs described in the previous section, initial
studies involved 1H and 15N relaxation experiments for the mature protease
in its free form to understand flap dynamics experimentally at the atomic
level. As shown in Fig. 4, in the free protease, residues G49, G51, G52, and
I54 have significant values of 15N Rex_diff, while residues G48, G49, I50,
G51, G52, F53, I54, and K55 have large values of 1H Rex_diff that is
a difference in transverse relaxation rates measured at 92 Hz and 2 kHz
effective field strength (Ishima et al., 1999). Significant values of Rex_diff

indicate conformational exchange in millisecond timescale. Based on the
ratio of the 15N Rex_diff and

1H Rex_diff, the sites that exhibit significant
Rex_diff values, except for G49 and F53, were suggested to undergo confor-
mational exchange that involves changes in backbone angles rather than
change in the relative orientation from the aromatic ring nearby. Assuming a
two‐site exchange, the correlation time for conformational exchange was
estimated to be 0.1 ms for residues 48–55 in the flaps of the free protease at
20�C, pH 5.8.

In addition to this millisecond motion, the flap region of the free prote-
ase also undergoes sub‐nanosecond motion, which was shown by applying
the ‘‘model‐free’’ analysis of 15N relaxation (Freedberg et al., 2002). Sig-
nificant reduction of generalized order parameters, S2, for the amide sites
in the flap region (48–52) as well as an elbow region (38–42) was observed
(Fig. 5A), indicating that these sites undergo motions faster than the overall
tumbling of the molecule. The correlation time for internal motion of
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the flap regionwas estimated to be ca. 1 ns by themodel‐free analysis (Fig. 5B).
Based on these relaxation results, together with the observation of nuclear
Overhauser effect (NOEs) that indicated ab‐hairpin structure in the flap region
of the free protease, a working model was proposed. In this model, the flap
structures are mostly semi‐open conformations, having a dynamic hydrogen‐
bonded hairpin structure that undergoes nanosecond timescale motion. In
addition, the semi‐open flaps also exhibit conformational exchange on the
millisecond timescale.

The model‐free analyses of the protease in the presence of two different
types of active site inhibitors did not exhibit reduced S2 values in the flap
region (Nicholson et al., 1995), which is consistent with the observation of a
single closed flap conformation in the crystal structures of various protease‐
inhibitor complexes. However, even in the inhibitor‐bound forms of PR,
significant milli‐microsecond motion was observed for residues 50 and 51
that are the tip of the flaps (Nicholson et al., 1995). Similarly, the limited
milli‐micro second motion was also observed for residues I47 and G48 in
one of the flaps in a protease–substrate complex (Katoh et al., 2003).
Comparison of the residues that were found to undergo milli‐micro second
motion in PR (or PRD25N) bound to DMP323, P9941, KNI272 inhibitors,
and substrate demonstrated that the flap conformational exchange on the
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milli‐microsecond timescale was not simply related to ligand‐binding affin-
ity and appears to be very sensitive to the chemical structure of the ligand
(Katoh et al., 2003).

Although NMR elucidated sites that undergo internal motion and the
timescale of the motion, NMR did not provide information about the
trajectories of the mobile atomic sites. Therefore, MD simulation is a useful
complementary approach to obtain such information. Recent longtime
simulations provide predictions of conformation changes on the nanosecond
timescale. Published simulations have all predicted mobility in the flap
regions, although there are differences in the predicted extent of the motion
(Chen et al., 2004; Hornak et al., 2006; Perryman et al., 2004; Scott and
Schiffer, 2000). Accelerated MD or other longtime simulation approaches
have predicted flap opening on slower than nanosecond timescale (Collins
et al., 1995; Hamelberg and McCammon, 2005; Rick et al., 1998).
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C . Dynamics at the Dimer Interface
The term inal residu es 1–4 an d 96–9 9 exhibi t extensive subu nit inte rac-
tion forming the four ‐ stra nded b‐ sheet ( Miller et al. , 1989; Weber, 1990 ).
Ea rlier MD simulati ons ha ve shown that the hy drogen bonds pred icted
in crystal struc tures for the termi nal b ‐sheet are well mai ntained and that
the termi nal b‐ sheet is very stabl e in solut ion (Ha rte et al ., 1990; York et al .,
1993) . The rmodyna mic meas urements have also suggested that the terminal
b‐sheet is the most stable region in the mature protease and that dimer
formation is concomitant with protease folding (Todd et al., 1998). Thus,
all these experimental and theoretical studies demonstrated that the terminal
b‐sheet is very stable in the protease dimer. In contrast to these observations,
NMR relaxation studies were the first to demonstrate conformational flexi-
bility of the terminal b‐sheet. As shown in Fig. 4, significant 15N Rex_diff

values were observed for residues T4, W6, T96, and N98 in the PR particu-
larly in its inhibitor‐bound form (Ishima et al., 1999). Since this region had
been expected to be rigid, extensive systematic relaxation dispersion experi-
ments (which are similar to Rex_diff measurements but more quantitative)
were performed to obtain more accurate dynamics information. Amide
nitrogen, proton, and carbonyl carbon NMR results consistently indicated
significant conformational exchange in the terminal b‐sheet, with a minor
population of 5–10% at 0.5 mM concentration at 20�C (Ishima and
Torchia, 2003, 2005; Ishima et al., 2004).

In the Gag‐Pol polyprotein, the protease is flanked by the transframe
region (TFR) and the reverse transcriptase domains at the N‐ and C‐termini,
respectively (Fig. 2; Louis et al., 1998; Oroszlan and Luftig, 1990). Hence,
the flexibility of the terminal residues seen on inhibitor binding may relate
to accessibility for cleavage at the C‐terminus of the protease during its
maturation from Gag‐Pol, which occurs via an intermolecular process
(i.e., one dimer cleaves the PR–RT junction of another dimer) subsequent
to the intramolecular cleavage at its N‐terminus (TFR‐PR junction; Louis
et al., 1994; Wondrak et al., 1996). This interpretation is consistent with
kinetic data showing that the second‐order rate constant for the conversion
of PR‐DRT precursor (D denotes truncated) to the mature protease is �40‐
fold smaller, suggesting a restricted cleavage, than for the mature protease‐
catalyzed hydrolysis of a peptide substrate spanning the same C‐terminal
cleavage site (Wondrak et al., 1996).
D. Side Chain Dynamics and Protease Packing
Although backbone dynamics studied by NMR elucidated flexible
regions of the protease main chain, it is also important to characterize side
chain dynamics in order to better understand protein‐inhibitor interactions
and to clarify the structural consequences of the drug‐resistant mutations far
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from the active site region. Among the side chains, it is important
to elucidate dynamics of methyl groups first because the protease contains
an unusually high content (45%) of side chains containing methyl groups,
and second because about 65% of the protease mutations associated with
drug resistance involve such residues. Calculations using protease crystal
structure coordinates reveal two methyl clusters in PR: the inner cluster that
nearly surrounds the active site and the outer cluster that contains the
hydrophobic core that stabilizes the inhibitor‐free protease structure
(Fig. 6; Ishima et al., 2001b). Similar calculations for other retroviral pro-
teases revealed that such two‐methyl, inner and outer, cluster motifs appear
to be a common structural feature unique to retroviral proteases.

NMR relaxation studies indicated that some protease methyl groups were
flexible in solution. Sub‐nanosecond motion of the methyl groups exposed to
the solvent, such as residues L38, I50, and I54, was expected. Similarly,
based on the backbone dynamics described in the previous paragraph, it was
not surprising that buried methyl groups at the terminal b‐sheet were also
found to undergo conformational exchange on the milli‐micro second time-
scale. An unexpected observation was the flexibility of methyl groups of V75
and L76 that are buried in the protease core and link the two methyl clusters
(Fig. 6). Although L10 and L23 are partially exposed to the solvent, these
FIGURE 6 Methyl groups in inner (pink spheres) and outer (green spheres) clusters, and a

ribbon diagram of the mature protease backbone. Yellow and orange spheres represent methyl
groups undergoing motions on sub‐ns and ms‐ms timescales, respectively. The number on the

sphere indicates residue position. The experiment was performed in 20‐mM phosphate buffer,

pH 5.8, 20 �C (Ishima et al., 2001b).
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residues were also located at the cluster linker region and flexible on the sub‐
nanosecond timescale. Based on these observations, it is proposed that the
flexibility at the cluster interface is a possible mechanism to minimize
structural perturbations of mutations near and far from the active site.
IV. Active Site Inhibitors and Drug Resistance ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. Protease Interactions with Antiviral Inhibitors
Numerous crystal structures of mature protease with various inhibi-
tors were used to guide designs during the development of clinical inhibitors
(Wlodawer and Vondrasek, 1998). Antiviral protease inhibitors were first
approved for clinical use in 1995. Nine protease inhibitors have been ap-
proved to date for treatment of HIV infection: saquinavir, indinavir, nelfi-
navir, ritonavir, atazanavir, lopinavir, amprenavir, tipranavir, and darunavir.
These clinical inhibitors were designed to inhibit the wt‐PR by binding to
the active site. Crystal structures have demonstrated that the protease forms
a substrate binding site consisting of subsites S3‐S40 spanning at least
seven residues (P3‐P40) of a peptide substrate (Mahalingam et al., 2001;
Prabu‐Jeyabalan et al., 2002, 2003, 2004). Conserved hydrogen bond inter-
actions are formed between the main chain amides and carbonyl oxygens
of the peptide and the protease (Gustchina et al., 1994; Louis et al., 2000).
In contrast, the clinical inhibitors are smaller than peptide substrates, and
they bind mostly in the protease subsites S2‐S20 near the middle of the dimer
(Chen et al., 1994; Krohn et al., 1991). They contain a central hydroxyl
group that mimics the tetrahedral reaction intermediate and interacts with
the side chain oxygens of the catalytic residues D25 and D250 (Fig. 7). The
large hydrophobic groups at P1 and P10 on either side of the hydroxyl group
increase the affinity for protease by binding in the hydrophobic S1 and
S1 subsites. All the inhibitors contain polar groups that form several hydro-
gen bond interactions with the protease, similar to those observed for
peptide analogues. Additionally, the hydrogen bond interactions mediated
by the conserved water molecule (Gustchina et al., 1994) are maintained in
these clinical inhibitors. This highly conserved water has been proven to
be important for catalysis (Grzesiek et al., 1994; Wang et al., 1996). Recent
crystal structures have shown an altered flap conformation in complexes
with peptide analogue and emphasize the important role of the flap region
(Prabu‐Jeyabalan et al., 2006).

The first generation of clinical inhibitors, such as saquinavir and indin-
avir, provide high‐affinity binding by maximizing the hydrophobic interac-
tions with protease. However, they show fewer polar interactions than the
peptide analogues. Indinavir, for example, has only two hydrogen bonds
with main chain atoms of the protease and one with the side chain of D29



FIGURE 7 Protease interactions with inhibitors indinavir (A) (Liu et al., 2005; Mahalingam

et al., 2004) and darunavir (B) (Kovalevsky et al., 2006a,b; Tie et al., 2004). Water molecules
are indicated by red spheres. Hydrogen bond interactions are shown as dashed lines. Red lines

indicate hydrogen bonds with the main chain atoms of the protease and black lines indicate

hydrogen bonds with side chain atoms of the protease or with water.
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(Fig. 7A) (Mahalingam et al., 2004). Calorimetric studies have shown that
the thermodynamics of binding of these first‐generation inhibitors is entro-
pically driven (Velazquez‐Campoy et al., 2000a,b). These crystallographic
and thermodynamic data are valuable for the design of antiviral inhibitors
to combat drug resistance (Ghosh et al., 2006; Ohtaka and Freire, 2005;
Ohtaka et al., 2004). Ideally, the inhibitor should bind with high affinity to
both the wt‐PR and the drug‐resistant variants. Thus, the general strategy
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is to optimi ze interactions betw een the inhibito r and con served regi ons of
the protea se, and to intro duce smaller or more flexible groups that will adapt
to interact with variab le regi ons of the protease. New, second ‐gen eration
inhi bitors, such as darunavi r, have been designed to combat drug ‐resist ant
muta nts by incr easing the number of polar interact ions with main chain
atom s of the protea se ( Ghosh et al. , 2006 ). Dar unavir bindin g to the pr ote-
ase is enthal pically drive n, in contra st to the bindi ng of the earl ier drugs
( King et al. , 2004 ). The crystal struc ture of protea se in compl ex with
da runavir showed six hydro gen bonds with main cha in atoms and one
with the side chain of D30 ( Fig. 7B ) Koh et al. , 2003; Tie et al. , 2004 ).
The se hydrog en bonds are sim ilar to those of substr ate analogue s ( Gustchi na
et al. , 1994; Tie et al. , 2005 ). Compared to other clinical inhibit ors, daru-
na vir has extra polar interact ions with D29 and D30. The se inte ractions
rese mble those of the P2 0  Gln or Glu side chain of peptid e analogue s
( Ti e et al. , 2005; Weber et al. , 1997 ). These polar interact ions of darun avir
with D29 a nd D30 are pr edicted to be critical for its excelle nt resist ance
pro file. The imp ortanc e of prese rving D29 and its inte raction with the
con served R87 for the monom er–di mer eq uilibrium is discu ssed below.
Inte restingly, the 0.84 ‐ and 1.22 ‐ Å resolu tion structure s of V32I an d
M4 6L muta nt–daruna vir compl exes, respe ctively, sho wed a second bindi ng
site for da runavi r on the pro tease surfa ce in one flap region of the dimer
( Kovalevs ky et al. , 2006a ). Remarka bly, the shape of the fla p site accom-
modat es the diastere omer of darun avir with the S‐ enan tiomeric nitr ogen
rathe r than the one with the R‐ enan tiomeric nitr ogen that is bound at the
active site. The two diastere omers of darunavi r are related by inversio n of
the sulfon amide nitrogen. The existenc e of this second site on the pro tease
fla p was propo sed to assist in the effective ness of darun avir on resist ant HIV.
The surface bindi ng site in the flap pro vides ano ther pos sible target for
inhibitor design.

In summary, the initial antiviral protease inhibitors like indinavir were
designed with large hydrophobic groups to maximize the hydrophobic
interactions with the protease. Exposure to these drugs has resulted in
development of high levels of resistance due to mutation of residues located
in the protease active site, D30, G48, I50, V82, I84, and of nonactive site
resid ues such as M46 and L90 (Mahal ingam et al. , 2001) (Fig. 2). Com bi-
nations of several different mutations can be required to produce high levels
of resistance. The newer antiviral inhibitors were designed to overcome
resistance by reducing the size of the hydrophobic groups so that mutation
of the active site residues will have less effect on inhibitor affinity and by
adding favorable polar interactions with main chain atoms, which cannot be
directly altered by mutation. Darunavir exemplifies both these design stra-
tegies, since the hydrophobic groups at P1 and P10 are smaller than those of
indinavir, and additional hydrogen bond interactions are formed with the
main chain amides of D29 and D30. Moreover, darunavir was recently
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approved for clinical use, and so far no resistant mutants have been
confirmed in clinical isolates.
B. Atomic Resolution Crystal Structures of
Drug‐Resistant Mutants
The structural effects of drug‐resistant mutants of the protease have
been illuminated by many crystal structures, especially several over the
past few years that were solved at atomic (1.0–1.25 Å) (Kovalevsky et al.,
2006a,b; Liu et al., 2005;Mahalingam et al., 2004; Tie et al., 2004, 2005) or
subatomic (0.84 Å) resolution (Kovalevsky et al., 2006a). The crystallo-
graphic analysis has benefited from the optimized protease construct with
the five stabilizing mutations as described earlier. The diffraction data were
obtained at very high resolution through the use of high‐intensity synchro-
tron X‐ray beamlines and optimization of different crystallization condi-
tions. X‐ray diffraction data were collected at the National Synchrotron
Light Source, beamline X26C or the Advanced Photon Source, SER‐CAT
beamline. The screening for crystals was performed by the hanging drop
vapor diffusion method using variations of the following two general con-
ditions: 0.1‐M sodium acetate buffer, pH 4.2–5.0, with precipitant of 0.4‐ to
1.2‐M sodium chloride, or 0.1‐M citrate phosphate buffer, pH 4.5–6.4, with
15–40% saturated ammonium sulfate as the precipitating agent. Possible
additives to improve crystals are DMSO (which is usually needed to dissolve
inhibitor), glycerol, methyl pentanediol, and dioxane. Varying these condi-
tions has resulted in crystals for the majority of tested mutant/inhibitor
combinations that diffract to high (better than 1.5 Å) or even subatomic
resolution. These very accurate structures permit analysis of details of the
protease‐inhibitor interactions and changes introduced by the mutations.

The drug‐resistant mutations observed in clinical isolates map to dif-
ferent regions of the three‐dimensional protease structure. Many well‐
characterized mutations alter mostly hydrophobic residues, including
D30N, V32I, G48V, I50V, V82A, and I84V that form the inhibitor‐binding
site or active site of the protease. Alternatively, mutations can alter residues
that contribute to the interactions at the dimer interface such as R8Q, L24I,
I50V, and F53L. A third category of mutations alters residues distal to the
protease active site or dimer interface, including M46L, G71A, and G73S.
High to atomic resolution structures have been analyzed for mutant com-
plexes with indinavir (Liu et al., 2005; Mahalingam et al., 2004) or daru-
navir (Kovalevsky et al., 2006a,b; Tie et al., 2004), as well as with peptide
analogues (Tie et al., 2005). Crystallographic analysis has revealed distinct
structural changes for each mutant relative to the wt‐PR structure. The
observed structural changes will be described separately for each category
of resistant mutation.
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1. Resista nt Mutations of the Active Site Residue s
Mutation of the activ e site residues showe d vari ed effects in compar ison
with the wt ‐ PR. The active site resid ues that are comm only observe d to
muta te in isolates with high ‐ level resistance to one or more dru gs are D30,
V32, G48, I50, V82, an d I84. Struc tural chan ges wer e observed at the site of
muta tion an d depended on the type of mutati on. The most obvious change
was sho wn by mutati on of the hy dropho bic active site residue I84V, which
resul ted in the loss of van der Waa ls interactions due to the sub stitution of
the small er valine for isoleuci ne. Sim ilar changes were obs erved in co m-
plexe s with a peptid e analogue (Ti e et al. , 2005 ) and the clinical inhib itor
da runavir ( Ti e et al. , 2004). I50V also sho wed reduce d inte ractions with
pep tide an alogue, indi navir, and darun avir ( Kovalevs ky et al. , 2006b; Liu
et al. , 2005 ), and V32I also had redu ced interactions with darunavi r bound
in the active site (Koval evsky et al. , 2006a). In co ntrast, muta tion V82A of
an other hy drophob ic active site residue showe d a shift in the protea se main
chain and compe nsati on of van der Waals inte ractions with peptide an alo-
gu es ( Ti e et al. , 2005 ), indi navir ( Mahal ingam et al. , 2004) and darun avir
( Ti e et al. , 2004), as illust rated in Fig. 8A . Mutat ion of the polar residue
D30N in the pro tease active site showed a n altered conformat ion of the side
chain of D30/ N30 in compl exes wi th peptide an alogues ( Mahal ingam et al. ,
2001 ) an d da runavi r ( Kovalevs ky et al. , 2006b ). The side chain of N30
form ed a water ‐ mediate d interaction with inhi bitor rathe r than a direct
hy drogen bond. Theref ore, resi stant muta tions of residues forming the
active site sho w distinc t effects includ ing loss of favora ble hyd rophob ic
inte ractions and conseque ntly lower affini ty for inhib itor, ada ptive shifts
of the main chain atoms to pro vide compe nsating hydroph obic contac ts,
an d altered side chain conform ation an d inte raction with inhibito r. The
struc tural flexibi lity of the pro tease active site can pro vide ad aptation for
the muta nts to bind substrate s and inhibito rs. The drugs such as indin avir
con taining larger hydrop hobic groups are likely to be most sensi tive to
muta tion of the hydro phobic active site resi dues. Newer dru gs like daruna-
vir showe d small er changes in the interact ions with muta nt protea ses a nd
mai ntained higher affin ity for the resist ant protea se.
2. Nonactiv e Site Mutations
The structure s contai ning nona ctive site mutati ons ha ve revea led indi-
rect effects on the protease active site. Mutation of residues outside of the
active site has a significant role in drug resistance (Muzammil et al., 2003).
Unfortunately, there are fewer structural studies of the nonactive site muta-
tions that are not located at the dimer interface. The nonactive site mutation
L90M has consistently resulted in close repulsive contacts with the cata-
lyt ic D25 in complexes with peptide analogue s (Mah alingam , 2001 ; Shafer,
2002) , indi navir (Mah alingam et al. , 2004 ) an d darunavi r ( Kovalevs ky
et al., 2006b). Moreover, the mutation L90M also resulted in additional



FIGURE 8 (A) Interactions of darunavir with V82 in wt‐PR (magenta) and A82 in mutant

(cyan). Hydrophobic contacts are indicated by dotted lines with the interatomic separation in
angstroms. The structural shift of the Ca atom of residue 82 is shown as a red arrow with

distance in angstroms. (B) Intersubunit interactions of I/V50 in crystal structures of I50Vmutant

(red) and wt‐PR (green) with peptide analogue. Favorable van der Waals interactions are shown

as dotted lines. Interatomic distances are shown in angstroms. (C) Comparison of intersubunit
interactions of residue 53 in unliganded structures of wt (brown) and F53L mutant (black).
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interactions with indinavir (Mahalingam et al., 2004) and darunavir
(Kovalevsky et al., 2006b) and showed increased inhibition of the mutant
compared to the wt‐PR. Residue M46 is commonly mutated in resistant
isolates. This flap residue does not contribute directly to the inhibitor
binding site, although the main chain atoms of M46 form hydrogen bond
interactions with longer peptide analogues (Tie et al., 2005). The structure
of protease with the M46L mutation showed a loss of favorable interactions
with darunavir at the active site (Kovalevsky et al., 2006a). Mutation G73S,
which is located far from the active site, introduced additional hydrogen
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bond interactions that were proposed to transmit changes to the substrate
binding site and alter catalytic activity (Liu et al., 2005).
3. Mutations That Alter the Dimer Interface
Residues forming the dimer interface are conserved in protease se-
quences from HIV‐infected patients. In vivo conservation of the protease
in a large patient cohort in the absence and presence of pharmacological
pressure has been reported (Ceccherini‐Silberstein et al., 2004). Interest-
ingly, conservation of the sequence decreases to about 45% in drug‐treated
patients as compared to 68% in untreated patients. While the terminal re-
gions of the protease, P1‐P9 and G94‐F99, were conserved to about the same
extent, in drug‐treated individuals, regions within the protease are conserved
to a smaller extent spanning residues D25‐D29, G49‐G52, G78‐P81, and
G86 ‐ R87 (Figs. 1 an d 2). Excepti ons to this con servatio n are muta tions of
I50, a residue that also interacts with inhibitor in the active site, as described
in the previous section, and L24I adjacent to the catalytic Asp. Crystal
structures have been analyzed for protease with mutations L24I, I50V, and
F53L that alter residues at the dimer interface. Both L24I and I50V muta-
tions had altered intersubunit contacts in complexes with a peptide analogue
or indinavir (Liu et al., 2005). In agreement with these structural changes,
mutants L24I and I50V showed higher dissociation of the dimer relative
to wt‐PR. Residue F53 does not form intersubunit contacts in the protease
dimer in complex with inhibitor; however, the F53L mutation had an unex-
pected effect on the unliganded form of the protease (Liu et al., 2006). The
F53L mutant had lost the intersubunit contact of the side chains of F53 with
I50 that was observed in the wt‐PR in the unliganded form (Fig. 8C).
Increased dissociation of the F53L dimer was observed, which was consis-
tent with the crystallographic data. Therefore, the dimer interface is partic-
ularly sensitive to mutation, which results in slightly increased dissociation
of the dimer and altered intersubunit interactions both in the free (open) (Liu
et al., 2006) and inhibitor‐bound (closed) (Liu et al., 2005) protease dimer.
V. Dissociation of the Mature Protease Dimer and
Characterization of the Monomeric Structure ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

It has long been recognized that disrupting the terminal b‐sheet arrange-
ment, which contributes to about 50% of the total dimer interface con-
tacts, may provide an alternative avenue for inhibitor design thus extending
the target area of current inhibitors, all of which bind across the active site
formed by both subunits in the active dimer (Rodriguez‐Barrios and Gago,
2004; Sluis‐Cremer and Tachedjian, 2002; Weber, 1990). This presumably
noncompetitive mode of inhibition might show a synergistic effect to the
conventional active site–targeted compounds with the advantage of reducing
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the emergence of drug‐resistant strains. Initial reports indicate that peptide
analogues derived from the terminal regions of the protease inhibit enzy-
matic activity by blocking dimer formation (Babe et al., 1992; Schramm
et al., 1991; Shultz and Chmielewski, 1999; Zhang et al., 1991). Cross‐linked
interface peptides with semi‐rigid or flexible spacers as well as analogues
having lipophilic terminal groups have been developed as dimerization inhibi-
tors (Bowman and Chmielewski, 2002; Merabet et al., 2004; Rodriguez‐
Barrios and Gago, 2004; Schramm et al., 1996, 1999; Sluis‐Cremer and
Tachedjian, 2002). Modular inhibitors, in which the active site–directed com-
pound is tethered to a dimerization inhibitor, and non‐peptide‐based inhibitors
of dimerization have also been described (Sluis‐Cremer and Tachedjian, 2002;
Uhlikova et al., 1996). However, to date, such complexes have not been
confirmed at atomic resolutions, by either X‐ray crystallography or NMR. In
addition, to our knowledge, none of these kinds of potential lead compounds
have been developed further for possible clinical use.

The mature protease forms a stable dimer and exhibits a very low
equilibrium dissociation constant (Kd < 10 � 10�9 M; Grant et al., 1992;
Louis et al., 1999a; Todd et al., 1998; Zhang et al., 1991). Thus, studies
targeting dimerization using peptides or non‐peptide analogues will benefit
from complementary structural and biophysical studies aimed at under-
standing the dissociation of the dimer and, in particular, the role of con-
served regions in the protease required for a native fold and dimer
formation. It is anticipated that insights derived from such studies will aid
in the discovery and rational design of novel inhibitors aimed at binding
to the monomer at the dimerization interface. Having established the con-
ditions for solution NMR studies of the free protease as described above,
several substitution and deletion mutations were introduced into the opti-
mized construct, PR, for subsequent analysis by NMR, equilibrium sedi-
mentation analysis, and kinetics. Results of the analysis of the various
mutants of PR are summarized in Table I.
A. Identification and Characterization of the
Monomer Fold

1. R87‐D29‐R80 Hydrogen Bond Network
While the active site triad D25‐T26‐G27 is common to all aspartic
acid proteases, residues G86‐R87‐N/D88 in the a‐helix are unique to retro-
viral proteases (Fig. 1) (Louis et al., 1989; Pearl and Taylor, 1987). The very
first identification of a folded monomer of the mature protease came from
studies of the PRR87K mutant. PR folds from a denatured state into an
enzymatically active stable dimer similar to the wt‐PR, when dialyzed
from pH 2.8 to pH 4.2–5.8. In contrast, under the same folding conditions,
the PRR87K mutant folds as a monomer (Ishima et al., 2001a). This was



TABLE I Summary of Folded Forms of Protease Constructs

Construct Class �I (Ratio by ESA) þI (Ratio by ESA)

PR Dimer

(1.87/0.02)

Dimer‐I complex

(1.96/0.01)

PRD25N
a,b A Dimer Dimer‐I complex

PRR8Q
c,d A Dimer Dimer‐I complex

PRD29N
d B Monomer þ Dimer Dimer‐I complex

PRT26A
d C Monomer MonomerþDimer‐I complex

PRR87K
e C Monomer (0.98/0.05) Monomerþ Dimer‐I

complex (1.57/0.09)
PR1–95

b,e D Monomer (1.01/0.04) Monomer (1.13/0.11)

PR5–99
e B Monomerþ Dimer

(1.04/0.01)

Dimer‐I complex (1.87/0.06)

TFP‐p6pol‐PRD25N
b C Monomer Monomerþ Dimer‐I complex*

TFP‐p6pol‐PR1–95
b D Monomer Monomer

SFNFPRD25N
b C Monomer Dimer‐I complex

MIPRb B Monomer > Dimer Dimer‐I complex
MG‐PRb B Monomer < Dimer Dimer‐I complex

a–eCited from references Katoh et al., 2003; Ishima et al., 2001a, 2003; Louis et al., 1999a,
2003, respectively.

*Under these conditions, <10% of TFP‐p6pol‐PRD25N forms Dimer‐I complex.

1H‐15N correlation spectra were acquired on �0.5‐mM samples (in monomer) in 20‐mM

phosphate buffer, pH 5.8, 20�C either in the absence or approximately five‐fold excess of the

potent inhibitor DMP323 (denoted by I, Ki ¼ �1 nM, Lam et al., 1996). Classes A to D define
the effect of mutations on the Kd ranging from 0.5 � 10�6 M to 1 � 10�3 M, an increase of

approximately two to five orders of magnitude as compared to the wild‐type mature pro-

tease (<10 � 10�9 M). Ratio by ESA denotes molecular weight determined experimentally by

equilibrium sedimentation analysis (ESA) divided by the calculated molecular weight.
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initially suggested by the 1H‐15N correlation spectrum recorded on a sample
of PRR87K which displays a set of well‐dispersed signals indicating a folded
conformation of the protein, but different from PR (Fig. 9A). Addition of the
potent inhibitor DMP323 to PRR87K results in two sets of signals (Fig. 9B)
with the set having minor intensity belonging to free PRR87K. The Ca

chemical shifts of the major set for PRR87K in the presence of DMP323
(Fig. 10B) are nearly identical to the Ca shifts in the PR–DMP323 com-
plex suggesting that ternary complexes, PR dimer–DMP323 and PRR87K

dimer–DMP323, exhibit very similar structures.
Even in the absence of DMP323, the overall backbone Ca chemical

shifts of PRR87K residues are similar to those of PR (Fig. 10A). However,
unlike the DMP323 bound forms of PR and PRR87K, significant differences
in chemical shifts of the free forms of PR and PRR87K were noted for residues
at the dimer interface, that is, near the active site (residues 24–29) and
the N‐ and C‐terminal regions (residues 1–10 and 90–99). In particular,
the peaks for I3, Q92, I93, G94, and A95 that significantly shift in the
dimer due to intermonomer and not DMP323 interaction are not observed
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in the corresponding positions in the free PRR87K spectrum (Figs. 9A and 10A).
Additional approaches that include determining the relative translational dif-
fusion by NMR, sedimentation equilibrium analysis (see Table I), and kinetics
support the conclusion that PRR87K is a folded monomer at �0.5 mM in
monomer concentration (Ishima et al., 2001a). Thus, the most conservative
change of the highly conserved R87 residue (R87K) leads to a drastic increase
in the Kd by about five orders of magnitude.

Analysis of the 15N relaxation experiments, as shown by the elevated T1

and T2 values and reduced NOE values, revealed significant motions on the
sub‐nanosecond timescale for both N‐ and C‐terminal residues 2–10 and
93–99, respectively, the elbow residues 37–42 and the flap residues 48–53
in PRR87K (Ishima et al., 2001a). Although the mobility of the flap and the
elbow regions had been shown for free dimeric PR, increased sub‐nanosecond
motion of the termini had not been observed (Ishima et al., 1999; Todd et al.,
1998). Inspection of a model of monomeric protease (Ishima et al., 2001a)
reveals that the mobile areas correspond to solvent‐exposed regions, assuming
the monomer structure remains essentially identical to that of a single subunit
of the dimer.

The side chain of highly conserved R87 residue, residing on the sole
a‐helix (residues 87–91), forms a hydrogen bond with D29, a residue that
is located near the active site and interacts with peptide analogues and
inhibitors (Fig. 1; Wlodawer et al., 1989). D29 is involved in two pivotal
interactions: the first is a hydrogen bond between one of the carboxylate
oxygens and the guanidinium group of R87 within the monomer, whereas
the second is an intersubunit hydrogen bond across the dimer interface
between the second D29 carboxylate oxygen and guanidine group of R80
of the other monomer (Fig. 1; PDB accession 1A30; Louis et al., 1998).
Analysis of the complimentary mutants PRD29N and PRR8Q led to the
conclusion that the intramonomer interaction between the side chains of
D29 and R87 increases the Kd significantly more than the intermonomer
interaction between D29 and R8/ (Table I; Louis et al., 2003). In PRR87K,
chemical shift perturbations and sub‐nanosecond timescale motions
detected for the N‐terminal residues of the a‐helix increase further in the
C‐terminal b‐strand. Taking into account the NMR results together with
information from crystal structures that the C‐terminal strands are in the
interior of the four‐stranded b‐sheet, it is proposed that the disruption of the
specific interactions involving the R87 side chain could induce enhanced
mobility of the C‐terminal strands at the dimer interface possibly leading to
a destabilization of the terminal b‐sheet.
2. Active Site and Terminal b‐Sheet Dimer Interfaces
In the absence of an inhibitor, the active site and terminal residues
that encompass the dimer interface are critical for maintaining the low Kd

of the mature protease. Mutation of these residues increases the Kd from
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�102‐fold, as seen for PRD25N, to >105‐fold as in the case of PR1–95,
which carries a deletion of the four C‐terminal residues (Table I). Based
on the results of the analysis by NMR, sedimentation equilibrium ana-
lysis, and kinetics, the mutants can be grouped into four classes (Table I).
Class A mutants (PRD25N, PRR8Q) are mostly dimeric at a concentration
of �0.5 mM and above. Class B mutants show significant monomer and
dimer populations at �0.5 mM whereas class C and D mutants are mostly
monomeric at �0.5 mM. Comparison of the 1H‐15N HSQC spectra indi-
cates that the active site interface mutant PRT26A adopts a tertiary fold
that is similar to that of the PRR87K monomer. The nearly identical chem-
ical shifts of the C‐terminal residues T96 and F99 of PRT26A monomer
to those of PRR87K suggest that the terminal strands of PRT26A are also dis-
ordered and flexible similar to those of PRR87K. Thus in the absence of a
bound inhibitor, the highly conserved T26 residue of the active site DTG
triad is as critical to dimer stability as are R87, D29, or the N‐terminal
residues 1–4.

Class B and C mutants, however, form mostly ternary complexes
(dimer–inhibitor complex) with a tight binding inhibitor DMP323 similar
to class A mutants and PR. 15N and 1H chemical shifts of the terminal
residues of these mutant/DMP323 complexes are nearly identical to
those of the PR‐DMP323 complex implying very similar terminal b‐sheet
arrangements. Thus, interactions of the inhibitor with the active site/
flap residues offset the effect of these mutations and restore the terminal
b‐sheet configuration. Class D mutants do not form significant concentra-
tions of ternary complexes at monomer concentration of up to 1 mM even
in the presence of excess inhibitor. Therefore, the loss of interaction
between the two C‐terminal strands has the major contribution to dimer
stability.

The effect of single amino acid substitutions of the terminal b‐sheet
residues on dimerization and catalytic activity has been explored by coex-
pressing the mature protease in fusion with b‐galactosidase bearing an
internal protease cleavage site. The protease‐catalyzed hydrolysis of b‐galac-
tosidase characterized, both by appearance of white colonies (fully cleaved
product) and by product size, as determined by Western blotting, provides
a semi‐quantitative assessment of the effect of mutation on dimerization
and catalytic activity of the protease (Choudhury et al., 2003). This study
indicates that, while the N‐terminal residues P1, Q2, and T4 tolerate Ala
substitution mutations, C‐terminal mutations T96A, L97A, and F99A, all
lead to reduced activity (Choudhury et al., 2003). In accordance with this
observation, the deletion mutant PR5–99 was shown to exhibit an increase
in Kd by about 60‐fold and a corresponding decrease in the kcat/Km value
(�50‐fold) as compared to PR (Louis et al., 1999a). Under the same condi-
tions, the C‐terminal deletion (PR1–95), which exerts a much larger effect on
the Kd, exhibits no catalytic activity (Ishima et al., 2001a).
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B. Description of the Monomer Structure
The existence of PR1–95 as a monomer at a concentration of up to 1 mM
with undetectable dimer allowed the three‐dimensional structure determi-
nation of PR1–95 using heteronuclear multidimensional NMR spectroscopy.
A backbone superposition of the average NMR structure with the monomer
subunit of two different crystal structures of the free mature protease dimer
(Freedberg et al., 2002; Lapatto et al., 1989) is shown in Fig. 11A. Residues
10–90 of the PR1–95 monomer exhibit a nearly identical fold to that of
one subunit of the protease dimer. This similarity in structures is consistent
with the backbone chemical shifts of the PR1–95 monomer compared to
FIGURE 11 Solution structure of the protease monomer (Ishima et al., 2003). (A) Overall
stereo view of the PR1�95 structure showing the final ensemble of 10 NMR conformers.

(B) Comparison of the average NMR structure of PR1�95 (blue) with one subunit of two free

protease dimer crystal structures shown in green (Lapatto et al., 1989) and yellow (Rick et al.,
1998). (C) Electrostatic surface potential of PR1�95 (excludes residues 1�10). Note: the crystal
structure shown in green has a flap conformation that is more open than the crystal structure

shown in yellow.



HIV‐1 Protease 285
those of the PR dimer (Ishima et al., 2003). Characteristics that distinguish
the PR1–95 structure from the monomer subunit of mature protease dimer
are discussed below.
1. Terminal Residues
The absence of secondary structure of the N‐terminal residues in the
PR1–95 monomer is not surprising given that deletion of residues 96–99
precludes formation of the terminal interface b‐sheet. Consistently, in the
PR1–95 monomer, NOESY cross‐peaks were not observed for the N‐terminal
residues 1–9 (Ishima et al., 2003). Heteronuclear NOE experiments showed
that these N‐terminal residues are flexible on the sub‐nanosecond timescale
in the PR1–95 monomer. The chain flexibility and loss of the terminal b‐sheet
structure observed for PR1–95 (Fig. 11 and Ishima et al., 2003) also occur
in monomer constructs such as PRT26A and PRR87K that contain intact
terminal sequences. Thus, in addition to interactions involving the termini,
specific interactions distant from the terminal region also strongly influence
the stability of the terminal b‐sheet interface (Ishima et al., 2001a; Louis
et al., 2003).
2. Flaps
The structure presented for PR1–95 monomer provides the first informa-
tion about a flap conformation of free protease in solution. The flap in the
PR1–95 monomer exhibits a b‐hairpin structure, similar to the flap of the
dimer, but with significant disorder in residues 48–53, and seems to adopt
an open conformation (Fig. 11A). Evidence for flap flexibility on a sub‐
nanosecond timescale is provided by a decrease of the heteronuclear NOE
values and increase in the transverse relaxation times of residues 49–53
(Ishima et al., 2003). In addition, two sets of a‐proton signals of G52 were
observed in the monomer flap, suggesting a slow conformational change of
this region presumably on a millisecond timescale. In contrast, a single set of
a‐proton signals for G52 was detected under equivalent conditions in the
free protease dimer. The flap region in the free protease dimer was also found
to undergo �100‐ms conformational exchange at 20�C, pH 5.8 (Ishima
et al., 1999), suggesting a minor difference in flap dynamics between the
monomer and the dimer. Although there may be differences in the timescale
of the flap motion in monomer and dimer, both monomer and dimer flaps
have dynamics undergoing slow conformational change in addition to fluc-
tuations on the sub‐nanosecond timescale (Freedberg et al., 2002; Ishima
et al., 2003).
3. Active Site
The active site D25 residue in the dimer is involved in a b‐1 turn termed
the ‘‘fireman’s grip’’ (Fig. 1; Pearl and Blundell, 1984; Strisovsky et al.,
2000). In the PR1–95 monomer structure, the region encompassing the b‐1
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turn region is somewhat disordered. Although NOE interactions typical of
a b‐1 turn are observed in the monomer, indicating that the b‐1 turn exists,
the decrease in transverse relaxation times suggests flexibility on the sub‐
nanosecond timescale in the active site region in the monomer (Ishima
et al., 2003). The accessible surface areas of side chains of residues L23,
L24, T26, and D29 located in this b‐turn region are 40% larger in the
monomer than in the dimer. This increased flexibility of the b‐turn region
is most likely due to the loss of the intersubunit hydrogen bond network and
a partial exposure of the turn to the solvent.

The active site b‐turn region in the monomer contains a large number of
exposed charged side chains. A negatively charged patch composed of D25,
D29, and D30 side chains is adjacent to the positively charged R87 side
chain (Fig. 11C). Because of the relatively low number of experimental
structural constraints, orientations of the side chains of the residues were
not determined; however, the side chains are expected to be mobile based on
their solvent accessibility and chemical shifts.
VI. Insights into the Structure of the Protease
Precursor and Its Maturation ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. Early Intermediates of the Gag‐Pol Precursor
During Protease Maturation
PR‐mediated processing and particle maturation are complex events
(for a review, see Vogt, 1996). In HIV‐1, the structural and functional
proteins are synthesized as two polyproteins, Gag and Gag‐Pol, consisting
of MA‐CA‐p2‐NC‐p1‐p6 and MA‐CA‐p2‐NC‐TFR‐PR‐RT‐IN, respectively
(Leis et al., 1988; Oroszlan and Luftig, 1990). In the precursors, the peptide
bonds that connect each of the subdomains are specifically cleaved by the
protease. The initial critical step in the maturation of the protease involves
the folding and dimerization of the protease domain in the form of a Gag‐Pol
precursor in order to catalyze the hydrolysis of the peptide bonds at its
termini and the other specific sites leading to the release of the mature
structural and functional proteins. Kinetics of the maturation reaction clear-
ly indicated that the cleavage at the N‐terminus of the protease, which is
concomitant with the appearance of mature‐like enzymatic activity, pre-
cedes the cleavage at the C‐terminus of the protease (Louis et al., 1994;
Wondrak et al., 1996). The native TFR flanking the N‐terminus of PR,
comprises two domains, the conserved transframe octapeptide (TFP) fol-
lowed by the 48 amino acid p6pol, both separated by a protease cleavage site
(Candotti et al., 1994; Louis et al., 1998). Reactions using the full‐length
TFP‐P6pol‐PR precursor at pH 5.0, which is optimal for catalytic activity of
the mature protease and the autocatalytic maturation reaction, showed that
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release of the protease occurs in two distinct steps (Louis et al., 1999a,b).
The first cleavage occurs at the TFP‐P6pol site to generate the intermediate
precursor P6pol‐PR. In the second step, P6pol‐PR is converted to the mature
protease concomitant with a large increase in catalytic activity. Thus,
the two proteins, TFP‐P6pol‐PR and P6pol‐PR, exhibit nearly the same very
low catalytic activity and the rate‐limiting intramolecular cleavage at the
p6pol‐PR site is indeed concomitant with the appearance of mature‐like
enzymatic activity and stable tertiary structure formation characteristic of
a stable protease dimer (Louis et al., 1999a,b). These results are consistent
with studies showing that HIV‐1 particles of four different strains obtained
from different cell lines contained only the 11‐kDa mature protease
and no p6pol‐PR precursor (Tessmer and Krausslich, 1998). Importantly, a
mutation of the N‐terminal protease cleavage site p6pol/PR leading to the
production of an N‐terminally extended 17‐kDa protease species caused a
severe defect in Gag polyprotein processing and a complete loss of viral
infectivity (Tessmer and Krausslich, 1998).

Monitoring the detailed kinetics of the maturation of the full‐length
Gag‐Pol precursor is complex due to the presence of multiple cleavage sites.
A recent study of the in vitro expression of the Gag‐Pol protein (�160 kDa)
had shown a primary cleavage at the P2/NC site followed by a slower
cleavage at the TFP/p6pol site leading to the accumulation of the processing
intermediates MA‐CA‐P2 (42 kDa), NC‐TFP (7.4 kDa), and p6pol‐PR‐RT‐
IN (113 kDa; Pettit et al., 2004). However, monitoring the in vivo proces-
sing in acutely infected, cultured T‐lymphocytes in the presence of a potent
inhibitor (1 mM) showed that Gag‐Pol is cleaved in the vicinity of the
N‐terminus of TFR, presumably at the TFP‐p6pol site leading to the accumu-
lation of a Pol intermediate, p6pol‐PR‐RT‐IN. This may point to TFP‐p6pol as
the primary cleavage site in the processing of the Gag‐Pol precursor that is
insensitive to inhibition (Lindhofer et al., 1995). In accordance with this
result, preliminary studies of the inhibition of the maturation reaction of the
precursor TFP‐p6pol‐PR at pH 5.0 indicate that the two cleavages (TFP/p6pol

and p6pol/PR) leading to the formation of the mature PR are inhibited
differently by the substrate analogue inhibitor that is specific to the mature
PR. IC50 of cleavage at the TFP/p6

pol site (step 1) is less than two orders of
magnitude larger than for the inhibition of the hydrolytic reaction catalyzed
by the mature PR using the substrate analogue inhibitor (Louis et al.,
1999a). Thus, the maturation of the protease from the Gag‐Pol polyprotein
in vivo may resemble the in vitro two‐step process described for the precur-
sor TFP‐p6pol‐PR�pH 6.0. Inhibition of the p6pol/PR site is within the range
of values reported for the inhibition of the wt‐PR. Both sites, CA/P2 and
TFP/p6pol, that exhibit cleavage as the primary sites during the processing
of the full‐length Gag‐Pol precursor in vitro also were relatively insensitive
to inhibition with a potent inhibitor (Pettit et al., 2004). Thus, from a
combination of studies, it appears that the initial steps in the maturation
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of the protease appear to be a sequential multistep ordered process at pH 5
that involves at least two peptide bond cleavages upstream to PR domain
prior to the generation of optimal enzymatic activity (Louis et al., 1999b).
B. Tertiary Fold and Stability of the Protease Precursor
A systematic NMR structural study of the wild‐type TFP‐p6pol‐PR
precursor bearing the native cleavage sites TFP/p6pol and p6pol/PR was not
feasible due to its rapid autocatalytic maturation on folding to release the
mature protease (Louis et al., 1999a). Although maturation can be blocked
with a large excess of inhibitor, it perturbs the monomer–dimer equilibrium
of the free precursor and also contributes to undesirable effects such as the
precipitation or aggregation of the protein at concentrations above 0.5 mM,
thereby preventing detailed structural studies of the precursor. In earlier
studies, it was shown that the mature protease bearing a mutation of the
active site residue (Prabu‐Jeyabalan et al., 2000), PRD25N,was highly suitable
for long‐term solution NMR studies of the mature protease dimer at a
concentration of �0.5 mM (Katoh et al., 2003; Louis et al., 2003). In
addition, the D25N mutation, unlike the T26A mutation (Louis et al.,
2003), has the least affect on the dimer stability of the mature protease.
Thus in order to analyze the precursor protease by NMR in the absence
of any inhibitor, an active site mutation D25N was introduced in the
TFP‐p6pol‐PR precursor to abolish its maturation. This construct was com-
pared with the mature protease bearing the same D25N mutation, PRD25N.

Figure 12 shows a comparison of 1H‐15N HSQC spectra of PRD25N and
TFP‐P6pol‐PRD25N at identical conditions. Chemical shifts of most signals
observed in a 1H‐15N correlation spectrum of PRD25N are very similar to
those of the active protease dimer (Freedberg et al., 2002). In particular,
signals of residues in the dimer interface of PRD25N, such as I3, I84, Q92,
and T96, exhibit shifts characteristic of the dimer (identified in stippled
boxes in Fig. 12A). In the TFP‐P6pol‐PRD25N spectrum, these peaks are
absent and additional intense resonances are observed in the random coil
region (8–8.5 ppm for protons; Fig. 12B). These intense signals likely arise
from residues of the TFP‐P6pol domain, consistent with results indicating
that the isolated TFR does not possess a stable secondary or tertiary struc-
ture (Beissinger et al., 1996). In addition, less intense but well‐dispersed
signals (indicated in solid boxes in Fig. 12B) were observed in positions
similar to those of signals in the spectra of the folded monomer PR1–95 and
other mutants that form monomers (Ishima et al., 2001a, 2003; Louis et al.,
2003). Thus, the flanking transframe polypeptide influences the monomer–
dimer equilibrium of the protease domain in accordance with the observa-
tion that TFP‐P6pol‐PRD25N is predominantly a monomer whereas PRD25N is
a dimer (Katoh et al., 2003). Another precursor variant, TFP‐P6pol‐PR1–95,
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which lacks the same four C‐terminal residues 96–99 as in PR1–95, does not
undergo maturation, which further emphasizes the fact that intersubunit
interaction between the C‐terminal b‐strands is most critical to the dimer-
ization of the protease precursor. The HSQC spectrum of TFP‐P6pol‐PR1–95

is similar to that of TFP‐P6pol‐PRD25N exhibiting an unstructured TFP‐p6Pol

domain and a monomeric fold of the protease domain.
It is apparent from the above results that the native TFR in fusion with

the protease increases the Kd by several orders of magnitude. It is notewor-
thy that both the terminal regions of the TFR, the TFP and the C‐terminal
residues of p6pol, are competitive inhibitors of the mature PR (Louis et al.,
1998; Paulus et al., 1999). Comparison of the monomer spectra of the
precursors TFP‐p6pol‐PRD25N or TFP‐p6pol‐PR1–95 with that of PR1–95

does not reveal significant differences indicative of an interaction between
the TFP‐p6pol region and the protease monomer. We therefore believe that
the dimeric precursor of the protease, in which the N‐terminal cleavage site
sequence is intramoleculary bound to the active site, is a transient form
present in small amounts and thus undetectable in the HSQC spectrum
(for a model see Fig. 5 in Louis et al., 1994).



290 Louis et al.
It is likely that interactions between the two C‐terminal strands are
essential to produce transient dimeric folds of the protease precursor prior
to maturation. This interpretation is supported by the result that deletion
of the C‐terminal residues 96–99 produced the most profound increase in
the Kd of the mature protease. Studies showing that RT p66 homodimer is
formed prior to the cleavage at the RT p66/p51 site by the protease to form
the RT66/RT51 heterodimer (Sluis‐Cremer et al., 2004) suggest that RT66
dimerization may be a prerequisite for establishing the transient interaction
between the C‐terminal strands of the folded monomeric protease to partly
stabilize the dimeric precursor leading to the intramolecular maturation of
the protease at its N‐terminus. We envision that it may be easier to design a
drug that restricts dimer formation prior to the maturation of the protease
from the Gag‐Pol rather than the dimerization of the mature protease, which
forms a far more stable dimer.
C. Influence of Local Interactions at the Termini of the
Mature Protease on Dimer Stability
The protease is mainly monomeric when fused to relatively long
sequences at its N‐terminus (Ishima et al., 2003; Louis et al., 2000). To
assess if dimerization is sensitive to local interactions involving a few resi-
dues of the flanking p6pol sequence, the effect of just the SFNF extension (the
C‐terminal residues of p6pol) on protease stability and enzymatic activity has
been examined using the construct SFNFPRD25N. The HSQC spectrum of
SFNFPRD25N shows that it is mostly a folded monomer at �0.6 mM (Ishima
et al., 2003) with signals in positions similar to those of PR1–95. Comparison
of the HSQC spectra of TFP‐p6pol‐PRD25N and SFNF‐PRD25N in the presence
of approximately fivefold excess of DMP323 indicates that while nearly all
the SFNF‐PRD25N is dimeric, a significant portion of TFP‐p6pol‐PRD25N pre-
cursor is monomeric. This observation suggests that a longer sequence,
namely, the intact native TFP‐p6pol, hinders the dimerization of the protease
to a larger extent than a 4‐amino acid extension. This interpretation is also
consistent with results showing that the active precursor TFP‐p6pol‐PR is
about 160‐fold less active than the mature protease (Louis et al., 1999b).

Subsequent studies have shown that even two residue extensions at the
N‐terminus of the protease also increase the Kd similar to SFNFPRD25N

(Ishima et al., 2003). As noted from the crystal structure of the free pro-
tease dimer, P1 is relatively close to the A67‐H69 loop as well to F99. We
speculate that additional residues at the N‐terminus of the protease may
affect the local packing of side chains, thus lowering the dimer stability. The
importance of the P1 residue is further emphasized in studies showing that
the mutation of the P1 residue significantly alters the pattern of cleavage of
the Gag‐Pol precursor as compared to the wild type (Pettit et al., 2005).
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D. Pathway to the Maturation of the Protease in the
Viral Replication Cycle
A plausible pathway for the regulation of the protease emerges taking
into consideration several in vivo and in vitro studies of precursor pro-
cessing. On its synthesis, the protease domain within the Gag‐Pol precursor
adopts a monomer fold at least spanning residues 10–90. It appears that
the monomer–dimer equilibrium of the protease is modulated by the
N‐terminally flanking TFP‐p6pol domain such that prior to the cleavage at
the p6pol/PR junction the protease domain is mainly monomeric (Kd >
0.5 mM). The very low dimer stability of the protease precursor relative to
the mature protease (Kd < 10 nM) may allow initial recruitment of the
polyproteins and assembly of the particle to occur prior to the onset of
limited proteolysis. The pH of the microenvironment and concentration
effects leading to dimerization or oligomerization of the flanking domains,
particularly that of the RT domain, may also modulate the autoprocessing
reaction. Transient dimer formation of the precursor is facilitated by
an interface requiring interactions of at least the active site and the
C‐terminal residues and possibly stabilized further by the interaction of the
cleavage site sequence with the active site and flap residues. The concomitant
increase in mature‐like catalytic activity and stable dimer formation is
consistent with a single rate‐limiting step involving the intramolecular cleav-
age of the scissile bond at the p6pol/PR junction. Intermediate precursor
forms could be liberated either through an intramolecular process at a
competing site (P2/NC or TFP/p6pol) that becomes available for productive
binding and hydrolysis below pH 5 or through an intermolecular process
mediated by the accumulating released active protease, a reaction that be-
comes competitive with the intramolecular process. The formation of these
intermediates under suboptimal conditions for the autoprocessing reaction
is similar to that observed for the conversion of zymogen form of the gastric
protease pepsinogen (Khan and James, 1998). In contrast to even 2–4 amino
acids of the N‐terminal flanking sequence that exert an effect on the Kd, the
C‐terminal reverse transcriptase sequence may not significantly affect either
the kinetic parameters or the Kd (Cherry et al., 1998; Sluis‐Cremer et al.,
2004; Wondrak et al., 1996). Subsequent cleavages in the Gag‐Pol including
the C‐terminus of the protease occur via intermolecular processes (Wondrak
et al., 1996).

Finally, the existence of a monomer fold, both for the TFP‐p6pol‐PR
precursor and several mutants of the mature protease, indicates that folding
and dimerization can occur independently. Future studiesmay enable targeting
the folded precursor monomer or the folding process itself, prior to the matu-
ration of the protease from the Gag‐Pol precursor, for inhibitor design, in
contrast to numerous ongoing and published studies aimed at inhibiting the
dimerization of the mature protease. Furthermore, understanding structurally
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the molecular mechanism by which the TFP‐p6pol region increases the Kd

of the protease may provide insights for rational drug design targeting
dimerization.
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Yves Mély†, and Hugues de Rocquigny†
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Properties, Functions, and Drug

Targeting of the Multifunctional

Nucleocapsid Protein of the

Human Immunodeficiency Virus
I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Retroviral nucleocapsid (NC) proteins are small proteins generated by
the cleavage of the Gag structural polyprotein by the viral protease, and
are characterized by one or two copies of a highly conserved CCHC zinc
finger (ZF), flanked by basic residues. Retroviral NC proteins are nucleic
acid–binding proteins with potent RNA‐chaperoning properties, enabling
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im portant struc tural rearr angem ents that are required for genomi c RNA
repl ication and its packagi ng dur ing v irion assemb ly.

This chap ter reviews the structure an d functions of the HIV ‐ 1 NC
pro tein, and the ratio nal for a simple , rapid scre ening of anti ‐ NC drugs
aim ed at inhib iting virion productio n. The three ‐ dimensi onal (3D) con for-
mat ion of HIV ‐1 NC shows that the central domai n folds into a hyd ropho-
bic plat eau flank ed by disor dered ba sic sequenc es. The hy dropho bic plat eau
ap pears to orches trate the NC functions network such as chaperon ing the
con version of the genomic RN A into viral DNA by rever se trans crip tase
(RT) and balanc ing misincorpo rations of nuc leotides into cDNA , thus exert-
ing a control over HIV ‐ 1 vari ability during the early phase of virus repl ica-
tion. In the late pha se, the NC hydroph obic plateau pilots the selection,
dim erization , a nd pa ckaging of the gen omic RN A during the virion assem-
bly pr ocess, which ensure s formati on of a matu re functional inner capsi d
struc ture. A new one ‐ step screening assay is described, which allows for the
rapid in vit ro ident ification of anti ‐ NC compound s aim ed at bindi ng to the
hy drophob ic plat eau, thus inhi biting NC dur ing the earl y and lat e steps of
HIV ‐ 1 replicati on.
II. The NC Protein: The Stor y So Far __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

During the twentiet h century, studi es on retroviru ses led the way to
rem arkabl e discoveries sem inal to our unde rstand ing of living organi sms.
Res earch on retr oviruses has triggered fund amental disc overies such as that
of onco genes an d their implicat ion in cancer ( Bishop, 1983; Bru gge a nd
Eriks on, 1977; Hanafu sa, 1969; Hu and Temi n, 1990; Huebne r and Todaro,
1969 ) a nd the role of retroel ements in the plast icity and possi bly the evo lu-
tion of eukaryotic genomes (Baltimore, 1970; Garfinkel et al., 1985; Hansen
et al., 1988; Huebner and Todaro, 1969). In this context, our understanding
of the role of retroviral nucleocapsid protein, commonly referred to as NC,
has come a long way since the first descriptions of oncoretroviruses and
the oncovir al nucle oprotein (Eller mann and Ba ng, 1908; Rous, 1910) . Elu-
cidation of HIV‐1 NC functions has largely benefited from the study of
the NC protein of alpharetroviruses and gammaretroviruses, namely avian
sarcoma leukosis viruses (ASLV) and the murine leukemia viruses (MuLV),
respectively.

The NC story began with the isolation of ribonucleoprotein (RNP)
complexes (Davis and Rueckert, 1972) from virions of ASLV and MuLV,
which were able to support viral DNA synthesis. These RNP complexes,
consisting of the 70S genomic RNA dimer coated by about 2000–2500
NC molecules, represent the most stable component of the viral particle,
providing a chromatin‐like structure with a circular conformation (Chen
et al., 1980; Pager et al., 1994). These viral RNPs or nucleocores also contain
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molecul es of the viral RT and integras e (IN) enzym es as well as molecul es of
cellular tR NAs and ribosomal RNA ( Chen et al. , 1980; Dar lix et al. , 1995 ;
Dickson et al. , 1985) . NC was first isolate d from purified virion s and sho wn
to be a nuc leic acid– binding protein (NABP ) with prefe rence for singl e‐
stranded sequenc es within struc tured RNA domai ns ( Davis et al. , 1976 ).
In the v irus context, NC was sho wn to tightly bind a small num ber of
genomic RNA sites rich in U and G resid ues, locat ed in the 5 0  untrans lated
leader regi on (5 0  UTR) ( Dannul l et al. , 1994; Dar lix and Sp ahr, 1982; Meric
et al. , 1984; Tanchou et al. , 1995 ).

In the 1980s, tw o series of findings effective ly started the NC story.
First, NC was shown to be the driving force in genomic RN A select ion,
dimerizat ion, and packagi ng during ASLV an d MuLV assembl y ( Gorelick
et al. , 1999; Meric et al., 1988). Second, NC was found to direct viral RNA
dimerization in vitro and annealing of the replication primer tRNA to the
genomic primer‐binding site (PBS) both in vitro and in ASLV and MuLV
virions (Darlix et al., 1990; Prats et al., 1988, 1991). This second series of
observa tions led to the disco very that NC was a vira l protein with poten t
nucleic acid– chaperoni ng pro perties that were later found to be necessary
for bona fide provir al DNA synthe sis (rev iewed in Darlix et al. , 1995; Rein
et al. , 1998). These findings have sinc e been bor ne out ( Allain et al. , 1994;
Auxilien et al. , 1999; Barat et al. , 1989; Buckman et al. , 2003; Darlix et al. ,
1993; Gao et al. , 1997, 2003; Gorelick et al. , 1990; Shub sda et al. , 2002;
You and McHenry, 1994; Yu an d Darlix , 1996 ) paving the way for a ttempts
to ident ify anti ‐ HIV drugs specifi cally targe ting NC (D ruillennec et al. ,
1999a,b; Rice et al. , 1995; Druil lennec an d Roques , 2000).

In the following sections we will briefly revi ew HIV ‐ 1 NC, including its
structure eith er in its free state or when bound to a small vira l nucle ic acid
molecul e, its DNA/R NA ‐ chaperoni ng pr operties , its roles in the early and
late phases of virus repl ication, and viral fitness. Emphasi s wi ll be given to
the role of NC in nuc leotide mi sincorporat ion during provir al DNA synthe -
sis by RT and to the screening stra tegies aimed at identifying anti ‐ HIV drugs
targeting NC.
III. The Structure of HIV‐ 1 NC  ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Retroviral NC proteins are small proteins generated by the viral
protease–mediated cleavage of the Gag structural polyprotein precursor
and are characterized by one or two copies of a highly conserved ZF motif
of the CCHC type, flanked by basic regions. Spumaretroviruses and the
Gypsy retrovirus of the fruit flyDrosophila melanogaster are rare exceptions
to this rule since the corresponding Gag precursor in these cases is not
processed by the viral protease and only contain an NC‐like domain char-
acterized by a large number of basic residues but no ZF motif (Fig. 1).
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Retroviral NCs bind with high affinity to a large variety of nucleic acids,
yet exhibit a high preference for single‐stranded sequences rich in U and G
residues (discussed in Section IV).
A. The ZF Structure
Each retroviral ZF coordinates one zinc ion with high affinity via
CCHC–Zn2þ interactions (Berg, 1986; Mely et al., 1991, 1996), which act
as the main driving force behind the folded structure of this small peptidic
domain. A large number of ZF and complete NC structures have been
solved by nuclear magnetic resonance (NMR) spectroscopy and not surpris-
ingly, ZFs from different retroviruses show similar structures. Specifically,
the N‐terminal part of each ZF adopts a rubredoxin‐type turn, while the
central amino acids fold into a loop and NH . . .S hydrogen bonds are formed
between amide protons of the backbone and the zinc‐chelating Cys residues
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(Om ichinski et a l. , 1991; South et al. , 1991; Summ ers et al. , 1990; Turner
and Su mmers, 1999 ). In the case of HIV ‐ 1 NCp 7, the conformat ion of
29RAP RKKG locat ed downst ream of the first CCHC box is respons ible for
the close pro ximity of the two zinc fingers (More llet et al. , 1992; Summ ers
et al. , 1992) . However, the subtl e differen ces be tween the two HIV ‐1 NC
ZFs are clearly more than cosmetic as highlighted by a loss of NC functions
on substitution of either of the ZFs by an identical counterpart (Gorelick
et al., 1993). Both proximal and distal HIV‐1 NC ZFs are required and
probably act in concert during virus replication (Figs. 3 and 4) (Section IV).

Structural differences also exist between the tandemly linked ZFs in SIV‐
1hoest NCp8, MMTV, and MPMV NCp9 (Gao et al., 1998; Klein et al.,
2000). While the proximal NC ZF of the beta‐retroviruses MMTV and
MPMV can be superimposed on that of HIV‐1 NC, SIV‐1hoest NCp8, and
NCp10 from the gammaretrovirus MuLV, their distal NC ZF contains
an additional b‐hairpin structure. This peculiarity within the distal ZFs of
MMTVand MPMV may be responsible for a circular conformation, expos-
ing residues necessary for RNA recognition and may thus be important
for genomic RNA selection and packaging. However, this remains to be
experimentally confirmed.

On a more general note, the ZF motifs of HIV and SIV‐1hoest NC, of
the betaretroviruses MMTVandMPMVNCp9, and the single NC ZF of the
gammaretrovirus MuLV (Demene et al., 1994b) all show high structural
homology in spite of significant sequence differences (Figs. 2 and 3). This
observation points to a common ancestor for the retroviral NC ZF motifs
with the NC ZF of the yeast retroelement TY3 as a possible candidate
(Fig. 2).
B. The 3D Structure of NC
In HIV‐1 NCp7 as well as in other retroviral NCs with two ZFs, a short
basic and flexible linker of 5–13 residues bridges the two ZFs (Fig. 2). In the
case of HIV‐1 NCp7, the conformation of 29RAPRKKG located down-
stream of the first CCHC box is responsible for the proximity of the two
ZFs (Morellet et al., 1992; Summers et al., 1992). Most linkers contain a
Pro residue as is the case in HIV‐1, HIV‐2, SIV, MPMV, MMTV, and
ASLV, while others do not such as in FIV and EIAV.

The flexible linker appears to be responsible for the transient globular
structure of NC since weak and strong interfinger nuclear overhauser effect
(NOE) in HIV‐1 NCp7 and SIV‐1hoest NCp8, respectively, indicate that the
two independently folded ZFs can be in proximity in the free protein (Lee
et al., 1998; Morellet et al., 1992, 1994, 2006). This proximity was con-
firmed by FRET and NMR using 15N, 13C‐enriched NC samples (Lee et al.,
1998; Mely et al., 1994; Ramboarina et al., 2002). In contrast, the central
domain of MMTV and MPMV NCs presents a higher degree of flexibility



HIV-1       --IQKGNFRNQRKT-VKCFNCGKEGHIAK-NCRAPRKKGCWKCGKEGHQMKDCTERQANFLGKIWPSHKGRPGNFL---- 72
HIV-2       --PIPFAAAQQRRA-IRCWNCGKEGHSAK-QCRAPRRQGCWKCGKSGHIMANCPERQAGFLG-MGPRGK-QPRNFP---- 72
SIV-2       --PPRGPPRQPPRN-IRCPNCGKFGHGLR-DCISPRKKGCFKCGDLGHIMRNCP-KMVNFLG-NTPWGSGKPRNFPAM-- 72
SIV-1       ---QVGPQKKGPRGPLKCFNCGKFGHMQR-ECKAPRQIKCFKCGKIGHMAKDCKNGQANFLG-YGHWGGAKPRNFVQ--- 72
FIV         ---TKVQVVQSKGSGPVCFNCKKPGHLAR-QCREV--KKCNKCGKPGHVAAKCWQGNRKNSGNWKAGRAAAPVNQMQQ-- 72
BIV         -----------PEDGRRCYGCGKTGHLKR-NCKQ---QKCYHCGKPGHQARNCRS---KN-------------------- 42
EIAV        ----------PLKAAQTCYNCGKPGHLSS-QCRAP--KVCFKCKQPGHFSKQCR---------------SVPKNGKQ--- 49

Consensus   -----------------*-**-*-**----*!*------!**!*--!!----!--------------------------- 80

Yeast Ty3 NC ---TVRTRRSYNKPMSNHRNRRNNNPSREECIKN--RLCFYCKKEGHRLNECR-------------ARKASSNRS---- 57

FIGURE 2 Sequence alignment between lentiviral NC proteins and yeast retrotransposon Ty3 NC. Alignment of amino acid sequences of lentiviral NC

proteins as indicated on the left: HIV‐1,Human immunodeficiency virus type 1; HIV‐2,Human immunodeficiency virus type 2; SIV‐2, Simian immunodefi-
ciency virus type 2; SIV‐1, Simian immunodeficiency virus type 1; EIAV, Equine infectious anemia virus; FIV, Feline immunodeficiency virus; BIV, Bovine
immunodeficiency virus; Ty3, yeast TY3 retrotransposon. For conserved residues the baseline has been set at 42% similarity. For residues under the 42%

baseline, symbols are indicated for similar residues and for conserved residues (* for consensus), and for identical residues (! for consensus). Note that all

sequences are rich in basic residues and contain at least one CCHC zinc finger motif which is entirely conserved (in dark shaded blocks) for coordinating a
Zn2þ.



FIGURE 3 Molecular modeling of retroviral NC zinc fingers (I). Figure illustrates the well‐
conserved ZF backbone (in blue) based on the first ZF of HIV‐1 NCp7 (A), in comparison with

SIV NCp8 (B) and MuLV NCp10 (C). Aromatic residues essential for NC functions in vivo are

in red (see numbers) and the N‐ and C‐terminal ends are indicated by orange N and C letters.
Zn2þ are represented by orange marbles.
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since no ZF interaction was found (Gao et al., 1998; Klein et al., 2000). Such
structural differences in NCs from different retroviruses could result from
the size of the linker, which is 7 amino acids for HIV and SIV NCs, and
13–15 residues for MMTV and MPMV NCs. Moreover in the HIV‐1 and
SIV NC structures, the proximity between the two zinc fingers is probably
induced by the presence of a proline located in the linker, which favours the
formation of a bend between the two ZFs. This relative orientation is
stabilized by hydrophobic and aromatic interactions between the two ZFs,
namely, Phe16, Ala25, Trp37 and Met46 in HIV‐1 NCp7, and Thr14,
Phe16, Thr24, Ala25, Trp37, Phe46 and Ala47 in SIV NCp8. In a manner
different from NCp7, the two ZFs are strongly locked to each other in
NCp8. This is directly related to the number of hydrophobic and aromatic
residues at the interface between the two ZFs. The major consequence of
such ZF interactions is that the basic residues spread in the sequence are



FIGURE 4 Molecular modeling of retroviral NC zinc fingers (II). Figure illustrates the well‐
conserved ZF backbone (in blue) based on the second ZF of HIV‐1 NCp7 (A), in comparison

with SIV NCp8 (B) and MoMuLV NCp10 (C). Aromatic residues essential for NC functions

in vivo are in red (see numbers) and the N‐ and C‐terminal ends are indicated by orange N and C
letters. Zn2þ are represented by orange marbles.
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foun d in clos e proximit y. In HIV ‐ 1 NCp 7, Lys14 , 20 a nd 38 on one hand,
an d Lys26, Arg2 9 and Arg 32, on the oth er ha nd, are clustered and in the
vicini ty of the Phe1 6 and Trp3 7 aroma tic residues. Sim ilar obs ervations can
be done on the unique ZF of MuLV NCp10 wher e the basic residu es Arg 23
an d Lys30, 32, 37, 41 an d 42 are clos e to the aromati c residues at the surface
of the ZF struc ture (Demé né et al. , 1994b) . (Figs. 3 and 4)

In the case of the betaretrovirus MPMV, the structure of 50P‐52L in NCp9
is stabilized by hydrophobic interactions involving the W62 side chain that is
largely exposed to the solvent in the ZF structure (Gao et al., 1998). Further-
more, the conserved hydrophobic residue I77 located downstreamof the distal
ZF is found in proximity with the C56 residue of the ZF. Nevertheless, as
described for MMTV (Klein et al., 2000), the total absence of NOEs between
the two ZFs in this case is probably due to the lengthy sequence (11–15
residues) between them, preventing the immediate observation of an hydro-
phobic plateau. NMR studies of the two proteins in interaction with their
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cognate RNA will probably bring to light a pinch shaped by aromatic rings
present in the NCp9 ZFs, surrounded by numerous basic residues.

We can provisionally conclude that the central ZF domain of the HIV‐1
NCp7 folds into a tight structure while the flanking N‐ and C‐terminal
regions are rather disordered and independent from the central ZF (Figs. 3
and 4). This has led to the classification of HIV‐1 NCp7 and retroviral NCs
in general within the large family of proteins possessing extended intrinsi-
cally disordered/flexible regions (reviewed in Ivanyi‐Nagy et al., 2005).
It may be no coincidence that NC encoded by the ancient yeast TY3 retro-
transposon—a possible ancestor of HIV NC based on observations of simi-
lar property and function (Gabus et al., 1998)—was found to be largely
unstructured (unpublished data). This intrinsic disorder extends well beyond
the retroviral NCs since it appears to be a hallmark of most if not all RNA
chaperones (Cristofari and Darlix, 2002). The disordered NC regions may
allow for the observed interactions of NC with a large panel of targeted viral
nucleic acid sequences, such as the HIV‐1 psi‐packaging stem loops (SL), the
PBS, and the TAR (see below), while the main aim of the folded ZFs is to
properly present several amino acids critical for nucleic acid recognition and
genomic RNA packaging into virion.
C. The Structure of NC in Small Nucleic
Acid Molecular Complexes
The structure of HIV‐1 NCp7 and MuLV NCp10 was explored by
NMR in a 1:1 complex with either DNA (dACGCC) (Morellet et al.,
1998; Roques et al., 1997; Schuler et al., 1999) or RNA (HIV‐1 SL2 and
SL3) (Amarasinghe et al., 2000a,b; De Guzman et al., 1998). According to
the structural data obtained, the mode of interaction of NCp7 with single‐
stranded DNA or RNA is roughly the same with respect to the amino acids
involved and the globular structure of the ZF domain. Once more the func-
tional importance of the ZFs is revealed since they direct the recognition of
DNA/RNAwhile the N‐ and C‐terminal regions stabilize the nucleoprotein
complex. Binding of NCp7 to an oligonucleotide modifies the backbone
architecture of NC notably at the level of the linker and the N‐terminal
region. The linker becomes orthogonal to the ribose phosphate backbone
and locates the ZFs in preparedness to pinch the oligonucleotide. The
interaction is mainly due to the ZF tips so that a part of the ZF structure
remains accessible for additional interactions that are critical for viral repli-
cation (i.e., RT, see Section IV). In addition, the spatial proximity of the two
ZFs is reinforced on oligonucleotide binding. The NMR structures also
show that the hydrophobic plateau at the surface of the ZFs represents the
oligonucleotide‐binding motif. Interestingly, a similar hydrophobic cluster
composed of L21, A27, W35, and A36 participates in the nucleic acid
recognition by MuLV NCp10 (Schuler et al., 1999). A similar ZF plateau is



308 Darlix et al.
thought to present W37 of HIV NC and W35 of MLV NC to the nucleic
acid molecule and to promote G stacking, a suggestion confirmed by
fluorescence and phosphorescence studies (Bombarda et al., 1999;
Casas‐Finet et al., 1988; Khan and Giedroc, 1994; Mely et al., 1995;
Vuilleumier et al., 1999; Wu et al., 1997). Additional structural similarities
between these HIV NC complexes have been noted. For instance, the
Ne‐H proton of R32 in the linker is hydrogen bonded to A8 of SL3
(De Guzman et al., 1998) and to C4 of G3 in ACGCC (Morellet et al.,
1998). At the same time there are also clear differences between the struc-
tures. In the SL2/NCp7 and SL3/NCp7 complexes, the oligonucleotides
bind in opposite direction to NCp7 as compared with the complex with
d(ACGCC).

With respect to the basic N‐terminal domain, binding of NCp7 to the
oligonucleotide causes the formation of a 310 helix resulting in its packing
near the proximal ZF, while N8 and Q9 form H bonds with the carbonyl
groups of T12 and G22, respectively. Such structural modifications are also
observed with MuLV NCp10 where binding to a DNA/RNA molecule
results in the folding of the N‐terminal (A18‐D24) sequence located up-
stream of its unique ZF (D’Souza and Summers, 2004; Schuler et al., 1999).

The structure of the oligonucleotide backbone on NCp7 binding has
also been explored by NMR. Structural changes in the loop of SL2 and SL3
that are part of the HIV‐1 Psi packaging signal were observed, but NC does
not affect significantly the structure of the stem. Slight structural changes
can be seen with a small DNA molecule since stacking of W37 with the G3
residue of dACGCC increases the distance between C2 and G3 and results in
a limited extension of the phosphate backbone. This limited RNA modifica-
tion was also observed when NCp7 binds the HIV replication primer
tRNALys3 (Gregoire et al., 1997; Tisne et al., 2003). Similar observations
were made withMuLVNCp10 where its binding to the DIS‐2, SL‐C, and SL‐
D sequences of the MLV psi signal did not significantly affect folding
(D’Souza and Summers, 2004).

In conclusion, the mutual recognition between NCp7 and a nucleic
acid molecule necessitates the W37 residue, which represents a key signal
on the hydrophobic ZF plateau and the surrounding basic residues that are
present in the disordered N‐terminal region and in the linker. The stacking
of W37 with a G residue in a single‐stranded sequence appears to be the key
determinant for nucleic acid recognition while the basic residues would
reinforce and modulate the binding. Thus, W37 in the ZF plateau may spe-
cifically select an RNA or DNA‐binding site, while the basic flexible regions
allow for variability in the surrounding sequence and structure contexts.
This has important consequences in HIV‐1 assembly and genomic RNA
packaging (Section IV). However, structures obtained to date are limited
to a single HIV‐1 NC molecule interacting with short oligonucleotides.
More sophisticated complexes involving several NC molecules interacting
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with a large RNA should undoubtedly provide new insights into NC–NC
interactions and structural rearrangements of nucleic acid molecules (see
future prospects).
IV. The Network of NC Functions ________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. RNA Chaperone Proteins and Rearrangement of
Nucleic Acid Structures
Retroviral NC proteins belong to a large class of NABPs named
RNA chaperones that are ubiquitous in all living organisms and viruses
where they perform seminal functions ranging from gene transcription
and regulation to RNA translation and maintenance (Cristofari and Darlix,
2002; Herschlag, 1995; Schroeder et al., 2004; Tompa and Csermely, 2004).
These proteins contain flexible/disordered domains (Dunker et al., 2001;
Uversky, 2002; Wright and Dyson, 1999) rich in basic residues and bind
nucleic acids with broad sequence specificity (Cristofari and Darlix, 2002;
Schroeder et al., 2004).

But why are RNA chaperones indispensable partners of nucleic acids?
In fact RNA molecules can easily be trapped in a large variety of stable but
nonfunctional conformations and it is the RNA chaperone proteins that
assist RNA folding by preventing misfolding or by resolving misfolded
RNA species (Cristofari and Darlix, 2002; Herschlag, 1995; Schroeder
et al., 2004). RNA‐folding assistance is essential to ensure that RNA species
reach their proper functional conformation in a rapid manner in physiologi-
cal conditions (Cristofari and Darlix, 2002; Schroeder et al., 2004). Exam-
ples of well‐known RNA chaperones include the tumor suppressor P53,
hnRNPA1, the major mRNA‐binding protein YB1/P50, the fragile Xmental
retardation protein FMRP, and the prion protein (PrP), to name a few
(Crist ofari and Darlix, 2002 ; Ev dokim ova et al. , 2006; Gabus et al. , 2001;
Ivanyi‐Nagy et al., 2005). Retroviral NCs represent canonical examples of
multifunctional RNA chaperones that drive the necessary structural rear-
rangements of the genomic RNA during the early and late phases of virus
replication (see below; reviewed in Darlix et al., 1995, 2000). Other viral
nucleoproteins with chaperone activities have been discovered in theHuman
hepatitis C virus (HCV) (Cristofari et al., 2004; Ivanyi‐Nagy et al., 2006)
and Hantavirus (Mir and Panganiban, 2005), yet their function in virus
replication remains to be experimentally determined.

Both simple and advanced assays have been developed to examine some
of the properties of RNA chaperones that involve rearrangement of nucleic
acid structures in physiological conditions (Cristofari and Darlix, 2002;
Schroeder et al., 2004). Assays include annealing of two complementary
sequences, DNA strand exchange, hammerhead ribozyme‐directed cleavage
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of an RNA substrate, and trans RNA splicing. HIV‐1 NC was shown to
be very active in all nucleic acid–chaperoning assays and optimal activity
required both the ZFs and the basic domains. However, data on HIV‐1 and
more generally on RNA chaperones may vary greatly as a function of the
experimental conditions used. For instance, results can be at variance de-
pending on the NC to RNA/DNAmolar ratio in the assay, which determines
the level of RNA occupancy (Ivanyi‐Nagy et al., 2005).

How then does HIV‐1 NC function? The current view is that firstly NC
recognizes RNA through multiple interactions (see above). This leads NC
to make contact with six to seven nucleotides that represent the NC‐binding
site (Dib‐Hajj et al., 1993; Khan and Giedroc, 1994; Mely et al., 1995).
Secondly, the molar ratio of NC to RNA determines at least three levels
of RNA occupancy and thus three discrete modes of activity and function
(Ivanyi‐Nagy et al., 2005): (1) At limiting NC concentrations, a simple nu-
cleoprotein complex is formed corresponding to the ‘‘binding mode.’’ (2) If
more NC is available, the RNA molecule becomes coated with NC. This
high degree of RNA occupancy corresponds to the ‘‘chaperoning mode’’
whereby RNA molecules can undergo structural rearrangements, and possi-
bly recruit other protein and nucleic factors (see section on functions). (3) If
saturating levels of NC are present, the RNA molecules are entirely coated
by NC, resulting in the unwinding of most if not all RNA structures by NC
molecules. At this ‘‘saturating mode,’’ the completeness of RNA occupancy
by NC is a state that is believed to preclude any further interactions.
B. In Vitro Assays to Explore the Early Functions of NC
To simulate the functions of HIV‐1 NC during the course of genome
replication, specific in vitro assays have been designed using 50 and 30 RNA
accurately representing the terminal regions of the genomic RNA. In fact
they contain sequences and SL structures indispensable to virus replication,
namely the PBS and PPT for the initiation of (�) and (þ)strand DNA
synthesis, respectively, TAR for cDNA strand transfer, and the stem loops
SL1 to SL4 required for the selection, dimerization, and packaging of the
genomic RNA and that are also required for the initiation of the full‐length
viral RNA translation (Brasey et al., 2003; Buck et al., 2001; Ohlmann et al.,
2000).
1. Viral DNA Synthesis
The early phase of virus replication spans virus‐cell recognition and
entry to viral DNA synthesis and integration into the host genome. The
double‐stranded viral DNA is synthesized by the viral RT during a succes-
sion of specific events that take place in an RT complex most probably
corresponding to the viral NC (reviewed in Darlix et al., 1995; Rein et al.,
1998). Needless to say the conversion of the genomic RNA into the viral
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DNA with long termin al repeats (LTRs) ha s been extens ively studied and
reviewed (see, e.g., ab ove cited review s; Levin et al. , 2005) . The overal l
process of reverse trans criptio n necessitate s profound struc tural rearran ge-
ments of the geno mic RNA, the cel lular primer tRNA , an d the newly made
viral DN A, a nd which are all orches trated by NC . For example, NC chaper-
ones the anneal ing of primer tRNA to the PBS for initiati on (Cen et al. , 2000;
Darlix et al. , 1990; De Rocquign y et al. , 1992, 1993; Harg ittai et al. , 2001,
2004; Huang et al. , 1997; Li et al. , 1996; Liang et al. , 1997; Prats et al.,
1988), of TAR(–) DN A to TAR( þ) RNA anneal ing for the obligator y (–)
strand DNA transfer (Be ltz et a l. , 2003, 2004, 2005; Bernacc hi et al. , 2002;
Godet et al. , 2006 ; Guo et al. , 1997) , and of PBS( þ ) DNA to PBS (–) DN A
annealing for the obliga tory ( þ)st rand transfer (Eg ele et al. , 2004, 2005 ). At
the same time bindi ng of NC to the viral RN A and cDNA prevent s false
initiatio n an d elonga tion reactions caused by 30  termin al SLs (Belt z et al. ,
2005; La padat ‐ Tap olsky et al. , 1997 ). Thus , NC appears to chaperone the
RT ‐ mediate d synthe sis of a complet e bona fide proviral DN A by means of
specific interm olecular nucleic a cid interact ions dict ated by thei r sequenc e
(La padat ‐ Tap olsky et al. , 1997 ; Levin et al. , 2005 and revi ews cited above).

From a mech anistic perspe ctive, the NC ‐ chaperoni ng pr operties can
be separated in two distinct but related components: (1) the intramolecular
destabilization of the folded complementary sequences and (2) the activation
of their intermolecular annealing. Importantly, optimal NC activity is reached
at a protein to nucleic acid molar ratio of between 1:8 and 1:6 nt, which
corresponds to the ‘‘chaperoning mode’’ (described above) whereby the tem-
plate is coated with NC molecules in a proportion similar to that existing in
the virion NC (i.e., about 1500 NC molecules per dimeric genome).

a. Init iation At the initiatio n step, NC destab ilizes the G6‐ U67 and T54‐
A58 pairs of tRNALys3 primer structure (Chan et al., 1999; Hargittai et al.,
2001; Tisne et al., 2001). The NC‐promoted destabilization of the first of
these base pairs likely brings about access by the PBS sequence to the weak
bases at the four‐way junction within the tRNALys3 cloverleaf (Tisne et al.,
2004). NC then facilitates strand exchange at the level of the tRNA acceptor
stem, presumably via its basic N‐ and C‐terminal extensions. Next, NC
unlocks via probably its ZFs the highly stable interactions at the TCC loop
to promote the opening of the tRNA tertiary structure, enabling the complete
annealing to the genomic RNA. The hybridization follows a second‐order
kinetics, consistent with the nucleation of the intermolecular duplex being
the rate‐limiting step (Hargittai et al., 2004), which is subsequently followed
by a much accelerated zipping of the remaining 18 bp duplex.

b. Minus cDNA Transfer The first strand transfer during cDNA synthesis
requires both cTAR DNA and TAR RNA, which are imperfect SLs with
numerous conserved bulges, mismatches, and internal loops delineating
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contiguous double‐stranded segments. In the absence of NC, the fully closed
cTAR species is in equilibrium with short lived, partially melted species
where either the terminal double‐stranded segment, the lower half of the
stem or the full stem are melted (Beltz et al., 2003; Bernacchi et al., 2002).
NC activates the transient opening of cTAR terminal base pairs that propa-
gates up to the middle of the stem (Beltz et al., 2003; Bernacchi et al., 2002;
Cosa et al., 2004, 2006). NC also promotes the destabilization of cTAR,
which is strongly dependent on the destabilizing motifs that are scattered
along the structure of cTAR (Beltz et al., 2003, 2004). Since these motifs are
highly conserved, a coevolutionary relationship between TAR and NC ac-
tivity is likely required to activate strand transfer. NC also melts TAR but
less efficiently than cTAR due to the higher stability of TAR as compared
with cTAR (Bernacchi et al., 2002). The ability of NC to destabilize nucleic
acid structures is supported by its two fingers in their proper context, and the
basic linker (Beltz et al., 2005). This strict requirement seems to result from
the interaction of cTAR with the hydrophobic plateau present at the surface
of the NC structure (Figs. 3–5), only if the ZFs are properly folded and
oriented (Morellet et al., 1992, 1994; Stote et al., 2004). This plateau is
crucial for the progressive melting of the cTAR from the ends up to the
middle of the stem, in order to generate the single‐stranded complementary
regions for nucleating the duplexes. The kinetics and mechanism of the
formation of cTAR/TAR extended duplex (ED) are still debated. Initial
studies (You and McHenry, 1994) showed that ED formation follows first‐
order kinetics, consistent with an unusually slow unfolding of the secondary
structure as the rate‐limiting step followed by a more rapid nucleation step.
In contrast, more recent studies (Godet et al., 2006; Liu et al., 2005) suggest
that ED forms through a second‐order ‘‘zipper’’ pathway that is kinetically
limited by the nucleation of residues located mainly within the central
double‐stranded segment of both cTAR and TAR stems. An alternative
mechanism involving a ‘‘kissing‐loop’’ interaction between TAR and cTAR
top loops is also observed but its relative importance with respect to the
‘‘zipper’’ pathway seems to vary according to the experimental conditions
(Godet et al., 2006; Kanevsky et al., 2005; Liu et al., 2005).

c. Plus DNA Strand Transfer Soon after the initiation of (þ)strand DNA
by RT, NC directs the annealing of the (�)PBS and (þ)PBS DNA sequences,
which are required for the second strand transfer. It induces only a limited
destabilization of the stem of both sequences, activating the transient melt-
ing of the final G‐C pair (Egele et al., 2004, 2005). By binding the 5‐CTG‐7
sequence of (�)PBS, NC induces a stretching of the loop, and a perturbation
of the C5‐G11 base pair next to the loop that could favor annealing
with the complementary (þ)PBS sequence through a ‘‘kissing complex’’
(Morellet et al., unpublished data, Ramalanjaona et al., unpublished data).



FIGURE 5 HIV‐1 NCp7 bound to a small nucleic acid molecule. Stereoview of the NCp7/SL3 complex structure (De Guzman et al., 1998). Only the
lysine, arginine, and hydrophobic residues V13, F16, I24, A25, W37, M46, and the 205–216 domain of the HIV‐1 SL3 sequence are represented. The zinc

ions are in yellow. NCp7 is illustrated as a green ribbon. The nucleotides in interaction with the ZF domain of NCp7 are in light yellow.
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This NC‐promoted hybridization of PBS(�):(þ)PBS appears kinetically lim-
ited by the conversion of the ‘‘kissing’’ complex to the ED. Along this line,
NC directs formation of a ‘‘kissing’’ TAR homodimer complex (Andersen
et al., 2004; Egele et al., 2004, 2005). This propensity of NC to facilitate the
dimerization of partly complementary sequences may favor secondary con-
tacts between viral sequences, and thus recombination during viral DNA
synthesis, which fuels viral diversity (Section VI).

d. NC–RT Interactions Direct NC–RT interactions are believed to facili-
tate this complex series of reactions leading to the synthesis of a complete
proviral DNA by RT (Druillennec et al., 1999a; Lener et al., 1998). Illus-
tration of a globular replicating complex proposes that the template and
the newly made cDNA are at the interface between two hemispheres
corresponding to bound NC molecules on the one hand and a heterodimeric
RTp66/p51 on the other (Fig. 6). Accordingly, RT would easily access the
genomic template and convert it into cDNA in a reaction that NC facilitates
by increasing the time of residency of RTon the template and by preventing
false initiation and elongation events (Bampi et al., 2006; Lapadat‐Tapolsky
et al., 1997; Lener et al., 1998) (Fig. 6).
2. Viral DNA Integration
At the end of the reverse transcription process, NC molecules coat the
newly made viral DNA in a nucleoprotein complex found to be partially
resistant to nuclease degradation (Lapadat‐Tapolsky et al., 1993). In addi-
tion, the inverted repeat sequences ‘‘ir’’ at the very end of the LTR were
shown to become protected due to the binding of NC and IN (Bampi et al.,
2004), favoring the view that NC and IN cooperate to ensure the main-
tenance of the proviral DNA. The existence of functional interactions be-
tween NC and IN is further supported by the fact that NC can strongly
stimulate LTR DNA integration by IN under physiological conditions
in vitro (Buc kman et al. , 2003; Carteau et al. , 1997; Poljak et al. , 2003;
Thom as et al. , 2006) .
C. The Functions of NC During the Early Phase of
Virus Replication
The role of NC inHIV‐1 replication has been extensively studied, mostly
using molecular biology and human cell lines since these are easy to culture
an d transfec t with DN A (rev iew in Dar lix et al. , 1995 ; Levin et al. , 2005).
The emerging view is that NC coordinates multiple processes both during the
early steps as the mature NC protein and during the late steps as the
C‐terminal domain of the structural Gag precursor. Since the role of NC in
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viral DNA synthesis has been amply described, we will focus on the
biological relevance of NC structure in viral DNA synthesis.

The ZF hydrophobic plateau is most probably required for the synthesis
of the complete viral DNAwith LTRs and for its maintenance, and possibly
its integrat ion into the host genome ( Buckman et al. , 2003 ; Tan chou et al. ,
1997). Indeed, sub tle structura l changes in the first or second ZF caused by
the H23C or H44C mutation have drastic consequences since the mutant
virus is replication defective. Further investigation revealed that viral DNA
synthesis is impaired and results in the production of an incomplete and/or
unstable viral DNA (Demene et al., 1994a; Gorelick et al., 1996, 1999).
Recent results by Gorelick et al. also indicate that the integration reaction is
partially im paired (Buc kman et al. , 2003 ; Thom as et al. , 2006), supp orting
the view that functional interactions exist between NC and IN. From a
structural point of view, analyses of the H23C mutant show that residues
V13, F16, T24, and A25 have a spatial orientation different from the wild
type resulting in loose interactions between the ZF plateau and the RNA
(Remy et al., 1998). In addition, mutations in the ZF strongly diminish
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NC–RT interactions (Lener et al., 1998). On the other hand, mutating the
disordered regions flanking the ZF appears to be much less detrimental to
virus replication since several basic residues need to be changed to neutral
ones in order to cause a drastic reduction in viral DNA synthesis (Berthoux
et al., 1997; Cimarelli and Darlix, 2002).

Taken together, these findings suggest that the ZF hydrophobic plateau
coordinates the early functions of NC in viral DNA synthesis, maintenance,
and integration, while the basic regions are probably redundant and act in
support of the ZFs (see also below the late functions of NC).
V. The Role of NC in HIV‐1 Assembly _______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. Overview of the Assembly Process
Two distinct mechanisms of retrovirus assembly have long been de-
scribed. Retroviral particles are preformed in the cytoplasm of infected
cells and transported to the plasma membrane such as in the case of betar-
etroviruses (MMTV, MPMV), or they directly assemble underneath the
plasma membrane as for alpha‐ and gammaretroviruses (ASLV and MLV,
respectively). Until recently, HIV‐1 assembly was thought to follow the
second mode (Ono et al., 2004), but recent findings indicate that this
may not be the case. Several reports indicate that HIV assembly can also
take place in intracellular vesicles in human macrophages and in T cells
(Grigorov et al., 2006; Ono and Freed, 2004; Pelchen‐Matthews et al., 2003;
Rudner et al., 2005). Since the mature Gag proteins are the major com-
ponents of the virus and because Gag on its own is capable of assembling
into virus ‐ like pa rticles (VLP) ( Freed, 2002, 2004; Ghey sen et al. , 1989;
Gö ttling er, 2001; Ono an d Freed, 2004; Ono et al. , 2004; Pornillos et al. ,
2002; Resh, 2005), the remaining discussion will focus on Gag.
B. Gag Synthesis
The Gag polyprotein precursor contains all the signals and domains
required for particle assembly, and consequently is viewed as the major
player in the entire assembly process that goes from synthesis to assembly
an d rel ease of virions ( Dar lix et al. , 1995 ; Gö ttlinger, 2001) . In infe cted cells,
the unspliced viral RNA acts both as the messenger coding for Gag and Gag‐
Pol and as the genome to be selected, dimerized, and packaged into assem-
bli ng particles (Levin et al. , 2005; Muriau x et al. , 1996). Since the genomic
RNA cannot fulfill these two key functions at the same time, this raises the
question on how genomic RNA translation and packaging are regulated
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(Brasey et al. , 2003; Lopez ‐ Lastr a et al. , 2005) . As previo usly sho wn for
alpha‐ and gammaretroviruses and more recently for lentiviruses (Attal
et al., 1996; Berlioz and Darlix, 1995; Berlioz et al., 1995; Brasey et al.,
2003; Buck et al., 2001; Deffaud and Darlix, 2000; Herbreteau et al., 2005;
Lopez‐Lastra et al., 1997; Ohlmann et al., 2000; Vagner et al., 1995), Gag is
synthesized by an original mechanism whereby the cellular translation
machinery has a direct access to sequences within the viral RNA, upstream
of the initiator AUG of Gag, a region called the internal ribosome entry
signal or IRES. For HIV, two IRESs have been described one spanning the
packaging signal, SL1 to SL4, up to the Gag initiation codon and the second
entirely located within the Gag‐coding region (Brasey et al., 2003; Buck
et al. , 2001; Herb reteau et al. , 2005 ; reviewed by Prevot et al. , 2003) .
Importantly, these two HIV IRESs can function during the G2‐M phase of
the cell cycle during which most 50 Cap‐dependent translation is halted
(Brasey et al., 2003; Pyronnet and Sonenberg, 2001). This has important
consequences for the level of HIV translation because the viral protein
R(VPR) protein tends to block infected cells into the G2‐M phase (Goh
et al., 1998; He et al., 1995; Jowett et al., 1995; Levy et al., 1993;McCarthy,
1995). As newly made Gag molecules accumulate at the site of synthesis, it is
conceivable that they will bind the full‐length viral RNA via specific inter-
actions between NC and the high‐affinity binding sites present on the IRES/
packaging region (Aldovini and Young, 1990; Baudin et al., 1993; Berkhout,
1996; Clever et al., 1995, 2002; Hayashi et al., 1992; Lever et al., 1989;
McBride and Panganiban, 1996; Sakaguchi et al., 1993). In fact, NC binds
with a high affinity, in the order of 107 M�1, to each SL in vitro where it
recognizes a consensus GXG motif (Fisher et al., 1998; Vuilleumier et al.,
1999). Moreover, it is important to note that recombinant Gag‐NC has a
tenfold higher affinity than NC for such sequences in vitro (Cruceanu et al.,
2006). Taken together, these findings favor a mechanism where binding of
several neosynthesized Gag‐NC molecules to the SL1–SL4 region of the
full‐length viral RNA would render it inaccessible to active ribosomes due
to structural rearrangements and the presence of bound Gag molecules
(Huthoff and Berkhout, 2001a,b, 2002), and reorient the genomic RNA
toward dimerization and packaging, effectively starting the assembly pro-
cess (reviewed in Butsch and Boris‐Lawrie, 2000, 2002; Darlix et al., 1995,
2000). In agreement with this proposed mechanism, recent data suggest that
RNA structural modifications are not sufficient on their own to inhibit Gag
protein synthesis (Abbink et al., 2005), but they most probably act in
concert with NC to reorient the genomic RNA from messenger toward
dimerizat ion (Da rdel et al. , 1998; Ennifa r et al. , 2001) and ultim ately to
packaging (Abbink et al., 2005). In consequence, it is conceivable that NC
has a major contribution in determining the fate of HIV genomic RNA and
that this contribution will not exclusively depend on NC‐induced RNA
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structural rearrangements as previously assumed (Abbink and Berkhout,
2003 ; Brasey et al. , 2003, Darlix et al. , 1995 ).
C. HIV Gag Assembly
How and Where is Gag assembly taking place?
1. How?
The binding of several Gag‐NC molecules to the SL1–SL4 RNA‐pack-
aging region may effectively kick‐start HIV assembly by concentrating Gag
on a single dimeric RNA, a process known as nucleation (see above refs.,
reviewed in Darlix et al., 2003). This nucleation event can then favor
protein–protein interactions via the different Gag domains to orchestrate
virus assembly. In this model of virus assembly, the genomic RNA acts as
platform for the recruitment of Gag molecules via specific interactions
between NC and the SL1–SL4‐packaging/dimerization signal (Echols,
1990 ; Kaye and Lever, 1999; Muri aux et al. , 2001; Tancho u et al. , 1995 )
and concomitantly Gag‐Pol precursor molecules, which will result in prote-
ase activation and precursor processing due to the high local protease
concentration (Gelderblom et al., 1987). This will ultimately lead to the
coating of the dimeric RNA genome with NC molecules, and hybridization
of the primer tRNA to the PBS to initiate cDNA synthesis (Barat et al., 1989;
Cen et al., 2000; De Rocquigny et al., 1992; Hargittai et al., 2001; Lori
et al., 1992; Trono, 1992; Zhang et al., 1994).

Under these conditions, what is the biological relevance of the 3D
structure of NC? As described above, NC is characterized by a ZF hydro-
phobic plateau flanked by disordered basic regions. Subtle structural
changes of the plateau caused by mutating the Cys or Histine residues of
either ZF, or replacing the critical W37 by an Ala have drastic consequences,
rendering the virus noninfectious and impairing, but not completely elim-
inat ing, geno mic RNA packag ing (Demé né et al. , 1994a ; Dorfma n et al. ,
1993). The basic NC regions have a similar, but not identical role because
at least two to three basic residues need to be substituted by neutral ones
in order to cause a drastic—though not preclusion—of virus infectivity
(D emé né et al. , 1994; Tancho u et al. , 1997). In add ition, changi ng the ZF
or the basic regions can cause drastic alterations in Gag trafficking, the level
of virus production, and in the overall structure of the virion core (Berthoux
et al., 1999; Ottmann et al., 1995).

This body of evidence favors the idea that the NC ZF plateau is present
in the Gag polyprotein and orchestrates the nucleation event corresponding
to the start of assembly. It is also tempting to conclude that the specific
interactions between Gag‐NC molecules and the packaging/dimerization
element chaperone correct Gag–Gag interactions and the capture of more
Gag molecules into the growing viral globule.
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2. Where?
The curre ntly accept ed model of HIV assembl y posits that in addition to
the genomic RNA platform , a second platform is needed. While the genomic
RNA acts as an inner scaffol d (see above), a mem brane is the outer plat form
in which Gag molecul es are anchored through interact ions betw een the
phospho lipids and the N‐ termi nal part of the matrix domai n (reviewed
in Cimar elli and Dar lix, 2002; Freed, 2002; Zhou et al. , 1994 ). The plasma
membrane was until recently considered to be the major, if not the
sole membrane where assembly took place (Cimarelli and Darlix, 2002;
Ono and Freed, 2004; Ono et al., 2004). However, this canonical view has
been called into question by the observation that HIV assembly mostly
occurs on endosomal membranes in the interior of infe cted human macro -
phages and T lymph ocytes (Basyuc k et al. , 2003; Fe vrier an d Raposo , 2004;
Grigorov et al. , 2006 ; Kramer et al. , 2005; Pelc hen ‐ Matth ews et al. , 2003;
Raposo et al. , 2002). In fact, large amoun ts of Gag, the genomi c RN A, and
Env are found in endosom al compar tments where infe ctious virions accu-
mulate (Fig. 7). The se recent findings favor the view that newly synthesized
Gag molecules specifically bind the genomic RNA in the cytosol, possibly in
proximity to translating ribosomes, then viral core complexes are targeted to
late endosomes together with the Env proteins where infectious HIV‐1
particles are completed and subsequently released from the infected cell by
active exocytosis with the help of the cellular factors including TSG101
(Strack et al. , 2003; Stuche ll et al. , 2004; Von S chwedle r et al. , 2003;
reviewed in Marsh and Thali, 2003) ( Fig. 7 ). In support of this origin al
FIGURE 7 HIV‐1 in endosomes of infected T CD4þ cells. Electron microscopy pictures

showing the accumulation of HIV‐ 1 particles (see insert on the left) within endosomes of
chronically infected human TCD4þ cells (see right panel where about 50 virions with a

diameter of 110–130 nm can be seen) (Grigorov et al., 2006).
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mec hanism, NC ZF mutatio ns cause an accumu lation of Gag either at the
plasm a mem brane or withi n the cytopla sm but not at the level of endo somes
(Muri aux et al. , unpubli shed data) .

Specific interact ions betw een the Gag ZFs a nd the geno mic RN A thus
compr ise the essenti al initial nuclea tion react ion that subseque ntly deter-
mi nes the corre ct assemb ly of HIV Gag. And at the oppos ite end of Gag,
tig ht interactions be tween MA ‐Gag an d a cellul ar membrane are further
requi red for efficient Gag assem bly and traf ficking, as well as virus release
by budding and exocyt osis.
VI. The Role of NC in HIV‐1 Variability and Fitness ____________________________________________________________________________________________________________________________________________________________________________

The virulenc e and the fitness of any given pathogen influenc e its capacity
to replica te in vivo and con sequently the pro gression to dise ase of the
infe cted host. In retrovir uses, not ably in HIV, both historic and more recent
studi es have amply sho wn that numer ous vira l an d cellular fact ors con-
trib ute to virus repl ication capaci ty and fitness in vivo an d in cell culture
(rev iewed in Coffi n, 1995; Dar lix et al. , 1995; Hu an d Temin, 1990 ; Temin,
1991; Zhang and Temin , 1993) . Addi tiona l work revea ls that vari ability in
these viral and cellular facto rs app ears to influenc e virus repl ication a nd
diss eminatio n and thus dise ase pro gression. In HIV, the eme rgence of v irus
qua sispecies in single individual s pos es maj or issues for AIDS treatm ent
(hig hly active anti retrovira l therap y named HA ART) and vacci ne devel op-
ment (Barbar o et al. , 2005; Berkhou t, 1999 ; Girard et al. , 2006; Kulk osky
an d Bray, 2006; McMichae l, 2006; Shehu ‐ Xhilag a et al. , 2005). However,
vari ability in the viral factors could potentially be altered by antiretroviral
therapies (HAART), both of which can influence the viral fitness (Ba rb ou r a nd
Grant, 2005; reviewed in Lucas, 2005).

In this section, we will review how the mul tiple functions of NC might
influen ce HIV variab ility and fitness and the pos sible mol ecular mec hanisms
unde rlying such effects.
A. The Dual Role of NC in Viral DNA Synthesis
The proces s of viral DN A synthe sis is the majo r source of HIV varia-
bil ity. The vira l DNA polym erase, commonly named RT, is consi dered to be
highl y error prone because it is capabl e of commen cing cDNA synthe sis at
fal se sites and to misinco rporate nucle otides dur ing cDNA extens ion, as well
as to extend mi spaired nuc leotides in vitro . How ever, the extens ive accum u-
lat ion of mutatio ns, insertio ns, and deletio ns sho uld rapidly lead to a repl i-
cation defective provirus (Darlix, 1986; Katz and Skalka, 1990) unless the
genetic variability brought about by RT is at least partially suppressed.
NC may play precisely this role since it suppresses false initiations by RT
and chaperones the two obligatory strand transfers at the TAR and PBS
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sequenc es (see reviews cit ed abo ve). Recentl y, it was repo rted that NC
triggers an RT excision ‐ repair activity whereby misinc orporat ed nuc leotides
are remo ved from the growing cDNA chain in vitro (Bampi et al. , 2006 ). On
the other hand, NC ch aperones rand om inte rstrand trans fers during the
conversion of the dim eric genome to provir al DNA by RT, which genera te
new recom binant viruses (Ga letto and Negr oni, 2005; Galetto et al. , 2006;
Katz and Skalka, 1990; Negr oni and Buc, 2001 ). Such strand ‐ switching
events can occur at pauses during cDN A synthe sis due to stable RNA
secondar y structure s or nicks in the genome and, in 30% of cases , are
coupled with muta tions at the transfer site (D arlix et al. , 2000; review of
Darlix et al. , 1995, 2000 ; Galetto and Negr oni, 2005) . These muta tions
probably correspon d to nontem plat e add ition of nucle otides by RT in the
presence of NC ( Bampi et al. , 2006 ).

Thus , the dual role of NC during viral DNA syn thesis by RT en sures
faithful an d efficient virus replica tion, yet perm its sufficient genet ic diversi ty
for the virus to escape HAART treatm ents and an immune respons e. Rec ent
data show that AZT ‐ and ddI ‐ resist ant RTs reta in their nontem plate addi-
tion and nucleoti de exci sion‐ repai r activi ties in the prese nce of NC in vit ro ,
suggesti ng that vari ability of AZ T‐ and ddI ‐ resistan t virus es shou ld be
achieved using the same mec hanism ( Bampi et al. , 2006 ).
B. NC , APOBEC3G, and VIF
The human APOBEC3G deaminase belongs to the family of cellular
Cytidine deaminase‐editing enzymes with potent anti‐HIV activity because it
can deaminate Cytidine residues newly incorporated into nascent cDNAs in
the absence of virus infectivity factor (VIF) (Ch iu et al., 2005; Mangeat et al.,
2003, 2004; Perez and Hope, 2006; Soros and Greene, 2006). The antiretrovi-
ral activity of APOBEC3G requires its incorporation into nascent virions and
its presence in close association with the reverse transcription complex within
the virion nucleocapsid. It has been reported that APOBEC3G is indeed
packaged into assembling virions via specific interactions with Gag, which
occur on membranes of late endosomes and multivesicular bodies (see section
on virus assembly) (Cen et al., 2004; Liu et al., 2004; Popik and Alce, 2004).
This Gag–APOBEC3G interaction may be directed by NC, ensuring a close
contact with RT and thus activates Cytidine deamination (Luo et al., 2 00 4) .

The HIV‐1 infectivity factor VIF has a crucial role in regulating virus
infectivity, at various levels (Goncalves and Santa‐M ar ta , 2004; Kremer and
Schnierle, 2005;Navarro andLandau, 2004).However, themolecularmechan-
isms by which VIF exerts its role are still somewhat controversial. First, VIF is
thought to prevent APOBEC3G encapsidation into virions through direct
interactions, which then promote rapid proteasome‐mediated degradation of
both APOBEC3G andVIF (Kobayashi et al., 2005; Shirakawa et al., 2006). Or
else, if VIF were copackaged with APOBEC3G into newly formed virions it
would inhibit its deaminase activity (Mangeat et al., 2003). In either case, VIF
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contributes to the faithful synthesis of the proviral DNA. Second, virion
packaging of VIF can occur under certain circumstances via interactions
with NC and the genomic RNA (Bardy et al., 2001, p. 2719; Henriet et al.,
2005; Khan et al., 2001), which results in the modulation of Gag processing
by the protease at the NC‐flanking sites, and virus infectivity (Dettenhofer
et al., 2000).
C. NC and VPR
The viral factor VPR is a 96‐amino acid basic protein folded into three
well‐defined a‐helices and surrounded by flexible N‐ and C‐terminal
domains (Morellet et al., 2006; Wecker et al., 2002). In vitro assays revealed
that different parts of the protein spanning the N‐ or the C‐terminus were
involved in the formation of protein–protein contacts by a leucine zipper
mode (Bourbigot et al., 2005; Wang et al., 1996; Zhao et al., 1994). This
leucine zipper‐like structure could account for the formation of ion channels
in the outer membrane (Piller et al., 1996) and for the interaction with
cellular proteins (Le Rouzic et al., 2002; Popov et al., 1998; Sabbah et al.,
2006; Vieira et al., 2000; Zander et al., 2003). VPR exerts several functions
affecting both the host and the virus; indeed, VPR was described as a
transactivator of HIV and cellular genes (Agostini et al., 1996; Varin et al.,
2005; Wang et al., 1995). Moreover, VPR induces apoptotic death of
infected cells (Poon et al., 1998) and bystander cells, and arrests the cells
in the G2‐M phase of the cell cycle (Andersen and Planelles, 2005; Goh
et al., 1998; Hrimech et al., 2000; Jowett et al., 1995; Levy et al., 1993;
McCarthy, 1995; Vodicka et al., 1998) to the benefit of genomic RNA
expression and viral protein synthesis (see also Section V.B). Additionally,
VPR participates in the nuclear import of the newly made viral DNA
through interactions with the RT complex (Fouchier and Malim, 1999; Le
Rouzic et al., 2002; Popov et al., 1998; Vodicka et al., 1998). To this end,
VPR is incorporated into virions via interactions with Gag p6 (Cohen et al.,
1990; Kondo and Gottlinger, 1996; Kondo et al., 1995; Lu et al., 1995) and
NC (Accola et al., 2000; de Rocquigny et al., 1997; Selig et al., 1999),
ensuring a close contact between VPR and the RT complex. VPR has also
been reported to partially limit the mutation rate of HIV‐1 by interacting
with Uracyl DNA glycosylase (UNG), a DNA repair enzyme (Bouhamdan
et al., 1996), an observation which is in agreement with its presence in the
virion nucleocapsid (Mansky et al., 2000).
D. NC and the PrP
Although the cellular prion protein, PrPc, is ubiquitous in all verte-
brates, its function remains a matter of speculation and controversy (Aguzzi
et al., 2004; Chiti and Dobson, 2006; Harris and True, 2006; Priola and
Vorberg, 2006). In its pathologic form called scrapie prion or PrPSc, it is
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considered to be a maj or compone nt of the causat ive agent of prion dise ases
that are fata l transmi ssible spon giform encephal opathi es associ ated with the
accumulat ion of a protea se‐ resist ant form of the PrP (Aguz zi an d Miele,
2004; Aguz zi et al. , 2004 ). A serend ipitous disc overy found that recom bi-
nant PrP binds the HIV gen omic RN A and exhibits RN A‐ chaperoni ng
propertie s similar to that of HIV ‐1 NC in viral replica ting compl exes formed
in vitro ( Gabus et al. , 2001 ). Mo reover, in HIV ‐ 1 prod ucing cells PrPc can
strongly inte rfere with Gag assembl y and traf ficking, and virus infectivi ty
(Leb lanc et al. , 2004 ), sugges ting that this ubiqui tous cellular facto r cou ld be
a lin e of defens e actin g at the leve l of virus formati on. Inte restingly enou gh,
PrPc and PrPS c can be incor porate d into retr oviral pa rticles, notabl y HIV
and MLV, which a ssemble on late endo somal membran es (see section on
assembl y) and would thus funct ion as prion ‐ spreadi ng vehic les ( Leblanc
et al. , 2006 ). The molecul ar mec hanism governi ng Pr P incor porati on into
retrovira l particl es seem s to be dependent on dire ct inte ractions between
Gag an d PrP, more precisely the NC domai n ( Leblanc et al. , 2006).

In conclu sion, the emergenc e of v iral popul ations consi sting of well ‐
suited replicati ng HIV quasis pecies is dep endent on a large number of
factors, and is a dyn amic, mul tistep proces s (Berkh out, 1999; Daar et al. ,
2005; Dar lix et al. , 2000 ). The founding event is virus vari ability whereby
a large panel of viable viral clones are genera ted via point mutati ons, inse r-
tions, substitut ions an d deletio ns, an d recomb inations due to multi ple HIV
infections of single cel ls ( Bocharov et al. , 2005; Chi n et al. , 2005; Jung et al. ,
2002; Hu  et al. , 2003; Rhodes et al. , 2005; Wain‐ Hobson et al. , 2003 ).
However, there is a fine balanc e to be struck for the virus betw een sel f‐
destructive levels of genetic variab ility leading to defecti ve viral clone s and
a rate of variabilit y capabl e of confer ring an abilit y to evade the ons laught
of a n immune respons e and/or of antivir al dru gs. And it is in this co ntext
that the netw ork of NC funct ions seems to be sem inal in genera ting and
controll ing virus variabilit y ( Fig. 8). In fact, NC achieves a tight con trol ov er
the fidelity of vira l DNA synthesis at several leve ls, na mely at initiati on, ( � )
and ( þ )DNA strand transfer s, excision ‐ repair of misincorpo rated nucleo -
tides by RT, an d via the recr uitment of VIF and VPR. On the other hand, NC
fuels variab ility by sever al mec hanisms star ting with the dim erization of the
viral genome genera ting both homo zygous and hetero zygous viruses
(Galetto an d Negr oni, 2005; Hu a nd Temin , 1990; Jung et al. , 2002;
Negroni and Buc, 2001), nontem plate add ition of nucle otides coup led
with forced cDNA elonga tion by RT ( Bampi et al. , 2006 ), recom binations
by random stran d transfer s and rapid creation of recombina nt quasis pecies,
and the recr uitment of APOB EC3G. The fitness and diver sity of a given vira l
populat ion in individual s will resul t from the select ion press ures imposed by
the in vivo milieu at the start of infectio n including the initial infectio us dose,
the charac ter of the immune respons e, the preval ence of co ‐  and su perinfec -
tions, and the nature of HAART treatments (Fig. 8) (Brenner et al., 2002;
Doualla ‐ Bell et al. , 2004; Galla nt et al. , 2003; Miller et al. , 2002 , 2005) .
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FIGURE 8 HIV variability and fitness. Viruses produced by HIV‐1‐infected cells can be

homozygous with two identical RNAs or heterozygous with different RNAs(1). A high level

of virus variablity results from several processes as outlined in(2; i–v). Circulating viral popula-
tions result from selection processes, natural ones, and because of co‐infections and HAART(3).

324 Darlix et al.
VII. Anti‐NC Drug Screening ________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. Anti‐NC Drug Design
Emerging resistance to antiviral strategies targeting RTand PR has led to
an overwhelming urgency for an extended panel of new anti‐HIV drugs
directed at new viral targets. Among the potential targets, NCp7 stands out
since it, and especially the ZFs plateau, is highly conserved amongHIV isolates
and plays seminal roles in the early stages of viral DNA synthesis by chaperon-
ing RT, in the course of intracellular preintegration complex (PIC) migration
and integration processes and in assembly within the Gag precursor, as exten-
sively outlined in this chapter. Viruses containing mutations of residues
involved in NCp7–RNA recognition fail to replicate due notably to defects
in genomic RNA encapsidation. Moreover, the interaction of ZFs with struc-
tural elements within the RNA leader sequence should be specific. Promising
anti‐NCp7moleculeswould thus be those that interferewithRNA recognition
and/or its chaperone activities. On the basis of these appealing possibilities,
three strategies aimed at targeting HIV NCp7 are currently being pursued.
B. Zinc Ejectors
The first approach is based on zinc ejection to induce NCp7 unfolding.
Zinc ejection was first obtained with 3‐nitrobenzamide (NOBA) (Rice
et al., 1993) and the 2,20‐dithiobis(benzamide) disulfide (DIBA) family
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(Rice et al., 1995). In the later family, the two benzamide moieties are held
together through a disulfide bridge. To avoid a loss of activity following
the reduction of the S–S bond, substitution for a thioester link led to the
generation of the PATEs family (Turpin et al., 1999) that exhibits an
increased antiviral potency and water solubility without increase of cell
toxicity (Song et al., 2002). An alternative strategy to prevent disulfide
reduction involved dithiane compounds (Rice et al., 1997a,b). The S–S
bond in this approach is tethered to a ring structure and these compounds
maintain antiviral activity in the presence of glutathion reductase, even at
high concentrations. Moreover, an azodicarbonamide derivative was de-
scribed as possessing anti‐HIV activity and this compound was assessed in
clinical I and II trials, in Europe in spite of an unknownmechanism of action
(Vandevelde et al., 1996). The target of azodicarbonamide was found to be
NCp7 (Rice et al., 1997b). Interestingly, there is no disulfide bond in this
structure which circumvents any loss of activity by reduction.

All these zinc ejectors inhibit a large range of HIV‐1 isolates whether
expressed from acutely, latently, or chronically infected cells (Berthoux
et al., 1999). These compounds also inhibit MLV replication but have no
effect on spumaretroviruses lacking ZFs in their NCs (Rein et al., 1996),
supporting the notion that ZFs are the targets for MuLV and HIV‐1 inacti-
vation. Moreover, these compounds exhibit a synergistic effect when com-
bined with AZT or other retroviral agents (Chuang et al., 1993).
Mechanistic studies using density‐functional theory (Maynard et al., 1998)
or DTNB as competitor (Tummino et al., 1997) show that zinc ejection
resulted from an electrophilic attack of Cys 49 residue, in line with the
higher reactivity of this residue (Bombarda et al., 2002) and the lower
stability of the distal ZF as compared with the proximal one (Mely et al.,
1996; Morellet et al., 1994). The loss of one zinc coordinating residue
decreases the affinity for zinc and allows intra‐ and intermolecular cross
linking in either mature NCp7 or the Gag‐NC precursor. Even though these
compounds show a degree of selectivity for NCp7 over cellular enzymes
containing zinc ions such as poly(ADP‐ribose) polymerase and various
transcription factors (Huang et al., 1998), their failure in clinical trials is
probably due to cell toxicity or to the short intracellular half‐life of these
drugs (Druillennec and Roques, 2000).
C. Drugs Targeting NC Structure
The second approach involves targetingNCp7 via its binding to a nucleic
acid target. This approach is illustrated byNCp7 peptidomimetics, rationally
designed based on a cyclic scaffold deduced from the NCp7 3D struc-
ture (Druillennec et al., 1999b). In these, the W37 and F16 residues adopt
the spatial orientation found in the native protein, and basic residues were
introduced to enhance peptide‐nucleic acid affinity. The most efficient pep-
tide is able to disrupt the functional complex involving NC, DNA, and RT
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without zinc removal. Recently, a Trp‐rich peptide was found to bind with
affinities similar to NC to its nucleic acid targets, and to compete out the NC
chaperone activity (Pustowka et al., 2003; Raja et al., 2006). These peptides
need to be made more specific but the approach holds promise for the
development of a broad spectrum of antiviral compounds. Nevertheless,
the ideal strategy would be to find small molecules that specifically recognize
NCp7 itself rather than its RNA or DNA target. Since in all described
structures, Trp 37 is intercalated between two successive bases, one of
them being always a G moiety, pseudonucleotides linked by an amide
bond instead of a phosphate bond were synthesized (Druillennec et al.,
1999b). These derivatives interact with the ZFs mainly through hydropho-
bic contacts and are able to disrupt NCp7‐SL3 recognition. However, only a
weak antiviral activity is observed probably due to their low bioavailability.
The identification of antagonists of the interaction between NCp7 and
oligonucleotides was also used for the screening of NCI’s pharmacophore
repository, which identified fluorescein or gallein‐like compounds as poten-
tial anti‐NC agents (Stephen et al., 2002). In contrast to nucleomimetics, the
interaction with these compounds is mainly stabilized by electrostatic con-
tacts despite the fact that these compounds contain several aromatic rings.
Since NCp7 is highly basic, this could explain the observed 2:1 stoichiome-
try. Nevertheless, this first generation of nonchelating molecules does indeed
show antiviral activity in cell‐based assays and may lead to a new class of
antiviral compounds. In further pursuit of this strategy, a more specific assay
was developed taking advantage of the chaperone activity of NCp7.
D. Antichaperone
The assay for chaperone activity is based on the transient melting of the
secondary structure of cTAR by NCp7 (Beltz et al., 2005; Bernacchi et al.,
2002). The specificity of this assay relies on the exquisite dependence of NC
melting activity on the native structure of its ZF domain since either the
SSHS mutant or EDTA‐treated NC derivatives remain capable of interaction
but fail to melt cTAR. Using this assay, an ‘‘in‐house’’ chemical library
containing 5000 molecules was screened (Ramstrom et al., 2004). Several
lead compounds have been selected and are currently under intensive study
(Fig. 9).
VIII. Conclusions and Future Prospects _______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

It is clear from the above account that the NC protein of HIV represents
a small viral peptide with a multitude of functions. NC may indeed be
considered as the high‐fidelity chaperoning partner for viral genomic
RNA, acting on all stages of virus replication and dissemination.
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Firstly, NC variously exerts its functions in the form of the Gag‐NC precur-
sor and, as recently discovered, in the form of Gag‐NC isoforms (Buck et al.,
2001; Herbreteau et al., 2005), during the course of Gag trafficking and
virus assembly bringing about formation of stable virions containing a
replication‐recombination competent dimeric RNA genome. Secondly, in
the ‘‘just made’’ infectious virus population NC exists in several mature
isoforms of NCp15, NC(1–71), and NC(1–55). These NC chaperone essen-
tial structural rearrangements of the genomic RNA and of the newly made
cDNA to generate a complete proviral DNA with two LTRs while fueling
genetic variability.

Importantly HIV NC should be pictured as operating within small Gag‐
NC oligomeric complexes for genomic RNA selection and dimerization
(Feng et al., 1996; Fu et al., 1994), then in ever growing complexes during
assembly of the viral globule, in highly packed NC oligomeric complexes
during maturation and core condensation, and ultimately in the process of
genomic RNA conversion to DNA to generate a bona fide provirus (Darlix
et al., 1995, 2000; Tanchou et al., 1995). Several specific stages of this mode
of action deserve closer attention as outlined below.
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We hope that the years ahead will bring signi ficant advances in our
unde rstand ing of the mol ecular mechan isms unde rlying HIV assembl y a nd
furt her detailed refinemen t on the precise roles of NC from vira l trans lation
to virus prod uction an d diss emination .
A. Translational Regulation
Little is presen tly known ab out the extent of trans lational regulati ons
in HIV, whi ch, in addit ion to the full ‐ lengt h vira l RNA, cod es for 20 or
so diff erent, singly and doubl y spliced vira l mRNA s. What are the viral
sequen ces, and cellular and v iral fact ors go verning the trans lational balanc e
betw een all these vira l mRNAs to ensure optim al virus pr oduction , especial-
ly in the G2 ‐ M pha se of the cell cycle? What could be the functions of the
Gag‐NC isoforms that are conserved in all HIV strains (Buck et al., 2001;
Her breteau et al. , 2005 ; revi ewed in Lopez ‐ Lastr a et al. , 2005). How do
the newly made Gag‐NC molecules regulate the early metabolism of the
genomic RNA from translation to dimerization and packaging (Feng et al.,
1996)? Does this switch occur at the level of active polysomes, which would
act as the initial assembly site? In that context what is the exact role of the
viral protease, which cleaves the translation initiation factor eIF4G in cells
expressing a high level of HIV‐1, thus causing cell apoptosis (Prevot et al.,
2003)?
B. The 50 UTR and the Switch from Translation
to Packaging
The HIV‐1 50 untranslated region, also called Leader, contains multiple
genetic determinants, often represented as SLs, such as TAR, polyA SL, PBS,
SL1 to SL4, which are essential at all stages of the virus replication cycle.
However, the possibility of long range interactions between the 50 and 30
UTRs deserves much closer attention since they may equally regulate geno-
mic RNA translation, packaging, and replication, as indicated by data on
ASLV and yeast TY retrotransposons (Abbink et al., 2005; Cristofari and
Darlix, 2002; Darlix et al., 1995; Gabus et al., 1998). What might be the
extent of the chaperoning role for NC (and implicating which NC iso-
forms?), in linking the 50 and 30 ends of the genomic RNA possibly via the
TAR sequences (Kanevsky et al., 2005).
C. Structure of the 50 UTR
Comprehensive and compelling pictures of NC bound to small viral se-
quences have been published, together with proposed conformations for the
dimer initiation sequence (DIS) and the 50 UTR. However, a clear mecha-
nism of genomic RNA selection and dimerization by Gag‐NC necessitates a
clear view of the 3D structure of the HIV‐1 psi‐packaging signal and 50UTR
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in the monom eric and dimeric forms, either alone or with bound NC
molecul es.
D. HIV Assembly in Endosomes
Advanc es ha ve rece ntly been achie ved in delin eating virus dy namics,
from Gag assembl y to virus form ation and budding. In fact, larg e amoun ts
of HIV virions can accum ulate in late end osome s/MVB of infecte d human
macroph ages and T cel ls, and sub vert the cellul ar vesicul ar trafficki ng
pathway to leav e the infecte d cell by exocyto sis ( Grigorov et al. , 2006;
Pelchen ‐ Matt hews et al. , 2003; Raposo et al. , 2002). At first sight this
novel mech anism of virion formati on might be consid ered as disput ing the
canonica l mech anism where assem bly an d budding occur at the plasma
membrane . However, it may provide a rou te for the newl y formed virus to
escape the atten tion of the im mune respons es, thus facili tating virus spread
probably via the viral synap se (Blanco et al. , 2004; Piguet and Satt entau,
2004). Theref ore, pursui ng this key area of research on HIV ‐ 1 seems to be a
priority.
E. New Anti ‐HIV Drugs Targeting NC
In a provocat ive revi ew on the devel opment of an anti ‐ HIV vacci ne,
N. Sheppard and Q. Satt entau asked ‘‘is ‐it more than a field of long ‐ term
nonprog ression ?’’ ( Sheppard and Sa ttentau, 2005 ). For tunately enough,
regimen s of HAART are indispu tably efficient for people living with HIV,
but at the same time resi stance and treatm ent escape s are beco ming more
and more freque nt. Thus it is of the utmos t imp ortance to widen the
portfolio of potent anti viral targets merely to mai ntain our prese nt ability
to control HIV repl ication in AIDS pa tients (Mé ly et al. , submi tted for
publicatio n; Stephe n et al. , 2002 ). A simple an d efficient strategy using NC
and the TAR sequenc e ha s recentl y been devel oped to screen for lead
compounds capabl e of irreversibl y interfe ring with the ZFs of HIV ‐ 1 NC
(Mé ly et al. ). Due to high sequenc e conser vation in the ZFs, such compounds
should also inhibit NC activi ty in other pathogen ic lentivirus es and in the
closely related human retr ovirus XMRV associat ed with prosta te tumors
(Urism an et al. , 2006 ). It is hope d that in the years ahead simple molecules
targeting the NC ZFs will find their way into clinic .
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A detailed understanding of human immunodeficiency virus type 1
(HIV‐1) assembly, release, and maturation is fundamental to our knowl-
edge of the HIV‐1 replication cycle and has the potential to inform the
development of new antiretroviral strategies. The structural protein Gag
plays a central role in these pathways and drives production of a mature
infectious particle through protein–protein, protein–RNA, and protein–lipid
interactions. These interactions facilitate multimerization of Gag to form the
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structural shell of the particle, encapsidation of the RNA genome, trafficking
of the virion components to the site of assembly, acquisition of a lipid bilayer
and associated envelope glycoproteins, hijacking host cell machinery to
facilitate virus release, and proteolytic maturation of the nascent virion.
In this review, we describe the significant progress that has been achieved
in understanding these processes and highlight key areas that remain un-
clear. Finally, we discuss how this knowledge is being applied to develop
new anti‐HIV drugs, an important research priority due to rapid emergence
of HIV‐1 isolates resistant to currently approved antiretroviral drugs.
II. Overview of HIV‐1 Assembly, Release, and Maturation _____________________________________________________________________________

The process of HIV‐1 assembly, release, and maturation results in the
production of a mature virus particle capable of infecting a new target cell.
The infectious particle is composed of a host cell‐derived lipid bilayer in
which are embedded the viral envelope (Env) glycoprotein spikes (Fig. 1).
Directly beneath, and attached to, the viral membrane is a spherical protein
shell composed of the matrix (MA) protein. In the center of the mature
particle is a condensed conical core composed of capsid (CA) protein. Inside
this core are the viral enzymes reverse transcriptase (RT) and integrase (IN)
and the nucleocaspid (NC) protein complexed with dimerized viral genomic
RNA. The mature infectious particle is generated not by assembly of the
individual protein components but from multifunctional polyprotein pre-
cursors Gag, Gag‐Pol, and Env. The Gag and Gag‐Pol precursor proteins
Surface Env glycoprotein
(gp120, SU)

Nucleocapsid (p7, NC)

Viral RNA genome

Capsid (p24, CA)

Protease (p11, PR)

Reverse transcriptase
(p66/p51, RT)

Integrase
(p31, IN)

Membrane

Matrix
(p17, MA)

Transmembrane Env glycoprotein
(gp41, TM)

FIGURE 1 Structure of a mature HIV‐1 virion depicting the key viral proteins and their

arrangement within the virion. Adapted from Freed (1998).
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are cleaved by the viral protease (PR) to the mature Gag and Pol proteins
after virion assembly; the Env glycoprotein precursor, gp160, is cleaved
by a cellular protease during gp160 trafficking from the endoplasmic reticu-
lum (ER) to the plasma membrane. Cleavage of gp160 gives rise to the
mature surface (SU) Env glycoprotein gp120 and the transmembrane (TM)
glycoprotein gp41.

The Gag polyprotein precursor, known as Pr55Gag (Fig. 2), is the central
player in HIV‐1 particle formation as it drives assembly through protein–
protein, protein–RNA, and protein–lipid interactions, orchestrating the
incorporation of each of the major virion components into the assembling
particle. Pr55Gag is translated from unspliced viral mRNA on free ribosomes
in the cytoplasm and encodes the internal structural components of the
virion: MA, CA, and NC along with the C‐terminal p6 domain and two
spacer peptides SP1 and SP2 (previously referred to as p2 and p1, respec-
tively). Pr55Gag is the only virion‐encoded molecule required for the assem-
bly of immature virus‐like particles (VLPs); it can self‐assemble into VLPs
by ordered multimerization of Pr55Gag monomers to produce a spherical
shell, which forms the structural framework of the immature virus particle.
The molecular interactions necessary for Gag–Gag multimerization occur
between multiple domains of Pr55Gag. Assembly occurs primarily at the site
of virus budding, which in most cell types, including T cells, is the plasma
membrane. However, in certain cell types, particularly primary monocyte‐
derived macrophages, assembly and budding take place in an intracellular
late‐endosomal compartment, the multivesicular body (MVB). The MA
domain of Pr55Gag has been shown to be the major determinant responsible
for the targeting and binding of Gag to the membrane. The assembly process
is completed on budding of the particle from the plasma membrane, result-
ing in a released immature virion wrapped in a host‐derived lipid bilayer.
Budding is catalyzed by components of the cellular endosomal sorting
machinery, including the ESCRT‐I complex (for endosomal sorting complex
required for transport) and associated factors, which are recruited to the
site of assembly and release by the P(T/S)AP late domain motif located in
the p6 region of Pr55Gag (Fig. 2).

While Pr55Gag is the only virion‐encoded molecule required for assem-
bly and release of immature VLPs, production of mature infectious virions
requires encapsidation of the viral genomic RNA and incorporation of
the Env glycoprotein complex and Gag‐Pol precursor (Pr160Gag‐Pol). Pr55Gag

is actively involved in the recruitment of these three components into the
assembling particle. During virus assembly, interaction between MA and the
Env glycoprotein complex embedded in the cellular membrane is thought
to be responsible for active incorporation of the Env glycoprotein complex
into the virion lipid bilayer. The NC domain of Pr55Gag is required for the
encapsidation of the full‐length, unspliced viral genomic RNA into virions.
The viral enzymes PR, RT, and IN are incorporated into the assembling virus
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particle via molecular interactions between Pr55Gag and the Gag portion of
Pr160Gag‐Pol. During or shortly after virus budding, PR cleaves Pr55Gag and
Pr160Gag‐Pol into their respective protein domains in a process referred to
as maturation. Maturation is essential for virus infectivity and results in a
major structural and morphological rearrangement of the immature to the
mature particle, which contains the condensed conical core.
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In the sections that follow, we will describe in detail the significant
progress that has been made in understanding: multimerization of Gag to
form the structural framework of the immature virus particle, encapsida-
tion of the viral RNA genome, trafficking virion components to the site of
assembly, acquisition of a lipid bilayer and associated Env glycoproteins,
virus particle release, and generation of a mature infectious virion. An
understanding of HIV‐1 particle assembly is crucial for a complete picture
of the HIV‐1 replication cycle and, as discussed in the last section of this
chapter, can be exploited to generate new antiretroviral drugs.
III. Multimerization of Gag to Form the Structural
Framework of the Immature Virus Particle _______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The immature virus particle is a roughly spherical shell composed of
�5000 tightly packed molecules of Pr55Gag (Briggs et al., 2004). As Pr55Gag

is the only protein required for VLP assembly (Gheysen et al., 1989), an
understanding of how the immature particle assembles requires insight
into the molecular interactions necessary for Pr55Gag multimerization, the
structure of Pr55Gag, and its organization within the assembled particle.

Cryo and high‐resolution electron microscopy (EM) have allowed visu-
alization of Pr55Gag within immature VLPs. Individual Pr55Gag molecules
are organized in a radial fashion with the N‐terminus associated with the
membrane and the C‐terminus orientated toward the interior of the particle
(Fuller et al., 1997; Wilk et al., 2001; Yeager et al., 1998). The Pr55Gag

molecules are packed side‐by‐side in a multimerized lattice which has a
hexameric arrangement (Barklis et al., 1998; Briggs et al., 2004; Fuller
et al., 1997; Huseby et al., 2005; Nermut et al., 1994, 1998). Pr55Gag

appears to be rod‐shaped and is composed of four individually folded
domains; MA, CA N‐terminal and C‐terminal domains (NTD and CTD,
respectively), and NC, separated by unstructured linker regions (Fuller et al.,
1997; Wilk et al., 2001). A high‐resolution three‐dimensional (3D) structure
of Pr55Gag has not been determined due to its large size; however, struc-
tures have been solved for the constituent MA (Fig. 3), CA (Fig. 4), SP1, NC
(Fig. 5), and p6 domains by X‐ray crystallography and nuclear magnetic
resonance (NMR) spectroscopy (Berthet‐Colominas et al., 1999; Gamble
et al., 1996, 1997; Gitti et al., 1996; Hill et al., 1996; Massiah et al., 1994;
Momany et al ., 1996; Morelle t et al ., 1992, 2005; Stys et al. , 1993 ; Summ ers
et al., 1992; Worthylake et al., 1999). These structures, in combination with
numerous genetic studies, have identified several regions along the length of
Pr55Gag that are involved in its multimerization. A number of experimental
systems were employed in these studies; mutant forms of Pr55Gag were ex-
pressed in cells either as part of infectious HIV‐1 clones or as Pr55Gag alone to
form VLPs, and a variety of in vitro assembly systems in which individual
components can be defined and controlled have also been developed.



FIGURE 3 Crystal structure of a matrix (MA) trimer (bottom) portrayed interacting with

membrane (top). Membrane is represented as a phospholipid bilayer (yellow and gray), basic

residues essential for virus replication are clustered on the face of the MA trimer opposing the
lipid bilayer (magenta); and the C‐terminal helical tail is depicted projecting away from the

globular domain. Provided by B. Kelly, C. Hill, and W. I. Sundquist and adapted from Hill et al.
(1996).
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A. Matrix
A region of MA spanning residues 54–68, which corresponds to MA
a‐helix 4 (Hill et al., 1996; Massiah et al., 1994) has been implicated
in assembly (Cannon et al., 1997; Chazal et al., 1995; Freed et al., 1994;
Morikawa et al., 1995, 1998; Yu et al., 1992). Amino acid substitutions
located on the hydrophobic face of this a‐helix abolished particle assembly,
a defect that correlated with an inability of MA to form trimers in solution
(Morikawa et al., 1998). MA trimer interactions are relatively weak how-
ever (Hill et al., 1996; Morikawa et al., 1998), and deletion of MA does not
prevent downstream assembly domains in CA, SP1, and NC from driving
particle assembly (Accola et al., 2000; Borsetti et al.,1998; Lee and Linial,
1994; Reil et al., 1998; Wang et al., 1993, 1998). Thus, although MA may
play a structural role in assembly it is not a major determinant in driving
Gag multimerization. MA does, however, perform significant functions in
Gag trafficking and Env incorporation into virions (see Sections V and VI)
(Fig. 2).
B. Capsid and SP1
Major determinants of Gag multimerization are located in the CTD
of CA and the adjoining SP1 domain. CA is composed of two independent
and largely helical folded domains, the NTD and CTD, which are sepa-
rated by a short flexible interdomain linker (Berthet‐Colominas et al., 1999;
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FIGURE 4 Model of capsid (CA) dimer. The model is a composite from the crystal structures

of CA N‐terminal domain (NTD, residues 1–145) (top) and C‐terminal domain (CTD, residues

148–219) (bottom). Disordered CA residues 146 and 147 link the two structures to generate
full‐length CA protein in the depicted orientation. The CTD is dimeric. Arrows situated at the

top of the NTD indicate the cyclophilin A (CypA)‐binding loop. Adapted fromWorthylake et al.
(1999), copyright 1999 IUCr, with permission.
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Gamble et al., 1996, 1997;Gitti et al., 1996;Momany et al., 1996;Worthylake
et al., 1999) (Figs. 2 and 4). The NTD is not thought to play a significant role
in particle assembly, as deletion of the entire domain does not disrupt VLP
production (Accola et al., 1998; Borsetti et al., 1998). However, when the
NTD is present, point mutations in helices 4–6 impair particle production,
suggesting that this region of the NTD forms weak interactions during
assembly (von Schwedler et al., 2003a) or that mutations in the NTD can
disrupt global CA folding. It has been proposed that NTD–CTD contacts are
essential for assembly, as the NTD and CTD must be derived from the same
retroviral CA protein for proper assembly to occur (Ako‐Adjei et al., 2005).

The CA CTD plays a major role in Pr55Gag multimerization, in particu-
lar via its capacity to form dimers (Fig. 4). CTD dimers have been demon-
strated both in solution (Gamble et al., 1997; Rose et al., 1992) and within



FIGURE 5 Structure showing nucleocapsid (NC) complexed with stem loop 3 (SL3) of the

HIV‐1 RNA–packaging signal. Zinc ions that bind to the zinc finger motifs are depicted as gray
balls. Adapted from Turner and Summers (1999), copyright 1999 Elsevier, with permission.
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crystals (Gamble et al., 1997; Worthylake et al., 1999). Dimerization occurs
through the parallel packing of CA helix 9 against its symmetry‐related
mate. Disruption of the dimer interface caused by mutations in residues 184
and 185, which are buried in the core of the interface on helix 9 (Gamble
et al., 1997), leads to a significant reduction in particle production
(Gamble et al., 1997; von Schwedler et al., 2003a) and reduced intermo-
lecular Pr55Gag interactions in vitro (Burniston et al., 1999). As particle
assembly is not completely abolished by residue 184/185 mutations (Joshi
et al., 2006; Ono et al., 2005; von Schwedler et al., 2003a), the CTD dimer
interface is not absolutely required for assembly. The CTD also contains
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the major homology region (MHR) (Fig. 2), a highly conserved stretch of
20 amino acids found in all retroviral CA proteins (Wills and Craven, 1991).
Genetic studies have shown that point mutations in the MHR can lead
to defects in assembly, and other aspects of the viral life cycle can also be
affected (Mammano et al., 1994; von Schwedler et al., 2003a). The struc-
tural contribution of the MHR to the Pr55Gag lattice has not been clearly
defined; in the crystal structure it is distinct from the dimer interface and
forms an intricate array of hydrogen bonds (Gamble et al., 1997). A new
hypothesis for MHR function has recently been proposed based on the high
degree of structural homology between the CTD and a mammalian SCAN
domain, which forms a domain‐swapped dimer (Ivanov et al., 2005; Kingston
and Vogt, 2005).

Residues that project from the base of the CTD are thought to be
important for creating a tightly closed particle lattice. Mutation of these
residues severely impairs particle production but does not completely pre-
vent Pr55Gag multimerization (von Schwedler et al., 2003a). Extending from
the base of the CTD is the C‐terminal tail of CA composed of the last �12
residues of CA. This region of CA, along with the adjoining 14‐amino acid
SP1, is unstructured and highly flexible in Pr55Gag (Gamble et al., 1997;
Newman et al., 2004; Worthylake et al., 1999) but may adopt an a‐helical
conformation which spans the CA/SP1 junction (Accola et al., 1998;
Morellet et al., 2005; Newman et al., 2004). The CA/SP1 junction forms
a critical assembly domain, as mutations in both the C‐terminal residues of
CA (Abdurahman et al., 2004; Liang et al., 2002, 2003; Melamed et al.,
2004; von Schwedler et al., 2003a) and the N‐terminal amino acids of SP1
(Accola et al., 1998, 2000; Krausslich et al., 1995; Liang et al., 2002;
Morikawa et al., 2000) disrupt particle production. The CA/SP1 junction
has been shown to mediate strong Gag–Gag interactions, leading to higher‐
order multimerization critical for particle assembly (Guo et al., 2005; Liang
et al., 2002, 2003; Morikawa et al., 2000; Ono et al., 2000). The physical
properties of this region, particularly the Gly‐rich hinge motif in the CA
C‐terminal tail situated directly before the putative a‐helix, have been pro-
posed to confer structural flexibility to the Pr55Gag molecule allowing mul-
tiple Gag conformations, which in turn permit the formation of higher‐order
multimers (Liang et al., 2003).

During assembly, HIV‐1 CA binds the cellular protein cyclophilin A
(CypA) (Fig. 2) and relatively high levels of this cellular factor are incorpo-
rated into released virions (Franke et al., 1994; Luban et al., 1993; Thali
et al., 1994). CA interacts with CypA via a well‐characterized interaction
that involves a Pro‐rich loop in the CA NTD (Gamble et al., 1996) (Fig. 4).
While the functional significance of CA/CypA binding is still under investi-
gation, it appears that the association of CAwith CypA following entry into
the target cell may provide some protection from the host restriction factor
TRIM5a (Hatziioannou et al., 2005; Nisole et al., 2004; Sayah et al., 2004;
Sokolskaja et al., 2004).
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C. Nucleocapsid
The interaction (I) domain of Pr55Gag, which is located in NC, plays
a major role in Gag multimerization and assembly. The primary struc-
tural features of NC are two zinc finger–like motifs flanked by highly basic
sequences (Morellet et al., 1992; Summers et al., 1992) (Figs. 2 and 5). The
zinc fingers contribute to the specificity of viral genomic RNA encapsidation
(see Section IV) but are not required for assembly; instead, it is the basic
residues that are primarily responsible for I domain function. The minimal
residues required for I domain function have been mapped to a few basic
residues at the N‐terminus of NC (Sandefur et al., 1998, 2000); however, it
is generally thought that multiple basic residues throughout NC contribute
to efficient I domain activity (Cimarelli and Luban, 2000; Cimarelli et al.,
2000; Dawson and Yu, 1998; Sandefur et al., 2000).

The prevailing view of I domain function is that it promotes Pr55Gag

multimerization by binding RNA, which in turn acts as a structural scaffold
bringing Gag molecules into a concentrated environment where they can
align and interact (Campbell and Rein, 1999; Campbell and Vogt, 1995;
Cimarelli et al., 2000; Muriaux et al., 2001). In the context of a bona fide
viral infection, NC displays a strong preference for full‐length genomic RNA
(see Section IV). However, if this RNA species is not available, nonspecific
RNA or DNA species of varying lengths can serve to promote assembly
(Campbell and Rein, 1999; Campbell and Vogt, 1995; Cimarelli et al., 2000;
Muriaux et al., 2001).
IV. Encapsidation of the Viral RNA Genome ______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

During the assembly process two copies of full‐length dimeric viral
genomic RNA are packaged into the immature virus particle, an event that
is not required for assembly but is essential for virion infectivity. The
genomic RNA is specifically selected for packaging from the cytosolic envi-
ronment that contains an excess pool of cellular and spliced viral mRNAs.
Packaging is principally mediated by interactions between the NC domain of
Pr55Gag and a 50 segment of the viral genome variously termed the packaging
signal, encapsidation element (E), or C site (D’Souza and Summers, 2005;
Jewell and Mansky, 2000; Rein, 1994) (Fig. 6).
A. The Role of Nucleocapsid
The NC domain of Pr55Gag regulates both the efficiency and specificity
of genomic RNA packaging. The key determinants within NC involved
in specific genome packaging are two zinc finger (sometimes referred to as
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zinc‐knuckle) motifs (Aldovini and Young, 1990; Dorfman et al., 1993;
Gorelick et al., 1990, 1993; Schwartz et al., 1997; Zhang and Barklis,
1995) (Figs. 2 and 5). The zinc finger motifs are of the CCHC type (Cys‐
X2‐Cys‐X4‐His‐X4‐Cys) (Berg, 1986; Covey, 1986) and bind zinc tightly
both in vitro and in vivo (Bess et al., 1992; Morellet et al., 1992; South
et al., 1990; Summers et al., 1992). Binding of zinc to NC promotes folding
of two independent globular knuckle structures that are brought into prox-
imity by a flexible linker (Morellet et al., 1992, 1994; South et al., 1990;
Summers et al., 1992). NMR data indicate that the resulting globular
structure interacts directly with viral RNA (Amarasinghe et al., 2000a; De
Guzman et al., 1998). Abolition of zinc binding through mutagenesis of
zinc‐binding residues prevents genome encapsidation and hence infectivity
(Aldovini and Young, 1990; Gorelick et al., 1990). The two zinc fingers are
not functionally equivalent, as the first zinc finger plays a more prominent
role in encapsidation (Gorelick et al., 1993; Schwartz et al., 1997). Although
the zinc fingers are necessary for encapsidation, they are not sufficient
(Zhang and Barklis, 1995); the basic residues flanking the zinc fingers have
also been implicated in nucleic acid binding (Cimarelli et al., 2000; Dannull
et al., 1994; De Guzman et al., 1998; Poon et al., 1996; Schmalzbauer et al.,
1996) along with the SP1 region of Pr55Gag (Kaye and Lever, 1998).
TAR stem
PBS
stem

Poly A
stem

SL1
DIS

MSD SL2
SL3 SL4

ψ

FIGURE 6 Secondary structure of the HIV‐1 mRNA 50 region, which includes the viral
RNA–packaging (C) signal. Structural elements involved in RNA encapsidation are depicted

from 50 to 30: trans‐acting responsive (TAR) element, poly A hairpin, primer‐binding site (PBS),
and the C site composed of stem loops 1–4 (SL1–SL4). SL1 contains the dimer initiation site

(DIS) and SL2 contains the major splice donor site (MSD). The Gag AUG initiation codon is
circled. Reprinted from Freed and Martin (2007), copyright Lippincott Williams and Wilkins,

with permission.
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B. The Role of the Viral RNA–Packaging Signal (C Site)
The segment of the RNA genome involved in packaging spans hundreds
of nucleotides and includes the entire 50 untranslated region (50 UTR) and
the 50 half of the gag gene (D’Souza and Summers, 2005; Jewell andMansky,
2000; McBride et al., 1997) (Fig. 6). Within this overall packaging signal is a
stretch of�120 nucleotides (termed theC site), which is involved in mediat-
ing packaging via a stable secondary structure consisting of four closely
spaced hairpin loops: stem loops 1–4 (SL1, SL2, SL3, and SL4) (Baudin
et al., 1993; Clever et al., 1995; Harrison and Lever, 1992; Hayashi et al.,
1993; Sakaguchi et al., 1993). Genetic studies suggest that all four stem loop
structures play an independent role in RNA packaging (Clever and Parslow,
1997; Harrison et al., 1998; Hayashi et al., 1992; McBride and Panganiban,
1996, 1997). SL2 and SL3 are thought to be the primary determinants
driving the interaction with the NC zinc fingers, as they bind NC with high
affinity (Amarasinghe et al., 2000a; De Guzman et al., 1998) (Fig. 5). In ad-
dition to its role in NC binding, SL2 contains the major splice donor,
providing a potential selection mechanism for specific encapsidation of
full‐length genomic viral RNA, as spliced RNAs lack part of the packaging
signal (Amarasinghe et al., 2000b; D’Souza and Summers, 2005; Jewell and
Mansky, 2000; Rein, 1994). SL1 and SL4 do not bind NC with high affinity
but still function in genome packaging (Amarasinghe et al., 2001; Lawrence
et al., 2003). SL1 contains the primary dimer initiation site (DIS) that
promotes genomic RNA dimerization, a process that may be linked to
packaging (Russell et al., 2004). SL4 has been proposed to contribute to
RNA–RNA interactions that stabilize the tertiary structure of the C site
(Amarasinghe et al., 2001). A model has been suggested in which the tertiary
structure resulting from SL1 dimer formation and SL4 stabilization exposes
SL3 and SL4 for high‐affinity NC binding (Amarasinghe et al., 2001).
Despite the importance of SL1–SL4 in RNA encapsidation, the overall
packaging signal maps to a much larger segment of RNA located at the 50‐
end of the molecule, which includes three other structural elements, the
trans‐acting responsive (TAR) element, polyA hairpin, and primer‐binding
site (PBS) (D’Souza and Summers, 2005) (Fig. 6).
V. Trafficking Virion Components to the Site of Assembly ______________________________________________________________________

Assembly of an HIV‐1 particle requires that all virion components
converge at the site of assembly. HIV‐1 assembly has been shown to occur
at two distinct subcellular locations (Fig. 7). In most cell types, including
primary CD4þ T lymphocytes and T‐cell lines, the primary site of assembly
is the plasma membrane (Swanstrom and Wills, 1997). However, in certain
other cell types, including monocyte‐derived macrophages, assembly and
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FIGURE 7 Schematic representation of cellular endocytosis andmulitvesicular body (MVB)‐
sorting pathways (left) and HIV‐1 release (right). (Left) An activated growth factor receptor

(EGFR) is monoubiquitylated. The ubiquitylated cargo is recognized and sequestered by a

complex containing hepatocyte growth factor–regulated tyrosine kinase substrate (Hrs) at the
early endosomal membrane. Hrs interacts with Tsg101 to recruit endosomal sorting complex

required for transport (ESCRT)‐I. ESCRT‐I sequentially recruits ESCRT‐II and ESCRT‐III.
AIP1/ALIX is recruited to the assembled complexes and bridges ESCRT‐I and ESCRT‐III.
Following inward budding of intralumenal vesicles (ILV) into the endosomal lumen, vacuolar

sorting protein 4 (Vps4) catalyzes ATP‐dependent disassembly of the budding machinery. Right:

HIV‐1 commandeers the cellular budding machinery to facilitate virus release. Virus particles

are depicted assembling and budding at the plasma membrane (e.g., in T cells) or assembling
at the MVB followed by release through the exosome pathway (e.g., in macrophages).

Gag directly binds Tsg101, thereby recruiting ESCRT‐I and associated factors to the site of

assembly. Adapted from Demirov and Freed (2004), copyright Elsevier, with permission.
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budding take place primarily at themembrane of an intracellular compartment
and not at the plasma membrane (Gendelman et al., 1988; Orenstein et al.,
1988). This compartment has recently been identified as the late endosome/
MVB (Nguyen et al., 2003; Ono and Freed, 2004; Pelchen‐Matthews
et al., 2003; Raposo et al., 2002) (see Section VII).

As assembly can occur at two different locations, the virus must have
evolved cell type‐dependent strategies for trafficking virion components
from the site of synthesis to the site of assembly. Trafficking itineraries of
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virion components, and the role of host cell factors in regulating viral
protein targeting, are currently the subject of active investigation. However,
some viral targeting determinants have been well described and several host
cell factors identified. Progress is currently being made by using improved
microscopy techniques, which allow visualization of trafficking in real time
in living cells.
A. Trafficking of Gag
Pr55Gag is synthesized on free cytosolic ribosomes (Swanstrom and
Wills, 1997). In cells in which assembly occurs at the plasma membrane,
the traditional view of Gag trafficking is that the newly synthesized protein
is transported rapidly and directly through the cytoplasm to the plasma
membrane. This view has recently been challenged by the proposal that
Pr55Gag is first transported to the late endosome/MVB, or to other compo-
nent(s) of the endocytic pathway, and then carried to the plasma membrane
(Dong et al., 2005; Perlman and Resh, 2006; Resh, 2005; Sherer et al.,
2003). The pathway taken by Pr55Gag in cells in which assembly occurs at
the late endosome/MVB is currently not understood.

Viral determinants that direct Pr55Gag to the plasma membrane are
located in the MA domain (Fig. 2). A multipartite plasma membrane‐
binding signal (M) is located at the N‐terminus of MA (also see Section VI).
Part of the signal is provided by a myristic acid moiety covalently attached
to the N‐terminal Gly of MA. Prevention of myristylation by mutating
this Gly residue blocks membrane binding and abolishes virus assembly
(Bryant and Ratner, 1990; Freed et al., 1994; Gottlinger et al., 1989).
A highly basic region between MA residues 17 and 30 provides the second
part of the membrane‐binding signal (Yuan et al., 1993; Zhou et al., 1994).
Mutation of these basic residues causes virus assembly to be redirected from
the plasma membrane to intracellular membranes (Ono et al., 2000; Yuan
et al., 1993). Similarly, single amino substitutions between MA residues 84
and 88 redirect virus assembly to the same intracellular site (Freed et al.,
1994; Ono et al., 2000). The intracellular membrane to which Pr55Gag is
retargeted has been identified as the late endosome/MVB, recapitulating the
targeting phenotype observed for wild‐type Pr55Gag in macrophages (Ono
and Freed, 2004). It is noteworthy that although the p6 domain contains
sequences that interact directly with components of theMVBmachinery (see
Section VII), deletion of p6 does not alter the site of Gag targeting (Ono and
Freed, 2004; Rudner et al., 2005).

The trafficking of Pr55Gag to different destinations in different cell types
implies that host‐cell factors regulate the site of assembly. Although these
cellular determinants remain to be fully defined, several studies have begun
to identify host factors that regulate Gag localization. One such factor is the
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phosphoinositide phosphatidylinositol (4,5) bisphosphate [PI(4,5)P2],
a lipid that regulates plasma membrane localization of several cellular
proteins (McLaughlin and Murray, 2005). Alteration of normal PI(4,5)P2
levels retargets HIV‐1 assembly from the plasma membrane to the late
endosome/MVB and a direct interaction between PI(4,5)P2 and the MA
domain of Pr55Gag has been demonstrated (Freed, 2006; Ono et al., 2004;
Saad et al., 2006; Shkriabai et al., 2006) (see Section VI). The d subunit
of the clathrin adaptor protein complex AP‐3 has also been reported to
interact directly with the MA domain of Pr55Gag (Dong et al., 2005). The
AP‐3 adaptor complex directs intracellular protein trafficking to the MVB
(Dell’Angelica et al., 1999; Rous et al., 2002). Disruption of the interaction
between AP‐3 and MA blocks localization of Pr55Gag to MVBs in HeLa
cells, leading to a more diffuse, cytosolic Gag distribution. These results
imply a role for AP‐3 in Gag targeting to the MVB (Dong et al., 2005).
B. Trafficking of Env Glycoproteins
The Env glycoprotein precursor (gp160) is synthesized by ribosomes
associated with the rough ER and is an integral membrane protein an-
chored to the membrane by a hydrophobic stop‐transfer signal in the gp41
domain. Gp160 is transported through the cellular secretory pathway to
the plasma membrane. During this process, it undergoes extensive glycosyl-
ation, oligomerization into trimers, and proteolytic maturation mediated
by a cellular furin‐type protease that cleaves it into the mature gp120 and
gp41 Env subunits (Freed and Martin, 1995a; Swanstrom and Wills, 1997)
(Fig. 1).

The gp120/gp41 complex is rapidly internalized after its transport to the
plasma membrane. This rapid internalization is at least partially mediated
by a Tyr‐X‐X‐Leu motif in the gp41 cytoplasmic tail (LaBranche et al., 1995;
Rowell et al., 1995). Tyr‐based motifs are known to regulate endocytosis
of cellular plasma membrane proteins by binding the m2 chain of clathrin‐
associated AP complexes, and such interactions have been observed with
gp41 cytoplasmic domains (Boge et al., 1998; Ohno et al., 1997). Following
internalization, the gp120/gp41 complex is transported to an endosomal/
lysosomal compartment (Ohno et al., 1997; Rowell et al., 1995). The cyto-
plasmic domain of gp41 has also been shown to interact with the cellular
protein TIP47 (tail‐interacting protein of 47 kD). This interaction mediates
retrograde transport of Env from endosomes to the trans‐Golgi network
(Blot et al., 2003) and may also be involved in Env incorporation into virions
(see Section VI). Therefore, like Pr55Gag, the Env glycoproteins can traffic to
either the plasma membrane or internal membranes associated with endo-
somal/lysosomal compartments; hence, they can be localized to both known
sites of HIV‐1 assembly.
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VI. Acquisition of a Lipid Bilayer and Associated
Env Glycoproteins _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The cellular membrane acts as a platform for higher‐order Gag multi-
merization, which drives particle assembly and release. Binding of Pr55Gag

to the membrane is therefore an essential step in the assembly pathway. Gag
multimerization at the membrane forces the membrane to curve outward,
forming a roughly spherical particle that eventually pinches off from the
membrane. The released particle consists of the Pr55Gag structural shell
surrounded by a cell‐derived lipid bilayer. Virus‐encoded Env glycoprotein
spikes that project through the virion lipid bilayer are essential for virion
infectivity. Pr55Gag mediates the incorporation of Env into the assembling
virus by interactions between the MA domain of Gag and the cytoplasmic
tail of gp41.
A. Gag Membrane Binding
Binding of Pr55Gag to the plasma membrane is mediated by the bipar-
tite membrane‐binding signal (M), composed of an N‐terminal myristate
and a highly basic domain located in MA (see Section V) (Fig. 2). Structural
studies have shown that the basic residues cluster on a face of an MA trimer
that is predicted to be orientated upward toward the membrane, creating
a putative membrane‐binding surface and positioning the basic residues
to make electrostatic interactions with negatively charged phospholipid
head groups on the inner leaflet of the plasma membrane (Hill et al., 1996)
(Fig. 3). Recently, an NMR study has shown that MA binds to one such
negatively charged phospholipid, PI(4,5)P2, which is normally located on
the inner leaflet of the plasma membrane (Behnia and Munro, 2005; Freed,
2006; Saad et al., 2006) (see Section V). The inositol head group and 20 fatty
acid chain of the lipid molecule fit into a hydrophobic cleft in MA and
the negatively charged phosphates form salt bridges with basic residues in
MA, anchoring MA to the membrane.

The MA myristyl group can adopt a conformation in which it is either
exposed or sequestered within the MA protein (Tang et al., 2004). Transi-
tion between these alternative myristate conformations is known as a myr-
istyl switch (Ames et al., 1996, 1997). The myristyl switch is thought to
regulate MA membrane binding at different stages of the viral life cycle.
During virus assembly, MA in the context of Pr55Gag is required to bind
membrane to undergo higher‐order Gag multimerization. However, mature
MA (p17) (see Section VIII) may dissociate from the membrane early post-
entry in the next round of infection. Therefore, themyristatemust be exposed
in Pr55Gag to promote hydrophobic interactions with the membrane and
sequestered in a preexisting cavity in mature MA to allow membrane disso-
ciation on virus entry into a new cell (Hermida‐Matsumoto and Resh, 1999;
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Resh, 2004; Spearman et al., 1997; Tang et al., 2004; Zhou and Resh, 1996).
Regulation of the myristyl switch was originally proposed to be a conse-
quence of altered MA conformation triggered by proteolytic processing
(Hermida‐Matsumoto and Resh, 1999); however, recent structural studies
have shown that MA does not undergo significant conformational changes
following Gag proteolysis. Instead, the myristyl switch appears to be regu-
lated by the multimeric state of the protein, as myristate is sequestered in
monomeric MA and exposed in trimeric MA (Tang et al., 2004; Wu et al.,
2004). Binding of MA to PI(4,5)P2 is also reported to trigger myristate
exposure, thereby facilitating membrane binding (Saad et al., 2006).

As mentioned above, the proposal that the myristyl switch is regulated
by Pr55Gag multimerization suggests that membrane binding and Gag multi-
merization are linked. Although EM images of assembly intermediates at
the plasma membrane clearly demonstrate that higher‐order Gag multi-
merization occurs in association with membrane (Swanstrom and Wills,
1997), where and when lower‐order Gag multimerization occurs is not
clearly understood. Pr55Gag multimerization is, however, required to sta-
bilize membrane binding, as mutagenesis of the CA CTD and SP1 regions
of Pr55Gag, which are major determinants of Gag–Gag interactions (see
Section III), disrupt both membrane binding and virus assembly (Joshi
et al., 2006; Liang et al., 2003; Ono et al., 2005). Once bound to the
membrane, Pr55Gag is localized to discretemicrodomains in the plasmamem-
brane known as lipid rafts (Nguyen and Hildreth, 2000; Ono and Freed,
2001), which are by definition enriched in cholesterol and sphingolipids with
saturated acyl chains (Simons and Toomre, 2000; Simons and Vaz, 2004).
These microdomains provide a microenvironment that selectively concen-
trates some proteins while actively excluding others and hence have been
proposed to act as concentration platforms for Gag multimerization (Ono
et al., 2005, 2007). Although it is not currently known whether Pr55Gag

multimerization is a prerequisite for membrane binding, or whether mem-
brane binding is required for Gag multimerization, it seems probable that
each reaction promotes the other, thereby catalyzing the assembly process.
B. Incorporation of the Viral Env Gycoproteins
An interaction between the MA domain of Pr55Gag and the long cyto-
plasmic tail of gp41 is thought to actively promote the incorporation of
HIV‐1 Env glycoproteins into the assembling virion (Dorfman et al., 1994b;
Dubay et al., 1992; Freed and Martin, 1995b, 1996; Lodge et al., 1994;
Mammano et al., 1995; Murakami and Freed, 2000a; Owens et al., 1991;
Yu et al., 1992) (Fig. 2). This interaction has been shown to be essential
for HIV‐1 Env incorporation in physiologically relevant cell types, such
as T cells and primary monocyte‐derived macrophages, as gp41 trunca-
tions severely disrupt Env incorporation (Murakami and Freed, 2000b).
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However, in some cell types (e.g., HeLa and MT‐4), gp41 truncations
have little effect on Env incorporation suggesting that the incorporation
of Env, like that of cellular membrane‐associated proteins, can occur in
a relatively nonspecific manner. The observation that the role of the gp41
cytoplasmic domain in Env incorporation is cell type‐dependent suggests
that host factors play a role in the incorporation process (Murakami and
Freed, 2000b). One such host factor, TIP47, has recently been identified.
TIP47 binds both the cytoplasmic tail of gp41 and residues 5–16 of MA,
potentially serving as a bridge to link Gag and Env during virus assembly
(Lopez‐Verges et al., 2006). At present it is unknown when and where Gag
and gp41 interact. As the Env glycoprotein complex is membrane‐bound,
the interaction undoubtedly occurs at a membrane; however, at which
membrane and at what stage of Gag multimerization remain unclear. It is
noteworthy that the Gag–gp41 interaction has been correlated with efficient
association of Env glycoproteins with lipid rafts (Bhattacharya et al., 2006).

In addition to the viral Env glycoproteins, the viral lipid bilayer also
contains substantial amounts of cellular surface proteins (Cantin et al.,
2005; Ott, 1997, 2002; Tremblay et al., 1998). The incorporation of these
proteins is likely to be passive and determined by their level of abundance
in the region of the membrane from which virus budding occurs. In cells in
which assembly occurs at the plasma membrane, incorporated cellular lipids
and proteins are largely representative of lipid rafts (Brugger et al., 2006;
Nguyen and Hildreth, 2000; Ono and Freed, 2005). Conversely, virions
produced from macrophages have been shown to contain high levels of
late endosome/MVB‐associated proteins (Chertova et al., 2006; Nguyen
et al., 2003; Pelchen‐Matthews et al., 2003). The significance of these host
plasma membrane or MVB‐associated proteins to HIV biology is not fully
understood.
VII. Virus Particle Release ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The assembling virion must be released from the producer cell to enable
infection of a new cell. A membrane fission event in which the membrane
neck of the budding virion is pinched off implements release of the assem-
bled virus particle. To facilitate this process, HIV‐1, along with other envel-
oped RNA viruses, commandeers host cell machinery that is normally used
to create vesicles that bud into the late‐endosomal MVBs (Fig. 7). The
topology of vesicle budding into the late endosome/MVB is functionally
analogous to retrovirus budding from the plasma membrane or into the
MVB. The two processes mirror each other by facilitating budding through
a membrane away from the cytosol. Therefore, enveloped viruses have
evolved the ability to hijack this cellular budding machinery to enable
their own release (Demirov and Freed, 2004; Freed, 2002; Morita and
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Sundquist, 2004; Pornillos et al., 2002). Viruses assembled at the plasma
membrane are released directly into the extracellular space. In contrast,
virions released into MVBs have recently been hypothesized to reach the
extracellular space by fusion of the MVB with the plasma membrane via the
cellular exosome pathway (Gould et al., 2003; Nguyen et al., 2003; Pelchen‐
Matthews et al., 2003, 2004; Raposo et al., 2002).
A. Late Domains
As Pr55Gag is the only virion component required for particle assembly
and release, any cellular factors that promote virus budding must be
recruited by Pr55Gag. The region of Gag responsible for mediating HIV‐1
release has been mapped to a highly conserved Pro‐Thr/Ser‐Ala‐Pro (PT/
SAP) motif situated near the N‐terminus of the p6 domain (Gottlinger et al.,
1991; Huang et al., 1995) (Fig. 2). In many cell types, particles assembled
from PT/SAP mutants display a release defect characterized by an accumu-
lation of virions attached to the plasma membrane by a thin tether or stalk
(Demirov et al., 2002a; Gottlinger et al., 1991) (Fig. 8). In macrophages,
budding into the MVB lumen is arrested, again with particles attached by
a thin tether (Demirov et al., 2002a). In T cells, however, the mutant pheno-
type is manifested by the release of chains of tethered immature virions.
Other retroviruses encode short peptide sequences functionally analogous to
the PT/SAP motif of HIV‐1 p6. To reflect the role of these motifs in the final
stages of viral egress, they have been termed ‘‘late’’ or ‘‘L’’ domains.
FIGURE 8 Morphology of (A)wild‐type and (B) p6‐deletedHIV‐1. (A) Particles have amature

morphology (arrow) and are released from the cell. (B) Particles are tethered to the cell and have

an immature‐like morphology (arrow head). Images are visualized by transmission electron

microscopy, bar ¼ 100 nm. Micrographs kindly provided by Kunio Nagashima. Reprinted from
Freed andMartin (2007), copyright Lippincott Williams andWilkins, with permission.



366 Adamson and Freed
Three general classes of late domains have been defined, PT/SAP, PPXY,
and YP(X)nL, all of which have been identified in retroviruses (Demirov and
Freed, 2004; Freed, 2002; Morita and Sundquist, 2004; Pornillos et al.,
2002). Functional late domains have also been identified in a number of
other enveloped RNAvirus families including the filo, rhabdo, arena, ortho-
myxo, and paramyxo viruses, suggesting that a wide range of viruses bud via
similar mechanisms (Freed, 2002; Morita and Sundquist, 2004; Pornillos
et al., 2002). It is noteworthy that many of these viruses contain two different
late domain motifs; for example, HIV‐1 contains a YP(X)nL motif near
the p6 C‐terminus in addition to the well‐characterized N‐terminal PT/SAP
motif (Strack et al., 2003). Similarly, human T‐cell leukemia virus (HTLV‐I)
encodes a bipartite PPPYVEPTAP motif (Bouamr et al., 2003). Although
some studies have investigated the role of dual late domains (Bouamr et al.,
2003; Gottwein et al., 2003; Heidecker et al., 2004; Licata et al., 2003;
Wang et al., 2004), the biological purpose of multiple late domain is not
clearly defined. However, as dual late domains have evolved frequently,
it is likely that they are functionally significant and it can be hypothesized
that they are utilized in cellular environments in which the cellular partner
for one of the late domains is unavailable (see below).
B. Host Cell Factors
Late domains exhibit several characteristics of docking sites for host cell
factors. These features include the fact that they are small, highly conserved,
and can remain functional when moved to different locations in Gag or
swapped between viruses that normally use different late domains (Li et al.,
2002; Parent et al., 1995; Yuan et al., 2000). Several host proteins have now
been identified which mediate virus release; common to all these proteins
is a link to the cellular ubiquitylation and endosomal MVB protein–sorting
pathway (Demirov and Freed, 2004; Freed, 2002; Morita and Sundquist,
2004; Pornillos et al., 2002). Knowledge of this pathway has been obtained
from extensive studies in both yeast andmammalian cells (reviewed byHurley
andEmr, 2006;Katzmann et al., 2002). Briefly,monoubiquitylation serves as a
signal to recruit membrane proteins into the pathway; once recruited they are
ultimately packaged into vesicles that bud into the lumen of the late endosome/
MVB. Three multiprotein complexes, ESCRT‐I, ‐II, and ‐III, sequentially
recognize the recruited protein and finally Vps4 (vacuolar protein sorting 4)
catalyzes their ATP‐dependent disassembly (Fig. 7). Overall, the ESCRT com-
plexes and associated proteins function in both cargo sorting and vesicle
formation and play a role in many key cellular processes ranging from protein
degradation to stimulation of the immune response.

Tsg101, the mammalian homolog of yeast Vps23 and a member of
ESCRT‐I, has been shown to interact with the HIV‐1 p6 PT/SAP motif via



HIV‐1 Assembly, Release, and Maturation 367
its N‐terminal UEV domain (Garrus et al., 2001; Pornillos et al., 2002b;
VerPlank et al., 2001). Several lines of evidence indicate that this interaction
is the primary mechanism by which HIV‐1 particle release is mediated:
depletion of Tsg101 arrests particle budding at a late stage (Garrus et al.,
2001), overexpression of an N‐terminal fragment of Tsg101 (TSG‐50) blocks
HIV‐1budding (Demirov et al., 2002b), and fusion ofTsg101 to theC‐terminus
of Gag corrects a late‐domain defect (Martin‐Serrano et al., 2001). Tsg101
recruitment is thought to provide a link to the rest of the ESCRT protein
network, redirecting this cellular machinery to the site of viral budding to
facilitate release.

Tsg101‐mediated virus release is PT/SAP dependent, as viruses with PPXY
and YP(X)nL motifs are not affected by disruption of Tsg101 (Demirov et al.,
2002b; Garrus et al., 2001; Martin‐Serrano et al., 2003a; Shehu‐Xhilaga
et al., 2004). Instead, the PPXY and YP(X)nL motifs interact with different
cellular proteins also connected to the ubiquitylation machinery and endoso-
mal MVB protein–sorting pathway. The YP(X)nL motif of HIV‐1 and equine
infectious anemia virus (EIAV) binds the endosomal sorting factor ALIX
(or AIP‐1) (Martin‐Serrano et al., 2003a; Munshi et al., 2007; Strack et al.,
2003; von Schwedler et al., 2003b) (Fig. 2). ALIX is not anESCRT component
per se but provides a link between the ESCRT‐I and ESCRT‐III complexes
(Martin‐Serrano et al., 2003a; Strack et al., 2003; von Schwedler et al., 2003b)
(Fig. 7). Disruption of the EIAV YP(X)nL motif or ALIX depletion potently
inhibits EIAV release (Martin‐Serrano et al., 2003a; Puffer et al., 1997;
Strack et al., 2003). In the context of HIV‐1, however, the PT/SAP motif is
the dominant late domain and only in some situations does disruption of
the YP(X)nL–ALIX interaction significantly inhibit virus release (Demirov
et al., 2002b; Gottlinger et al., 1991; Martin‐Serrano et al., 2003a; Munshi
et al., 2007; Strack et al., 2002, 2003). The PPXY motifs bind members of
the Nedd4 family of E3 ubiquitin ligases; however, the mechanism by which
this interaction promotes virus release remains to be defined (Demirov and
Freed, 2004; Morita and Sundquist, 2004).

Interaction of different late domains with distinct cellular factors
appears to provide viruses with multiple entry points into the endosomal/
MVB sorting pathway. Vps4 functions at the final step of this pathway and
its disruption universally blocks retrovirus release regardless of the viral late
domain utilized, indicating that an intact pathway is required for the release
of most if not all retroviruses (Garrus et al., 2001; Martin‐Serrano et al.,
2003b; Morita and Sundquist, 2004; Shehu‐Xhilaga et al., 2004; Tanzi
et al., 2003; von Schwedler et al., 2003b). The connection between Gag
ubiquitylation and the mechanism of virus release remains to be clearly
defined and is the subject of ongoing investigation (Demirov and Freed,
2004; Freed, 2002; Morita and Sundquist, 2004; Pornillos et al., 2002;
Vogt, 2000).
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VIII. Generating a Mature Infectious Virion _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

During or shortly after virus budding, Pr55Gag and Pr160Gag‐Pol are
cleaved into their respective individual protein domains by the viral‐encoded
PR in a process referred to as maturation. As the immature virion matures,
MA remains associated with the viral membrane, NC condenses with the
dimeric RNA genome, and CA reassembles to form a closed conical capsid
shell that surrounds the NC–RNA complex (Figs. 1 and 8). This structural
rearrangement results in a mature infectious virion that is capable of disas-
sembly on entry into a new cell, a process essential for virion replication
(Swanstrom and Wills, 1997; Vogt, 1996).
A. The Gag Proteolytic Processing Cascade
Retroviral proteases, including HIV‐1 PR, are related to the cellular
aspartyl protease family as they feature an active site which consists of
two apposed catalytic aspartic acid residues, each within a conserved Asp‐
Thr/Ser‐Gly motif, which coordinate a water molecule that is used to hydro-
lyze a peptide (or scissile) bond in the target protein. Retroviral PRs contain
only one Asp‐Thr/Ser‐Gly motif, and therefore the active enzymes form a
dimer with the Asp‐containing active site situated near the center and the
substrate‐binding site located within a long cleft formed between the two
monomers (Lapatto et al., 1989; Navia et al., 1989; Wlodawer et al., 1989).
PR interacts with a substrate recognition site of at least seven residues
termed P4‐P30 with the scissile bond lying between the P1 and P10 amino
acids. A strict consensus sequence for this target site does not appear to
exist; instead, loose amino acid requirements coupled with the degree of
cleavage site exposure or accessibility appear to govern the efficiency with
which each site in Gag is cleaved. The wide range of cleavage efficiencies
results in an ordered stepwise cascade of processing events (Swanstrom and
Wills, 1997).

An active PR is generated by dimerization of the PR domain. Enzyme
dimerization and activation appear to be functionally linked and must be
tightly regulated as premature or excessive PR activity abolishes particle
assembly (Adamson et al., 2003; Gheysen et al., 1989; Karacostas et al.,
1993; Kräusslich, 1991). It has been suggested that concentration of Gag‐Pol
molecules inside the assembling particle is the mechanism by which PR is
activated (Kräusslich, 1991). However, the factors that control PR activa-
tion are not well understood. As PR is expressed as part of the Gag‐Pol
precursor, initial dimerization occurs while in the context of the polyprotein
and that initial cleavages performed by this immature PR are intramolecular
(Pettit et al., 2004). PR subsequently liberates itself from the polyprotein and
the mature PR dimer is then free to perform all subsequent cleavages.
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Proteolytic processing of Pr55Gag follows a sequential series of events,
which are kinetically controlled by the rate of cleavage at each individual
site in Gag (Erickson‐Viitanen et al., 1989; Krausslich et al., 1988; Mervis
et al., 1988; Pettit et al., 1994; Tritch et al., 1991; Vogt, 1996; Wiegers et al.,
1998). Initial cleavage releases the NC‐SP2‐p6 fragment from MA‐CA‐SP1
and is subsequently followed by cleavage at the MA‐CA and SP1‐p6 sites
and finally at the CA‐SP1 and NC‐SP2 sites. Accurate proteolytic processing
of Gag is essential for the production of infectious virions, as mutations that
disrupt cleavage of individual sites or alter the order in which sites are
cleaved result in aberrant particles that have significantly reduced infectivity
(Accola et al., 1998; Kaplan et al., 1993; Krausslich et al., 1995; Li et al.,
2003; Pettit et al., 1994, 2002; Wiegers et al., 1998; Zhou et al., 2004).
B. Virion Reorganization on Proteolytic Maturation
The consequences of HIV‐1 proteolytic maturation are multifold and
prepare the virus for infection of a new cell. Release of mature CA results in
a second assembly event in which a proportion of the resultant CA forms a
core structure (Benjamin et al., 2005; Briggs et al., 2004). Core formation
is essential for virus infectivity, as disruption of core formation or stability
blocks steps associated with reverse transcription on infection of a new cell
(Freed, 1998; Swanstrom and Wills, 1997). Lentiviral cores are typically
cone‐shaped; however, a wide variety of related structures, such as tubes,
have also been described (Benjamin et al., 2005; Briggs et al., 2003, 2006;
Welker et al., 2000). Imaging studies have described the core’s structure
to be based on the geometric organization of a fullerene cone assembled
from a curved hexagonal CA lattice and closed through the inclusion of
12 pentameric defects (Benjamin et al., 2005; Briggs et al., 2003; Ganser
et al., 1999; Li et al., 2000) (Fig. 9). The positioning of the pentamers in the
hexameric lattice defines the overall shape of the core (Ganser et al., 1999;
Ganser‐Pornillos et al., 2004).

The mechanism of core formation remains to be fully defined, though
it is clear that CA–CA interactions play a central role. Fitting established
CA crystal structures onto the conical structural model predicts that the
NTD forms hexameric rings (Fig. 9A) and the CTD dimerization domain
links adjacent hexamers (Li et al., 2000). In agreement with this model,
in vitro studies have implicated helix 1 and 2 of the NTD and the CTD dimer
interface in core assembly (Ganser‐Pornillos et al., 2004; Lanman et al.,
2003). Mutational analyses have demonstrated that the NTD is required
for correct core formation (Dorfman et al., 1994a; Fitzon et al., 2000;
Reicin et al., 1996; Scholz et al., 2005; Tang et al., 2001; von Schwedler
et al., 1998, 2003a). However, mutations in the CTD often affect earlier
assembly events (see Section III); therefore, CTD involvement in core for-
mation has been difficult to establish in vivo. A third intersubunit interaction



FIGURE 9 Image reconstruction of helical assemblies of HIV‐1 capsid (CA) protein.

(A) Molecular model of the hexameric ring formed by the CA N‐terminal domain (NTD).
Structural features: b‐hairpin (orange), helix 1 (red), helix 2 (yellow), helix 3 (green), helix 4

(cyan), helix 5 (dark blue), helix 6 (red), helix 7 (pink). Cyclophilin A‐binding loop (arrow).

(B) Exterior view of the assembled tube structure showing the hexagonal CA lattice. A single

hexamer is highlighted in yellow. (C) Model of the HIV‐1 conical core. A continuous line
of hexamers is highlighted in yellow and pentameric defects are shown in pink. Adapted from

Li et al. (2000). Copyright 2000 Nature Publishing Group, with permission.
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between the NTD and CTD of different CA molecules has also been im-
plicated in core formation (Ganser‐Pornillos et al., 2004; Lanman et al.,
2002, 2003).

Release of CA from Pr55Gag results in the most morphologically signifi-
cant change during maturation; however, the generation of MA and NC also
has important consequences for virus maturation. Mature NC plays a key
role in condensation of the ribonucleoprotein complex (RNP) and viral
dimeric RNA stabilization, both of which are important for efficient retro-
viral replication (Paillart et al., 2004; Rein et al., 1998). MatureMA exhibits
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weak membrane‐binding affinity compared to the MA domain of un-
processed Gag (Zhou and Resh, 1996), possibly allowing membrane dis-
sociation on entry into a new cell. The differential membrane binding of
MA may be facilitated by Gag cleavage, which reduces the extent of MA
multimerization and consequently induces the myristate moiety to adopt
a sequestered conformation (see Section VI). Proteolytic processing of Gag
also regulates Env‐mediated cell‐to‐cell fusion, perhaps by altering the inter-
action between MA and the cytoplasmic tail of gp41 (Murakami et al.,
2004; Wyma et al., 2004) (see Section VI).
IX. HIVAssembly and Maturation as Targets for New
Antiretroviral Drugs ________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

This chapter describes the extensive progress that has been made in
understanding the molecular basis of HIV‐1 assembly, release, and matura-
tion. The information gained has highlighted multiple steps in these path-
ways that could serve as potential targets for the development of new
antiretroviral drugs. The identification of new drugs is a high research
priority due to the rapid emergence of isolates resistant to currently ap-
proved therapeutics. Therefore, the development of new drugs targeting
novel sites of action will be essential for continued successful HIV treatment,
but represents a considerable challenge for future research.
A. Assembly Inhibitors
It has been widely speculated that assembly may represent a viable
target for therapeutic intervention. It can be envisioned that a small mole-
cule that competitively binds a functional surface in Gag and/or CA will
disrupt the multiple protein–protein interactions required for assembly (see
Sections III and VIII). To date, however, only a few studies have attempted
to identify such molecules and assess their ability to inhibit virus assembly
(Garzon et al., 2004; Hoglund et al., 2002; Niedrig et al., 1994; Sticht et al.,
2005; Tang et al., 2003). The most recent approach used in vitro assembly
assays to facilitate systematic high‐throughput screening of a phage‐display
random peptide library (Sticht et al., 2005). This strategy successfully iden-
tified a peptide (referred to as CAI) that inhibited in vitro assembly of both
immature VLPs and capsid cores by binding the CA CTD and altering the
dimer interface (Sticht et al., 2005). Unfortunately, this peptide was not
active in cell‐based assays, a problem likely to be inherent to the use of
peptides as drugs that require intracellular uptake (Sticht et al., 2005).
However, the crystal structure of CAI in complex with CA CTD has been
reported (Ternois et al., 2005) and will aid future rational design of small
molecules that are more promising as therapeutics (Ternois et al., 2005;
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Vogt, 2005). A separate study identified a compound (termed CAP1) that
binds to a site on the CA NTD (Tang et al., 2003). CAP1 binding disrupts
CA assembly in vitro. In cells, this compound inhibits both assembly and
maturation. Interestingly, it appears that only a relatively small number of
molecules are required to elicit inhibitory activity. While CAP1 may not be
clinically viable, other molecules that bind the same site on the CA NTD
could in theory provide a therapeutic benefit.
B. Release Inhibitors
The discovery that a number of enveloped RNA viruses, including
HIV‐1, hijack host cell endosomal sorting machinery to facilitate virus
particle release (see Section VII) has created the exciting possibility of
developing novel antiviral strategies that target virus budding. Global dis-
ruption of the host cell machinery itself is likely to be unfeasible due to
cellular toxicity; however, inhibition of essential virus–host protein interac-
tions remains a possibility. A promising target for such an approach is the
interaction between the HIV‐1 late domain (PT/SAP) and its cellular partner
Tsg101, a concept that is supported by the finding that overexpression of
an N‐terminal fragment of Tsg101 (termed TSG‐50) potently inhibits virus
production by blocking efficient virus release (Demirov et al., 2002b).
Encouragingly, TSG‐50 inhibits virus release in a PTAP‐dependent manner
and does not appear to globally disrupt cellular class E Vps machinery
(Demirov et al., 2002b; Goila‐Gaur et al., 2003; Shehu‐Xhilaga et al.,
2004). While TSG‐50 is unlikely to be useful as a deliverable therapeutic,
small molecule inhibitors that mimic the action of TSG‐50 could be clini-
cally effective. The rational design of such inhibitors will be guided by
the structure of Tsg101 in complex with the HIV‐1 PTAP motif (Pornillos
et al., 2002a).
C. Maturation Inhibitors
HIV‐1 PR inhibitors constitute a class of antiretroviral drugs that
competitively inhibit PR enzymatic function and hence prevent proteolytic
processing at all cleavage sites in Gag and Gag‐Pol. Several PR inhibitors
are currently approved for clinical use and have proven to be highly effective
when used in combination with RT inhibitors. PR inhibitors have been ex-
tensively reviewed elsewhere (Emini and Fan, 1997; Temesgen et al., 2006;
Wlodawer and Erickson, 1993; Wlodawer and Vondrasek, 1998).

Maturation inhibitors represent an emerging class of antiretroviral
drugs that are distinct from competitive PR inhibitors due to a novel mecha-
nism of action. PA‐457 [3–0‐(30,30‐dimethylsuccinyl) betulinic acid] is first in
class and inhibits HIV‐1 infectivity by blocking a late stage in PR‐mediated
Gag processing; specifically, the release of SP1 from the C‐terminus of CA
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(Li et al., 2003; Zhou et al., 2004). Blocking CA‐SP1 cleavage prevents
proper virion maturation and results in noninfectious aberrant particles,
which fail to form conical cores and display an electron‐dense layer of
Gag adjacent to the viral membrane (Li et al., 2003; Wiegers et al., 1998).
Mutations that confer resistance to PA‐457 all map to the CA‐SP1 region of
Gag (Adamson et al., 2006; Li et al., 2003; Zhou et al., 2004). Although the
mechanism by which PA‐457 prevents cleavage of CA‐SP1 has not been fully
defined, recent data suggest that the compound binds directly the CA‐SP1
region of an oligomeric form of Gag within a partially or fully assembled
immature particle (Sakalian et al., 2006; Zhou et al., 2005). PA‐457’s novel
mechanism of action permits it to retain full activity against strains of HIV‐1
that are resistant to currently approved antiretrovirals (Li et al., 2003; Zhou
et al., 2004), making it an excellent drug candidate. PA‐457 (or bevirimat)
is currently undergoing clinical trials with early favorable results.
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and Pathogenesis
I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Nef is a pathogenic factor of Human immunodeficiency virus (HIV).
Assessment of the role of Nef in the development of AIDS will require model
systems that reflect to a significant degree the anatomical, developmental,
regulatory features of the human immune system under assault by HIV‐1.
Relatively simple in vitro HIV‐1 infection models include peripheral blood
mononuclear cells (PBMCs), T cells, dendritic cell–T cell cocultures, thymic
organ cultures, and tonsil cultures. Two general conclusions from investiga-
tions with these systems are: (1) A positive Nef effect on viral replication is
most obvious in partially activated T cells, and (2) CXCR4 (X4) trophic
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virus is more cytopathic than CCR5 (R5) trophic virus. Investigations with
the SCID‐hu model for HIV‐1 infection confirmed and extended work with
in vitro systems. It was found that Nef is a replication and pathogenesis
factor for X4 virus, but largely a replication factor for R5 virus since these
viruses are minimally pathogenic in the SCID‐humodel. Mechanistically, the
enhancement of viral replication and pathogensis by Nef remains obscure,
but could involve one or more of the following in vitro activities of Nef:
(1) CD4 downregulation, (2) activation of cell signaling pathways, (3) MHC I
downregulation, and (4) the ability of Nef to enhance virus particle infectiv-
ity. Ongoing studies have yielded several mutants of Nef that are specifically
defective for the first three of these Nef functions, which will greatly facili-
tate mechanistic studies. The recent development of mouse/human xeno-
graph models that mimic to a significant extent the intact human immune
system together with novel HIV/SIV chimeras that replicate in macaque
PBMCs will allow precise correlations between Nef functions and viral
replication and pathogenesis. These studies in turn will help define the
in vivo role of Nef in the development of AIDS.
II. Introduction _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Since the first case reports of acquired immunodeficiency syndrome
(AIDS) over 20 years ago, great strides have been made in our understanding
of the basic molecular mechanisms of its etiological agent, HIV. The enor-
mous effort to understand HIV has been complemented by investigation of
other closely related primate lentiviruses. Like all retroviruses, the genomes
of primate lentiviruses contain gag, pol, and env genes that encode well‐
characterized structural and enzymatic proteins essential for proper virus
processing and assembly. In addition, primate lentiviruses encode six or
seven accessory genes. The two best characterized accessory genes, tat and
rev, encode essential regulators of viral gene expression (Cullen, 1991, 1998;
Emerman andMalim, 1998). In contrast, the remaining accessory genes play
less well‐defined roles in viral replication and pathogenesis.Much ambiguity,
for example, remains about the function of the nef accessory gene encoded
by HIV‐1, HIV‐2, and Simian immunodeficiency virus (SIV).

Nef is a small myristolylated phosphoprotein (varying in size from
25,000 for HIV‐1 to 33,000 Da for SIV) that is largely localized in the
paranuclear region of the cell with small amounts present at the plasma
membrane. It is a major determinant of primate lentivirus pathogenicity, as a
large deletion in the nef gene greatly reduces the severity of SIV‐induced
disease in rhesus macaques (Kestler et al., 1991). Furthermore, following
intravenous injection of macaques with SIVencoding a nef gene with a point
mutation giving a premature stop codon, the nef open reading frame (ORF)
is rapidly restored. This demonstrates that there is significant selective
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pressure to expres s Nef ( Kestler et al ., 1991 ). In humans, there is also a
correlation between infection with nef ‐ defective HIV ‐ 1 an d a drama tically
decreased rate of disease progres sion ( Deacon et al ., 1995; Kirchho ff et al.,
1995; Learm ont et al., 1999; Salvi et al ., 1998 ).

Although strong evide nce exists that Nef plays a role in pathogene sis
in vivo, only co rrelative studi es can be done in humans. Studi es in SIV
models are limited in that SIVs may exhibit fund amental ly differen t mechan -
isms of pathogene sis than are prese nt in the human disease. Specifical ly,
Schindler et al. (2006) have sugges ted that the absence of CD 3 downre gula-
tion by Nef is of crucial im portanc e in deter mining the pathogene sis of
primate lentivi ruses. SIV s, which are nonpa thogeni c in their hosts, have
Nefs that downreg ulate CD 3 but chimp anzee and human immuno deficiency
viruses do not. Schindl er et al. sugges ts that the lack of this fun ction makes
the chimp /human virus intrinsica lly pathogeni c. This not ion of intrins ic
pathogeni city of the chimp virus in humans is con firmed by the fact that
the mino r clades of HIV ‐ 1, Group N and O virus es, cause AIDS ( Hahn et al.,
2000; Roqu es et al., 2002, 2004). 1 However, the extant chimp anzee virus is
nonpatho genic in chimps, therefore , this model would require that earlier
forms of the chimp anzee im munodefic ienc y virus were pathogeni c. Sub-
sequently, the pa thogenic chim p virus woul d have a dapted to be nonpatho -
genic by a mechan ism indepe ndent of Nef ‐ induce d CD 3 downre gulation
and therefore specific to the chimpanze e. Thus , the Nef ‐ induce d CD 3 down -
regulatio n model may exp lain why the human virus is not nonpa thogenic
but offers little direction for de termining the actual mec hanism of HIV ‐ 1
pathogeni city. The obvious ne ed is to study the infection of human cells by
human virus in order to deter mine why the human virus is pa thogenic. This
is most readi ly achieved by in vitro infection of PBM Cs. Effor ts to create
more complex model s that bett er reflec t HIV ‐ 1 dise ase ha ve led to develop -
ment of several infectio n syst ems, including the thymic organ culture (TOC )
and the SCI D‐ hu thymic implant model s. Res ults from these models are not
1Hahn and coworkers (Keele et al., 2006) have recently expanded our knowledge of the

origins of HIV‐1 by conducting a molecular epidemiological field study of SIVcpz in wild
chimpanzees in Cameroon. Isolated chimpanzee communities that harbor virus closely related

to HIV‐1 Groups M and N were identified and characterized. HIV‐ 1 Group M related chim-

panzee virus was found in the extreme southeast of Cameroon and virus closely related to
Group N was found in south, central Cameroon. Chimpanzees infected with virus closely

related to Group O have yet to be found. Cameroon had been suspected as the geographical

source of HIV‐1 since all HIV‐1 Group M subtypes are located there. That all three Groups of

HIV‐1 including all subtypes of Group M are pathogenic suggests that the chimpanzee virus is
directly pathogenic to humans. Further, it appears that all subtypes of Group M HIV‐1 are

highly transmissible since all subtypes are found in Kinshasa, Mbandaka, and Mbuji‐Mayi,

which are cities that are hundreds of miles south and east of Cameroon (Vidal et al., 2000).
Why Groups N and O failed to expand beyond the borders of Cameroon is a question of
major import since transmissibility is a property of equal significance to pathogenicity for a

pandemic virus.
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only consistent with the data from macaques of a significant contribution by
nef to viral pathogenicity, but have also demonstrated a complex interplay
between virus‐induced pathogenesis, the level of viral replication, and viral
tropism that is not yet amenable to mechanistic interpretation.
III. Nef and HIV‐1 Infection of PBMCs __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The importance of Nef for replication in vivo is not always recapitulated
in vitro. Nef was originally characterized as a negative regulator of HIV
replication and was thus named Negative Factor (Ahmad and Venkatesan,
1988; Terwilliger et al., 1986). As would occur with many subsequent
observations about Nef, however, these eponymous findings were later refut-
ed (Hammes et al., 1989; Kim et al., 1989). Although some still suggest that
an unusual Nef isolate may have a negative effect (Fackler et al., 2001), most
investigators find that Nef has either no effect or a positive effect on viral
replication in vitro. nef has no effect with quiescent T cells since HIV‐1 does
not readily infect these cells and the presence or absence of a functional Nef is
not relevant. Also in fully activated T cells, viral replication is maximal with
or without Nef. For example, Nef generally has no effect on viral replication
in T‐cell lines, activated PBMC (Hammes et al., 1989; Jamieson et al., 1994;
Kestler et al., 1991), or mature dendritic cell–T cell cocultures (Messmer
et al., 2000). On the other hand, a significant role for Nef in viral replication
has been found in postinfection‐stimulated PBMC (Miller et al., 1994; Spina
et al., 1994), chronically immune‐activated PBMC (Shapira‐Nahor et al.,
2002), immature dendritic cell–T cell cocultures (Lundquist et al., 2002;
Messmer et al., 2000), TOCs (Su et al., 1997), and ex vivo tonsil culture
systems (Glushakova et al., 1999; Stove et al., 2003). Thus, a positive effect
of Nef in virus replication is most obvious in less than fully activated cells.

The pathogenicity of a particular HIV‐1 isolate may be determined
by HIV‐1 genes other than nef. This has been clearly documented for env
by Schweighardt et al. (2004) in activated PBMC where Nef has little or no
effect on replication. These investigators determined that coreceptor usage
can dictate pathogenesis. For these studies, the authors first confirmed that a
large majority of PBMCs expressed high levels of CXCR4 (X4) but few (2%)
expressed CCR5 (R5). CD3 plus CD28 stimulation of PBMCs was found to
strongly activate T cells to divide and induce about 8% of the cells to express
CCR5. Despite the discrepancy in the number of target cells, the R5 virus,
HIV‐1JR‐CSF, replicated to comparable levels to the highly infectious
X4 virus, HIV‐1LAI. Analysis of changes of cell populations in the in vitro
cultures revealed that LAI rapidly killed the cells of the culture while JR‐CSF
did not. The results from this simple system provide evidence that reduced or
lack of pathogenicity can be an advantage in long‐term replication. There-
fore, T‐cell activation state, coreceptor utilization by the infecting virus,
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and Nef function must be considered before interpreting the results from
HIV‐1 infections.
IV. Nef Studies in Human Thymic Systems ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

HIV‐1 infection of SCID mice implanted with human fetal thymus and
liver (SCID‐hu) can lead to the massive depletion of double positive (DP)
thymocytes (Bonyhadi et al., 1993). Although in early studies some primary
isolates rapidly proliferated and were highly cytopathic (rapid‐high) and
some were found to grow slowly and exhibit weak cytopathicity (slow‐
low) (Kaneshima et al., 1994), other investigators utilizing molecularly
cloned virus have demonstrated a dissociation of replication and pathogen-
esis. Specifically, viruses with an intact nef ORF replicate faster, and achieve
a higher titer than a nef deleted counterpart (Jamieson et al., 1994). This was
the case for an X4 virus, HIV‐1 NL4‐3, and an R5 virus, JR‐CSF. (Note:
coreceptor usage had not yet been discovered.) In contrast, the pathogenic
potential of these two viruses were not the same. It was observed that intact
NL4‐3 obliterated CD4þ/CD8þ DP T cells in the implant by 6 weeks,
while NL4‐3 with nef inactivated had little effect on cell viability. JR‐CSF
with an intact nef gene was weakly cytopathic recapitulating the PBMC
results of Schweighardt et al. (2004). It should be noted that the X4 virus,
NL4‐3, replicated to tenfold higher levels in this system than the R5‐utlizing
JR‐CSF. Thus, as early as 1994 a difference was found between the cytopath-
ogenicity of X4 and R5 viruses even though both were found to efficiently
replicate in the SCID‐hu model.

Other investigators have taken advantage of the availability of env
sequences from a virus isolated from a laboratory worker (LW) infected
with HIV‐1 from the HTLV‐IIIB isolate (Lori et al., 1992; Reitz et al., 1994;
Weiss et al., 1988). The HTLV‐IIIB isolate (X4) was highly attenuated by
in vitro passage (Chang et al., 1993). This isolate and its derived molecular
clone HXB2 replicate in activated PBMCs and T‐cell lines but fail to repli-
cate in SCID‐hu or TOC (Duus et al., 2001; Su et al., 1997). HXB2 is
pathogenic in the Jurkat T‐cell line, but weakly pathogenic in purified
primary T cells (Cao et al., 1994). env‐coding sequence was derived from
LW at least 2 years after infection and found to still utilize CXCR4 (Miller
et al., 2001). When it was incorporated into HXB2 which is defective for nef
(HXB2/LW) this nef‐defective chimeric virus was found to be highly compe-
tent for replication in thymic cells but not pathogenic in either SCID‐hu or
TOC (Duus et al., 2001). Repair of the nef reading frame in HXB2/LW did
indeed result in a pathogenic virus but there was no further enhancement of
replication (Duus et al., 2001).

The SCID‐hu model for HIV‐1 infection represents a major advance in
the study HIV‐1 replication and pathogenesis. As discussed above, evidence
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has been presented that Nef is both an important pathogenic and replication
factor for X4 viruses in this system. For R5 viruses, Nef may only be a
replication factor since these viruses are minimally pathogenic in SCID‐hu.
Clearly, the studies discussed represent only a few viral isolates and general-
izations are tentative. For example, HXB2 and HXB2/LW both utilize X4,
but only HXB2/LW will replicate in monocyte‐derived macrophages
(MDM). A threonine in the V3 loop of LW env that is alanine in HXB2
was considered as the reason for this difference, but this T to A mutation in
nef had no effect on the ability of HXB2/LW to replicate in MDM. Surpris-
ingly, a different result was obtained in SCID‐hu and TOC where HXB2/LW
also actively replicates but HXB2 does not. The back mutation of the V3
loop T to A abrogates the ability of HXB2/LW to replicate in thymocytes
(Miller et al., 2001). Further confusing the situation is the fact that NL4‐3
which as mentioned above is pathogenic in the SCID‐hu model has alanine
(like HXB2) not threonine. Model‐specific results are difficult to interpret
and point out the complexity of the problem of understanding the mecha-
nism of Nef effects on viral replication and pathogenesis, and suggest that
the cytopathic effect of HIV‐1 is highly dependent on the lineage of the
infected cell.
V. Mechanism of Nef Enhancement of Replication
and Pathogenesis ________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Four in vitro activities common to both HIV and SIV Nefs have been
clearly demonstrated (Fig. 1). Each or even all of these could be involved in
Nef’s role in replication and pathogenesis. Specifically, Nef (1) downregu-
lates cell surface levels of CD4 (Aiken et al., 1996; Anderson et al., 1994;
Garcia and Miller, 1991; Lundquist et al., 2002; Mangasarian et al., 1997),
(2) mediates cellular signaling and activation (Arora et al., 2000; Renkema
and Saksela, 2000; Simmons et al., 2001, 2005; Wei et al., 2005), (3) down-
regulates surface levels ofmajor histocompatibility class I (MHC I)molecules
(Blagoveshchenskaya et al., 2002; Kasper et al., 2005; Schwartz et al., 1996;
Williams et al., 2005), and (4) enhances virus infectivity byCD4‐independent
mechanisms (Aiken, 1997; Campbell et al., 2004; Chowers et al., 1994; Luo
et al., 1997;Miller et al., 1995). These four functions (Table 1) were reviewed
in detail in Arora et al. (2002).

Each of these four Nef functions can serve as a basis for possible
explanations of Nef’s elusive role in replication and pathogenesis. Several
reports have suggested the importance of removing CD4 from the surface of
infected cells for the production of infectious HIV‐1 particles (Arganaraz
et al., 2003; Lundquist et al., 2002). Without this Nef function CD4 can
bind to Env present on the viral particle and interfere with the production
of fully infectious particles. Also, Nef‐mediated cellular activation of cell



FIGURE 1 Putative cellular locations corresponding to the multiple Nef activities. ‘‘Nef’’ in

circles with wavy line represents the myristoylated Nef protein. Multiple Nefs at the Golgi
apparatus represent the fact that Nef is predominately localized in the paranuclear region with a

small amount bound to the plasma membrane (left). MHCI represents the action of Nef to

downregulate MHC I from the cell surface. The ‘‘?’’ indicates that the mechanism of MHCI

downregulation remains unknown. EEEE represents amino acids 62–65 of the Nef protein that
have been reported to be required for the paranuclear localization of Nef and the downregula-

tion of MHC I proteins. PAK2 represents the activation of Pak2 by Nef by an unknown

mechanism at an unknown cellular location (top left). Nef is bound in a membrane‐associated
complex with Pak2 and an unknown number of other proteins represented by the circles labeled

as Pak2 and ‘‘?.’’ It is not known on which cellular membrane this activation takes place

therefore the Nef–Pak2 activation complex is represented as occurring in either the Golgi or

the plasma membrane. F191 represents a Nef residue that when mutated results in Nef specifi-
cally defective for Pak2 activation. The role of Nef in enhancement of infectivity of the HIV‐1
virion is represented by ‘‘Enhancement of infectivity’’ (top right). One postulated mechanism for

this Nef effect is that Nef directly or indirectly facilitates the passage of the viral core through

cortical actin. The ball and stick figures represent Env present on the surface of a fusing HIV‐1
virion. The thimble‐shaped figure represents the viral core of a nefþHIV‐1 virion penetrating the
cortical actin sheath. There are no known mutations that specifically inactivate enhancement of

infectivity though mutation of PQVPLR or WL exhibit multiple defects including enhancement

of infectivity. The ability of Nef to remove CD4 from the cell surface is represented by ‘‘CD4
downregulation’’ (lower right). It is not known if plasma membrane bound Nef interacts with

the p56lck bound to the cytoplasmic domain of CD4 as indicated by the arrow and ‘‘?.’’ The

possibility that Nef interacts with the cytoplasmic tail of CD4 after the displacement of p56lck

and during endocytosis of the CD4 molecule prior to targeting for digestion in lysosomes is

represented by Nef bound to the cytoplasmic tail of CD4with a displaced p56lck and a ‘‘?.’’ [WL,

(E/D)D, LL] represents the specific CD4 downregulation mutations reported to date. Finally,

HCK represents the putative binding of cytosolic Nef to Hck and activation of this tyrosine
kinase (center). (PQVPLR) represents the putative SH3 binding domain of Nef that binds

to Hck.
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TABLE I Summary of Nef Activities

In vitro activity References

CD4 downregulation Aiken et al., 1996; Anderson et al., 1994; Garcia andMiller,

1991; Lundquist et al., 2002; Mangasarian et al., 1997
MHC I downregulation Blagoveshchenskaya et al., 2002; Kasper et al., 2005;

Schwartz et al., 1996; Williams et al., 2005
Cellular signaling and activation Arora et al., 2000; Renkema and Saksela, 2000; Simmons

et al., 2001, 2005; Wei et al., 2005
Infectivity enhancement Aiken, 1997; Campbell et al., 2004; Chowers et al., 1994;

Luo et al., 1997; Miller et al., 1995
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signaling pathways could enhance viral replication in partially stimulated
T cells. In other words, if Nef functions in vivo to elevate the activation level
of certain partially activated T‐cell populations, then the availability of
targets for productive infection would be expanded resulting in greater
pathogenicity. Of particular interest in this regard are the memory T cells
in the gut that are early targets of HIV‐1 and SIV infection, despite the lack
of expression of classic T‐cell activation markers (Brenchley et al., 2004; Li
et al., 2005; Mattapallil et al., 2005). A third possible Nef mechanism is that
the downmodulation of MHC I molecules could facilitate HIV immune
evasion and thus enhance replication in vivo, without effecting replication
in vitro (Collins et al., 1998; Yang et al., 2002). Finally, the well‐documented
Nef‐dependent enhancement of the infectivity of viral particles would be
expected to accelerate the spread of virus in vivo. This function of Nef is
observed in single‐cycle infection assays and is distinct from the role that
CD4 downregulation can play in the production of competent HIV‐1 virions
since it is observed with virus produced in the absence of CD4 (Aiken and
Trono, 1995; Luo et al., 1997, 1998; Miller et al., 1995). The mechanism of
Nef’s enhancement of infectivity remains unknown (Khan et al., 2001; Wei
et al., 2003), although one interesting suggestion is that Nef acts directly as
an intravirion constituent or indirectly to facilitate the passage of the viral
core through cortical actin (Campbell et al., 2004). In addition, Wu and
Marsh (2001) have presented data indicating that the Nef effect observed in
poststimulation‐activated PBMC (Chowers et al., 1994; Miller et al., 1994)
is independent of the enhancement of infectivity effect observed in single
infection assays. Unfortunately, the lack of understanding of the mechanism
of Nef’s enhancement of the infectivity of viral particles is compounded by
the lack of mutations that specifically block this function (Foster et al., 2001;
O’Neill et al., 2006). Considerably more mutational analysis is available on
CD4 downregulation, activation of cell signaling pathways, and MHC I
downregulation. Further, mutations at least partially specific for each of
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these last three functions have been described, which allow preliminary
structure–function relationships to be addressed. These three Nef functions
will now be discussed in greater detail.
A. CD4 Downmodulation by Nef
The first and most extensively characterized function of Nef is its ability
to dramatically reduce the steady state levels of CD4 on the cell surface
(Garcia and Miller, 1992; Guy et al., 1987). CD4 is downmodulated by
almost all Nefs, in all mammalian cell types tested, and under nearly all
experimental conditions tested (Anderson et al., 1993; Benson et al., 1993;
Garcia et al., 1993; Mariani and Skowronski, 1993). At least two enhance-
ments to virus replication are proposed to result from downmodulation of
CD4, the primary receptor for both HIV and SIV. First, Benson et al. (1993)
have demonstrated that SIV Nef expression renders human T‐cell lines
resistant to HIV infection, suggesting Nef prevents disadvantageous super-
infection of the host cell. A second role for Nef may be in overcoming the
detrimental effects of high cellular CD4 expression in the producer cell
that has been shown both to inhibit progeny release and to decrease viral
infectivity by sequestration of viral Env (Lama, 2003; Lama et al., 1999;
Lundquist et al., 2002; Ross et al., 1999).

Nef‐induced CD4 downmodulation involves the internalization of sur-
face CD4 followed by degradation via the endosomal–lysosomal pathway
(Anderson et al., 1994; Luo et al., 1996). Consistent with this mechanism
Nef increases the number of CD4 containing clathrin‐coated pits (Foti et al.,
1997). Inhibition of lysosomal acidification blocks Nef‐induced CD4 deg-
radation, without restoring CD4 surface expression (Luo et al., 1996;
Sanfridson et al., 1994; Rhee and Marsh, 1994). Moreover, Nef‐induced
CD4 downmodulation is blocked by transdominant‐negative dynamin‐1
coexpression (Le Gall et al., 2000), as well as pharmacological inhibitors
(Luo et al., 2001) of clathrin‐coated pit‐mediated endocytosis.

Much work is still required in order to elucidate the molecular mediators
of Nef‐induced CD4 downmodulation and establish a definitive model.
Unlike CD4 downmodulation by phorbol esters, Nef‐induced downmodu-
lation is independent of phosphorylation of serine residues on the CD4 cyto-
plasmic tail (Garcia and Miller, 1991). Indeed, current data suggest that Nef
acts as a connector betweenCD4 and elements of the cell’s endocytic machin-
ery (Mangasarian et al., 1997). The cytoplasmic domain of CD4 is both
necessary and sufficient for Nef‐induced CD4 downregulation (Anderson
et al., 1994; Garcia et al., 1993). While SIV Nef and HIV Nef utilize distinct
residues in the membrane proximal cytoplasmic tail of CD4, both rely on an
overlapping region containing a dileucine motif (Hua and Cullen, 1997).
Furthermore, NMR and yeast‐two‐hybrid analysis indicate that the CD4
dileucine motif is necessary for its interaction with Nef (Grzesiek et al.,
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1996; Rossi et al., 1996). Nef residuesW57 and L58 predicted byNMR to be
critical in this interaction (Grzesiek et al., 1996) have also been functionally
demonstrated to be important for CD4 downmodulation (Mangasarian
et al., 1999) and enhancement of infectivity (Miller et al., 1997). The role
of this proposed interaction between Nef and the cytoplasmic tail of CD4 is
obscured by the fact that it is weak, but the interaction of p56lck and CD4
is strong and the p56lck–CD4 complex is not subject to rapid endocytosis
(Marsh and Pelchen‐Matthews, 1996; Pelchen‐Matthews et al., 1998).

How Nef connects to the endocytic machinery is unclear but the AP‐2
adaptor complexes have been implicated because Nef colocalizes with
AP‐2 (Greenberg et al., 1997). Moreover, a possible leucine‐based sorting
motif (L164 and L165) in the C‐terminal flexible loop of Nef has also been
shown to be important for CD4 downmodulation and for AP‐2 colocaliza-
tion (Bresnahan et al., 1999; Craig et al., 1998; Greenberg et al., 1998).
Most data suggest that HIV Nef interacts weakly with AP‐2 (Craig et al.,
2000). SIVNef, in contrast, shows amore striking interaction with the m chain
of AP‐2 (Bresnahan et al., 1999; Lock et al., 1999; Piguet et al., 1998).

A third pair of Nef amino acids specifically involved in the downregula-
tion of CD4 is E/D174 and D175. However, a mechanistic role remains
unknown (Iafrate et al., 1997). Mutation of each of these three amino acid
pairs [W57/L58, L164/L165, and (E/D)174/D175] to Ala results in CD4
downregulation‐defective Nefs. Stoddart et al. (2003) employed these muta-
tions to investigate the role of CD4 downregulation in HIV‐1 pathogenesis
in the SCID‐hu model. In addition, mutation of the putative SH3‐binding
domain of Nef that is defective in MHC I downregulation, p21‐activated
protein kinase 2 (Pak2) activation, and enhancement of virion infectivity,
but not CD4 downregulation was employed (Stoddart et al., 2003). These
mutations were incorporated into the cytopathic NL4‐3 (X4) molecular
clone and virus produced for injection into SCID‐hu implants. At 6 weeks,
only small statistically nonsignificant effects on virus replication were obser-
ved with virus bearing the above mutations. However, in one experiment
with tissue derived from a single donor there was significant diminution
of CD4þ/CD8þ thymocyte killing with the L164/L165 and W57/L58
mutations but not the SH3‐binding domain or (E/D)174/D175 mutations.
A second experiment with a different tissue donor gave statistically signifi-
cant diminution of DP with (E/D)174/D175 mutations but not W57/L58
or SH3‐binding domain mutations. Experimental variation was attributed
to differences in the response of cells from different donors with regard to
optimal dose of virus, time course of the onset of cell death, and suscep-
tibility to infection. These factors have been reported to result in 20‐ to
30‐fold differences in viral production in replicate mice (Rabin et al., 1996).
As a result, interpretation of the data in this report is difficult and the role
of CD4 downregulation in cell killing by HIV‐1 remains to be confirmed.
These results do point out the need for models in which continuous
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monitoring of virus levels can be carried out throughout the course of a
single infection.
B. Cellular Activation and Signaling by Nef
A large body of work has investigated Nef‐mediated perturbations in
cellular signaling (Biggs et al., 1999; Manninen et al., 2001; Muthumani
et al., 2005; Simmons et al., 2001, 2005). Although conflicting findings have
been reported, convincing evidence implicates Nef in cellular activation.
Some of the strongest evidence supporting a role for Nef in T‐cell activation
comes from experiments using a quiescent IL‐2‐dependent T‐cell line derived
frommacaques. Infection of these cells with SIV constructs containing either
SIV or HIV nef not only induces IL‐2 production, but also enhances virus
replication 8‐ to 100‐fold (Alexander et al., 1997). Microarray analysis
using Jurkat cells further demonstrated that Nef activates T cells in a way
that mimics T‐cell receptor engagement (Simmons et al., 2001). In addition,
Nef expression leads to the upregulation of a number of genes whose
products are known to activate the HIV LTR (Simmons et al., 2001). In
some cases, the upregulated genes express secreted products that have been
shown to enhance in vitro HIV replication when added to culture media
(Simmons et al., 2001). Thus, the paracrine effects of Nef‐induced factors
may be sufficient to enhance replication. Similar findings have been reported
with human macrophages. Supernatants from macrophages infected with
adenovirus vectors expressing Nef can facilitate HIV replication in resting
lymphoid cultures (Swingler et al., 1999). Interestingly, Nef also upregulates
expression of cellular proteins that facilitate the actions of Tat (Simmons
et al., 2001). Complementary and confirmatory data in this general respect
were obtained using HeLa cells expressing wild‐type Nef and two Nefs
defective in myristoylation or SH3 binding (Shaheduzzaman et al., 2002).
These findings suggest that Nef, which is expressed early in the virus life
cycle, may play an important role in optimizing the cellular gene expression
profile for virus replication.

A complete signaling pathway directly linking Nef to its reported effects
on transcription and cellular activation has not been demonstrated. How-
ever, it is very likely that Nef may regulate cellular activation through several
kinases including Pak2 (Arora et al., 2000, 2002; Renkema et al., 1999),
tyrosine kinases (Ye et al., 2004), MAPKs (Biggs et al., 1999; Muthumani
et al., 2005), protein kinase C (PKC) (Smith et al., 1996; Witte et al., 2004),
and phosphoinositol 3 kinase (PI3K; Wolf et al., 2001). Pak2 is the best
characterized and therefore the most suitable for in vivo analysis of all the
reported Nef‐activated kinases. Substantial agreement exists that Nef forms
a complex with Pak2 (Agopian et al., 2006; Pulkkinen et al., 2004). Nef is
not only complexed with Pak2 but also induces Pak2 activation (Arora et al.,
2000; Raney et al., 2005). The ability of Nef to activate Pak2 suggests that
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a key role may be mediated by Pak2 in HIV‐1 infection because activation
of this kinase prior to productive infection is not necessary.

Manninen et al. (2001) have shown that, in certain contexts, Nef
expression can dramatically alter nuclear factor of activated T cells
(NFAT) transcriptional activity and that Nef residues important for Pak2
activation are also important for Nef’s effects on NFAT. Moreover, NFAT
has been implicated in Nef‐induced upregulation of a number of activation‐
associated genes (Simmons et al., 2001). Thus, a Nef–Pak2 complex may
regulate many of Nef’s effects on gene transcription.

It has also been demonstrated that Nef activation of Pak2 leads to
merlin phosphorylation at Ser518 (Wei et al., 2005). The obvious suggestion
that Nef regulates the actin cyotskeleton function is appealing, but not
yet investigated. Nor is it clear that HIV‐1 infection is in anyway dependent
on merlin. Wei et al. reported, however, that the mutation of F191 to R in
the Nef from HIV‐1SF2, blocks Pak2 activation and merlin phosphoryla-
tion. This last observation suggests that this mutation could be useful for
investigating the possible role of Nef‐induced Pak2 activation in HIV‐1
replication and pathogenesis.

At this point, none of the other Nef‐activated kinases are sufficiently
characterized to study in vivo. In most cases in vivo binding of Nef to a host
cell protein has not been clearly demonstrated. One notable exception is the
myeloid lineage–specific tyrosine kinase, Hck (Fig. 1). Coexpression of Nef
and Hck in Rat‐2 fibroblasts leads to cellular transformation (Briggs et al.,
1997). Nef moreover tightly binds to the Hck SH3 domain in vitro and
activates its kinase activity (Moarefi et al., 1997). In Rat‐2 cells, enforced
dimerization of Nef greatly enhances Hck activation (Ye et al., 2004). Nef
has also been shown to modestly activate endogenous Hck and, in turn, the
Stat3 transcription factor in myeloid cells (Briggs et al., 2001). Interestingly,
Hck is the only cellular activity of Nef known not to require Nef myristoy-
lation (Briggs et al., 2001). In order to activate Pak2, in contrast, Nef must
be myristoylated as well as have an intact SH3‐binding domain (Wiskerchen
and Cheng‐Mayer, 1996). Thus, the Nef SH3‐binding domain could mediate
Pak2 activation when localized to cellular membranes, while cytosolic Nef
could activate Hck. However, as Nef expression is not associated with a
phenotype that is clearly myeloid specific, it is difficult to speculate on the
role of Nef‐induced Hck activation.

With regard to other Nef‐activated kinases, it is not known if Nef
activation of p38 and ERK‐1,2 represents separate Nef functions. A further
complication is that Nef‐deleted viruses exhibit about one‐third the activity
of Nef‐intact virus in activating p38 and upregulating FasL (Muthumani
et al., 2005). There are conflicting reports of PKC and PI3K activation by
Nef (Linnemann et al., 2002; Smith et al., 1996; Witte et al., 2004; Wolf
et al., 2001). Furthermore, structural–functional analyses of these kinase
activations by Nef have not been done.
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C. MHC I Downmodulation by Nef
Another well‐conserved property of Nef is its ability to downmodulate
MHC I molecules (Schwartz et al., 1996). As Nef is expressed early after
infection, Nef‐induced downmodulation of MHC I molecules could help
subvert the infected cell to evade the immune system during active viral
replication. In support, Collins et al. (1998) demonstrated that Nef expression
reduces the susceptibility of HIV‐infected cells to cytotoxic T lymphocyte
(CTL)‐mediated lysis in vitro (Collins et al., 1998). However, it should be
noted that Nef does not render cells completely protected from immune
surveillance as there is a strong CTL response to HIV antigens including Nef
itself (Betts et al., 2000). Nevertheless, data clearly shows that Nef‐expressing
proviruses are well adept at avoiding CTLs in vitro whereas Nef‐defective
proviruses are not (Yang et al., 2002). The mechanism by which Nef causes
MHC I downregulation is controversial and considerable work remains to be
done in this area (Blagoveshchenskaya et al., 2002; Kasper et al., 2005; Piguet
et al., 2000; Roeth et al., 2004; Williams et al., 2005).

The best mutation available for studying MHC I downregulation is the
mutation of the EEEE sequence at positions 62–65 to AAAA. The specificity
of this mutation for MHC I has not been determined other than it does
not effect CD4 downregulation. Characterization of the functional defects
of this quadruple mutation will be important before the role of MHC I
downregulation in HIV‐1 replication and pathogenesis can be determined.
VI. Conclusions _____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

At this point there is no unifying hypothesis to explain how HIV Nef
achieves any of its effects, in fact all HIV Nef’s major activities are geneti-
cally separable (Foster et al., 2001; O’Neill et al., 2006). Development of
better and more accessible models such as the recently described simian‐
tropic HIV‐1 (Hatziioannou et al., 2006) has the potential of greatly facil-
itating the study of HIV‐1 replication and pathogenesis and in turn the
nature of Nef’s role. Also of particular significance is the recent development
of human–mouse xenograft models that maintain a full repertoire of human
lymphoid cells (Ishikawa et al., 2005; Macchiarini et al., 2005; Melkus
et al., 2006; Shultz et al., 2005). In addition, some of these models mimic
to a significant extent the elements of the intact human immune system
that are involved in HIV‐1 disease (Ishikawa et al., 2005; Macchiarini
et al., 2005; Melkus et al., 2006; Shultz et al., 2005). In principle, these
new models will permit the longitudinal analysis of the course of a single
infection. This should simplify the determination of which cells are infected
and/or killed by X4 and R5 virus and the role of Nef for each type of virus.
As structure–function analysis of Nef advances precise correlations for
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each of the four in vitro defined activities to Nef’s in vivo effects will be
possible. The detailed knowledge gained may indicate effective approaches
for Nef‐based therapies for AIDS.
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I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

This chapter explores the definition and mechanism of the latent reser-
voir, resistance and treatment implications, and the impact of the latent
reservoir on future drug development. A viral reservoir is a cell type or
anatomic location in which virus or virally infected cells persist with slower
replication kinetics and/or turnover rate than that of the main pool of ac-
tively replicating virus (Haggerty et al., 2006). A stable reservoir for HIV‐1
is created when activated CD4þ T cells that are converting into memory
T cells become infected. Viral DNA becomes integrated into the chromo-
somal DNA of the cell. This stable integration into the genomes of long‐lived
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memory cells provides a mechanism for the archiving of all major forms of
virus that have circulated in an infected individual, including viral variants
that have resistance to antiretroviral drugs. This can make treatment deci-
sions difficult particularly in light of the fact that the available resistance
assays cannot assess the contents of the latent reservoir. Several approaches
to counter these challenges have been explored, including scheduled treat-
ment interruptions, which ultimately proved to be ineffective, development
of drugs with higher barriers to resistance, and the development of new drug
classes with novel mechanisms of action. Efforts to combat the latent reser-
voir directly through intensification of highly active antiretroviral therapy
(HAART) and activating agents have unfortunately shown only limited
success, and novel approaches will likely be needed if eradication is to
be achieved.
II. Introduction _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The discovery of the latent reservoir for HIV‐1 in resting CD4þ T cells
fundamentally changed the way in which patients, physicians, and scientists
conceptualize the treatment of HIV‐1 infection (Chun et al., 1995). The
latent reservoir is now widely recognized as a formidable barrier to the cure
of HIV‐1 infection (Chun et al., 1997b; Finzi et al., 1999; Siliciano et al.,
2003; Wong et al., 1997), and antiretroviral therapy is no longer given with
the hope of eradicating the infection (Bartlett and Lane, 2006). Instead,
lifelong suppression of viral replication has become the therapeutic goal.
In addition, this reservoir is responsible for persisting drug resistance in
infected patients. This chapter will explore the nature and mechanisms of
the HIV‐1 latency, drug resistance and treatment implications, and the
impact of the latent reservoir on future drug development.
III. What is the Latent Reservoir? ____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. Cell Type and Location
The term reservoir is frequently used in the virology literature, but not
always in a precise way. It is therefore important at the outset to clarify what
exactly is meant by a viral reservoir. A viral reservoir is a cell type or
anatomic location in which virus or virally infected cells persist with slower
replication kinetics and/or turnover rate than that of the main pool of
actively replicating virus (Haggerty et al., 2006). The virus in the reservoir
must be replication‐competent and is to some extent sheltered from the
effects of the immune system, antiviral medications, and biochemical decay.
A reservoir for HIV‐1 has been identified in resting CD4þ T cells through
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experiments which recovered replication‐competent virus from this cell
population (Chun et al., 1997b; Finzi et al., 1997, 1999; Siliciano and
Siliciano, 2005; Siliciano et al., 2003; Strain et al., 2003; Wong et al.,
1997). It has been hypothesized that other cell types, including those in the
monocyte‐macrophage lineage, may also serve as a reservoir for the virus
(Bailey et al., 2006; Igarashi et al., 2001). In fact, macrophages serve as an
important source of virus at late stages of infection when CD4þ T cells have
been largely depleted (Igarashi et al., 2003). While infected macrophages
appear to release virus continuously, they turnover more slowly than
infected CD4þ T cells and can thus be considered a reservoir.
1. Reservoir Versus Compartment
The terms reservoir and compartment are frequently confused. The
replication kinetics and turnover rates need not be different in a viral com-
partment. Instead, there is a barrier between the compartment and the rest of
the organism that is only rarely crossed. This leads to divergent evolution
between the two viral populations in the compartment and the rest of the
body. Examples of compartments include the genital tract and the central
nervous system. Phylogenetic criteria can be used to differentiate reservoirs
and compartments. Sequences from a reservoir will have increased intrapa-
tient diversity and decreased mean divergence from the most recent common
ancestor (Nickle et al., 2003). This reflects the fact that a reservoir contains
sequences deposited at different times during infection. This is clearly de-
monstrated by analysis of the latent reservoir for HIV‐1 in resting CD4þ
T cells where archival wild‐type and drug‐resistant variants have been
demonstrated to persist (Ruff et al., 2002). This is illustrated in Fig. 1. In
contrast, sequences from a compartment will demonstrate reduced diversity
and will cluster separately on a phylogenetic tree (Nickle et al., 2003). Drug
penetration into these compartments is an important concern when de-
signing an antiretroviral regimen because low drug levels in particular
compartments can in principle lead to the development of resistance in the
compartments. For example, if one component of a three‐drug regimen fails
to achieve an appropriate level in the central nervous system, then virus in
this compartment would be exposed to only two antiretrovirals, increasing
the risk of breakthrough resistance.
2. Mechanism of Latency
HIV‐1 appears to have evolved to replicate in activated CD4þ T cells.
Many of the host factors needed for replication are poorly expressed or are
sequestered in an inactive form in resting CD4þ T cells. Activated CD4þ
T cells that are productively infected usually die very quickly as a result of
both direct viral and indirect immune effects. However, if an activated
CD4þ T cell is in the process of converting to a quiescent memory cell
when it becomes infected, HIV‐1 can stably integrate into the host cell DNA
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and persist for the lifetime of the cell. HIV‐1 most commonly integrates into
introns of actively transcribed genes. Thus, latency is not due to inaccessi-
bility of the provirus to the transcriptional apparatus (Han et al., 2004).
Rather, latency results from other factors including inadequate levels of host
transcription factors and of HIV‐1 Tat, a viral protein which normally
upregulates HIV‐1 gene expression [for a review, see Lassen et al. (2004)].
3. HAART
There are currently 21 FDA approved antiretroviral drugs that can be
divided into four classes based on their mechanisms of action. HAART
consists of combinations of three or more antiretroviral drugs, usually
from at least two different classes. The most commonly used HAART regi-
mens consist of two nucleoside reverse transcriptase inhibitors (NRTIs) and
either a protease inhibitor (PI) or a nonnucleoside reverse transcriptase
inhibitor (NNRTI). Early studies of viral dynamics by Ho and Perelson
showed that monotherapy can decrease the viral load in a patient by up
to three logs in the first 3 weeks (Ho et al., 1995), and that on HAART the
viral load decreases in an exponential, biphasic pattern to undetectable
levels in less than 2 months (Ho, 2002; Perelson et al., 1997). Analysis of
residual viremia in patients on HAART has shown that HAART slows and
in some cases stops viral evolution, but as a result of the existence of stable
reservoirs, HAART cannot cure HIV‐1 infection (Chun et al., 1997b; Finzi
et al., 1999; Persaud et al., 2003; Siliciano and Siliciano, 2004; Siliciano
et al., 2003; Strain et al., 2003; Wong et al., 1997).
4. The Latent Reservoir as a Barrier to Cure
In an HIV‐1‐infected person, �1 per 106 resting CD4þ T cells harbor
replication‐competent virus (Chun et al., 1997a; Finzi et al., 1999; Siliciano
et al., 2003). Thus, the pool of latently infected cells is small. However,
the half‐life of these latently infected T cells has been calculated to be
44 months. On the basis of this frequency and half life, eradication would
take over 73 years of complete suppression of viral replication (Finzi et al.,
1999; Siliciano et al., 2003). Shortening this half‐life in order to achieve
eradication of the latent reservoir has therefore been the goal of a number of
different stra tegies (Secti on VI.E) .
each isolate on the phylogenetic tree is indicated in the corresponding horizontal row of boxes
on the right. Note that in 2004, the reservoir contained ancestral wild‐type viruses (wt), and

viruses carrying resistance mutations to zidovudine (AZT), lamivudine (3TC), and nelfinavir

(NFV). These drugs were taken 6–13 years previously, before effective suppression of viral

replication was achieved.
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IV. Resistance: Mechanism of Storage in the Latent
Reservoir and Its Clinical Implications ______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. Development of Resistance
The ultimate goal of antiretroviral therapy is the suppression of plasma
virus levels to less than 50 copies/ml, minimizing viral evolution and the
emergence of resistance. Common causes of treatment failure and the devel-
opment of resistance to antiretroviral therapies include nonadherence, the
inappropriate use combinations of antagonist drugs, and monotherapy,
which was common practice in the early 1990s when there were few drug
options available (del Rio, 2006). Suboptimal antiretroviral regimens par-
tially inhibit replication and exert a selective pressure on the wild‐type virus
allowing resistant variants to become dominant (Clavel and Hance, 2004;
Persaud et al., 2003). The problem of resistance is exacerbated by the fact
that when a resistant viral quasispecies becomes the dominant population
secondary to ineffective therapy, the virus becomes archived in the latent
reservoir. This causes the patient to have lifelong resistance to the drugs
causing the selective pressure (Persaud et al., 2003; Ruff et al., 2002). In
addition, if therapy is discontinued, the more fit wild‐type virus reemerges
from the latent reservoir as the dominant plasma species, particularly if
the replication capacity of the resistant species is significantly impaired
by its mutations (Bartlett and Gallant, 2005; Deeks et al., 2001; Ruff
et al., 2002).
B. Treatment Interruption
The rapid reemergence of wild‐type virus as the dominant plasma
species after cessation of antiretroviral therapy led some researchers to
believe that resistant variants were transient and easily eliminated in the
absence of selection pressure. However, it is now clear that resistant variants
are stored in the latent reservoir even when they are no longer detectable
in the plasma of patients who interrupt therapy and have a wild‐type virus in
the plasma. This principle is illustrated by the experience with a therapeutic
strategy of scheduled treatment interruptions in patients failing therapy
(Lawrence et al., 2006). The idea behind these studies was that a treatment
interruption would allow the return of wild‐type virus, making patients
more likely to respond to a salvage regimen. It has since become clear that
archived drug‐resistant viruses confer lifelong drug resistance and that these
variants can reemerge when therapy is restarted. Thus, patients who under-
go treatment interruption for this purpose do not respond better to salvage
therapy than patients who directly switch to a salvage regimen and demon-
strate a higher rate of adverse events related to the loss of viral suppression
during the interruption (Lawrence et al., 2006).
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C. Blips and the Relationship to the Latent Reservoir
Although antiretroviral drugs can reduce the viral load to levels that are
undetectable by ultrasensitive RT‐PCR assays, the latent reservoir persists
and serves as a stable archive for wild‐type virus as well as any resistant
variants that may have arisen from prior nonsuppressive therapy. When
latently infected resting CD4þ T cells undergo activation, upregulation
of viral gene expression can lead to the production of virions that can be
detected as low‐level viremia. It is now clear that most patients on HAART
who have viral loads below the limit of detection of clinical assays actually
have continuous residual viremia of <50 copies/ml (Hermankova et al.,
2001). This may reflect release of virus from stable reservoirs (Bailey
et al., 2006). In addition, some patients have transient elevations of viremia
into the detectable range (>50 copies/ml). These are known as blips. With
frequent sample, blips may be detected in most patients on suppressive
antiretroviral therapy. Clinical studies have demonstrated that these tran-
sient increases in viral load are not associated with viral evolution and may
represent statistical variation around a mean viral load that is slightly below
the limit of detection (Nettles et al., 2005). The finding that there can be
viremia without viral evolution suggests that while it may not be possible
to cure HIV‐1 with current antiretroviral treatment, patients can maintain
chronic suppression of viral replication (Siliciano, 2006).
V. Genotypic and Phenotypic Assays:
Treatment Implications of the Latent Reservoir ___________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Drug resistance is the dominant problem in the management of HIV‐1
infection, and it is important to understand how the existence of a latent
reservoir for HIV‐1 affects clinical decisions regarding the use of antiretro-
viral drugs in patients who have resistance. Twomajor types of tests are used
to detect resistance and determine the optimal antiretroviral treatment for a
patient, the genotypic and phenotypic assays. Neither one detects resistant
viruses in the latent reservoir.
A. Genotypic Assays
Clinicians generally request a genotypic assay for resistance when an
HIV‐1‐infected patient is first being evaluated, just prior to the initiation of
treatment, during pregnancy, and in the event of treatment failure. This
assay involves population level sequencing of the reverse transcriptase
(RT) and protease genes to look for resistance mutations present in these
regions. Because extensive information is available regarding the correlation
between genotype and phenotype, sequencing results can be used to predict
the level of resistance to individual antiretroviral drugs. While this assay is
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relatively inexpensive, quick, and reproducible, it only amplifies the most
dominant plasma species and may miss mutations in the less prevalent
quasispecies and viruses in the latent reservoir. Additionally, not all resis-
tance mutations are known for newer drugs, and complex resistance profiles
require expertise for interpretation (Bartlett and Gallant, 2005).
B. Phenotypic Assays
Phenotypic assays are generally reserved for highly treatment‐
experienced patients who are failing their current regimen or for those with
complex resistance patterns (Wegner et al., 2004). The assay involves the
insertion of RT and protease genes from the patient’s virus into a backbone
reporter virus. Replication is then monitored in single‐round assays in
transformed cell lines in the presence of a range of different drug concentra-
tions. This assay is considerably more expensive than the genotypic assay.
It determines resistance to single drugs rather than combinations and can
only detect resistance to dominant species in the plasma. Like the genotypic
assay, it requires a plasma viral load of at least 500–1000 copies/ml. How-
ever, the interpretation of this assay is far more straightforward, and it allows
for the assessment of complex interactions between drug resistance muta-
tions (Bartlett and Gallant, 2005). While this assay provides information
that is useful for determining the most effective regimens for a virus with
a complex pattern of resistance mutations, there are some concerns that the
assay involves laboratory cell lines which do not reflect in vivo conditions
of infection (Wurtzer et al., 2005). Furthermore, this assay only assesses
individual drugs and may not account for the synergistic or antagonistic
effects of drug combinations.
C. Latent Reservoir and Drug Sensitivity Assays
Genotypic and phenotypic assays do not necessarily reflect archived
resistance in the latent reservoir. Clinicians use these assays to assess the
dominant plasma virus population at the time of the assay. However, be-
cause viral variants archived in the latent reservoir are not detected by these
assays, clinicians are left to rely on the history of the patient’s treatment
experience as well as their clinical judgment to determine the most effective
antiretroviral regimen for a patient.
VI. Drug Development:
Taking the Latent Reservoir into Account ______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
A. The Problem of Overlap Mutations
When developing new antiretroviral drugs within an established class, it
is critical to account for the possible impact of known mutations that confer
resistance across the entire class. Prior exposure to drugs in a given class may
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generate resistance mutations that can persist in the latent reservoir and
compromise future responses to agents in the same class. Preexisting muta-
tions that confer resistance to other agents in the same class are known as
overlap mutations. The NNRTIs are the most important class to which this
applies because there are a number of point mutations that confer complete
resistance to all available NNRTIs (Pauwels, 2004). The most promising
new NNRTI is etravirine, which is not affected by K103N—one of the most
common current NNRTI mutations. Multiple mutations are required for
full resistance to this drug (Vingerhoets et al., 2005).
B. High Barrier to Resistance
For an antiretroviral drug, the genetic barrier to resistance depends on
the number of mutations necessary to confer drug resistance and how
rapidly these mutations develop under selection pressure. Some antiretrovir-
als such as NNRTIs have a low barrier to resistance, as only one mutation is
required for high‐level, class‐wide resistance. Once an NNRTI resistance
mutation such as K103N or Y181C develops, it can be archived in the latent
reservoir and confer lifelong resistance to that class of agents. Other anti-
retrovirals such as the PIs have high barriers to resistance, requiring multiple
mutations that characteristically accumulate over long periods of time.
1. Darunavir
The recently approved PI darunavir is being used widely in salvage
regimens; its efficacy decreases only with 10 or more general PI mutations
or with the accumulation of darunavir‐specific mutations (del Rio,
2006). This makes darunavir effective in patients who have failed multiple
PI‐containing regimens. Recently visualized crystal structures of darunavir
in the protease‐active site revealed that two different diastereomers bind at
two distinct sites simultaneously (Kovalevsky et al., 2006). Darunavir’s high
barrier to resistance may be related to the fact that the drug acts at two
binding sites, thereby requiring simultaneous alteration of both locations for
loss of efficacy.
C. Increased Susceptibility
Antiretroviral resistance mutations selected by one drug occasionally
confer increased susceptibility to other drugs. There are two main examples
of this phenomenon.
1. The AZT–3TC Interaction
The first example is the suppression of resistance to the thymidine
analogue zidovudine (AZT) that is induced by the M184V mutation caused
by lamivudine (3TC) and emtricitabine (FTC) (Tisdale et al., 1993). When
the M184V mutation coexists with thymidine analogue mutations in a
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resistant strain, the virus continues to be resistant to both FTC and 3TC, but
its resistance to AZT is attenuated by the affect of the M184V mutation.
AY181CNNRTI mutation in combination with anM184Vmutation is also
sufficient to reverse AZT resistance (Byrnes et al., 1994). Subsequent studies
have demonstrated that M184V not only attenuates resistance to AZT
but also induces hypersusceptibility to AZT in patients without thymidine
analogue mutations. This appears to be related to the fact that M184V
interferes with the ATP‐dependent excision of AZT from the terminated
cDNA at the RT active site (Boyer et al., 2002). Other NRTI mutations that
have also been shown to induce AZT hypersusceptibility include mutations
at positions Q151 and Y115 (Smith et al., 2006).
2. NNRTI Hypersusceptibility
The second example of hypersusceptibility is that which is caused by
NRTI mutations. Increasingly, NRTI mutations are being associated with
hypersusceptibility to the NNRTIs (Whitcomb et al., 2000). This is presum-
ably due to the fact that mutations that confer resistance to NRTIs are
located near the active site of RT and induce conformational changes that
may affect the NNRTI‐binding site nearby.
3. Hypersensitizing Mutations and the Latent Reservoir
Antiretroviral drug mutations that induce hypersensitivity are archived
in the latent reservoir the same way as all other mutations. However, in
order to exert their effect on the desired drug, the hypersusceptible virus
must be maintained by continued therapy with the inducing drug. For
example, many patients on AZT continue to take 3TC (or FTC) even
when they have a documented M184V mutation. In this situation, the 3TC
maintains selection for the resistant variant. If the 3TC were discontinued,
archived variants lacking this mutation might emerge. Although the 3TC
resistant virus would also be preserved in the latent reservoir, the advantages
related to the reduced fitness and thymidine analogue hypersusceptibility of
the M184V variant would be effectively lost.
D. New Classes
For highly treatment‐experienced patients failing all current regimens,
new classes of drugs are crucial to achieve viral suppression. New classes of
drugs such as integrase inhibitors and entry inhibitors are unlikely to be
affected by overlap mutations present in plasma virus or virus in the latent
reservoir and can offer highly treatment‐experienced patients new therapy
options. New classes of drugs can also improve side effect profiles and
improve compliance with simplified regimens.
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1. New Mechanisms
Integrase inhibitors are diketo acids that inhibit the integrase strand‐
transfer reaction that ligates viral DNA to cellular DNA. Drugs such as T‐20
(enfuvirtide) block the fusion reaction mediated by the envelope protein
gp41, preventing entry of virions into the cell. Other drugs that are currently
under phase I and II trials, including TNX355, SCH‐C, andAMD3100 block
coreceptors CD4, CCR5, and CXCR4, respectively, ultimately preventing
viral entry into the cell (Agrawal et al., 2006).
E. Latent Reservoir as a Target for Future
Drug Development
Given that the latent reservoir has been identified as the primary barrier
to the cure of HIV‐1‐1 infection, a number of strategies to reduce reservoir
size are currently under investigation.
1. Intensification
The stability of the latent reservoir is most likely due to the inherent
stability of memory T cells, and there is no clear evidence that new virus is
being stored in the latent reservoirs of patients with suppression of viremia
to less than 50 copies/ml. As a result, it is unlikely that simply intensifying a
HAART regimen will have a significant impact on the decay of the latent
reservoir (Siliciano and Siliciano, 2006).
2. Activating Agents
The use of activating agents such as cytokines has been proposed as
a means of forcing virus out of the latent reservoir (Chun and Fauci, 1999).
While studies involving IL‐2 and IL‐12 have not been promising in this
regard, studies involving IL‐7 have produced a 50–70% decrease in the
prevalence of latently infected cells (Brooks et al., 2003; Davey et al.,
1999; Wang et al., 2005). Histone deacetylase inhibitors, such as valproic
acid, have also been studied in an effort to ‘‘flush’’ virus from the latent
reservoir (Ylisastigui et al., 2004). However, the rationale for this strategy
was based on the premise that HIV‐1 integrates into heterochromatin.
In fact, experimental data suggests that HIV‐1 integrates into the introns
of active genes (Han et al., 2004). A small trial with valproic acid suggests a
possible effect in reducing the size of the latent reservoir (Lehrman et al.,
2005), although the significance of a minor reduction in the size of the
reservoir is not clear (Siliciano et al., 2006). Prostratin, a phorbol ester
that stimulates protein kinase C, may also activate latent virus while simul-
taneously downregulating CD4, CCR5, and CXCR4 receptors (Kulkosky
et al., 2001). Exogenous Tat protein has also been used to activate latent
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virus, and follow‐up studies will be necessary to further investigate this
effect (Lin et al., 2003). Anti‐CD3 agents and IL‐2 have also been studied,
although these approaches appear to be limited by toxicity associated with
global T cell activation (Prins et al., 1999).

It is important to keep in mind that partial eradication of the latent
reservoir will be of no benefit to patients because any residual infected cell
has potential to rekindle infection. Hence, these approaches to ‘‘flushing
out’’ the latent virus are only useful if they provide a thorough elimination of
the latent reservoir.
VII. Conclusions __________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Our knowledge of the latent reservoir and its clinical ramifications
is growing rapidly, and this remains an area of active investigation. The
existence of the latent reservoir appears to be the main obstacle to the cure
of HIV‐1 infection, and it functions as a permanent archive for drug resis-
tance mutations. New techniques for identifying archived resistance may
provide clinicians with a means of designing optimal HAART for treatment‐
experienced patients. At present, remarkable advances in antiretroviral
development and resistance detection are continuing to offer patients and
clinicians new tools for managing HIV‐1, despite the challenges of its persis-
tence and evolution. Continuing creativity in drug development as well as
dedicated investigation into the mechanisms of HIV‐1 latency will continue
to be two critical aspects of the ongoing effort to manage the impact of
HIV‐1 infection.
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RNA Interference and HIV‐1
I. Chapter Overview _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

RNA interference (RNAi) can regulate a variety of biological processes.
Recent evidence supports the notion that both cellular and viral miRNAs
(vmiRNAs) are able to modulate viral replication. There is also evidence that
viruses like HIV‐1 have evolved methods to control the cell’s RNAi activity.
In this chapter, we discuss possible roles for RNAi in the HIV‐1 life cycle, and
how HIV‐1 might use protein and RNA elements to regulate RNA‐based
viral restriction.
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II. Introduction _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

RNAi, also called ‘‘posttranscriptional gene silencing’’ (PTGS) in plant,
was first described as an immune defense against foreign viruses, transgenes,
and transposons (Voinnet, 2005). RNAi employs a ribonuclease (RNase) III
protein(s) complexed with a small guide RNA for sequence‐specific silencing
of targeted RNAs. Currently, two types of small RNAs [small interfering
RNA (siRNA) and microRNA (miRNA)] have been identified to participate
in RNAi.

siRNA and miRNA are first processed from longer precursor RNAs into
small RNAs of 18–25 nucleotides (nts) by RNase III proteins termed Dicer
and Drosha. An siRNA precursor can be a long linear double‐stranded RNA
(dsRNA) or a hairpin RNA.Mechanistically, one strand of an siRNA duplex
is destined to become a guide RNAwhich is channeled by Dicer‐interacting
proteins, PACTand TAR RNA‐binding protein (TRBP) (Chendrimada et al.,
2005; Gatignol et al., 1991; Haase et al., 2005; Lee et al., 2006) into an
RNA‐induced silencing complex (RISC). Currently, many RISC compo-
nents remain uncharacterized; however, it is believed that RISC minimally
contains a single‐stranded guide siRNA coupled to the Argonaute 2 (Ago2)
protein (Liu et al., 2004; Meister et al., 2004). It is envisioned that the guide
siRNA hybridizes to its target mRNA based on perfect sequence comple-
mentarity. Using such hybridization, the siRNA‐guide sequence captures an
mRNA target and brings the mRNA into proximity of the Piwi domain of
Ago2 for degradation (Fig. 1).

miRNAs constitute a second pathway complementary in function to
siRNAs. Although miRNAs also silence gene expression, the genesis
and action of miRNAs are different from siRNAs. miRNA precursors (pri‐
miRNAs) are highly structured RNAs of �70 nts transcribed generally from
noncoding regions endogenous within eukaryotic RNA polymerase II tran-
scribed genes (Lee et al., 2004). Once transcribed, a pri‐miRNA is rapidly
processed in the cell’s nucleus into an imperfect shorter stem‐loop structure
(pre‐miRNA) by the microprocessor, a large multicomponent complex that
includes an RNase III protein Drosha and the RNA‐binding protein DGCR8
(Han et al., 2004a). Processed pre‐miRNAs with 30 protruded ends are then
exported into the cytoplasm by Exportin 5 (Bohnsack et al., 2004; Yi et al.,
2003). In the cytoplasm, following the removal of the loop region of pre‐
miRNA by Dicer, one strand of the resulting double‐stranded miRNA is
incorporated into RISC.

Differing from siRNAs, miRNA‐based target recognition is tolerant of
base mismatches. Generally, an miRNA can target an mRNA if the former
and the latter show perfect complementarity within nucleotides 2–7 of the 50
end of the miRNA guide (the seed sequence) while having imperfect com-
plementarity between miRNA and mRNA elsewhere (Lewis et al., 2005;
Saetrom et al., 2005). However, the exact mechanism for miRNA‐mRNA
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recognition is still being defined. In general, it is thought that mRNAs
captured by miRNAs are not hydrolyzed by Ago2; instead they are ferried
by RISC into a ribosome‐free translationally silent compartment named
Processsing body (P‐body; Fig. 1) (Liu et al., 2005a,b; Marx, 2005; Rossi,
2005; Sen and Blau, 2005).
III. siRNA as Anti‐HIV Therapy ______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

An obvious use for siRNA is the silencing of viral gene expression (see
review Leonard and Schaffer, 2006). Indeed, siRNAs have been extensively
tested for anti‐HIV‐1 properties. siRNAs have been designed to target both
HIV‐1 coding and noncoding sequences (nef, tat, gag, vif, env, rev, LTR)
(Boden et al., 2004; Capodici et al., 2002; Coburn and Cullen, 2002; Han
et al., 2004b; Jacque et al., 2002; Lee et al., 2002; Novina et al., 2002).
These approaches have shown short‐term successes; however, HIV’s high
mutation rates and its possible ability to encode RNAi suppressors (dis-
cussed later) challenge the durable success of siRNAs for long‐term sup-
pression of virus replication. Indeed, HIV has evolved methods to escape
siRNA restriction. Nucleotide substitution and sequence deletion of siRNA‐
targeted viral sequences by HIV have both been described as ways for this
virus to escape siRNA‐mediated inhibition (Das et al., 2004). Furthermore,
HIV can evolve mutations outside the siRNA recognition site to create a new
RNA secondary structure that shields against target access by siRNA and
RISC (Westerhout et al., 2005).

HIV’s mutational evasion can apparently be blunted by the simultaneous
use of multiple siRNAs targeted to different regions of the viral genome.
The concept behind this strategy lies in the reasoning that a virus cannot alter
many sequences simultaneously and still preserve replication competence.
The success of this strategy is supported by data that use of two siRNAs,
compared to a single siRNA, significantly delayedHIV‐1’s mutational escape
(ter Brake et al., 2006). Moreover in cells that are stably transduced to
express four different HIV‐1‐targeting siRNAs, no RNAi‐resistant virus
could be detected up to 60 days after virus infection (Chang et al., 2005; ter
Brake et al., 2006). Recent advances in computational modeling provide
new insight into predictions as to howHIV‐1might evolve when it is targeted
by siRNA (Leonard and Schaffer, 2005). By understanding short‐term virus
evolution, one can potentially design a larger array of siRNAs to anticipate
the ‘‘escape’’ variants.

Another way to combat HIV‐1 infection is to use siRNA to knockdown
cellular proteins that are essential for the virus life cycle. This approach
skirts the ability of viruses to change their viral sequences in order to evade
RNAi. Efficient inhibition of virus replication by targeting cellular proteins
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used for different stages of the HIV‐1 life cycle has been demonstrated
[see review Yeung et al. (2005a) for more details]. However, a longer term
concern remains whether there are any cellular genes that can truly be
knocked down in a nontoxic fashion for normal cell function(s).
IV. HIV‐1 Remodels Cellular miRNA Expression in
Infected Cells _______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

The antiviral activity of cellular miRNAs against an infecting virus was
first reported by Lecellier et al. (2005). These authors demonstrated the
ability of miR‐32 to restrict primate foamy virus type 1 (PFV‐1) replication
in cells. PFV‐1 counters the cell’s miRNA defense by encoding an RNAi
suppressor, Tas, which inhibits the processing and maturation of miR‐32.
Similarly, using a computational approach, five human T‐cell miRNAs were
predicted to target highly conserved regions across all clades of HIV‐1
(Hariharan et al., 2005). If such prediction is correct, then it stands to reason
that HIV‐1 would want to develop means to avoid being restricted by these
human miRNAs. Indeed, we recently reported that the miRNA profile of
human cells is dramatically altered after the expression of HIV‐1 proteins
(Yeung et al., 2005b) with most humanmiRNAs being reduced in abundance
(Fig. 2). We attribute this phenomenon in part to the Dicer‐attenuating
activity reported for the HIV‐1 Tat protein (Bennasser et al., 2005). More
recently, the HIV‐1 TAR RNA was also shown to be capable of repressing
miRNA processing through sequestration of the human cellular dsRNA‐
binding protein, TRBP, a key cofactor for Dicer (Bennasser et al., 2006b).
Because TAR is expressed abundantly in HIV‐1‐infected cells and because
this RNA has high binding affinity for TRBP (Gatignol et al., 1991), one
expects that the ability of Dicer to process miRNA precursors would be
reduced in the presence of TAR RNA. Hence, like PFV, HIV‐1 through a
combination of Tat and TAR can apparently reduce the expression of human
miRNAs that would otherwise adversely target the virus.

A reduction in miRNA expression may also partially contribute to a
higher risk in HIV‐1‐infected patients to develop neoplasia (Blumenthal
et al., 1999; Moulignier et al., 1994; Neal et al., 1996). The most common
neoplasm associated with HIV‐1 infection is Kaposi’s sarcoma (KS), which is
caused by Human herpesvirus 8 (HHV‐8, also known as KS‐associated
herpesvirus, KSHV) (Kempf and Adams, 1996). Notably, immunosup-
pressed HIV‐1 patients have a 70 times higher probability for KS than similar
immunosuppression induced by other factors (Beral et al., 1990). It is unclear
how HIV‐1 assists HHV‐8 in this disease. However, because miRNA altera-
tions have been linked to carcinogenesis [see Esquela‐Kerscher and Slack
(2006) for more detail], one possible speculation, which does not exclude
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other possibilities, could be that reduced expression of certain miRNAs
in HIV‐1‐infected cells makes the infected individual more vulnerable to
HHV‐8‐induced sarcomas. More mechanistic data are needed before one
can understand the potential role of HIV‐1 and miRNAs in cancers like KS.
One also has to keep in mind that miRNA contributions must be viewed in
the total context of additional, perhaps larger, contributions that arise from
immunosuppression.
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V. Does HIV‐1 Encode miRNAs? _________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

While cellular genomes encode miRNAs, some viruses also carry their
own vmiRNAs. Thus far, evidence has been presented to support that more
than eight viruses encode miRNA sequences that can be processed inside
cells into mature miRNAs (Grey et al., 2005; Omoto and Fujii, 2005;
Omoto et al., 2004; Pfeffer et al., 2004, 2005; Sullivan et al., 2005).
Although most vmiRNAs’ functions remain unknown, expression of some
vmiRNAs is thought to be important for establishing latent infections
and for permitting infected cells to escape immune surveillance. Examples
of self‐targeted miRNAs include HIV‐1‐encoded miRNA (miR‐N367) and
EBV‐encoded miRNA (miR‐BART2) which silence nef and DNA polymer-
ase (BALF5), respectively (Omoto et al., 2004; Pfeffer et al., 2004). SV40‐
encoded miRNA (sv40‐mir‐S1) also inhibits viral transcription (Sullivan
et al., 2005). sv40‐mir‐S1 is expressed late in infection and appears to
suppress excessive T‐antigen production in SV40‐infected cells. In this way,
SV40‐infected cells are reasoned to be less susceptible to cytotoxic T lym-
phocyte (CTL) response as well as less potent in stimulating the release
of cytokines.

Besides self‐targeting, vmiRNAs can also target cellular mRNAs. In
Herpes simplex virus type 1 (HSV‐1)‐infected cells, hsv1‐mir‐H1, a vmiRNA
encoded by the HSV‐1 latency‐associated transcript (LAT), suppresses trans-
forming growth factor (TGF)‐b 1 and SMAD3 proteins and reduces TGF‐b‐
regulated stress‐induced apoptosis (Gupta et al., 2006). Thus, vmiRNAs can
be used by viruses to change the landscape of host cell gene expression
rendering the cellular milieu more favorable for viral replication.

Currently, most identified vmiRNAs are found in DNAviruses. We have
developed an algorithm to predict the occurrence of miRNA within a ran-
domly shuffled sequence. Based on this algorithm, we expect three miRNAs
can be stochastically present per 100 kb with the assumption SigZscr > 4.0
and p < 0.00003 [see Bennasser et al. (2006a) for detail]. In a setting
of neutral evolution, it seems to us that there should be no bias between
the ability of a DNA virus or an RNA virus to encode miRNAs. The
empirical data that most reported vmiRNAs are encoded by DNA, rather
than RNA, viruses (Table I) would suggest a nonneutral course of evolution
(i.e., vmiRNAs is evolutionary favored for DNA vs RNA viruses). While
other reasons may be possible, perhaps one reason for a dearth of vmiRNAs
in RNA viruses is that the viral genome in RNA form could be a vulnerable
substrate for restriction by vmiRNAs. Thus a selective pressure exerted on
RNA viral genomes by self‐encoded vmiRNA may lead to evolutionary
selection against the presence of vmiRNAs in these genomes. Rare preserva-
tion of HIV‐1‐encoded vmiRNAs such as miR‐N367 suggests that certain
RNA sequences (for unknown reasons) within the HIV‐1 genome are poorly



TABLE I A Summary of Viruses Encoded miRNAs and Their Genome Size

Virus name
No. of
miRNAs

Genome
size (nts)

No. of miRNA
per nts

Simian virus 40 2 5243 2621.50

Epstein–Barr virus 32 171,823 5369.47

Rhesus lymphocryptovirus 22 171,096 7777.09
Kaposi sarcoma‐associated herpesvirus 17 135,135 7949.12

Mouse gammaherpesvirus 68 10 119,450 11945.00

Human cytomegalovirus 14 230,287 16449.07

Herpes simplex virus 1 1 152,261 152261.00
Human immunodeficiency virus 1 2 9181 4590.50
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mutable despite their presentation within miRNA‐like precursor structures.
Alternatively, a trivial explanation may simply be that RNA virus encoded
vmiRNAs in low abundance which is technically difficult to detect. Time
and additional investigation are needed to clarify the picture.

HIV‐1 has two candidate viral mi/siRNA sequences (miR‐N367 and
vsiRNA). HIV‐1 also embodies two RNAi suppressors (Tat and TAR) sug-
gesting that this virus employs a complex scheme of gene regulation through
small RNAs. Potentially, in a latent HIV‐1 infection self‐transcripts are tar-
geted by both vmiRNAs and anti‐HIV cellular miRNAs (Fig. 3). On pro-
ductive HIV‐1 transcription, Tat protein and TAR RNA inhibit miRNA
processing and attenuating vmiRNA‐ and cellular miRNA‐based selection
against the virus. This miRNA switch may be one of the factors governing a
transition from latent to productively lytic infection.
VI. Future Perspectives ______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

Recent findings suggest that noncoding viral RNAs, other than miR-
NAs, also function to modulate viral replication. For example, Marek’s
disease herpesvirus (MDV) encodes a small viral telomerase RNA (vTR)
which promotes T‐cell transformation by enhancing the telomerase reverse
transcriptase (TERT) complex activity (Trapp et al., 2006). Separately, a
minus strand HTLV‐I basic leucine zipper factor (HBZ) RNAwas identified
in human T cell leukemia virus type I (HTLV‐I)‐infected cells (Arnold et al.,
2006; Cavanagh et al., 2006; Gaudray et al., 2002). Mutagenesis analyses
revealed that a portion of HBZ RNA, not HBZ’s protein‐coding capacity,
likely promote HTLV‐1 induced cellular transformation (Satou et al., 2006).
Seemingly, different viruses may have developed specific small RNA‐based
mechanisms to increase their replication. Will another recently discovered
class of small ncRNA (Piwi‐interacting RNA) (Aravin et al., 2006; Girard
et al., 2006) play roles in regulating virus life cycle remains to be addressed.
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Also, are there other small ncRNAs encoded by viruses. We have developed
a tiling technique that permits us to map all RNAs transcribed from the
HIV‐1 genome at a resolution of every five base pairs. In coming months, we
hope to understand if there is evidence for additional currently unrecognized
small HIV‐1 viral RNAs.
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