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We dedicate the Encyclopedic Reference of Molecular Pharmacology
to Günter Schultz, who has made outstanding contributions to the
fields of cellular signal transduction and molecular pharmacology.



Preface 

The era of pharmacology, as the science concerned with the understanding of drug
action, only began about 150 years ago when Rudolf Buchheim established the first
pharmacological laboratory in Dorpat (today Tartu, Estonia). Since then, pharma-
cology has always been a lively discipline with “open borders”, reaching out not only
to other life sciences such as physiology, biochemistry, cell biology and clinical med-
icine, but also to chemistry and physics. In a rather successful initial phase, phar-
macologists have devoted their time to describing drug actions either on single
organ level or on an entire organism. Over the last few decades, however, research
has focused on the molecular mechanisms by which drugs exert their effects. Here,
cultured cells or even cell-free systems have served as model systems. As a conse-
quence, our knowledge of the molecular basis of drug actions has increased enor-
mously. The aim of the first Encyclopedic Reference of Molecular Pharmacology is to
cover this rapidly developing field.

The reductionist approach described above has made it increasingly important to
relate the molecular processes underlying drug actions to the drug effect on the
level of an organ or whole organism. Only this integrated view will allow the full
understanding and prediction of drug actions enabling a rational approach to drug
development. On the molecular or even atomic level, new disciplines such as bioin-
formatics and structural biology have evolved. They have gained major  importance
within the entire field but are particularly relevant for the rational development and
design of new drugs. Finally, the availability of the complete genome sequence of an
increasing number of species provides a basis for systematic, genome-wide phar-
macological research aimed at the identification of new drug targets and individu-
alised drug treatment (pharmacogenomics and pharmacogenetics). All these
aspects are considered in the Encyclopedic Reference of Molecular Pharmacology.

The main goal of the Encyclopedic Reference of Molecular Pharmacology is to pro-
vide up-to-date information on the molecular mechanisms of drug action. Leading
experts in the field have provided 159 essays, the core structure of this publication.
Most essays describe groups of drugs and drug targets, whereby the emphasis is not
just on already exploited drug targets but on potential drug targets as well. Several
essays deal with the more general principles of pharmacology, such as drug toler-
ance, drug addiction or drug metabolism. Others portray important cellular



processes or pathological situations and describe how they can be influenced by
drugs. The essays are complemented by more than 1600 keywords; essays and key-
words are linked to each other. By looking up the keywords or related essays high-
lighted in each essay the reader can obtain further information related to the respec-
tive subject. The alphabetical order of entries makes the encyclopedia very easy to
use and help the reader to search successfully. Additionally, all authors are listed
alphabetically, together with their essay title, to allow a search by author name.

Apart from very few exceptions, the entries in the main body of the Encyclopedic
Reference of Molecular Pharmacology do not contain drug names in their titles.
Instead, drugs that are commonly used all over the world are listed in the appendix.
Also included in the appendix are four extensive sections that contain tables listing
proteins such as receptors, transporters or ion channels which are of particular
interest as drug targets or modulators of drug action.

The Encyclopedic Reference of Molecular Pharmacology provides valuable informa-
tion for readers with different expectations and backgrounds (from scientists, stu-
dents and lecturers to informed lay-people) and fills a gap between pharmacology
textbooks and specialized review series.

All contributing authors as well as the editors have taken great care to provide up-
to-date information. However, inconsistencies or errors may remain, for which we
assume full responsibility. We welcome comments, suggestions or corrections and
look forward to a stimulating dialog with the readers of the Encyclopedic Reference
of Molecular Pharmacology whether their comments concern the content of an indi-
vidual entry or the entire concept.

We are indebted to our colleagues for their excellent contributions. It has been a
great experience, both personally and scientifically, to interact with and learn from
the 200 plus contributing authors. We would also like to thank Ms. Hana Deuchert
and Ms. Katharina Schmalfeld for their excellent and invaluable secretarial assis-
tance during all stages of this project. Within the Springer-Verlag, we are grateful to
Dr. Thomas Mager for suggesting the project and also to Frank Krabbes for his
technical expertise. Finally, we would like to express our gratitude to Dr. Claudia
Lange for successfully managing the project and for her encouraging support. It has
been a pleasure to work with her.

Heidelberg / Berlin, June 2003

Stefan Offermanns and Walter Rosenthal
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2 Abstinence Syndrome

a portion of drug reaches the blood and arrives at
its site of action.

� Pharmacokinetics

����
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The abstinence syndrome (synonym, withdrawal
symptom) is observed after withdrawal of a drug
to which a person is addicted. For example, the
abstinence syndrome after alcohol withdrawal is
characterized by tremor, nausea, tachycardia,
sweating and sometimes hallucinations.

� Drug Addiction
� Dependence
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� Drug Addiction
� Dependence
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Angiotensin converting enzyme inhibitors
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Angiotensin converting enzyme (ACE) plays a
central role in cardiovascular hemostasis. Its
major function is the generation of angiotensin
(ANG) II from ANG I and the degradation of
bradykinin. Both peptides have profound impact
on the cardiovascular system and beyond. ACE

inhibitors are used to decrease blood pressure in
hypertensive patients, to improve cardiac func-
tion and to reduce work load of the heart in
patients with cardiac failure.

� Blood Pressure Control
� Renin-Angiotensin-Aldosteron System

�	����
���������
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ACE inhibitors inhibit the enzymatic activity of
� Angiotensin Converting Enzyme (ACE). This
enzyme cleaves a variety of pairs of amino acids
from the carboxy-terminal part of several peptide-
substrates. The conversion of ANG I to ANG II and
the degradation of bradykinin to inactive frag-
ments are considered the most important func-
tions of ACE (1–3). ACE inhibitors are non-pep-
tide analogues of ANG I. They bind tightly to the
active sites of ACE, where they complex with a zinc
ion and interact with a positively charged group as
well as with a hydrophibic pocket. They competi-
tively inhibit ACE with Ki values in the range
between 10-10 and 10-11 (3).

Effects of ACE-inhibitors mediated by the inhi-
bition of ANG II generation:

ANG II is the effector peptide of the renin-
angiotensin system (1,2). ANG II is one of the most
potent vasoconstrictors, fascilitates norepine-
phrine release, stimulates aldosterone production
and increases renal sodium retention. In addition,
ANG II is considered to be a growth factor, stimu-
lating proliferation of various cell types. The
actions of ANG II are mediated through two
� Angiotensin Receptors, termed AT1 and AT2.
Most of the cardiovascular functions of ANG II are
mediated through the AT1 receptor.

In some patients with hypertension and in all
patients with cardiac failure, the renin-angiotensin
system is activated to an undesired degree, bur-
dening the heart. The consequences of diminished
ANG II generation by ACE inhibitors are multiple:
In patients with hypertension, blood pressure is
reduced as a result of (a) decreased peripheral vas-
cular resistance, (b) decreased sympathetic activ-
ity, and, (c) reduced sodium and water retention.
In patients with cardiac failure, cardiac functions
are improved as a result of (a) reduced sodium and
water retention (preload and afterload reduction),
(b) diminished total peripheral resistance (after-
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�
load reduction) and (c) reduced stimulation of the
heart by the sympathetic nervous system. A reduc-
tion of cardiac hypertrophy appears to be another
desired effect of ACE inhibitors. It is mediated at
least partially by the reduction of intracardiac
ANG II levels. ACE inhibitors furthermore protect
the heart from arrhythmia during reperfusion
after ischemia, and improve local blood flow and
the metabolic state of the heart. These effects are
largely mediated by Bradykinin (see below).

In the vasculature, ANG II not only increases
contraction of smooth muscle cells, but is also able
to induce vascular injury. This can be prevented by
blocking � NFκB  activation (3) suggesting a link
between ANG II and inflammation processes
involved in the pathogenesis of arteriosclerosis
(see below). Thus, ACE inhibitors not only
decrease vascular tone but probably also exert
vasoprotective effects.

In the kidney ANG II reduces renal blood flow
and constricts preferentially the efferent arteriole
of the glomerulus with the result of increased
glomerular filtration pressure. ANG II further
enhances renal sodium and water reabsorption at
the proximal tubulus. ACE inhibitors thus increase
renal blood flow and decrease sodium and water
retention. Furthermore, ACE inhibitors are neph-
roprotective, delaying the progression of glomeru-
losclerosis. This also appears to be a result of
reduced ANG II levels and is at least partially inde-
pendent from pressure reduction. On the other
hand, ACE inhibitors decrease glomerular filtra-
tion pressure due to the lack of ANG II-mediated
constriction of the efferent arterioles. Thus, one
important undesired effect of ACE inhibitors is
impaired glomerular filtration rate and impaired
kidney function.

Another effect of ANG II is the stimulation of
� Aldosterone  production in the adrenal cortex.
ANG II increases the expression of steroidogenic
enzymes, such as aldosterone synthase and stimu-
lates the proliferation of the aldosterone produc-
ing zona glomerulosa cells. Aldosterone increases
sodium and water reabsorbtion at the distal tubuli.
More recently it has been recognized that aldoster-
one is a fibrotic factor in the heart. ACE inhibitors
decrease plasma aldosterone levels on a short term
scale, thereby not only reducing sodium retention
but also preventing aldosterone-induced cardiac
fibrotic processes. On a long term scale, however,

patients with cardiac failure exhibit high aldoster-
one levels even when taking ACE inhibitors.

In this context it is important to note that cir-
culating ANG II levels do not remain reduced dur-
ing long term treatment with ACE inhibitors. This
is likely the result of activation of alternative, ACE-
independent pathways of ANG II generation. The
protective effects of ACE inhibitors on a long term
scale, therefore, are not explained by a reduction
of circulating ANG II levels. They are either unre-
lated to inhibition of ANG II generation, or a result
of the inhibition of local generation of ANG II.
Indeed, due to the ubiquitous presence of ACE in
endothelial cells, large amounts of ANG II are gen-
erated locally within tissues such as kidney, blood
vessels, adrenal gland, heart and brain, and exert
local functions without appearing in the circula-
tion (2). Membrane bound endothelial ACE, and
consequently local ANG II generation, has been
proved to be of greater significance than ANG II
generated in plasma by the circulating enzyme.
Experimental evidence also indicates that plasma
ACE may infact not be relevant to blood pressure
control at all.

Effects of ACE inhibitors mediated by the inhi-
bition of Bradykinin degradation:

Kinins are involved in blood pressure control,
regulation of local blood flow, vascular permeabil-
ity, sodium balance, pain, inflammation, platelet
aggregation and coagulation. Bradykinin also
exerts antiproliferative effects (4). In plasma,
bradykinin is generated from high molecular
weight (HMW) kininogen, while in tissues lys-
bradykinin is generated from HMW and low
molecular weight (LMW) kininogen. Several
effects of bradykinin are explained by the fact that
the peptide potently stimulates the NO-pathway
and increases prostaglandin synthesis in endothe-
lial cells. In smooth muscle cells and platelets, NO
stimulates the soluble guanylate cyclase, which
increases cyclic GMP that in turn activates protein
kinase G. As a consequence, vascular tone and
subsequently systemic blood pressure is
decreased, local blood flow is improved and plate-
let aggregation is prevented.

ACE inhibitors inhibit the degradation of
bradykinin and potentiate the effects of bradyki-
nin by about 50–100 fold. The prevention of brady-
kinin degradation by ACE inhibitors is particu-
larly protective for the heart. Increased bradykinin
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levels prevent postischemic reperfusion arrhyth-
mia, delays manifestations of cardiac ischemia,
prevents platelet aggregation and probably also
reduces the degree of arteriosclerosis and the
development of cardiac hypertrophy. The role of
bradykinin and bradykinin-induced NO release
for the improvement of cardiac functions by con-
verting enzyme inhibitors has been demonstrated
convincingly with use of a specific bradykinin
receptor antagonist and inhibitors of NO-syn-
thase.

In the kidney, bradykinin increases renal blood
flow, whereas glomerular filtration rate remains
unaffected. Bradykinin stimulates natriuresis and,
through stimulation of prostaglandin synthesis,
inhibits the actions of antidiuretic hormone
(ADH), thereby inhibiting water retention. Brady-
kinin further improves insulin sensitivity and cel-
lular glucose utilisation of skeletal muscle cells in
experimental models. This, however, appears not
to be relevant in the clinical context.

Bradykinin exerts its effects via B1 and B2
receptors. The inhibition of bradykinin degrada-
tion by ACE inhibitors compensatory leads to
increased conversion of bradykinin to des Arg-9-
bradykinin by kininase I. This peptide still has
strong vasodilatatory properties and a high affin-
ity to the B1 receptor. The clinical relevance of this
aspect is not clear. The cardioprotective effects of
bradykinin are mediated via B2 receptors, since
they can be blocked by a specific B2 receptor
antagonist (4). On the other hand, kinins increase
vascular permeability with the consequence of
edema, exhibit chemotactic properties with the
risk of local inflammation and they are involved in
the manifestation of endotoxic schock. Increased
bradykinin levels are thus thought to cause some
of the undesired effects observed with ACE inhibi-
tors, such as cough, allergic reactions and anaphy-
lactic responses, for instance angioneurotic edema
(5).

��
�
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ACE inhibitors are approved for the treatment of
hypertension and cardiac failure (5). For cardiac
failure, many studies have demonstrated increased
survival rates independently of the initial degree
of failure. They effectively decrease work load of
the heart as well as cardiac hypertrophy and

relieve the patients symptoms. In contrast to pre-
vious assumptions, ACE inhibitors do not inhibit
aldosterone production on a long term scale suffi-
ciently. Correspondingly, additional inhibition of
aldosterone effects significantly reduces cardiac
failure and increases survival even further in
patients already receiving diuretics and ACE
inhibitors. This can be achieved by coadministra-
tion of spironolactone, which inhibits binding of
aldosterone to its receptor.

In the treatment of hypertension, ACE inhibi-
tors are as effective as diuretics, β-adrenoceptor
antagonists or calcium channel blockers in lower-
ing blood pressure. However, increased survival
rates have only been demonstrated for diuretics
and β-adrenoceptor antagonists. ACE inhibitors
are approved for monotherapy as well as for com-
binational regimes. ACE inhibitors are the drugs
of choice for the treatment of hypertension with
renal diseases, particularly diabetic nephropathy,
because they prevent the progression of renal fail-
ure and improve proteinuria more efficiently than
the other drugs.

More than 15 ACE inhibitors are presently
available. They belong to three different chemical
classes: sulfhydryl compounts such as captopril,
carboxyl compounds such as enalapril, and phop-
shorus compounds such as fosinopril. Sulfhydryl
compounds exert more undesired, but also desired
effects, since they additionally interact with
endogenous SH groups. For instance, these com-
pounts may potentiate NO-actions or act as scav-
engers for oxygen-derived free radicals. Carboxyl
compounds are in general more potent than cap-
topril. Phosporous compounds are usually charac-
terized by the longest duration of action.

Most ACE inhibitors are prodrugs, with the
exceptions of captopril, lisinopril and ceranapril.
Prodrugs exert improved oral bioavailability, but
need to be converted to active compounds in the
liver, kidney and/or intestinal tract. In effect, con-
verting enzyme inhibitors have quite different
kinetic profiles with regard to half time, onset and
duration of action, or tissue penetration.

In general, ACE inhibitors at the doses used to
date are safe drugs. In contrast to many antihyper-
tensive drugs, ACE inhibitors do not elicit a reflec-
tory tachycardia and do not influence lipid or glu-
cose metabolism in an undesired manner. Glucose
tolerance is even increased. Most undesired effects
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�
are class specific and related to the inhibition of
ACE. Less dangerous, but often bothersome, are
dry cough, related to increased bradykinin levels
and loss of taste or impaired taste. The more
severe undesired effects are hypotension, hyperka-
liemia and renal failure, but those can be easily
monitored and appropriately considered. The risk
for hypotension increases in combination with
diuretics, particularly when ACE inhibitors are
initiated in patients who already receive diuretics.
The risk of hyperkaliemia increases with coadmin-
istration of spironolactone and the risk of renal
failure is higher in volume depleted patients or
those already exhibiting impaired renal function.
Seldom (0.05%) the development of angioneu-
rotic edema occurs (usually) during the first days
of treatment and is life threatening. Allergic
responses and angioneurotic edema are related to
bradykinin. Recently, specific AT1 receptor antago-
nists have become available and are used in the
management of hypertension and are presently
tested for use in cardiac failure. They are believed
not to exhibit the bradykinin-related undesired
effects. Indeed, undesired effects of AT1 receptor
antagonists are lower than seen with ACE inhibi-
tors. On the other hand, AT1 receptor antagonists
are probably less effective since the patients do not
profit from the cardioprotective effects of bradyki-
nin. Studies comparing the effects of ACE inhibiti-
ors with AT1 receptor antagonists are presently
underway. ACE inhibitors are contraindicated in
pregnancy (risk of abortion, acute renal failure of
the newborn) and patients with bilateral stenosis
of the renal artery. Special caution should be taken
if patients have autoimmunolocial systemic dis-
eases.

#	�	�	��	�
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Acetylcholine is a neurotransmitter in cholinergic
nerves which acts on muscarinic or nicotinic
cholinoceptors.

� Nicotinic Receptors
� Muscarinic Receptors
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� Cholinesterase
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Acetyltransferase is an enzyme that catalyses the
transfer of an acetyl group from one substance to
another. 
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ACPD (1-aminocyclopentane-1,3-dicarboxylic
acid) is identified as the mGlu selective agonist.
Within the 4 stereoisomers, 1S,3R-ACPD activates
group-I and group-II mGlu receptors as well as
some group-III receptors (mGlu8) at higher con-
centrations. The 1S,3S-ACPD isomer is one of the
first selective group-II mGlu receptor agonists
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8 Additive Interaction
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Additive interaction is interaction in which the
combined effect is the sum of the effects of each
drug administered separately.

�δ&�
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Aδ-fibres are small diameter myelinated afferent
fibres. As part of the pain sensory system they are
present in nerves that innervate the skin and deep
somatic and visceral structures.

� Nociception
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Adenosine is produced by many tissues, mainly as
a by-product of ATP breakdown. It is released
from neurons, glia and other cells, possibly
through the operation of the membrane transport
system. Its rate of production varies with the func-
tional state of the tissue and it may play a role as a
autocrine or paracrine mediator (e.g. controlling
blood flow). The uptake of adenosine is blocked by
dipyridamole, which has vasodilatory effects. The
effects of adenosine are mediated by a group of G-
protein coupled receptors (the Gi/o-coupled A1-
and A3- receptors, and the Gs-coupled A2A-/A2B-
receptors). A1-receptors can mediate vasoconstric-
tion, block of cardiac atrioventricular conduction
and reduction of force of contraction, bronchoc-
onstriction, and inhibition of neurotransmitter
release. A2 receptors mediate vasodilatation and
are involved in the stimulation of nociceptive
afferent neurons. A3 receptors mediate the release
of mediators from mast cells. Methylxanthines
(e.g. caffeine) function as antagonists of A1 and A2
receptors. Adenosine itself is used to terminate
supraventricular tachycardia by intravenous bolus
injection.

� Purinergic System

��	���
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� Adenosine
� Purinergic System
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� Gene Therapy
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Adenylyl cyclase (preferred), adenylate cyclase,
adenyl cyclase (original), and ATP:pyrophosphate
lyase, cyclizing (E.C.4.6.1.1.)
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Adenosine 3′:5′-monophosphate (� cAMP) modi-
fies cell function and metabolism in virtually all
eukaryotic cells through the activation of cAMP-
dependent protein kinase, which catalyzes the
phosphorylation of numerous proteins or through
cAMP-gated ion channels. Cellular levels of cAMP
reflect the balance between the actions of adenylyl
cyclase and cAMP-phosphodiesterases. Adenylyl
cyclases are a family of enzymes that catalyze the
formation of cAMP from 5′-ATP. The enzyme
occurs throughout the animal kingdom and plays
diverse roles in cell regulation.
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� Guanylyl Cyclases
� Phosphodiesterases
� Transmembrane Signalling
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In mammals there are at least ten distinct adeny-
lyl cyclases Isozymes (Fig. 1) and these are central
to one of the most important transmembrane sig-
nal transduction pathways [1]. All but one of the
isozymes are membrane-bound and these are reg-
ulated by numerous hormones and neurotrans-
mitters via cell-surface receptors linked via heter-
otrimeric (αβγ) stimulatory (Gs) and inhibitory
(Gi) guanine nucleotide-dependent regulatory
proteins (� G-proteins) (Fig. 2). Gαs stimulates all
of these isozymes except the soluble type X. The
isozymes differ more significantly in their
responses to G-αi and to the effects of G-βγ on
Gαs-stimulated enzyme. For example, in the pres-

but significantly stimulates the type II and type IV
enzyme, and G-αi inhibits isozyme types II, III,
and V, but is apparently without effect on the other
forms (Table 1).

The membrane-bound forms of the mamma-
lian adenylyl cyclases exhibit a putative topology
with twelve membrane-spanning regions and two
∼40 kD cytosolic domains (C1 and C2) (Fig. 2),
which share large conserved regions [2]. N-termi-
nal domains are highly variable and likely serve
regulatory roles. Differences within other domains
of the isozymes are significant and participate in
regulation by a variety of agents. The cleft formed
by the C1•C2 domains  binds substrate and
� forskolin (Fig. 3). The active site shares topol-
ogy and reaction mechanisms with guanylyl cycla-
ses, with which there is considerable homology,
and with oligonucleotide polymerases. Each cata-
lyzes a cation-dependent attack of the 3′-OH on
the α-phosphate of a nucleoside triphosphate,
with pyrophosphate as leaving group. Activation
of adenylyl cyclases by αs•GTP occurs through its
interaction with the enzyme’s C2 domain, yielding
the active enzyme: GTP•αs•C [3]. A symmetrical
locus on the C1 domain interacts with αi. Conse-
quently, agents that affect either the dissociation
of either Gi or Gs, or the association of their
respective αs, αi, or βγ subunits with adenylyl
cyclase could affect rates of cAMP formation in
membrane preparations or in intact cells and tis-
sues.

Fig. 1 Adenylyl cyclase isoforms: aminoacid homol-
ogy. The numbering of adenylyl cyclase isozymes has 
been in the order of their expression and deduced 
sequencing.  There is substantial homology within the 
family of membrane-bound forms of the enzyme, yet 
they are distinctly and selectively regulated by a vari-
ety of agents.

Fig. 2 Membrane localization, topology, and regula-
tion of mammalian adenylyl cyclases.
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Adenylyl cyclase activity may also be altered by
numerous other agents of physiological and bio-
chemical interest. These include agents or
enzymes that act on hormone receptors, bacterial
toxins that act on Gs and Gi, and agents that act
directly on adenylyl cyclase. For example,
� fluoride  activates most mammalian adenylyl
cyclases indirectly through its effect on Gs. G-αs is
stably activated by poorly hydrolyzable analogs of
GTP, e.g. GTPγS or GPP(NH)P, and its activation is
hindered by GDPβS. Other important examples
include the ADP-ribosyltransferase of Vibrio chol-
erae, which catalyzes the ADP-ribosylation from
NAD of G-αs, leading to stably activated enzyme,
and of Bordetella pertussis, which ADP-ribo-
sylates G-αiβγ, which prevents its dissociation and

also leads to elevated adenylyl cyclase activity (cf.
G-proteins). These actions contribute to the
pathophysiology of these bacteria. Phosphoryla-
tion, catalyzed by cAMP-dependent protein kinase
(PKA), protein kinase C (PKC), or receptor protein
kinases, can elicit altered adenylyl cyclase activity
due either to effects directly on the enzyme or
indirectly through effects on hormone receptors
or G-proteins. By comparison, forskolin [1,3] acti-
vates most adenylyl cyclase isozymes by directly
binding within the C1•C2 cleft. Most isozymes are
regulated by Ca2+, either directly through one of
the two metal-binding sites (see below), or indi-
rectly through calmodulin [1], which activates a
few isozymes,  or indirectly through PKC.
Although there is substantial homology among the

Tab. 1 Mammalian adenylyl cyclases and characteristics of their regulation.

Isozyme Amino 
Acids

Accession 
Numberb

Gαi
d,e Gβγf Ca2+/ 

Calmodulin
Protein 
Kinases

Tissue 
Distributionj

I (bovine)a 1134 M25579 ↓ EC50~20nM PKC ↑ brain

II (rat) 1090 M80550 ↓ ↑ no ∆ PKC i ↑ ↑ brain

III (rat) 1144 M55075 ↓ no ∆ g ↓ PKC ↑ olfactory, brain, 
adrenal, brown fat

IV (rat) 1064 M80633 ↑ no ∆ PKC ↓ ubiquitous

V (rat) 1262 M96159 ↓ ↓ (no CaM) h ↓ PKC ↑ heart, brain

VI (rat) 1180 M96160 ↓ PKC ↓
PKA

heart, kidney
liver

VII (mouse) 1099 U12919 retina, brain

VIII (rat) 1248(A) L26986 c ↑ brain

IX (mouse) 1353 U30602 no ∆ skeletal muscle, 
heart, brain

X (human) 1610 AF176813 no ∆ testes

Notes:
a) Species designated is that from which the isozyme was originally cloned
b) Structures can be obtained through http://www.ncbi.nlm.nih.gov/
c) Type VIII exhibits three splice variants (A,B,C); accession number is for A.
d) An empty cell implies that no information was available.
e) Arrows indicate increased (up arrow) or decreased (down arrow) adenylyl cyclase activity.
f) Effects of G- βγ  are on G- αs -stimulated enzyme.
g) No ∆ implies that this was tested, but no effect was observed.
h) No CaM: inhibition of adenylyl cyclase was caused by calcium in the absence of calmodulin.
i) Double arrows indicates large effect on activity.
j) Distribution implies evidence of protein expression; this is not a complete listing.



Adenylyl Cyclases 11

�

membrane-bound forms of the mammalian ade-
nylyl cyclases, the striking differences in the char-
acter and extent of regulation by a variety of
agents imply that primary and secondary struc-
tural characteristics are important determinants
in the interactions of the enzyme with cell constit-
uents and hence will regulate enzyme acitivity, the
rate of formation of cAMP, and the downstream
effects that this will have.

�������
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Adenylyl cyclases exhibit a reversible bireactant
sequential mechanism in which free divalent cati-
ons and cation-5′-ATP serve as substrates, and
cAMP, metal-PPi, and free divalent cations are
products (Fig. 4). For some isozymes, available
data suggest that substrate binding and product

release are ordered and for others random. Typi-
cally, reaction velocities are considerably greater
with Mn2+ as the cation than with Mg2+. Maximal
velocities observed with various ATP analogs fol-
low the order: 2′-d-5′ATP > ATP > ATPγS >
APP(NH)P > APP(CH2)P. Km values for rat brain
cyclase are: KMnATP, ∼9 µM, KMn

2+, ∼4 µM,
KMgATP, ∼60 µM, and KMg

2+, ∼860 µM. Notably,
activation of adenylyl cyclases by hormones or by
G-αs, via the active enzyme configuration
GTP•αs•C, causes a reduction in KMg

2+ of more
than an order of magnitude to ∼50 µM, without a
change in KMgATP.

�����
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Although agents which indirectly activate or
inhibit adenylyl cyclases are common and are even
used in the treatment of disease, e.g. blockers of β-
adrenergic receptors, hormones, and other drugs
targeting G-protein-coupled receptors, drugs act-
ing directly on the enzyme have been less well
explored. And for most stimulators and inhibitors
that act directly on adenylyl cyclases, isozyme
selectivity has not been demonstrated. The main
classes of such agents are derivatives of forskolin
and of adenine nucleosides. Probably all adenylyl
cyclases are inhibited competitively by substrate
analogs,  which compete with the site and enzyme
configuration with which cation-ATP binds
(Fig. 4). The best competitive inhibitor is β-L-2′,3′-

Fig. 3  Crystal structure of adenylyl cyclase. The crys-
tal structure of adenylyl cyclase was first achieved 
with a C2 •C2 homodimer and then with the C1 •C2 •αs 
complex shown here [3].  The Switch II region of Gαs 
interacts with the C2 domain to effect activation of 
adenylyl cyclase. The cleft formed between C1 and C2 
affords loci for catalysis (ATP) and for activation by 
forskolin (FSK). The cleft formed by the interaction of 
the VC1 and IIC2 domains of a chimeric adenylyl 
cyclase contains binding sites for substrate (ATP) and 
forskolin (FSK). The Switch II domain of Gαs interacts 
with the C2 domain of adenylyl cyclase.

Fig. 4 Reaction sequence for catalysis and inhibition 
of adenylyl cyclases. E* represents the catalytic trans-
ition state.
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dideoxy-adenosine-5′-triphosphate (β-L-2′,3′-dd-
5′-ATP; Table 2, Fig. 5) [4], which has been used to
identify the � two metal sites within the catalytic
active site [5]. This ligand has also been labeled
with 32P in the β-phosphate position and is a use-
ful ligand for reversible, binding displacement
assays of adenylyl cyclases [4].

Most membrane-bound forms of the mamma-
lian adenylyl cyclase are inhibited by adenine
nucleosides and their 3′-polyphosphates deriva-
tives. These constitute a class of inhibitors histori-
cally referred to as P-site ligands. Inhibition by
these ligands is conserved with varying sensitivity
in all isozymes, save those of bacteria and sperm,
and they provide an exquisite means for inhibition
of this signal transduction pathway. The most
potent of these ligands is 2′,5′-dideoxyadenosine-
3′-tetraphosphate (2′,5′-dd-3′-A4P; Table 3; cf.
Fig. 2 for structure of corresponding 3′-triphos-
phate) [6]. Whereas the most potent ligands in this
class contain polyphosphate groups at the 3′-ribo-
syl position, they are not cell permeable. Mem-
brane permeable ligands include the precursor
nucleoside, 2′,5′-dd-Ado, and several 9-substi-
tuted adenine derivatives, specifically 9-THF-Ade
(SQ 22,536), 9-Ara-Ade, 9-Xyl-Ade, and 9-CP-Ade
(Table 4). An advantage of 9-CP-Ade, in contrast
with the other compounds, is that it is both chemi-
cally and metabolically stable. These have been
used to lower cellular cAMP levels and to alter
function in numerous studies with isolated cells
and intact tissues.

To take advantage of the potency of the adenine
nucleoside 3′- or 5′-polyphoshate derivatives for
studies with intact cells and tissues, it is necessary
either to protect the phosphate groups from exo-
nucleotidases or to provide a precursor to these
molecules that is cell permeable and is then
metabolized into a potent inhibitor by intracellular
enzymes. The general term for this type of com-
pound is � prodrug or pronucleotide. The most
interesting members of this class of compound are
phorphorylated derivatives of 9-substituted-
adenines that are spatially consistent with the
phosphate position of 2′,5′-dd-3′-AMP and in
which the phosphate is protected by any of several
protecting ligands. The potency of the best of
these compounds is in a range similar to that of
2′,5′-dd-3′-ATP. Although the use of these agents to
date has been solely with isolated cells, it is likely
that they will find applications in other systems as
an additional upstream block of the adenylyl
cyclase-cAMP-PKA signaling cascade.
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Since its first description, adenylyl cyclase has
been an enzyme family of intense investigation.
Consequently, numerous observations have been
made of agents that affect its activity, principally
in isolated membranes, but also of purified
enzyme. Some of these effects are of importance
for investigators intending to work with the
enzyme. For example, it has been universally
observed that the enzyme is protected by thiols, β-
mercaptoethanol, 2,3-dimercaptopropanol, and
dithiothreitol being the most commonly used.

Tab. 2 Competitive inhibitors of adenylyl cyclase. As-
says were performed with detergent-dispersed adeny-
lyl cyclase from rat brain and were conducted with
100 µM MnATP and 5 mM MnCl2 as substrates.

Nucleotide IC50 [µM]

β-L-5’-AMP 200

β-L-2’,3’-dd-5’-AMP 62

β-D-5’-AP(CH2)PP 30

β-L-5’-ATP 3.2

β-D-2’,3’-dd-5’-ATP 0.76

β-L-2’,3’-dd-5’-ATP 0.024

Fig. 5 A potent, reversibly binding, competitive inhib-
itor of adenylyl cyclases, labeled with 32P at the β-
phosphate.
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Conversely, adenylyl cyclases are generally suscep-
tible to oxidants, e.g. H2O2, (IC50 ∼3 µM) and ben-
zoquinone (IC50 ∼3 µM), and alkylating agents,
e.g. N-ethylmaleimide (IC50 ∼100 µM), p-ami-
nophenylarsenoxide (IC50 ∼40 µM), p-aminophe-
nyldichloroarsine (IC50 ∼80 µM), or o-iodosoben-
zoate (IC50 ∼10 µM for type I adenylyl cyclase
against calmodulin stimulation). Not surprisingly,
the crude membrane-bound enzyme is suscepti-
ble to thermal inactivation (e.g. 50% inactivation
at 35° in 10 min) and the purified enzyme is more
labile, but protection is afforded by forskolin, sub-
strate, P-site ligands, Ca2+/calmodulin (e.g. with
type I enzyme), and activated G-αs. Proteases also
elevate adenylyl cyclase activity. For example,
acrosin, trypsin, and thrombin can cause 5–10 fold
activation, and these exhibit some isozyme selec-
tivity (type II > III >> V). The basis for this acti-
vation in each case is not known, though serine
proteases are known to cleave Gαi, and this could
lead to indirect effects on adenylyl cyclase activity.

All the studies on mammalian adenylyl cycla-
ses notwithstanding, it is unclear if all forms of the
enzyme have been identified, whether all modes of
regulation have been determined, when during
development, cell life cycles, and cell-cell interac-
tions that specific isozymes are expressed, and
how these processes are regulated.
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Adenylyl cyclases are found throughout the animal
kingdom and serve a variety of regulatory roles. In
some animals, e.g. insects and crustaceans, the en-
zyme is membrane-bound and is regulated by neu-
rotransmitters and G-proteins in a manner similar
to that seen in mammalian systems. Sperm motili-
ty, respiration, and fertilization in invertebrates,
e.g. sea urchins, all involve changes in adenylyl cy-
clase activity. Here, too, regulatory mechanisms are
similar to those in mammalian systems. In some
unicellular organisms, however, adenylyl cyclases
have been observed to be soluble whereas in others
it is membrane-associated. Structures of enzyme
from these latter sources have not been deter-
mined, but amino acid sequences have been de-
duced for some. Available evidence indicates that
there is little homology between these adenylyl cy-
clases and the membrane-bound mammalian
form. There are several notable examples. In Sal-
monella typhimurium and Escherichia coli regula-
tion of adenylyl cyclase is coordinated with that of
carbohydrate permeases by the phosphoenolb-
pyruvate:sugar phosphotransferase system. This is
important for bacterial responses to changes in nu-
trient levels. The adenylyl cyclase of Brevibacteri-
um liquifaciens was the first to be purified and was
used to demonstrate the requirement for a α-keto-
monocarboxylic acid cofactor and that the catalytic
reaction was reversible (reversibility of the reaction
was recently shown to occur also for a chimeric
mammalian adenylyl cyclase). The adenylyl cyclas-
es of Bordetella pertussis and Bacillus anthracis are
both soluble, Ca2+/calmodulin-dependent but G-
protein independent enzymes, which are exported
from the respective bacteria. Because these en-
zymes are then transported into infected cells, ade-
nylyl cyclase actually constitutes a toxic factor in
mammals; adenylyl cyclase is the ‘edema factor’ of
B. anthracis. It is in Dictyostelium discoideum that
adenylyl cyclase generates the cAMP that provides
the signal for aggregation into a multicellular or-
ganism and the development of fruiting bodies.
And lastly, in yeast (Saccharomyces cerevisiae) the
enzyme is membrane bound and is regulated by a
G-protein, in this case Ras. As in mammalian sys-
tems, it is involved in metabolic control and in mat-
ing responses. Given that in many of these other
systems additional proteins and cofactors partici-
pate in the regulation of adenylyl cyclase activity,

Tab. 3 IC50 values for inhibition of rat brain adenylyl
cyclase by adenosine 3’-phosphates. Assays were per-
formed with detergent-dispersed adenylyl cyclase from
rat brain and were conducted with 100 µM 5’ATP and
5 mM MnCl2 as substrates. Values obtained for 3’-ATP
are overestimations due to the formation of 2’:3’-cAMP
from 3’-ATP that occurs non-enzymatically in the pres-
ence of divalent cations.

nucleoside [µM]

3’-Phosphate Ado 2’-d-Ado 2’,5’-dd-Ado

none 82 15 2.7

∼P 8.9 1.2 0.46

∼PP 3.9 0.14 0.10

∼PPP 2.0 0.09 0.04

∼PPPP --- 0.0105 0.0074
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the full elucidation of the roles in which this en-
zyme activity participates in cell growth, develop-
ment, and function, is a long way off.
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Ado, adenosine; 2′-d-Ado, 2′-deoxyadenosine; 3′-
d-Ado, 3′-deoxyadenosine; 5′-d-Ado, 5′-deoxyade-
nosine; 2′,5′-dd-Ado, 2′,5′-dideoxyadenosine; 2′,3′-
dd-Ado, 2′,3′-dideoxyadenosine; 9-CP-Ade, 9-
(cyclopentyl)-adenine; 9-THF-Ade, 9-(tetrahydro-
furyl)-adenine (SQ22,536); 9-Ara-Ade, 9-(arabino-
furanosyl)-adenine; 9-Xyl-Ade, 9-(xylofuranosyl)-
adenine; cAMP, adenosine-3′:5′monophosphate;
2′-d-3′-AMP, 2′-deoxyadenosine 3′-monophos-
phate; 2′-d-3′-ADP, 2′-deoxyadenosine 3′-diphos-
phate; 2′-d-3′-ATP, 2′-deoxyadenosine 3′-triphos-
phate; 2′,5′-dd-3′-AMP, 2′,5′-dideoxyadenosine 3′-
monophosphate; 2′,5′-dd-3′-ADP, 2′,5′-dideoxyade-
nosine 3′-diphosphate; 2′,5′-dd-3′-ATP, 2′,5′-dide-
oxyadenosine 3′-triphosphate; 2′,5′-dd-3′-A4P,
2′,5′-dideoxyadenosine 3′-tetraphosphate; PMEA,
9-(2-phosphonylmethoxyethyl)-adenine; PME-
App, 9-(2-diphosphorylphosphonylmethoxye-
thyl)-adenine; PMEAp(NH)p, 9-(2-iminodiphos-
phorylphosphonylmethoxyethyl)-adenine.
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Antidiuretic Hormone

� Vasopressin/Oxytocin
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ADHD is � Attention Deficit Hyperactivity Disor-
der.

� Psychostimulants

Tab. 4 IC50 values for inhibition of rat brain adenylyl
cyclase by 9-substituted adenine derivatives. Assays
were performed with detergent-dispersed adenylyl cy-
clase from rat brain and were conducted with 100 µM
5’ATP and 5 mM MnCl2 as substrates.

Adenine Derivative IC50 [µM]

9-CP-Ade 100

9-THF-Ade 20

9-Ara-Ade 30

9-Xyl-Ade 3.2

3’-d-Ado (cordycepin) 13

PMEA 66

PMEApp 0.175

PMEAp(NH)p 0.180
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�
atropine and scopolamine of Belladonna are spe-
cific antagonists at � muscarinic receptors.
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Alkylating agents form covalent bonds with target
molecules. They alkylate various nucleophilic
moieties such as phosphates. The biological effects
of alkylating agents are the consequence of alkyla-
tion of DNA. Originally employed as chemical
warfare agents, they are now used in the chemo-
therapy of cancer. Examples are cyclophospha-
mide and cisplatin.

� Antineoplastic Agents

���	�	

An allele is one form in which a polymorphism
exists. Most genetic polymorphisms are bi-allelic,
i.e. they occur in two forms. Other types of genetic
polymorphisms such as the VNTR polymor-
phisms are multi-allelic.

� Pharmacogenetics
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An allergen is usually an inert substance (eg pol-
len, house dust mite faeces) that can trigger the
generation of an inappropriate antigenic response
in some individuals. Subsequent exposure of a
sensitized individual to the allergen is therefore
able to cross-link IgE antibodies on the surface of
mast cells and trigger an immune response and
histamine release. 

� Allergy
� Histaminergic System

���	���
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School, Hannover, Germany
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Hypersensitivity
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The term allergy describes inappropriate immune
responses to foreign substances after repeated
exposure giving rise to irritant or harmful, and
eventually fatal reactions. Its incidence depends on
two factors: the occurence and nature of an agent
eliciting immune reactions (allergen) and the
reactivity of the immune system (� immune
defense). In highly industrialized countries aller-
gies may affect more than 30% of the population
caused by poorly understood environmental influ-
ences. In addition, a genetically determined pre-
disposition exists to develop an allergy.

� Humanized Monoclonal Antibodies
� Immune Defense
� Immunosuppressive Agents
� Inflammation
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Currently allergic reactions are classified into four
types on the basis of different reaction patterns.
Whereas types I-III are dependent on antibodies,
the type IV reaction is mediated by cellular
immune reactions.
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This type of allergic reaction is by far the most
common one, and may be responsible for more
than 80% of all allergies. Often it is used synony-
mously with allergy.

In some individuals, exposure to an antigen -
then termed allergen - leads to the increased pro-
duction of specific IgE, a subclass of antibodies
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that physiologically is only synthesized in minute
quantities. For this bias of the humoral immune
response against an allergen, a subgroup of helper
T lymphocytes, Th2-cells, plays a key regulatory
role by providing the master cytokine interleukin-
4 (� Immune Defense, � Cytokines). IgE binds
with high affinity to receptors (Fcε-receptors) that
are present on basophilic granulocytes and most
prominently on the closely related mast cells.
These cells thus acquire a “borrowed” (as it is, of
course, synthesized by B-lymphocytes) allergen
specific receptor, which can persist on these cells
for long periods, at least several months, perhaps
years. If that happens, an individual is “allergic”,

i.e. sensitized to an allergen without exhibiting
any clinical symptoms and without knowing it.
Upon re-exposure to this specific allergen, the
mast cells (and the other IgE bearing cells) can
immediately recognize the allergen with its IgE
antibodies. This results in the crosslinking of the
Fcε receptors that in turn triggers activation of the
mast cells (or basophils). The consequence is rapid
degranulation of preformed vesicles and release of
a plethora of mediators into their surrounding
(see Fig. 1), the most prominent mediator is hista-
mine which is preformed and stored in vesicles
and acts immediately upon release. Within min-
utes, further mediators like leukotrienes are syn-

Fig. 1 Type I Anaphylactic 
Reaction:  IgE-bearing 
mast cells are activated by 
allergens to release medi-
ators of acute allergic 
reactions.
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thesized. These mediators act in concert on cells in
their vicinity which bear the appropriate recep-
tors and thereby cause the clinical symptoms of an
immediate allergic reaction. These may be itching
(urticaria), local swelling (edema), allergic rhinitis
(“hay fever”), constriction of bronchi (“asthma”)
and, when occurring in a generalized form, “ana-
phylactic” shock and eventual death. Activated
mast cells also start synthesizing protein media-
tors, termed cytokines, in a process that requires
some time (a few hours). These cytokines initiate
an acute inflammatory response that in its late
phase is characterized by the infiltration of leuko-
cytes and especially eosinophilic granulocytes.
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As a physiological response to an antigen B lym-
phocytes initially always secrete antibodies of the
IgM class, only in the late stage of the primary
response or upon re-exposure to the same antigen,
B cells switch immunoglobulin classes and pro-
duce either IgG, IgA or IgE (� Immune Defense).

In rare situations the antigen, or a metabolite
thereof, either alone or bound to a carrier protein,
may bind firmly to surfaces of cells. The antigen
on the cell surface is now recognized by specific
IgG antibodies, and thus the whole cell is labelled
as a “foreign” particle that is consequently - but
erroneously - destroyed by the complement sys-
tem or cellular mechanisms. Type II reactions con-
tribute to auto-immune mechanisms (Immuno-
suppression). They are also responsible for allergic
reactions to certain drugs and may induce severe
diseases such as drug-induced aplastic anemia or
agranulocytosis.
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In the case of the type III reaction physiologically
produced antibodies, predominantly of the IgG
subclasses, bind specifically the soluble antigen
and form immune complexes. These immune
complexes may bind directly to Fcγ receptors or be
coated with complement components and thus be
opsonized for uptake by phagocytic cells that nor-

Fig. 2 Histamine H1-
receptor antagonists 
inhibit response of target 
cells to histamine and 
relieve hay fever-like 
symptoms.
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mally degrade them and thus eliminate them. An
“allergic” situation occurs if these immune com-
plexes cannot be ingested appropriately and
degraded. Alternatively, and more often, due to a
continuous supply of allergen, the phagocytic cell
is incapable of coping with the mass of resulting
immune complexes. Thus the phagocytic cells
respond to the frustraneous or continuous stimu-
lation of Fcγ receptors by secreting a variety of
products into their surrounding. These include
catabolic enzymes that degrade unspecifically all
available biological macromolecules such as pro-
teins, nucleic acids, carbohydrates, or lipids no
matter whether these are foreign or belong to the
host, resulting in continuous destruction. It
should be noted that this mechanism of damage is
identical with that occurring in chronic inflamma-
tory diseases (� Inflammation) such as in

� rheumatoid arthritis or nephritis. Typical aller-
gic type III reactions are pulmonary diseases
against inhalative irritants, or � “serum sickness”
occurring after administration of high molecular
weight proteinacious drugs, originally animal
serum applied during passive vaccination, but also
murine monoclonal antibodies or other drugs.
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At the time when allergic reactions were classified
little was known about cellular reactions, thus it
appears appropriate today to divide this reaction
type in two subgroups.
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reaction an antigen elicits the generation of cyto-
toxic T lymphocytes (� Immune Defense). Cyto-
toxic T lymphocytes (Tc) destroy antigen bearing

Fig. 3 Leukotriene LT 
receptor antagonists 
inhibit the response of 
target cells to leukot-
rienes and relieve symp-
toms of allergic asthma 
bronchiale.
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cells by inducing apoptosis. This reaction can be
viewed as the cellular counterpart to the humoral
Type II reactions. They play an important physio-
logical role in the defense of viruses, and can
become allergic reactions under the same condi-
tions as described for Type II reactions.
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$"!���Antigens commonly induce the activa-
tion of T lymphocytes of the T helper type (Th). In
the case of Type IV b reactions the predominant
responding cell is the Th-1 subtype. By secreting
many cytokines, including interferon γ , Th1-lym-
phocytes recruit and activate granulocytes and
monocytic cells to mount an inflammatory
response. In that respect the Type IV b reaction
can also be viewed as a cellular counterpart of a
humoral reaction, specifically of a Type III reac-
tion, being of great importance in chronic inflam-
matory diseases such as rheumatoid arthritis, and
glomerulonephritis, or in autoimmune diseases
such as systemic lupus erythematodes. In fact, in
these situations both Type III and Type IV b con-
tribute to the chronic inflammatory reaction. With

respect to allergy, Type IV b reactions are relevant
for contact ekzema, i.e. the chronic response of
skin to many irritants including chromate, nickel,
cosmetics, fabrics, etc.
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The ideal and single curative treatment of an
allergy is to strictly avoid exposure to the respon-
sible allergen(s). This requires to elucidate the
causative agent. A battery of diagnostic methods is
available to achieve this including measurement of
IgE in blood (RAST), various methods of eliciting
allergic reactions in the skin (skin testing), and
provocation of clinical symptoms (e.g. in food
allergy). Unfortunately, many allergens are diffi-
cult to avoid in daily life as they occur ubiquitously
or, in the case of occupational exposure, would
require a change in profession. Thus, in many
cases pharmacological intervention may be neces-
sary to improve the health of the allergic patient.

Type II, III, and IV allergic reactions are vari-
ants of physiologic defense mechanisms only rele-

Fig. 4 Cromones “stabi-
lize” mast cells.



24 Allergy

vant in special situations, which follow a common
pathologic pattern. In general, treatment of these
for ms require  ant i - inf lammator y
(� Inflammation) or immunosuppressive  strate-
gies (Immunosuppression). Therefore, only ther-
apy of Type I reactions will be described here.
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inappropriate production of IgE to an allergen is
caused by a Th-2 preponderance upon exposure to
the allergen. Immunotherapy aims to influence the
undesired Th-2 immune response and shift it to a
Th-1 answer. It was found empirically and consists
of the application of increasing doses of the aller-
gen within a few days, starting with a very low,
clinically inapparent, dose, and ending with a dose
close to or above the one which is to be expected

in a natural situation (e.g. after a bee sting). The
high dose usually is applied at monthly intervals
for up to three years or even longer. An absolute
indication for immunotherapy are allergies to bee
or wasp poison, which may result in an anaphy-
latic shock and may be fatal. At least partial relief
may be achieved by immunotherapy in patients
with allergies against defined pollen, but mostly
fails with complex mixtures of allergens such as
proteins of pets (epithelia, hair) or proteins in the
faeces of mites (house dust allergy). With the
availability of modern molecular biology and the
achievements of recombinant DNA technology the
identification of the responsible structures of
allergens and their production in defined quality
and quantities may increase the rate of success
also with complex allergens or mixture of aller-
gens in future.

Fig. 5 Glucocorticoids 
regulate gene expression, 
resulting in a decrease of 
cytokine and mediator 
release.
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���!���Histamine-H-1-
receptor antagonists compete with the binding of
histamine to its type 1 receptors which are pre-
dominantly located in cells of the vasculature, and
thus block its action (Fig. 2). H-1 receptor antago-
nists are effective when symptoms occur which
involve peripheral blood vessels – around which
the majority of mast cells are located – such as
urticaria, allergic rhinitis (“hay fever”) or con-
junctivitis. As histamine receptors are also present
in the brain, their blockade influences the ability
to focus and may result in sleepiness. However,
modern second generation H-1 receptor antago-
nists do not cross the blood-brain barrier and thus
do not show this undesired sedative side effect
(examples: loratadin, fexofenadin, cetirizin).
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���!���Leukotrienes are rapidly
produced and released during a type I reaction
(Fig. 3). They are responsible for a massive bron-
choconstriction in allergic bronchial asthma and
attract leukocytes, thus being pro-inflammatory.
Consequently, antagonists of the LTC receptor
have been proven useful in the therapy of
� bronchial asthma, often in combination with
bronchodilators (example: montelukast).

������	�!���Cromones suppress the release of
mediators from mast cells by a mechanism that is
not known (Fig. 4). In order to achieve the com-
plete suppressive effect, cromones have to be given
prophylactically several days to weeks before
exposure to seasonal allergens can be expected,
emphasizing the importance of warning systems
or calendars (e.g. for pollen) as means for initiat-
ing therapy. Cromones also are effective in ongo-
ing allergic responses, but then a few days are
required to see benefits for the patient. Cromones
are practically insoluble and thus are not absorbed
beyond the top layers of tissues. This has the
advantage that no systemic side effects occur, on
the other hand cromones only act locally and must
be applied at the site of action wanted. Cromones
have beneficial effects in allergic rhinitis (nose
drops or spray), conjunctivitis or bronchial
asthma (inhalable preparations) (examples: di-
sodiumcromoglycate or nedocromil).
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Topically applied glucocorticoids – “inhalable”
glucocorticoids!���Glucocorticoids are very effec-
tive anti-inflammatory drugs. In Type I allergy
they affect several different target cells, the most
important being the mast cells and infiltrating T-
lymphocytes. In general their action is immuno-
suppressive (Immunosuppression). On mast cells,
glucocorticoids mainly affect the synthesis and
release of mediators such as the arachidonic acid
metabolites and most prominently the cytokines.
The molecular mechanism of glucocorticoid
action is complex and can be summarized as a reg-
ulatory effect on gene induction and expression
(Fig. 5).

Of all glucocorticoids applied to the upper res-
piratory tract (nose, bronchi) more than 80% may
be swallowed and finally absorbed by the gastroin-
testinal tract. This fraction reaches the circulation
after an initial first passage through the liver.
“Modern” glucocorticoids for inhalation are
chemically modified in a way that they are com-
pletely inactviated metabolically by the liver. Thus
inhalable glucocorticoids in therapeutic doses are
effective in the respiratory tract, but do not give
rise to systemic side effects (� Glucocorticoids).
They play an important role in the long term treat-
ment of � bronchial asthma. They also have bene-
ficial effects in allergic rhinitis (“hay fever”), espe-
cially in seasonal forms (example: beclomethason,
budesonid).

Glucocorticoid ointments!���Glucocor t icoid
ointments are used to treat allergic skin reactions
locally. They should be applied only for limited
periods to avoid trophic damage to the skin such
as thinning (paper skin).
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��!���Because of
their considerable side effects – which depend on
dose and, even more relevant, on the duration of
application – systemically applied glucocorticoids
are only used in serious allergic diseases. This
includes bronchial asthma, autoimmune and
chronic inflammatory diseases.

����������
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The most serious acute Type I reaction is the gen-
eralized reaction, the anaphylactic shock. Anaphy-
lactic shock results from a generalized release of
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mediators from mast cells and basophils. The clin-
ical symptoms are manifested predominantly in
◗ Circulation: Leakage of fluid from the vascula-

ture into the surrounding tissue causes edema, 
drop in blood pressure and finally hemodynamic 
shock.

◗ Heart: Histamine (and also other mediators) in-
duce arrhythmias which can be fatal. 

◗ Respiratory tract: all symptoms associated with 
allergy can occur, starting from profuse rhinitis 
to severe asthma and suffocation.

◗ Gastrointestinal system: cramps and diarrhea.
Skin: generalized urticaria and erythema.


�	���	��
The fate of the patient largely depends on the first
30 minutes of an anaphylactic shock reaction.
Thus persons with a known history of hypersensi-
tivity reactions towards bee or wasp poison should
always carry an emergency set during the insect
season (see below).
1. Intravenous infusion of epinephrin: 0.1 to

0.5 mg epinephrin dissolved in plasma replace-
ment, this can be repeated after 5 minutes.

2. Plasma replacement (any): this should also be
used as a continuous access to the intravenous
blood.

3. Glucocorticoids: 300 mg to 1 g as bolus
4. H1-histamine receptor antagonist

Emergency set contains:
◗ a ready to use epinephrine solution in a special 

syringe allowing sequential application in two 
doses

◗ readily resorptive glucocorticoid solution (oral-
ly)

◗ readily resorptive H1 histamine receptor antago-
nist (cave: sedation!!)
(if available: inhalable epinephrine)
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The sensation of pain, following injury or disease,
in response to a previously non-noxious stimulus
is termed ‘allodynia’. Tactile allodynia is caused by
recruitment of low-threshold (non-nociceptive)
sensory fibers (Aβ) in nociceptive pathways.

� Nociception
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Alloimmunity is the immune response mounted
by a host on the basis of differences in major histo-
compatibility antigens expressed on the surface of
a donor cell from the same species as the host.

� Immune Defense
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Unlike competitive antagonists that bind to the
same domain on the receptor as the agonist, allos-
teric modulators bind to their own site on the
receptor and produce an effect on agonism
through a protein conformational change. Allos-
teric modulators can affect the affinity of the
receptor for the agonist or simply the responsive-
ness of the receptor to the agonist. A hallmark of
allosteric interaction is that the effect reaches a
maximal asymptote corresponding to saturation
of the allosteric sites on the receptor. For example,
an allosteric modulator may produce a maximal
10-fold decrease in the affinity of the receptor for
the agonist upon saturation of the allosteric sites
on the receptor. 
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� Antifungal Drugs
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α1-acid glycoprotein is one of the plasma proteins
mainly responsible for the plasma protein binding
of drugs. Its level is known to be elevated in some
pathological states, such as inflammation.
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α-adrenergic receptors, α-adrenoceptors
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The α-adrenergic system consists of six subtypes
of membrane receptors which mediate part of the
biological actions of the catecholamines adrena-
line and noradrenaline. α-Adrenergic receptors
are important regulators of smooth muscle cell
contraction (α1-adrenergic receptors) (1) and pre-
synaptic neurotransmitter release (α2-adrenergic
receptors) (2,3). In addition, adrenaline and
noradrenaline activate β-adrenergic receptors,
which stimulate cardiac contractility and rhythm
and inhibit bronchial, vascular and uterine
smooth muscle contraction (� β-Adrenergic Sys-
tem).

� β-Adrenergic System
� Catechol-O-Methyltransferase and its Inhibitors
� Neurotransmitter Transporters
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The adrenergic system is an essential regulator
that increases cardiovascular and metabolic
capacity during situations of stress, exercise and
disease. Nerve cells in the central and peripheral
nervous system synthesize and secrete the neuro-
transmitters noradrenaline and adrenaline. In the
peripheral nervous system, � noradrenaline and
� adrenaline are released from two different sites:
noradrenaline is the principal neurotransmitter of
sympathetic neurons that innervate many organs
and tissues. In contrast, adrenaline, and to a lesser
degree noradrenaline, is produced and secreted
from the adrenal gland into the circulation (Fig. 1).
Thus, the actions of noradrenaline are mostly
restricted to the sites of release from sympathetic
nerves, whereas adrenaline acts as a hormone to
stimulate many different cells via the blood
stream.

Together with dopamine, adrenaline and
noradrenaline belong to the endogenous catecho-
lamines that are synthesized from the precursor
amino acid tyrosine (Fig. 1). In the first biosyn-
thetic step, tyrosine hydroxylase generates � L-
dopa  which is further converted to dopamine by
the aromatic L-amino acid decarboxylase (� Dopa
Decarboxylase). Dopamine is transported from
the cytosol into synaptic vesicles by a vesicular
monoamine transporter. In sympathetic nerves,
vesicular dopamine β-hydroxylase generates the
neurotransmitter noradrenaline. In chromaffin
cells of the adrenal medulla, approximately 80% of
the noradrenaline is further converted into adren-
aline by the enzyme phenylethanolamine-N-meth-
yltransferase.

Several mechanisms serve to terminate the bio-
logical actions of noradrenaline and adrenaline.
From the synaptic cleft, most of the released
noradrenaline is recycled by re-uptake into the
nerve terminals via a specific � noradrenaline
transporter. This transporter is selectively blocked
by cocaine and tricyclic antidepressants. After re-
uptake into the nerve, most of the noradrenaline is
transferred into synaptic vesicles and a smaller
fraction is destined for degradation by the
enzymes � monoamine oxidase  (MAO) and
� catechol-O-methyltransferase  (COMT). COMT
plays a major role in the metabolism of circulating
catecholamines. MAO and COMT are widely dis-
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tributed, and inhibitors of these enzymes are used
for the treatment of mental depression (MAO-A
inhibitor, moclobemide) or Parkinson’s disease
(MAO-B inhibitor, selegiline).

The biological actions of adrenaline and
noradrenaline are mediated via nine different � G-
protein-coupled receptors, which are located in

the plasma membrane of neuronal and non-neu-
ronal target cells. These receptors are divided into
two different groups, α-adrenergic receptors and
β-adrenergic receptors (see β-adrenergic system).
The distinction between α- and β-adrenergic
receptors was first proposed by Ahlquist in 1948
(4) based on experiments with various catecho-
lamine derivatives to produce excitatory (α) or
inhibitory (β) responses in isolated smooth muscle
systems. Initially, a further subdivision into presy-
naptic α2- and postsynaptic α1-receptors was pro-
posed. However, this anatomical classification of
α-adrenergic receptor subtypes was later aban-
doned.

At present, six α-adrenergic receptors have
been identified by molecular cloning: three α1-
adrenergic receptors (α1A, α1B, α1D) (5) and three
α2-subtypes (α2A, α2B, α2C) (6) (Fig. 2). Due to the
lack of sufficiently subtype-selective ligands, the
unique physiological properties of these α-recep-
tor subtypes, for the most part, have not been fully
elucidated. However, recent studies in mice that
carry deletions in the genes encoding for individ-
ual α-receptor subtypes have greatly advanced the
knowledge about the specific functions of these
receptors (3).

α1-Adrenergic receptors mediate contraction
and hypertrophic growth of smooth muscle cells.
The three α1-receptor subtypes share 75% identity
in their transmembrane domains, whereas the
degree of homology between α1- and α2-receptors
is significantly smaller (35–40%). Due to discrep-
ancies between the pharmacological subtype clas-
sification, mRNA and protein expression data and
experiments with cloned α1-receptor subtypes,
some confusion exists in the literature with
respect to the assignment of α1-receptor subtype
nomenclature. In the present terminology, α1A
(cloned α1c), α1B (cloned α1b) and α1D-receptors
(cloned α1d) can be distinguished. All three sub-
types seem to be involved in the regulation of vas-
cular tone, with the α1A-receptor maintaining
basal vascular tone and the α1B-receptor mediat-
ing the constrictory effects of exogenous α1-ago-
nists. All α1-receptor subtypes can activate Gq-
proteins, resulting in intracellular stimulation of
phospholipases C, A2, and D, mobilization of Ca2+

from intracellular stores and activation of
mitogen-activated protein kinase and PI3 kinase
pathways.

Fig. 1 Synthesis and release of noradrenaline and 
adrenaline from sympathetic nerve endings (left) and 
from the adrenal gland (right). Noradrenaline and 
adrenaline are synthesized from the precursor amino 
acid tyrosine and are stored at high concentrations in 
synaptic vesicles. Upon activation of sympathetic 
nerves or adrenal chromaffin cells, noradrenaline and 
adrenaline are secreted and can activate adrenergic 
receptors on surrounding cells (sympathetic nerve), 
or they enter the blood circulation (adrenaline 
released from the adrenal gland). Release of 
noradrenaline from nerve terminals is controlled by 
presynaptic inhibitory α2- and activating β2-adrener-
gic receptors. Actions of noradrenaline are terminated 
by uptake into nerve terminals and synaptic vesicles 
by active transporters (NAT, VMAT) and by uptake 
into neighboring cells (not shown). Abbreviations: 
AADC, aromatic L-amino acid decarboxylase; DβH, 
dopamine β-hydroxylase; NAT, nordadrenaline trans-
porter; PNMT, phenylethanolamine-N-methyltrans-
ferase; TH, tyrosine hydroxylase; VMAT, vesicular 
monoamine transporter.
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Three genes encoding for α2-adrenergic recep-
tor subtypes have been identified from several
species, termed α2A, α2B, and α2C, respectively
(Fig. 2). The pharmacological profile of the α2A-
subtype differs significantly between species, thus
giving rise to the pharmacological subtypes α2A in
humans, rabbits and pigs and α2D in rats, mice
and guinea pigs (7). Part of the pharmacological
difference between α2A- and α2D-receptors can be
explained by a Ser-Ala mutation in the fifth trans-
membrane helix of the α2A-receptor rendering
this receptor less sensitive to the antagonists, rau-
wolscine and yohimbine. α2-Adrenergic receptors
regulate a wide range of signalling pathways via
interaction with multiple heterotrimeric Gi pro-
teins (Gαi1, Gαi2, Gαi3) including inhibition of
adenylyl cyclase, stimulation of phospholipase D,
stimulation of mitogen-activated protein kinases,
stimulation of K+ currents and inhibition of Ca2+

currents. The three α2-receptor subtypes have
unique patterns of tissue distribution in the cen-
tral nervous system and in peripheral tissues. The
α2A-receptor is expressed widely throughout the
central nervous system including the locus coeru-
leus, brain stem nuclei, cerebral cortex, septum,

hypothalamus and hippocampus. In the periphery,
α2A-receptors are expressed in kidney, spleen, thy-
mus, lung and salivary gland. The α2B-receptor
primarily shows peripheral expression (kidney,
liver, lung and heart) and only low level expression
in thalamic nuclei of the central nervous system.
The α2C-receptor appears to be expressed prima-
rily in the central nervous system (striatum, olfac-
tory tubercle, hippocampus and cerebral cortex),
although very low levels of its mRNA are present
in the kidney.

α2A- Receptors and α2C-receptors are located
presynaptically in order to inhibit noradrenaline
release from sympathetic nerves. Activation of
these receptors leads to decreased sympathetic
tone, decreased blood pressure and heart rate.
Central α2A-receptors mediate sedation and anal-
gesia. α2B-Receptors mediate contraction of vascu-
lar smooth muscle, and in the spinal cord they are
essential components of the analgesic effect of
nitrous oxide. Upon stimulation by agonists, α1-
and α2-receptor signalling pathways are attenu-
ated by several mechanisms at the receptor and
post-receptor levels (see β-adrenergic system).

Fig. 2 Subtypes of α-
adrenergic receptors, 
their signaling pathways 
and agonist and antago-
nist binding profiles. The 
proposed topology of α1- 
and α2-adrenergic recep-
tors with 7 transmem-
brane domains is 
illustrated. ∗. Adrenaline 
and noradrenaline can 
also activate β-adrenergic 
receptors (see β-adrener-
gic system). Abbrevia-
tions: PLA2, PLC, 
phospholipases A, C; 
GIRK, G-protein-acti-
vated inwardly rectifying 
potassium channel; 
MAPK, mitogen-acti-
vated protein kinase.
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Therapeutically, α1-receptor-mediated vasocon-
striction contributes to the beneficial actions of
adrenaline applied as an emergency medicine dur-
ing hypotensive or anaphylactic shock. Addition
of adrenaline or noradrenaline to local anaesthet-
ics prevents diffusion of the local anaesthetic from
the site of injection and thereby prolongs its
action. α1-Receptor antagonists including pra-
zosin, doxazosin, terazosin and bunazosin are
used to treat patients with hypertension. How-
ever, α1-receptor antagonists are no longer first-
line antihypertensive agents since the ALLHAT
clinical trial revealed that hypertensive patients
taking doxazosin had a higher risk of developing
congestive heart failure than patients with diu-
retic treatment. Tamsulosin is the first α1-receptor
antagonist with selectivity for the α1A-receptor
over α1B- and α1D-subtypes. The α1A-selectivity is
thought to contribute to the beneficial actions of
tamsulosin in the treatment of benign prostate
hypertrophy without lowering bood pressure.

At present, no drugs exist that can selectively
activate α2-receptor subtypes. Clonidine stimu-
lates all three α2-subtypes with similar potency.
Clonidine lowers blood pressure in patients with
hypertension and it decreases sympathetic overac-
tivity during opioid withdrawal. In intensive and
postoperative care, clonidine is a potent sedative
and analgesic and can prevent post-operative shiv-
ering. Clonidine and its derivative brimonidine
lower intraocular pressure of glaucoma patients
when applied locally. Moxonidine may have less
sedative side effects than clonidine when used as
an antihypertensive. It has been suggested that
moxonidine activates “imidazoline receptors”
instead of α2-receptors. The α2-receptor agonists
oxymetazoline and xylometazoline are being used
as nasal decongestants. At present, α2-receptor
antagonists are not used in human medicine.
However, in veterinary practice the α2-receptor
antagonist atipamezole can rapidly reverse anaes-
thesia mediated by the α2-agonist medetomidine.
In the future, subtype-selective drugs may greatly
improve the therapy of diseases involving α1- or
α2-adrenergic receptor systems.
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α-2 antiplasmin, a naturally occurring inhibitor of
fibrinolysis, is a single chain glycoprotein that
forms a stable, inactive complex within plasmin
and thereby prevents plasmin’s activity.

� Coagulation/Thrombosis
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� Oral Antidiabetic Drugs
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Anabolic steroids increase muscle mass and
strength. They are used by some athletes to
enhance performance.

� Sex Steroid Receptors
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� General Anaesthetics
� Local Anaesthetics
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� General Anaesthetics
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� Local Anaesthetics
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The term analeptics refers to convulsants and res-
piratory stimulants (i.e. central nervous system
stimulants). They comprise a reverse group of
agents (for example amphifinazole and doxapram
(respiratory stimulants) and strychnine, biculline
and picrotoxin). Analeptics are mainly experimen-
tal drugs. Only amphifinazole and doxapram are
occasionally used for the treatment of acute venti-
latory failure.
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� General Anaesthetics
� Analgesics
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Painkillers; pain medication

�	�
�
�
��

Analgesics interfere with the generation and/or
transmission of impulses following noxious stimu-
lation (� Nociception) in the nervous system. This
can occur at peripheral and/or central levels of the
� neuraxis. The therapeutic aim is to diminish the
perception of � pain.

� Non-steroidal Anti-inflammatory Drugs
� Opioid Systems
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Analgesics can be roughly discriminated by their
mechanisms of action: opioids, non-steroidal anti-
inflammatory drugs (NSAIDs), serotoninergic
compounds, antiepileptics and antidepressants.
Adrenergic agonists, excitatory amino acid (e.g.
N-methyl-D-aspartate; NMDA) receptor antago-
nists, neurokinin receptor antagonists, neuro-
trophin (e.g. nerve growth factor) antagonists,
cannabinoids, and ion channel blockers are cur-
rently under intense investigation but are not used
routinely yet (1, 7). � Local anaesthetics  are used
for local and regional anesthetic techniques.
Mixed drugs (e.g. tramadol) combine various
mechanisms.
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Opioids act on heptahelical � G-protein-coupled
receptors. Three types of opioid receptors (µ, δ, κ)
have been cloned. Additional subtypes (e.g. µ1, µ2,
δ1, δ2) have been proposed but are not universally
accepted. Opioid receptors are localized and can
be activated along all levels of the neuraxis includ-
ing peripheral and central processes of primary
sensory neurons (� Nociceptors), spinal cord
(interneurons, projection neurons), brainstem,
midbrain and cortex (4, 6). All opioid receptors
couple to G-proteins (mainly Gi/Go) and subse-
quently inhibit adenylyl cyclase, decrease the con-
ductance of voltage-gated Ca++ channels and/or
open rectifying K+ channels (6). These effects ulti-
mately result in decreased neuronal activity. The
prevention of Ca++ influx inhibits the release of
excitatory (pronociceptive) neurotransmitters. A
prominent example is  the suppression of
� substance P release from primary sensory neu-
rons both within the spinal cord and from their
peripheral terminals within injured tissue (6). At
the postsynaptic membrane, opioids produce
hyperpolarization by opening K+ channels,
thereby preventing excitation or propagation of
action potentials in second order projection neu-
rons. In addition, opioids inhibit sensory neuron-
specific tetrodotoxin-resistant Na+ channels and
excitatory postsynaptic currents evoked by
� glutamate receptors  (e.g. NMDA) in the spinal
cord (6). The result is decreased transmission of
nociceptive stimuli at all levels of the neuraxis and
profoundly reduced perception of pain. The
endogenous opioid ligands consist of four peptide
families. Three are derived from the known pre-
cursors proopiomelanocortin (encoding β-endor-
phin), proenkephalin (encoding Met-enkephalin
and Leu-enkephalin) and prodynorphin (encoding
dynorphins). These peptides contain the common
Tyr-Gly-Gly-Phe-[Met/Leu] sequence at their
amino terminals, known as the opioid motif. β-
Endorphin and the enkephalins are potent antino-
ciceptive agents acting at µ and δ receptors.
Dynorphins can elicit both pro- and antinocicep-
tive effects via κ-opioid and/or NMDA receptors.
A fourth group of tetrapeptides termed endomor-
phins (with yet unknown precursors) do not con-
tain the pan-opioid motif but they bind to µ-
receptors with unprecedented selectivity, result-
ing in analgesia. Opioid peptides and receptors are

expressed throughout the central and peripheral
nervous system, in neuroendocrine tissues, and in
immune cells (6).
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NSAIDs inhibit � cyclooxygenases (COX), the
enzymes that catalyze the transformation of ara-
chidonic acid (a ubiquitous cell component gener-
ated from phospholipids) to prostaglandins and
thromboxanes (3). Two isoforms, COX-1 and COX-
2, are expressed constitutively in peripheral tissues
and in the central nervous system. In response to
injury and inflammatory mediators,  (e.g.
cytokines, growth factors) both isoforms can be
upregulated, resulting in increased concentrations
of prostaglandins (3). In the periphery, prostaglan-
dins (mainly PGE2) sensitize nociceptors by phos-
phorylation of Na+ channels (7). As a result, nocic-
eptors become more responsive to noxious
mechanical (e.g. pressure, hollow organ disten-
sion), chemical (e.g. acidosis, � bradykinin, neu-
rotrophins) or thermal stimuli. In the spinal cord
PGE2 blocks glycinergic neuronal inhibition,
enhances excitatory amino acid release, and depo-
larizes ascending neurons. These mechanisms
facilitate the generation of impulses within nocice-
ptors and their transmission through the spinal
cord to higher brain areas. By blocking one (selec-
tive COX-2 inhibitors, coxibs) or both enzymes
(nonselective NSAIDs) prostaglandin formation
diminishes. Subsequently nociceptors become less
responsive to noxious stimuli and spinal neuro-
transmission is attenuated.
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Serotonin (5-hydroxytryptamine; 5-HT) is a
monoamine neurotransmitter found in the sym-
pathetic nervous system, in the gastrointestinal
tract, and in platelets. It acts on 5-HT receptors
expressed at all levels of the neuraxis and on blood
vessels. Within the dorsal horn of the spinal cord
serotoninergic neurons contribute to endogenous
pain inhibition. 5-HT receptors are classified into
seven families (5-HT1–5-HT7) and at least 14 sub-
types. With the exception of 5-HT3 (a ligand-gated
ion channel) all others are G-protein coupled
receptors. 5-HT1B/1D agonists (triptans) have been
extensively studied and are considered specific for
migraine headaches. Migraine is thought to be
related to the release of neuropeptides (e.g.
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� Calcitonin Gene Related Peptide, � Substance P)
from trigeminal sensory neurons innervating
meningeal blood vessels. This leads to vasodila-
tion, an inflammatory reaction, and subsequent
pain. Neuronal 5-HT1D receptors localized on
trigeminal afferents mediate the triptan-induced
inhibition of neurogenic inflammation, with pos-
sible additional sites of action for brain penetrat-
ing 5-HT1 agonists in inhibiting nociceptive trans-
mission centrally. In addition, the activation of
vascular 5-HT1B receptors constricts meningeal
(and coronary) vessels (2). The latter effects have
stimulated a search for nonvasoconstrictor
approaches such as substance P (neurokinin-1)
receptor antagonists, endothelin antagonists and
highly selective 5HT1D agonists. However, none of
them demonstrated clinical antimigraine effects,
supporting the view that isolated peripheral
trigeminal nerve inhibition is insufficient to
relieve acute migraine.

���
	�
�	��
�������
A number of  ant iepi lept ics  are  used in
� neuropathic pain. Different neuropathic pain
syndromes have been attributed to certain com-
mon mechanisms including ectopic activity in
sensitized nociceptors from regenerating nerve
sprouts, recruitment of previously “silent” nocice-
ptors, and spontaneous activity in dorsal root gan-
glion cells. The increase of peripheral neuronal
activity is transmitted centrally and results in sen-
sitization of second- and third-order ascending
neurons. Among the best studied mechanisms of
peripheral and central sensitization are the
increased novel expression of Na+ channels, and
increased activity at � glutamate (NMDA) receptor
sites (7). The mechanisms of action of antiepilep-
tics include neuronal membrane stabilization by
blockage of pathologically active voltage-sensitive
Na+ channels (carbamazepine, phenytoin, val-
proate, lamotrigine), blockage of voltage-depend-
ent Ca++ channels (gabapentin, lamotrigine), inhi-
bition of presynaptic release of excitatory amino
acids (lamotrigine), activation of γ-aminobutyric
acid � (GABA) receptors  (valproate, gabapentin),
opening of adenosine triphosphate-sensitive
K+channels (KATP) channels (gabapentin), poten-
tial enhancement of GABA turnover/synthesis
(gabapentin) and increased nonvesicular GABA
release (gabapentin) (5).
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Several antidepressants are used in the treatment
of neuropathic pain. They include the classic tricy-
clic compounds that are divided into nonselective
noradrenaline/5-HT reuptake inhibitors (e.g.
amitriptyline, imipramine, clomipramine) and
preferential noradrenaline reuptake inhibitors
(e.g. desipramine, maprotiline), selective 5-HT
reuptake inhibitors (e.g. citalopram, paroxetine,
fluoxetine) and 5-HT2 antagonists (nefazodone).
The reuptake inhibition leads to a stimulation of
endogenous monoaminergic pain inhibition in the
spinal cord and brain. In addition, tricyclics have
NMDA receptor antagonist, Na+ channel block-
ing, and K+ channel opening effects which can
suppress peripheral and central sensitization.
Block of cardiac K+ and Na+ channels by tricy-
clics can lead to life-threatening arrhythmias. The
selective 5-HT transporter inhibitors lack postsyn-
aptic receptor blocking and membrane stabiliza-
tion effects (and side effects resulting therefrom)
(5).
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Analgesics are used in both acute and chronic
pain. Whereas acute (e.g. postoperative, posttrau-
matic) pain is generally amenable to drug ther-
apy, chronic pain is a complex disease in its own
right and needs to be differentiated into malignant
(cancer-related) and nonmalignant (e.g. muscu-
loskeletal, � neuropathic, inflammatory) pain.
Acute and cancer-related pain are commonly
treatable with opioids, NSAIDs and/or local anes-
thetic blocks. Chronic nonmalignant pain requires
a multidisciplinary approach encompassing vari-
ous pharmacological and non-pharmacological
(e.g. psychological, physiotherapeutic) treatment
strategies. Various routes of drug administration
(e.g. oral, intravenous, subcutaneous, intrathecal,
� epidural, topical, intraarticular, transnasal) are
used depending on the clinical circumstances (4).
Local anesthetics are used topically and in
regional (e.g. epidural) anesthetic techniques for
the treatment of acute (e.g. associated with sur-
gery, child birth) and some selected chronic pain
syndromes.
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The commonly available agents (e.g. morphine,
codeine, methadone, fentanyl and its derivatives)
are µ-agonists. Naloxone is a non-selective antago-
nist at all three receptors. Partial agonists must
occupy a greater fraction of the available pool of
functional receptors than full agonists to induce a
response (e.g. analgesia) of equivalent magnitude.
Mixed agonist/antagonists (e.g. buprenorphine,
butorphanol, nalbuphine, pentazocine) may act as
agonists at low doses and as antagonists (at the
same or a different receptor) at higher doses. Such
compounds typically exhibit ceiling effects for
anal gesia  and they may e l ici t  an acute
� withdrawal syndrome when administered
together with a pure agonist. All three receptors
(µ, δ, κ) mediate analgesia but differing side
effects. µ-Receptors mediate respiratory depres-
sion, sedation, reward/euphoria, nausea, urinary
retention, biliary spasm and constipaton. κ-Recep-
tors mediate dysphoric, aversive, sedative and diu-
retic effects, but do not mediate constipation. δ-
Receptors mediate reward/euphoria and, to a
lesser degree, respiratory depression and constipa-
tion. � Tolerance and physical � dependence
occur with prolonged administration of all pure
agonists. Thus, the abrupt discontinuation or
antagonist administration can result in a with-
drawal syndrome. Opioids are effective in the
periphery (e.g. topical or intraarticular adminis-
tration, particularly in inflamed tissue), at the spi-
nal cord (intrathecal or epidural administration),
and systemically (e.g. intravenous or oral adminis-
tration). The clinical choice of a particular com-
pound is mostly based on pharmacokinetic con-
siderations (route of administration, desired onset
or duration, lipophilicity) and on side effects asso-
ciated with the respective route of drug delivery.
Dosages can vary widely depending on patient
characteristics, type of pain and route of adminis-
tration. Systemically as well as spinally adminis-
tered µ-opioids can produce similar side effects,
depending on the dosage, with some nuances due
to the varying rostral (to the brain) or systemic
redistribution of different compounds. For exam-
ple, lipophilic drugs are preferred for intrathecal
application because they are trapped in the spinal
cord and less likely to migrate to the brain within
the cerebrospinal fluid. Small, systemically inac-
tive doses are used in the periphery and are there-

fore devoid of side effects (4, 6). Opioids remain
the most effective drugs for the treatment of
severe acute and cancer-related chronic pain. Det-
rimental side effects are usually preventable by
careful dose titration and close patient monitor-
ing, or they are treated by co-medication (e.g. lax-
atives) or naloxone. Current research aims at the
development of opioids with restricted access to
the brain (1, 4, 6).
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Less severe pain states (associated with e.g. arthri-
tis, menstruation, headache, minor surgery, early
stages of cancer) are commonly treated with non-
selective NSAIDs (e.g. aspirin, acetaminophen,
ibuprofen, indomethacin, diclofenac). NSAIDs are
mostly used orally. Over-the-counter availability
and self medication have led to frequent abuse and
toxicity. Side effects have been attributed mostly to
COX-1 inhibition leading to a blockade of throm-
boxane production with subsequent impairment
of platelet function (accounting for gastrointesti-
nal and other bleeding disorders), a decrease of
tissue-protective prostaglandins (accounting for
gastrointestinal ulcers, perforation, gastric outlet
obstruction) and a decrease of renal vasodilatory
prostaglandins (accounting for nephrotoxicity).
The development of selective COX-2 inhibitors
(coxibs) was driven by the assumption that COX-2
expression is selectively induced in inflamed tissue
and that the constitutive tissue-protective COX-1
would be spared. It has now become clear that
COX-2 expression is also constitutive in many tis-
sues (e.g. gastrointestinal epithelium, vascular
endothelium, smooth muscle cells, brain, spinal
cord) (3). Experimental evidence suggests that
COX-2 inhibition may exacerbate late phases of
inflammation, impair ulcer healing and decrease
formation of prostacyclin (which normally inhib-
its platelet activation and produces vasodilation).
In clinical trials, selective COX-2 inhibitors have
been associated with an increased risk of throm-
bosis, angina pectoris, myocardial infarction,
hypertension, stroke, and death from major cardi-
ovascular events (3). Both classes of COX inhibi-
tors can cause rare anaphylactic reactions. Cur-
rently, nonselective NSAIDs remain the mainstay
in the treatment of arthritis, minor headache,
menstrual, minor postsurgical, and dental pain.
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Triptans can be applied orally, subcutaneously or
transnasally and have been used for over 10 years
in the treatment of migraine. All triptans narrow
coronary arteries via 5-HT1B receptors by up to
20% at clinical doses and should not be adminis-
tered to patients with risk factors or manifest cor-
onary, cerebrovascular or peripheral vascular dis-
ease. Some triptans have the potential for signifi-
cant drug-drug interactions (e.g. with monoamine
oxidase inhibitors, propranolol, cimetidine,
hepatic P450-metabolized medications, p-glyco-
protein pump inhibitors). Rational use of triptans
should be restricted to patients with disability
associated with migraine (2).
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Various antiepileptics (carbamazepine, pheny-
toin, valproate, gabapentin, lamotrigine, pregaba-
lin) have been used for neuropathic pain and more
recently also for migraine prophylaxis. They are
frequently co-administered with antidepressants.
The commonest adverse effects are impaired men-
tal (somnolence, dizziness, cognitive impairment,
fatigue) and motor function (ataxia) which may
limit clinical use, particularly in elderly patients.
Serious side effects have been reported, including
hepatotoxicity, thrombocytopenia and life-threat-
ening dermatologic and hematologic reactions.
Plasma drug concentrations should be monitored
(5).
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Antidepressants are used in neuropathic pain and
migraine prophylaxis. Tricyclics require monitor-
ing of plasma drug concentrations to achieve opti-
mal effect and avoid toxicity, unless sufficient pain
relief is obtained with a low dose (e.g. up to 75 mg/
day of imipramine or amitriptyline). In patients
with ischemic heart disease there may be
increased mortality from sudden arrythmia, and
in patients with recent myocardial infarction,
arrythmia or cardiac decompensation tricyclics
should not be used at all. Tricyclics also block his-
tamine, cholinergic and α-adrenergic receptor
sites. Adverse events include fatigue, nausea, dry
mouth, constipation, dizziness, sleep disturbance,
blurred vision, irritability/nervousness and seda-
tion (5).
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Arachidonylethanolamine (anandamide) is one of
the endogenous cannabinoids (endocannabi-
noids) which derives from N-arachidonylphos-
phatidylethanolamine (NAPE).

� Endocannabinoid System
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The term anaphylactic shock describes a severe
generalized type I allergic reaction associated with
cardiovascular shock, airway constriction and
heart arrhythmias, which, if left untreated, may
cause death.

� Allergy
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� Sex Steroid Receptors
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Androgens stimulate the development of second-
ary sexual characteristics. They also increase mass
and strength of skeletal muscles (anabolical
effect). Substantial androgen deficiency is associ-
ated with as decrease of libido. The main naturally
occuring androgen is testosterone.

� Sex Steroid Receptors
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Macrocytic or magaloblastic anemia is caused by
disturbances of DNA synthesis. It occurs, for
example, in both folic acid and vitamin B12 defi-
ciencies. Hematopoesis is slowed down due to
reduced DNA synthesis and a reduced number of
abnormally large (macrocytic) and hemaglobin-
rich (hyperchromic) erythrocytes is released.

� Vitamin B12
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Phencyclidine

� Psychotomimetic Drugs

���
����	����
�

Angina pectoris is a clinical syndrome caused by
transient myocardical ischemia. Typically, patients
suffer from a squeezing substernal discomfort
(hence the name). The pain may radiate to the left
shoulder but also to other regions of the body. In
addition, patients may suffer from dyspnoea and
tachycardia. The drug of choice for the treatment
of angina pectoris is glyceryl trinitrate.

� NO-Synthases
� Guanylylcyclases
� Calcium Channel Blockers

���
������

An angioblast is an endothelial cell precursor cell.

� Angiogenesis and Vascular Morphogenesis
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� Angiogenesis and Vascular Morphogenesis
comprise all mechanisms and processes that lead
to the development of new blood and lymphatic
vessels. These include vasculogenesis, sprouting
and non-sprouting angiogenesis (intussuscep-
tion), vessel assembly and maturation, and vascu-
lar remodeling. The formation of new blood ves-
sels takes place primarily during embryonic devel-
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opment and is physiologically limited to few
organs in the healthy adult, such as the female
reproductive system. Pathologic angiogenesis is
widespread and is associated with diseases as
diverse as tumors, wound healing, inflammatory
diseases, skin diseases, eye diseases, and joint dis-
eases.

� Growth Factors
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The supply of oxygen and nutrients are critical
determinants for mammalian cell survival. There-

fore, cells are located within a distance of 100 µm
to maximally 150 µm of blood vessels. Multicellu-
lar organisms must recruit new blood vessels in
order to achieve growth by mechanisms termed
vasculogenesis and angiogenesis. The regulation
of this process is tightly controlled by a balance of
pro- and antiangiogenic molecules, and is degen-
erated in various diseases, especially cancer. Phar-
macological intervention of angiogenesis can be
achieved by interfering with the molecular induc-
ers of the angiogenic cascade or with molecular
determinants of the immature neovasculature.
The assembly of a primitive vascular plexus dur-
ing embryonic development occurs from endothe-
lial precursor cells (� Angioblasts) that differenti-

Fig. 1 Molecular mechanisms of vasculogenesis and angiogenesis (Fig. 1A) and the corresponding targets for 
therapeutic intervention (Fig. 1B). The primary formation of of blood vessels occurs through mechanisms of 
vasculogenesis (1). Vasculogenesis refers to the formation of a vascular network from precursor cells (angiob-
lasts) as it occurs developmentally by in situ differentiation or in the adult by distal recruitment of angioblastic 
stem cells from the bone marrow. The secondary level of vascular morphogenesis describes the angiogenic for-
mation of blood vessels. Angiogenesis refers to the formation of vessels and vascular networks from preexisting 
vascular structures (2). This can occur through classical sprouting angiogenesis (3) or through mechanisms of 
non-sprouting angiogenesis (4). The growing vascular network assembles and matures, eventually allowing 
directional blood flow. Pharmacological intervention of angiogenesis is based on different strategies interfering 
directly or indirectly with the endothelium as indicated in Fig. 1B.
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ate in situ. This process is termed vasculogenesis
(Fig. 1A). Vasculogenic vessel growth by the distal
recruitment of endothelial precursor cells from
the bone marrow has also been described in the
adult. Yet, the quantitative contribution of vasculo-
genic vessel growth in the adult has not been
defined.
The first primitive vascular plexus expands by ang-
iogenesis, the sprouting of new capillaries from
pre-existing vessels, and intussusception, a process
in which interstitial tissue columns are inserted
into the lumen of pre-existing vessels (also termed
non-sprouting angiogenesis; Fig. 1A). Sprouting
and non-sprouting angiogenesis contribute to an
increasing complexity of the growing vascular net-
work. The network assembles and matures by the
recr uit ment  of  smooth muscle  cel ls  and
� pericytes, eventually allowing directional flow of
blood. The morphogenic events leading to a mature
vascular network involve several additional steps
including vessel assembly, maturation, acquisition
of vessel identity and organotypic differentiation.
Vascular remodeling describes the adaptational re-
organization of an existing, mature vasculature in
pathological conditions.
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The growth of blood vessels is regulated by a fine
tuned balance of angiostimulatory and angioin-
hibitory molecules. To date, more than 20 stimula-
tors and 20 inhibitors have been identified
(Table 1), and the composition of the “angiogenic
cocktail” has not been well defined for most situa-
tions involving angiogenesis. Of the many
angioregulatory molecules, three families of mole-
cules, the VEGFs, the � angiopoietins, and the
Ephrins stand out. They act selectively or prefer-
entially on the vascular system and have thus to be
considered as key regulatory molecules of the ang-
iogenic cascade, in contrast to the large list of plei-
otrophic growth factors that exert a variety of bio-
logical functions in addition to their angiogenesis-
inducing capacity.

The best characterized angiogenic growth fac-
tor is � vascular endothelial growth factor (VEGF)
which fulfills all criteria to be considered as mas-
ter switch of the angiogenic cascade. This has been
most unambiguously demonstrated in gene target-
ing experiments in mice which have shown that
disruption of just one VEGF allele is not compati-

ble with life and leads to early embryonic lethality.
VEGF, now designated VEGF-A, is a member of a
still growing family of growth factors comprising
VEGF-A, VEGF-B, VEGF-C and VEGF-D. VEGF
molecules exert their vascular specificity through
the limited expression of their corresponding
receptors, VEGF-R1, VEGF-R2, and VEGF-R3
which are almost exclusively expressed by blood
and lymphatic endothelial cells. VEGF-A is one of
the most potent inducers of blood vessel angio-
genesis and vascular permeability. It exists in five
different splice forms (VEGF121, VEGF145, VEGF165,
VEGF189, and VEGF206) and signals primarily
through VEGF-R2. VEGF-R1 appears to act as a
co-receptor with an approximately 20 fold higher
affinity to VEGF than VEGF-R2. The signaling
functions of VEGF-R1 have not yet been deter-
mined. Correspondingly, VEGF-B has been identi-
fied as a VEGF-R1 specific growth factor whose
function has not fully been defined. VEGF-C and
VEGF-D bind to both VEGF-R2 and VEGF-R3.
VEGF-R2 activation drives blood vessel angiogen-
esis, whereas VEGF-R3 signaling has been shown
to be critically involved in controlling lymphatic
vessel growth.

� Placenta growth factor (PlGF) is a VEGF-
related molecule (PlGF-1 and PlGF-2) that exclu-
sively binds to VEGF-R1. PlGF is dispensable for
embryonic and reproductive angiogenesis but
plays important roles in pathologic angiogenesis
as it relates to tumor growth or cardiac ischemia.

Despite its requisite role in angiogenesis, VEGF
must act in concert with other growth factors. The
angiopoietins (Ang-1 and Ang-2) were discovered
as ligands for the endothelial cell receptor tyrosine
kinase Tie-2. Gene ablation experiments in mice
suggested a role of the Ang/Tie-2 system in vessel
remodeling and stabilization of the growing neo-
vasculature. There are now four members of the
angiopoietin (Ang) family, although Ang-3 and
Ang-4 may represent widely diverged counterparts
of the same gene locus in mouse and man. All
known angiopoietins bind to Tie-2, and no lig-
ands have yet been identified for the second Tie
receptor, Tie-1. Ang-1 acts as an agonistic Tie-2 lig-
and and is involved in regulating vessel matura-
tion and remodeling by acting as a survival factor
for endothelial cells and controlling the associa-
tion with mural cells (pericytes and smooth mus-
cle cells). Low level constitutive Tie-2 phosphor-
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ylation appears to be involved in maintaining the
quiescent phenotype of the resting vasculature. In
turn, Ang-2 functions are more complex. Ang-2

acts as a functional antagonist of Ang-1 by bind-
ing to Tie-2 without exerting signal transducing
functions. Intriguingly, Ang-2 is almost exclusively

Tab. 1 Positive and negative endogenous regulators of angiogenesis.

Stimulators Inhibitors

Peptide growth factors
VEGF-A, -B, -C, -D
PlGF
Ang-1
FGF-1, -2
PDGF-BB
TGF-α
HGF
IGF-1

Proteolytic peptides
Angiostatin (plasminogen fragment)
Endostatin (collagen XVIII fragment)
Vasostatin (calreticulin fragment)
Tumstatin (collagen IV fragment)
Antithrombin III fragment

Inhibitors of enzymatic activity
TIMP-1, -2, -3, -4
PAI-1, -2

Multifunctional cytokines/immune mediators
TNF-α (low dose)
MCP-1

Multifunctional cytokines/immune mediators
TNF-α (high dose)

CXC-chemokines
IL-8

CXC-chemokines
PF-4
IP-10
Gro-β

Enzymes
PD-ECGF, thymidine phosphorylase
Angiogenin (ribonuclease A homolog)

Extracellular matrix molecules
Thrombospondin

Hormones
Estrogens
Prostaglandin-E1, -E2
Follistatin
Proliferin

Hormones/metabolites
2-ME
Proliferin-related protein

Oligosaccharides
Hyalorunan oligosaccharides
Gangliosides

Oligosaccharides
Hyaluronan, HMW species

Hematopoietic growth factors
Erythropoietin
G-CSF
GM-CSF

Abbreviations: VEGF, vascular endothelial growth factor; -A, -B, -C, -D; PlGF, placenta growth factor; Ang, angiopoietin;
FGF, fibroblast growth factor; PDGF, platelet-derived growth factor; TGF, transforming growth factor; HGF, hepatocyte
growth factor; IGF, insulin-like growth factor; TNF, tumor necrosis factor; MCP, monocyte chemoattractant protein; IL,
interleukin; PD-ECGF, platelet-derived endothelial cell growth factor; G-CSF, granulocyte-colony stimulating factor; GM-
CSF, granulocyte-macrophage colony stimulating factor; TIMP, tissue metalloproteinase inhibitor; PAI, plasminogen ac-
tivator inhibitor; PF, platelet factor; IP-10, interferon-γ-inducible protein-10; 2-ME, 2-Methoxyestradiol; HMW, high mo-
lecular weight
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produced by endothelial cells and acts as an auto-
crine regulator of vessel stabilization and destabi-
lization. As such, Ang-2 may facilitate angiogen-
esis in the presence of angiogenic activity (e.g.
VEGF stimulation) or induce vessel regression in
the absence of angiogenic activity (e.g. during
regression of the cyclic ovarian corpus luteum).

The Eph receptor tyrosine kinases comprise
the largest known family of tyrosine kinase recep-
tors and interact in a specific, yet somewhat pro-
miscuous manner with their corresponding
Ephrin ligands. Although initially characterized as
regulators of axonal outgrowth in the nervous sys-
tem, recent gene inactivation experiments in mice
have revealed key roles for ephrin-B2 and its Eph-
B2, Eph-B3, and Eph-B4 receptors during vascular
development (� ephrin-B Molecules). Mouse
embryos lacking ephrin-B2 or Eph-B4 (or the
combination of Eph-B2 and Eph-B3) suffer dra-
matic defects in early angiogenic remodeling that
are similar to those seen in mice lacking Ang-1 or
Tie-2. Moreover, ephrin-B2 and Eph-B4 display
remarkable asymmetric arterio-venous expres-
sion patterns, with ephrin-B2 selectively marking
arterial vessels and Eph-B4 preferentially being
expressed by venous endothelial cells. This asym-
metric expression pattern suggests a critical role
of ephrin-B2 and Eph-B4 in establishing arterial
versus venous identity of the growing vasculature.

Angiogenic activation induces a complex gene
expression program in endothelial cells enabling
the cells to execute the complex molecular tasks
required to grow new blood vessels. The invasive
ingrowth of angiogenic endothelial cells involves a
distinct set of adhesion molecules including the
integrin heterodimers αvβ3 and αvβ5 as well as the
homotypic endothelial cell-specific adhesion mol-
ecule VE-cadherin. Likewise, sprouting endothe-
lial cells display a shift of their proteolytic balance
towards a proinvasive phenotype, involving the
plasminogen activator (tPA and uPA) and plas-
minogen activator inhibitor system (PAI). Ang-
iogenic endothelial cells deposit their own extra-
cellular matrix, rearrange their cytoskeleton, and
turn on their proliferative machinery. All of these
molecular systems are extensively being explored
to therapeutically interfere with the angiogenic
process.
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Abnormal vessel growth is involved in numerous
pathological conditions. Pioneering work more
than 30 years ago has shown that the growth of
solid tumors is critically dependent on the supply
with new blood vessels. While some of this supply
may be provided by mechanisms of vessel coop-
tion, the process whereby a growing tumor is
preying on the pre-existent vasculature, the pri-
mary mechanism of tumor vascularization
appears to be the angiogenic growth of blood ves-
sels from the tumor neighboring blood vessels.
Tumor cells release pro-angiogenic growth factors,
such as VEGF, which diffuse into nearby tissues
where they bind and activate receptors on
endothelial cells of pre-existing blood vessels.
Secretion of proteolytic enzymes, such as matrix
metalloproteinases (MMPs), results in the degra-
dation of basement membrane and extracellular
matrix components, allowing endothelial cells to
invade and proliferate, and form new lumen-con-
taining vessels. Tumor angiogenesis involves the
specific molecular regulators of the angiogenic
cascade that control developmental or reproduc-
tive angiogenesis. However, tumor angiogenesis
also involves additional mechanisms that include
the pleiotrophic angiogenic growth factors, for
example as a consequence of the inflammatory
response usually associated with tumor growth.

Besides tumor angiogenesis, an increasing list
of diseases is now recognized to critically depend
on either increased or reduced angiogenesis. For
example, increased angiogenesis occurs during
diabetic retinopathy, macula degeneration,
arthritic joint diseases, and hyperproliferative skin
diseases. In turn, reduced angiogenesis may have a
negative impact on wound healing and the regen-
erative processes associated with ischemic dis-
eases as they occur in the heart or during periph-
eral limb ischemia.
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Both, angioinhibitory as well as angiostimulatory
therapies are presently being explored extensively
for a number of indications. Angioinhibitory ther-
apies are being developed most intensely to thera-
peutically interfere with tumor angiogenesis and
tumor growth (Fig. 1B). Other major antiang-
iogenic therapies that are currently in clinical
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development target retinal diseases (diabetic
retinopathy, macula degeneration), joint diseases
(arthritis), as well as hyperproliferative skin dis-
eases (psoriasis). In turn, angiostimulatory thera-
pies are being developed to stimulate wound heal-
ing angiogenesis, peripheral limb ischemia, and
arteriogenic growth of collaterals during cardiac
ischemia.
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Antiangiogenic tumor targeting is conceptually a
particularly attractive therapeutic target for a
number of reasons: (1) As an oncofetal mecha-
nism that is mostly downregulated in the healthy
adult, targeting of angiogenesis should lead to
minimal side effects even after prolonged treat-
ment, (2) tumor-associated angiogenesis is a phys-
iological host mechanism and its pharmacologi-
cal inhibition should, consequently, not lead to the
development of resistance, (3) each tumor capil-
lary potentially supplies hundreds of tumor cells
and the targeting of the tumor vasculature should,
thus, lead to a potentiation of the antitumorigenic
effect, and (4) in contrast to the interstitial loca-
tion of tumor cells, direct contact of the vascula-
ture to the circulation allows efficient access of
therapeutic agents.

A number of approaches have been taken to
inhibit tumor angiogenesis and other diseases
involving angiogenesis (Table 2). Pharmacological
inhibition of angiogenesis is aimed at interfering
with the angiogenic cascade or the immature neo-
vasculature. Pharmacological agents may be syn-
thetic or semi-synthetic substances, endogenous
inhibitors of angiogenesis, or biological antago-
nists of the angiogenic cascade. In contrast, vascu-
lar targeting is aimed at utilizing specific molecu-
lar determinants of the neovasculature for the
delivery of a biological, chemical, or physical
activity that will then locally act angiocidal or
tumoricidal. A comprehensive website summariz-
ing the status of tumor antiangiogenic com-
pounds in various stages of clinical trial is main-
tained by the National Cancer Institute at:
www.cancer.gov/clinicaltrials/developments/anti-
angio-table. Following is a survey of the most
important substances currently in clinical devel-
opment.
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Specific inhibition of any of the key regulators of
the angiogenic cascade is one of the most specific
and selective ways to interfere with angiogenesis.
A number of experimental strategies have been
taken to interfere with the interaction of VEGF
with its receptors. These include antisense and
antibody approaches to inhibit VEGF, the develop-
ment of small molecular weight antagonists to the
VEGF receptors, as well as the use of soluble VEGF
receptors. Difficulties with some of the first gener-
ation-specific inhibitors of angiogenesis in clini-
cal trials, including the discontinuation of the
phase III clinical trial involving a humanized neu-
tralizing antibody to VEGF (Avastin), has severely
set back the field of antiangiogenesis research. Yet,
a number of new generation small molecular
weight VEGF receptor antagonists are rapidly pro-
ceeding in various stages of clinical trials (e.g.,
SU11248 [Pharmacia], ZD6474 [AstraZeneca],
PTK787/ZK222584 [Novartis/Schering]).

Inhibitors of the angiopoietin/Tie-2 and
Ephrin/Eph systems are in preclinical develop-
ment that parallels the biological target validation
of these molecules. As vascular assembly, matura-
tion, and homeostasis regulating molecules, thera-
peutic interference with these molecular systems
may hold promise for a number of vascular indica-
tions.

Interference with specific cell-cell and cell-
matrix adhesion mechanisms is another rapidly
advancing approach to therapeutically interfere
with angiogenesis. Antagonistic antibodies to the
integrin heterodimer αvβ3 have shown to be effec-
tive in interfering with the interaction of ang-
iogenic endothelial cells with their extracellular
matrix, causing the cells to detach and die by
apoptosis. Likewise, VE-cadherin acts as a homo-
typic cell-cell adhesion molecule and can be used
to target the angiogenic vasculature.

The growing list of endogenous inhibitors of
angiogenesis holds great promise for therapeutic
applications. Substances most advanced in clinical
development include Interleukin-12, Endostatin,
Thrombospondin, and Tumstatin. As endogenous
substances, these molecules have a long half-life in
the plasma and are, thus, particularly attractive
for long-term treatments. Thrombospondin has
been most extensively studied as an endogenous
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Tab. 2 Antiangiogenic therapeutic strategies.

Substance Mechanism / Approach

Biological antagonists

VEGF inhibitors Humanized neutralizing antibodies, antisense 
oligonucleotides

VEGF receptor blockers Small receptor tyrosine kinase antagonists

Soluble receptors Inhibition with soluble VEGF-R1 or soluble Tie-2

αvβ3 integrin antagonists Induce angiogenic endothelial cell apoptosis

Endogenous inhibitors

Angiostatin Plasminogen fragment 
(antiangiogenic mechanism unknown)

Endostatin Collagen XVIII fragment 
(antiangiogenic mechanism unknown)

Vasostatin Calreticulin fragment

Tumstatin Collagen IV fragment

IL-12 Induces IP-10

Interferon-α Decreases FGF production

Platelet factor-4 Inhibits endothelial cell proliferation

Thrombospondin Antiangiogenic mechanism unknown

Synthetic / semisynthetic inhibitors

Carboxyamidotriazole Calcium channel blocker

CM101 Analog of group β streptococcus toxin, binds to tumor 
endothelium, induces inflammation

Marimastat Metalloproteinase inhibitor, inhibits endothelial 
cell invasion

Pentosan polysulfate Inhibits heparin binding growth factors

TNP470 Analog of fumagillin, inhibits cell migration and 
proliferation

Thalidomide Polycyclic teratogen, antiangiogenic mechanism unknown

Vascular targeting

Regional TNF-α therapy Isolated limb perfusion to target in transit metastases

Antibody targeting Use of mono-and bispecific antibodies to target components 
of angiogenic blood vessels (e.g. VEGF receptors, endoglin, 
L19 antigen) to deliver specific angio- and/or tumoricidal 
activity

Vascular gene therapy Transfer of dominant-negative receptors or suicide genes 
under the control of angiogenic endothelial cell specific 
promoters



Angiogenesis and Vascular Morphogenesis 45

�
inhibitor of angiogenesis and work is underway to
exploit Thrombospondin to locally inhibit skin
angiogenesis, e.g. during psoriasis. A better
understanding of the molecular mechanisms
through which these molecules act may greatly
advance the field and may lead to the rational
design of synthetic small molecular mimetics of
endogenous inhibitors of angiogenesis.
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Systematic screening experiments have identified
more than 100 synthetic compounds with potent
antiangiogenic activity. The mode of action for
most of these molecules is not well understood,
but approximately 40 compounds are well
advanced in clinical trials. The first substances to
have entered clinical trials was the fumagillin-
derivative AGM 1470. Fumagillin is an antibiotic
that was identified as an endothelial cell migra-
tion and proliferation inhibiting substance. The
mechanism of action of AGM 1470 is poorly
understood, but it was shown that it binds and
inhibits the metalloprotease methionine ami-
nopeptidase (MetAp-2). Other antibiotics with
antiangiogenic activity are minocycline and her-
bimycin A. Carboxyamidotriazole (CAI) inhibits
the calcium influx into cells and suppresses the
proliferation of endothelial cells. It inhibits angio-
genesis and metastasis, but it is not an endothelial
cell-specific substance. Similarly, the metallopro-
teinase inhibitors (MMPIs) Marimastat (BB2516)
and Batimastat (BB94) are not vascular-specific
substances, but are both antiangiogenic and anti-
tumorigenic by inhibiting invasion of endothelial
cells as well as tumor cells. The poor performance
of some MMPIs in clinical trials has led to the
development of novel metalloproteinase inhibi-
tors such as BMS-275291, Col-3, and Neovastat.
Thalidomide appears to be a promising antitum-
origenic and antiangiogenic substance: Originally
developed as a hypnosedative drug in the late
1950s and subsequently withdrawn from the mar-
ket as a consequence of its teratogenic effects, it
has been selectively reintroduced in the last few
years for use in various disorders thought to act on
an autoimmune or inflammatory basis. The mech-
anism of thalidomide’s antiangiogenic activity is
not known but it probably impedes cell migration
by downregulating β-integrins. Pentosan polysul-

fate (xylanopolyhydrogensulfate) is a semi-syn-
thetic sulfated heparinoid polysaccharide. It has
been used as an anticoagulant for many years. It
exerts antiangiogenic activity by interfering with
the binding of angiogenic growth factors to the
cell surface. Another substance that has entered
clinical trials is the analog of a group B streptococ-
cal toxin (GBS toxin) that has been designated
CM101. The polysaccharide CM101 binds preferen-
tially to a subset of tumor endothelial cells and
induces a massive local inflammatory reaction
that in turn acts tumoricidal.
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The goal of vascular targeting is to utilize specific
molecular determinants of angiogenic endothe-
lium to deliver substances or activities that destroy
the vasculature. Following this concept, targeting
human tissue factor to endothelial cells using a
bispecific antibody to an angiogenic endothelial
cell marker on the tumor vasculature leads to
localized thrombosis. In consequence, the tumor
regresses as a result of the massive infarction. Vas-
cular targeting has also been employed in
advanced extremity soft tissue sarcomas through
regional high dose TNF-α therapy. In these experi-
ments, an isolated limb perfusion system was used
to preferentially target TNF-α to tumor-associ-
ated endothelial cells causing a rapid destruction
of the sarcoma-associated microvasculature. Simi-
larly, genetic targeting experiments are underway
to direct suicide genes, such as herpes simplex
virus thymidine kinase (HSV-TK) to proliferating
endothelial cells by employing endothelial cell
specific promoters. Lastly, the single chain anti-
body L19, binding a fibronectin variant that is
selectively expressed in the tumor subendothelial
basement membrane, is extensively being
explored as target for vascular targeting strategies.
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Antiangiogenesis research has driven the field. Yet,
there are a number of indications which may ben-
efit from an induction of angiogenesis, including
wound healing, cardiac ischemia, and peripheral
limb ischemia. Various approaches have been
taken to therapeutically deliver angiogenic
cytokines such as VEGF and FGF-2. These include
the local administration of recombinant proteins
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and gene therapeutic delivery of angiogenic
cytokines. Individual cytokine therapy may have
limitations as it may induce a neovascular
response but may not be able to induce the growth
of a patent neovascular network that is stable for
prolonged periods of time. This notion has led to
alternative strategies aimed at inducing the com-
plex endogenous angiogenic program and not just
a single cytokine. For example, experiments are
underway to locally induce hypoxia-inducible fac-
tor-1 (HIF-1), a key regulator of the hypoxia
response program that is able to control the com-
plex endogenous program of angiogenesis induc-
tion.
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It is difficult to foresee which of the more than 50
compounds presently pursued in clinical trials will
eventually enter the clinic. The original intense
enthusiasm in the field has been dampened by
sobering results in some clinical trials including
discontinuation of some phase III clinical trials.
Furthermore, too many compounds have too rap-
idly entered clinical trials before completing a
stringent preclinical evaluation.

Despite this cautionary note, some angioma-
nipulatory therapies are already in clinical use.
The most widespread – and likewise most ignored
– established antiangiogenic therapy is the chemo-
therapeutic and radiotherapeutic treatment of
tumors. Chemo- and radiotherapy targets prolifer-
ating cells. Endothelial cell proliferation is a key
step of the angiogenic cascade and antiprolifera-
tive therapies do not just target the proliferative
tumor cell compartment but also the proliferative
endothelial cell compartment. Likewise, the vascu-
lar endothelium with its proximity to the iron con-
taining blood compartment is a preferential target
of radiotherapeutic intervention. These observa-
tions have long been recognized. Yet, it is not clear
to this date to what extent the targeting of the pro-
liferating endothelial cell pool contributes to the
therapeutic efficacy of established chemothera-
pies and radiotherapies. Low dose continuous
chemotherapy (metronomic therapy) has been
proposed as a strategy to redirect standard chem-
otherapy protocols to preferentially target the ang-
iogenic endothelial cell compartment in tumors.

Some of the advanced antiangiogenic com-
pounds will be approved for clinical use in the
next few years. It is now widely recognized that
these compounds may not be very effective in
monotherapies. The challenge of antiangiogenic
tumor therapies, thus, lies in the establishment of
the most rational and effective combination thera-
pies between antiangiogenesis and other estab-
lished therapeutic modalities (chemotherapy,
radiotherapy).

In contrast to antiangiogenic therapies, the
first proangiogenic therapies have already been
approved for clinical use. Direct laser-assisted
myocardial revascularization (DMR) is an
approved technique in the US, Europe, and parts
of Asia to create numerous myocardial channels.
This results in the induction of a massive inflam-
matory reaction which in turn induces angiogen-
esis. The other FDA-approved proangiogenic ther-
apy is the use of recombinant human platelet-
derived growth factor (Regranex) for use in the
treatment of diabetic neuropathic foot ulcers.
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The angiogenic shift is a shift in the balance of
proangiogenic to antiangiogenic activity which is
considered to be a critical rate limiting step during
tumor progression in the transition of a tumor
from an avascular to a vascular state.

� Angiogenesis and Vascular Morphogenesis
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specific spectrum. For example, doxorubicin is
used for the treatment of malignant lymphoma
but also for the treatment of solid tumors, particu-
larly breast cancer. In addition to the typical
unwanted effects of cytotoxic drugs (e.g. bone
marrow depression), this group of drugs causes
cardiac damage (cardiotoxic effect).

� Antineoplastic Agents
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Antiarrhythmics
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Antiarrhythmic drugs are substances that block
cardiac ionic channels, thereby altering the cardiac
action potential. This results in changes of the
spread of activation or the pattern of repolariza-

tion. Thereby, these drugs suppress cardiac
arrhythmia.

These drugs can be classified according to
Vaughan-Williams (Table 1): (a) sodium channel
blockers; slowing the spread of activation (� Class
I Antiarrhythmic Drugs) with prolongation of the
action potential (class IA), with shortening of the
action potential (class IB) or without effect on
action potential duration (class IC), (b) β-adreno-
ceptor antagonists; slowing sinus rhythm and atri-
oventricular conduction (� Class II Antiarrhyth-
mic Drugs), (c) potassium channel blockers; pro-
longing the act ion potential  (� Class III
Antiarrhythmic Drugs), (d) calcium channel
blockers; mainly slowing atrioventricular conduc-
tion (� Class IV Antiarrhythmic Drugs), and (not
included in this classification) (e) digitalis glyco-
sides, (f) adenosine and (g) atropine.

� K+ Channels
� Voltage-dependent Na+ Channels
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Normal rhythmic activity is the result of the activ-
ity of the sinus node generating action potentials
that are conducted via the atria to the atrioven-
tricular node, which delays further conduction to
the His-Tawara-Purkinje system. From the

Tab. 1 Classification of antiarrhythmic drugs according to Vaughan-Williams (6).

Class Effects Drugs

I Block of sodium channel

I a With prolongation of action potential Quinidine, Procainamide, Disopyramide, 
Ajmaline, Prajmaline

I b With shortening of action potential Lidocaine, Mexiletine, Tocainide, 
Phenytoin, Aprindine

I c With only little effect on action potential 
duration

Lorcainide, Flecainide, Propafenone

II β-adrenoceptor antagonists Propranolol, Metoprolol and others

III Block of repolarizing potassium channels, 
prolongation of action potential

Amiodarone, Dronedarone, Sotalol, 
Dofetilide, Ibutilide

IV Block of calcium channels Verapamil, Diltiazem
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Purkinje fibers, action potentials propagate to the
ventricular myocardium. Arrhythmia means a dis-
turbance of the normal rhythm either resulting in
a faster rhythm (tachycardia, still rhythmic) or
faster arrhythmia (tachyarrhythmia) or slowed
rhythm (bradycardia, bradyarrhythmia).

Arrhythmia is either the result of impaired
conduction or enhanced electrical activity. How-
ever, in all arrhythmias, conduction and intercel-
lular communication are important since arrhyth-
mia only occurs if the altered electrical activity in
one region is transduced to the whole organ.

Antiarrhythmic drugs can either influence
electrical activity of the single cell or can interfere
with the spread of activation.

In the following, the cardiac action potential is
explained (see Fig. 1): An action potential is initi-
ated by depolarization of the plasmamembrane
due to the pacemaker current (If) (carried by Na+)
[in sinus nodal cells] or to depolarization of the
neighboring cell. Depolarization opens the fast
Na+ channel resulting in a fast depolarization
(phase 0 of the action potential). These channels
then inactivate and can only be activated if the

membrane is hyperpolarized again. This fast
upstroke is followed by a short incomplete repo-
larization (activation of the transient outward rec-
tifier It.o. carried by K+, phase 1). Next, the action
potential remains quiet constant for about 50–
350 ms (plateau phase, phase 2), which is the result
of inward Ca++ current (via L-type Ca++ channels)
and simultaneous activation of the repolarizing
potassium current, the delayed rectifier IK (which
has three components: rapid, I.K.r, ultrarapid,
IK.ur, slow component: IK.s). This is followed by
complete � repolarization of the membrane to -
80 mV via activation of the delayed rectifier
(phase 3), while the Ca++ channels close during
this phase. During an action potential it is not pos-
sible to elicit a second action potential since the
fast Na+ channel is inactivated. This period is
called refractory period.

Not all cells in the heart express the fast
sodium channel. Thus, sinus nodal and atrioven-
tricular nodal cells lack the fast Na+ channel and
instead generate their action potentials via open-
ing of Ca++ channels. This is the basis for their
sensitivity to Ca++ antagonists.

Fig. 1 Transmembrane ionic currents of the cardiac action potential. In the middle of the figure a typical car-
diac action potential is shown as can be obtained from the ventricular myocardium (upper trace). Below, the 
contribution of the various transmembrane currents is indicated. Currents below the zeroline are inward, cur-
rents above the zero line are outward fluxes. In the left column the name of the current is given and in the right 
column the possible clone; redrawn and modified after (5).



Antiarrhythmic Drugs 51

�

Action potential propagation along the fiber is
mainly dependent on the Na+ channel availability,
which is a function of the resting membrane
potential. Propagation from cell to cell is possible
via intercellular gap junction channels. These
channels can be regulated by a number of stimuli.
Thus, low pH, high [Ca++]i or low [ATP]i result in
a closure of these channels leading to conduction
disturbances and arrhythmias in myocardial inf-
arction.

There are several basic mechanisms of arrhyth-
mia:
a) a single cell or group of cells capable of a pace-

maker potential may generate extrastimuli (en-
hanced automaticity).

b) a cell may generate oscillating afterpotentials
which reach the threshold for activation of the
Na+ channel (triggered activity).

c) a cell generates late afterdepolarizations (typi-
cally induced by catecholamines or digitalis)
following a complete repolarization that may
elicit an action potential.

d) a cell may produce early afterdepolarizations
that are depolarization during incomplete repo-
larization. This is possible if the action potential
is considerably prolonged.

e) Furthermore, under certain conditions (e.g. lo-
cal unidirectional block) it is possible that the
activation wavefront is delayed and encounters
areas already repolarized. This may result in a
circulating wavefront (= reentrant circuit
� reentrant arrhythmia), from which centrifu-

gal activation waves originate and elicit life
threatening ventricular fibrillation.

f) a block of propagation may occur in the specific
conduction system leading to bradyarrhythmia
(sinuatrial block, atrioventricular block, bundle
block).

Antiarrhythmic treatment is based upon mod-
ulation of the ionic currents mentioned above. A
principal problem with this therapy is that the
electrophysiology of all cells is targeted and not
specifically the arrhythmogenic focus. As a conse-
quence, all antiarrhythmics acting at transmem-
brane ionic channels possess a risk for elicitation
of arrhythmia (= proarrhythmic risk).
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Class I, III and IV antiarrhythmics bind to and
block transmembrane ionic channels (Fig. 2).
Class I antiarrhythmics block the fast Na+ chan-
nel. This channel switches from a resting state to
an open state, and then time- and voltage-depend-
ently inactivates (inactivated state) (Fig. 3). The
block of this channel by an antiarrhythmic drug is
a � state-dependent block: a class I compound like
lidocaine enters the channel in its open state and
binds to the inactivated state, altering the kinetics
of recovery from inactivation. If the channel
switches to its resting state the affinity for lido-
caine is less and the drug dissociates from the
channel. This is the basis for the use dependence
of block: the kinetics of dissociation determines
the interval after which a subsequent action

Fig. 2 Targets of the vari-
ous antiarrhythmic 
drugs. The K+ channel, 
regulated by acetylcho-
line (via M2 receptors) or 
adenosine (via A1 recep-
tors), plays a role only in 
supraventricular tissues. 
The action potential 
which is generated in one 
cell propagates to the 
neighboring cell via the 
gap junction channel.
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potential is not influenced. That means that an
action potential early after the foregoing action
potential will be suppressed while another after a
long interval will not be altered.

Drugs with fast dissociation will only suppress
high frequency arrhythmia (high use-depend-
ence). Drugs with a long dissociation time con-
stant will suppress action potentials at normal fre-
quency as well. Class IB drugs exhibit the shortest
time constant (0.2–0.4 s; highest use-depend-
ence), while class IC drugs have the longest disso-
ciation time constant (2–250 s; no use-depend-
ence). Class IA antiarrhythmics show an interme-
diate dissociation time constant (5–50 s).

Class I drugs (Na+ channel blockers) suppress
action potential amplitude, reduce depolarization
velocity and propagation velocity, prolong total
refractory period and reduce automaticity. These
drugs have no or little influence on slow Ca++ car-
ried action potentials (AV- or sinus nodal cells).
All these drugs exert negative inotropic effects and
a strong proarrhythmic effect especially in
patients with structural heart disease and, thus,
cannot be used in patients after myocardial infarc-
tion.

Class IA possess a marked proarrhythmic risk
for the induction of � torsade de pointes arrhyth-
mia (life-threatening polymorphic ventricular

Fig. 3 Binding of class I antiarrhythmic drugs to the cardiac sodium channel. Summary of the modulated 
receptor hypothesis as an explanation of state-dependent block of Na+ channels by local anaesthetics such as 
lidocaine. The Na+ channel switches between resting, open and inactivated state. On the extracellular side a 
selectivity filter controls the ions passing through the channel. On the intracellular side the inactivation gate 
can close the channel. A class I antiarrhythmic drug (lidocaine) enters the channel during its open state and 
binds with its lipophilic moiety to the inactivated state, the hydrophilic part of the molecule extending into the 
water-filled channel pore blocking it.
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�
tachycardia observed with most action potential
prolonging drugs).

Quinidine, the classical class IA drug, binds to
the open state of the Na+ channel, and prolongs
the action potential by block of the delayed recti-
fier. In higher concentrations, L-type Ca++ chan-
nels are inhibited. Quinidine exerts antimus-
carinic effects, thereby accelerating AV nodal con-
duction and antagonising α-adrenergic effects.
Typial untoward effects include vomiting, diar-
rhoea, allergies, immunological effects and hepati-
tis.

Ajmaline (intravenously only) and its orally
applicable prodrug prajmaline are classified as
class IA drugs, but due to their long dissociation
time constant can also be considered as class IC
compounds.

Further class IA drugs include the open state
blockers procainamide and disopyramide with
electrophysiological effects similar to those of qui-
nidine; procainamide lacks the antimuscarinic
and antiadrenergic effects. Characteristic side
effects of procainamide are hypotension and
immunological disorders.

Class IB drugs like lidocaine, phenytoin or
mexiletine preferentially bind to the inactivated
state. Lidocaine, a local anaesthetic, can be used
intravenously for antiarrhythmic treatment. It is
one of the classical drugs used in emergency med-
icine for the treatment of ventricular fibrillation.
The side effects of lidocaine are typical for local
anaethetics including dizziness, tremor, nystag-
mus, seizures or nausea.

The antiepileptic drug phenytoinis, an orally
available class IB antiarrhythmic, is mainly effec-
tive in digitalis-induced arrhythmias. This drug
exhibits nonlinear pharmacokinetics and a
number of side effects including neuropathy, gin-
gival hyperplasia, hepatitis, immunological disor-
ders and suppression of white blood cells.

Class IC antiarrhythmic drugs such as flecain-
ide or propafenone block the Na+ channel (open
state; propafenone: open and inactivated state)
with a very long dissociation time constant so that
they alter normal action potential propagation.
Flecainide increased mortality of patients recover-
ing from myocardial infarction due to its proar-
rhythmic effects (CAST study). Action potential is
shortened in Purkinje fibers but prolonged in the
ventricules.

Propafenone possesses antagonistic effects due
to its similarity to propranolol β-adrenoceptor. In
high concentrations it blocks calcium channels
and, thus, exerts prominent negative inotropic
effects. Its adverse effects include proarrhythmic
effects, worsening of heart failure and (due to β-
adrenoceptor blockade) bradycardia and bron-
chospasm.

Class II drugs are classical β-adrenoceptor
antagonists such as propranolol, atenolol, meto-
prolol or the short-acting substance esmolol.
These drugs reduce sinus rates, exert negative ino-
tropic effects and slow atrioventricular conduc-
tion. Automaticity, membrane responsiveness and
effective refractory period of Purkinje fibers are
also reduced. The typical extracardiac side effects
are due to β-adrenoceptor blockade in other
organs and include bronchospasm, hypoglycemia,
increase in peripheral vascular resistance, depres-
sions, nausea and impotence.

Class III antiarrhythmic drugs block the repo-
larizing K+ channel thereby prolonging the action
potential duration and lengthen the refractory
period. The classical class III antiarrhythmic com-
pounds like sotalol block the rapid component of
the delayed rectifier, IKr. However, at higher heart
rates the repolarization is mainly carried by the
slow component IKs and, thus, the action potential
prolonging effect of these agents is progressively
reduced with increasing heart rate (inverse use-
dependence). Class III antiarrhythmics can induce
early afterdepolarizations and torsade de pointes.

d,l-sotalol is a racemate of l-sotalol, a β-adren-
oceptor antagonist, and d-sotalol, an inhibitor of
both IKr and IKs. This substance exhibits a strong
inverse use-dependence. Regarding the beneficial
antiarrythmic effects, studies with only l-sotalol
showed that the racemate is superior. However,
due to β-adrenoceptor blockade d,l-sotalol can
induce bronchoconstriction, increase in periph-
eral vascular resistance, negative inotropy, depres-
sions, hypoglycemia and bronchospasm. A seri-
ous side effect is the induction of torsade de
pointes arrhythmia (ca. 3%).

Amiodarone blocks several ionic channels;
besides predominant blockade of IKr and IKs, If,
INa, ICa.L, ICa.T are inhibited. Moreover, amiodar-
one acts as an antagonist at both α- and β-adreno-
ceptors. Inverse use-dependence is less than with
sotalol. The action potential prolonging effect is
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slowly developing (steady state after 2–5 months).
Side effects include defects of vision, corneal dep-
ositions, neurological disorders, pigmentation,
photosensibilization, torsade de pointes arrhyth-
mia and AV-block. Moreover, alterations of thy-
roid function and lung fibrosis are observed.

Since alterations of thyroid function by amio-
darone are related to the iodine substitution of the
drug, the iodine-free derivative dronedarone has
been developed with similar electrophysiological
effects as amiodarone.

Newly developed class III drugs comprise dofe-
tilide, a specific IKr blocker, and ibutilide, which
blocks IKr and activates the slow INa. Both drugs
lack hemodynamic side effects. These drugs are
scheduled for the treatment of atrial fibrillation
and atrial flutter. As with class III drugs, they can
induce torsade de pointes arrhythmia.

Class IV antiarrhythmic drugs (Ca++ entry
blockers) inhibit L-type Ca++ channel. For
antiarrhythmic purposes, only those Ca++ channel
antagonists are used with higher affinity to the
heart (i.e. verapamil, diltiazem) than to the vascu-
lature (as nifedipine). These drugs have the
strongest electrophysiological effects on sinus and
atrioventricular node. They reduce sinus rate, slow
atrioventricular conduction, prolong refractory
period of the AV node and exert a strong negative
inopropic effect.

Verapamil is a phenylalkylamine blocking L-
type Ca++ channels in a use-dependent manner.
The drug binds to the inactivated state of the
channel. Diltiazem is a benzothiazepine derivative
with a profile of action most similar to that of ver-
apamil.
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Digitalis glycosides exert parasympathomimetic
effects leading to slowing of sinus rate and pre-
dominantly to prolongation of atrioventricular
conduction time. This latter action is used for the
control of the ventricular response frequency in
the treatment of atrial fibrillation with digitalis.

Adenosine activates the atrial A1-adenosine
receptor, which opens the IK.ACh channel leading
to hyperpolarization, slowing of spontaneous
depolarization, reduces sinus rate and atrioven-
tricular conduction. The drug has to be adminis-
tered intravenously. Due to its extremely short
half-life time (0.6–1.5 s) the effects are only tran-

sient. As a vasorelaxant it may produce pro-
nounced hypotension.

The anti-muscarinic drug atropine can also be
used for antiarrhythmic treatment. Muscarinic
receptors (M2 subtype) are mainly present in
supraventricular tissue and in the AV node. They
inhibit adenylcyclase via Gi proteins and thereby
reduce intracellular cAMP. On the other hand,
activation of the M2 receptor leads to opening of
hyperpolarizing IK.ACh and inhibits the pace-
maker current If probably via the βγ-subunit of the
Gi protein associated with this receptor. The
results are hyperpolarization and slower sponta-
neous depolarization. Muscarinic receptor antago-
nists like atropine lead to increased heart rate and
accelerated atrioventricular conduction.

Intravenous administration of magnesium sul-
fate (1–5 g) is used for the termination of torsade
de pointes arrhythmia. The underlying electro-
physiological mechanism is not well understood.
It includes changes of the current-voltage relation-
ship of IK1 and Ca++ channel blockade.
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Clinical uses of antiarrhythmics have been
restricted after CAST due to their proarrhythmic
risk, and preference is given to electrophysiologi-
cal methods.

Supraventricular bradycardia is treated by
implantation of a pacemaker device or has been
treated pharmacological ly with atropine.
Supraventricular paroxysmal tachycardia is
treated with ajmaline or prajmaline. Supraven-
tricular tachyarrhythmias typically can be termi-
nated using adenosine.

The risk of atrial flutter is a 2:1 transmission to
the ventricles generating a high ventricular rate.
The therapeutic goal is to reduce transmission to
3:1 or 4:1 by administration of either β-adrenocep-
tor antagonists, Ca++ channel blockers or amio-
darone.

The most common arrhythmia in humans is
atrial fibrillation. Because of the lack of rhythmic
atrial activation, irregular ventricular rhythms
and thromboembolism result. There are two pos-
sible therapeutic goals: control of heart rate or
return to sinus rhythm. For frequency control, β-
adrenoceptor antagonists, Ca++ channel blockers
and digitalis can be used. For conversion to sinus
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�
rhythm, electrophysiological ablation is the ther-
apy of choice. Alternatively, a pharmacological
attempt with class IA drugs or class IC drugs can
be made. Thereafter, relapse to atrial fibrillation
has to be prevented by amiodarone or β-adreno-
ceptor antagonists.

Atrioventricular block in general is treated by
implantation of an electrical pacemaker. A phar-
macological alternative (although no longer used
today) was atropine.

Ventricular extrasystoles are treated only if
they may degenerate into life-threatening arrhyth-
mia. In milder forms the proarrhythmic risk of the
drugs overshadows their benefits. In such cases β-
adrenoceptor antagonists may be attempted. For
the treatment of ventricular extrasystoles, such as
series or runs of extrasystoles, amiodarone or
sotalol are used. In the absence of structural heart
disease, class I antiarrhythmic drugs can be con-
sidered an alternative. However, they may not be
administered during the post-infarction period.

Ventricular fibrillation should be terminated
by electrical defibrillation. Alternatively, lidocaine
can be injected intravenously. In cases with lower
frequency, ventricular tachyarrhythmia class I
drugs such as ajmaline, flecainide or propafenone
are more effective. For prophylaxis treatment,
amiodarone or sotalol may be helpful or the
implantation of a cardioverter-defibrillator sys-
tem.

Torsade de pointes arrhythmia can be termi-
nated by intravenous (not oral) administration of
large doses of magnesium.
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Originally, the term antibiotics referred to sub-
stances produced by microorganisms that sup-
pressed the growth of other organisms. Today, the
term antibiotics often includes synthetic antimi-
crobial agents.

� Microbial Resistance to Drugs
� β-lactam Antibiotics
� Ribosomal Protein Synthesis Inhibitors
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Antibodies are involved in the humoral immune
response. They recognize foreign substances (anti-
gens) and trigger immune responses by the host.
For the former, they possess interaction sites for a
specific antigen. These interaction sites (Fab por-
tions) are highly variable between antibodies pro-
duced by different clones of B cells. For the latter,
they possess a constant region (Fc portion). Engi-
neered antibodies are increasingly used for the
treatment of human diseases.

� Immune Defense
� Humanized Monoclonal Antibodies
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Oral anticoagulants, usually coumarin derivatives
(e.g., warfarin, phenprocoumon); heparin, either
unfractionated heparin (UFH) or low-molecular
weight heparin (LMWH); danaparoid (hepari-
noid); fondaparinux (indirect factor Xa-inhibiting
pentasaccharide); drotrecogin α (recombinant
human activated protein C [APC]);  direct
thrombin inhibitors (DTIs), including hirudin
derivatives (e.g., lepirudin, desirudin, bivalirudin)
and small molecule active site inhibitors (e.g.,
argatroban, ximelagatran)
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Anticoagulants inhibit � coagulation  by prevent-
ing � thrombin  generation and, ultimately, fibrin
formation (1). They represent one of the two major
classes of antithrombotic drugs, the other being
antiplatelet agents. Anticoagulants are widely used
to treat and prevent thrombosis involving arter-
ies, veins and intra-cardiac chambers.

In general, arterial thrombi are platelet-rich
(“white clots”) and form at ruptured atheroscle-
rotic plaques, leading to intraluminal occlusion of
arteries that can result in end-organ injury (e.g.,
myocardial infarction, stroke). In contrast, venous
thrombi consist mainly of fibrin and red blood
cells (“red clots”), and usually form in low-flow
veins of the limbs, producing deep vein thrombo-
sis (DVT); the major threat to life results when
lower extremity (and, occasionally, upper extrem-
ity) venous thrombi embolize via the right heart
chambers into the pulmonary arteries, i.e., pulmo-
nary embolism (PE).

� Antiplatelet Drugs
� Coagulation/Thrombosis

� Fibrinolytics
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Fig. 1 shows a simplified scheme of the coagulation
cascade. Coagulation is usually triggered physio-
logically when � tissue factor (TF), usually found
in extravascular sites, binds to circulating factor
VII(a) following vessel injury. TF/VII(a) com-
plexes activate factor X, generating factor Xa. Fac-
tor Xa, together with a cofactor (factor Va), forms
“prothrombinase” on phospholipid surfaces on
activated platelets. Prothrombinase generates the
key procoagulant enzyme, thrombin (factor IIa),
from prothrombin (factor II). Various positive
feedback loops help to convert a small procoagu-
lant stimulus into a thrombin burst. For example,
TF/VII(a) complexes also activate factor IX to IXa,
which acts with a cofactor (VIIIa) to form the
“tenase” complex that activates factor X to Xa.
Other positive feedback loops initiated by
thrombin include activation of factors V to Va,
VIII to VIIIa and XI to XIa (not shown in Fig. 1).

Coagulation is regulated by three major inhibi-
tory systems. (1) Antithrombin (AT, formerly, anti-
thrombin III) inhibits circulating thrombin, Xa,
IXa, XIa and TF/VII(a). However, AT does not
inhibit thrombin bound to fibrin (“clot-bound
thrombin”) or surface-bound Xa. (2) The protein
C natural anticoagulant pathway is triggered when
thrombin binds to a receptor (thrombomodulin,
TM) on endothelial cell surfaces: TM-bound
thrombin activates protein C to activated protein C
(APC), which together with a cofactor (protein S)
degrades factors Va and VIIIa, thus down-regulat-
ing thrombin generation in the TM-rich microcir-
culation (3). Tissue factor pathway inhibitor
(TFPI) binds to, and inhibits, factor Xa; subse-
quently, TFPI/Xa complexes inhibit VII(a) within
VII(a)/TF.

The most commonly used anticoagulants –
coumarins and heparins – inhibit various steps
involving “propagation” of the coagulation cas-
cade. Several newer agents inhibit thrombin
directly. Drugs that inhibit initiation of coagula-
tion are under investigation.
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Most oral anticoagulants are coumarin derivatives
that act via � vitamin K antagonism (2; Fig. 2).
Vitamin K is required for post-translational modi-
fication of certain glutamate (glu) residues in four
procoagulant factors (II, VII, IX, X). Addition of a
carboxyl group (COO-) to each glu residue (to
form γ-carboxyglutamate, or gla, residues) causes
these vitamin K-dependent factors to become
functional � zymogens  (proenzymes), as they
now can bind to phospholipid surfaces via Ca2+-
recognizing gla regions. Protein C and protein S
are vitamin K-dependent anticoagulant factors.

The two most widely used coumarins are war-
farin (US, Canada and UK) and phenprocoumon
(continental Europe). The long half-life (60 h) of
prothrombin means that coumarin cannot achieve
therapeutic anticoagulation for at least 5 days fol-
lowing initiation. Thus, for patients with acute
thrombosis, oral anticoagulants are usually started
only when the patient is receiving a rapidly-active
agent, usually UFH or LMWH.

Disadvantages of oral anticoagulants include a
narrow therapeutic index (bleeding risk) and their
highly variable dose-response relation (ongoing
need for monitoring).

Maintenance doses vary widely among patients
(e.g., from 1 to 20 mg/d for warfarin), and are
influenced by diet (variable vitamin K intake) and
medications that affect coumarin metabolism
(decreased drug clearance: e.g., cotrimoxazole,
amiodarone, erythromycin; increased clearance:
e.g., barbiturates, carbamazepine, rifampin). Thus,
regular monitoring is needed even during long-
term maintenance therapy. This is performed
using the � prothrombin time (PT), which is usu-
ally expressed as the � international normalized
ratio (INR).
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Heparin is a highly sulfated � glycosaminoglycan
(3). Usually obtained from pig intestine or beef
lung, UFH contains polymer varying from 3000–

Fig. 1 Effects of Anticoagulants on the Coagulation Cascade. Coumarin agents alter the synthesis of four proco-
agulant zymogens (VII, X, IX, II), shown within circles. The other anticoagulants affect various coagulation fac-
tors (dotted arrows). Abbr.: APC, activated protein C; AT, antithrombin; DTIs, direct thrombin inhibitors; 
LMWH, low-molecular-weight heparin; NAPc2, nematode anticoagulant protein; TF, tissue factor, TFPI, tissue 
factor pathway inhibitor; UFH, unfractionated heparin; VIIai, active site-blocked VIIa. (Modified from 1, with 
permission from Chest).
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30,000 D (mean, 15,000 D; range, 10–90 monosac-
charide units). Chemical or enzymatic methods
can be used to make LMWH preparations that
vary from 1000–10,000 D (mean, 4500 D; range, 3–
30 monosaccharide units). A specific five saccha-
ride sequence (“AT-binding pentasaccharide”)
present within up to one-third of UFH chains
binds to AT, greatly increasing the efficiency of AT
to inactivate thrombin, Xa, IXa, XIa, and TF/
VII(a). AT is most efficient at inactivating
thrombin and Xa, as shown by higher second
order rate constants (8900 and 2500 M-1s-1, respec-
tively compared with values of 300—450 for
VII(a)/TF, IXa and XIa, respectively). Catalysis by
UFH increases AT-mediated inhibition 1,000-fold.

Besides containing the specific AT-binding
pentasaccharide sequence, heparin molecules
must be at least 18 monosaccharide units long to
bind to both AT and thrombin; in contrast, AT
bound to any pentasaccharide-containing heparin
— even with a chain length <18 monosaccharide
units — will inhibit factor Xa. Thus, whereas UFH
catalyzes inhibition of thrombin and Xa equally

well, LMWH preferentially inhibits factor Xa
(usual anti-Xa/anti-IIa ratio, 2–4:1) (Fig. 3).
LMWH preparations (e.g., ardeparin [Normiflo],
dalteparin [Fragmin], enoxaparin [Lovenox], revi-
parin [Clivarin], tinzaparin [Innohep]) differ in
both jurisdictional availability and composition,
and cannot be assumed to be interchangeable.

The � activated partial thromboplastin time
(aPTT) is usually used to monitor the anticoagu-
lant effect of UFH, with the target aPTT level cor-
responding to an anti-factor Xa level of 0.35–0.70
U/mL (i.e., a ratio of patient/control aPTT of 1.5–
2.5 for many aPTT reagents). However, prolonga-
tion of the aPTT is not sufficiently great to permit
monitoring of LMWH therapy by this test. Never-
theless, since the shorter LMWH polymers have
less non-specific binding to plasma proteins,
LMWH anticoagulation is quite predictable. Thus,
weight-adjusted LMWH dosing without monitor-
ing is standard practice. Particularly during
inflammation (high levels of UFH-binding pro-
teins), high doses of UFH may be needed to pro-
long the aPTT and anti-factor Xa levels into the
therapeutic range (heparin “resistance“). Antico-
agulant monitoring of LMWH using anti-factor Xa
levels may be needed in renal failure as LMWH
accumulates.

Danaparoid (Orgaran; mean MW, 6000 D) is a
mixture of non-heparin glycosaminoglycans
derived from pig gut (dermatan sulfate, heparan
sulfate, chondroitin sulfate). The anti-Xa/anti-IIa
ratio (22:1) is even greater than seen with LMWH.
The anti-IIa effect may be mediated in part by der-
matan sulfate, which catalyzes thrombin inhibition
by heparin cofactor II.

Fondaparinux, the factor Xa-binding pentasac-
charide (Arixtra, MW 1728 D), is prepared syn-
thetically, unlike UFH, LMWH and danaparoid,
which are obtained from animal sources. Despite
only inactivating free factor Xa, clinical trials indi-
cate that fondaparinux is an effective antithrom-
botic agent (4).

In addition to the AT-dependent agents dis-
cussed above, various direct Xa inhibitors (e.g.,
tick anticoagulant peptide, antistatin, DX-9065a)
are undergoing clinical testing. Unlike fonda-
parinux, these drugs also inhibit surface-bound
Xa within prothrombinase.

Fig. 2 Coumarin (Warfarin) and the Vitamin K Cycle. 
Abbr.: glu, glutamate; gla, γ-carboxy-glutamate. 
(Modified from 2, with permission from Chest.).
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Protein C is a vitamin K-dependent natural antico-
agulant activated by thrombin to form APC in the
presence of the endothelial receptor, TM. APC
proteolyzes factors Va and VIIIa, thus down-regu-
lating thrombin generation. APC may also have
anti-inflammatory properties, as recombinant
human APC (drotrecogin α, Xigris) reduces mor-
tality in � septicemia. Nonactivated protein C con-
centrates, prepared from pooled plasma, are also
available for use in patients with congenital or
acquired protein C deficiency.
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There are two major classes of DTIs: hirudin
derivatives and small molecule active site inhibi-
tors. Hirudin is a 65-amino acid polypeptide pro-
duced by the medicinal leech, which binds irre-
versibly and with high affinity to both the active
site and exosite I (fibrinogen binding site) regions
of thrombin, resulting in stable non-covalent hiru-

din-thrombin complexes (dissociation constant,
∼10-14 M). Hirudin binds to both circulating and
clot-bound thrombin. Lepirudin (Refludan, MW
∼7000 D) and desirudin (Revasc) closely resemble
hirudin. In contrast, bivalirudin (Angiomax, MW
∼2180 D) is a 20-amino acid oligopeptide consist-
ing of the active site and exosite I regions of hiru-
din connected by a short “spacer”. All three agents
are obtained by recombinant technology.

Two small molecule DTIs are argatroban
(Novastan, MW 527 D) and the oral thrombin
inhibitor, ximelagatran (Exanta, MW 474 D)
(Ximelagatran is an inactive pro-drug: after
absorption, it is metabolized to the active DTI,
melagatran [MW 430 D]). In general, DTIs are
monitored using the � aPTT, although the high
predictability of blood levels with oral administra-
tion of ximelagatran offers the possibility (now
under investigation) that blood monitoring may
not be necessary with this agent.

Fig. 3 Relative effects of UFH, LMWH, and fondaparinux on AT-mediated inhibition of factor Xa and thrombin 
(IIa). Whereas UFH catalyzes inhibition of Xa and thrombin equally well, only LMWH chains of 18 saccharide 
units or longer catalyze thrombin inhibition; thus, the anti-Xa/anti-IIa ratio of LMWH preparations ranges from 
2:1 to 4:1. In contrast, fondaparinux exclusively inhibits Xa. (Modified from 3, with permission from Chest.)
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Recombinant TFPI (tifacogin) directly inhibits
VII(a)/TF complexes. Unlike recombinant APC,
TFPI did not reduce mortality in clinical trials of
septicemia. Recombinant nematode anticoagulant
protein (NAPc2) is a small hookworm protein that
binds to a non-catalytic site on both X and Xa,
thus inhibiting VII(a)/TF. The half-life of NAPc2 is
long (48 h), resembling that of factor X. Active
site-blocked VIIa (factor VIIai) achieves an antico-
agulant effect by competing with VII(a) for bind-
ing to TF.
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Both UFH and LMWH are used when rapid anti-
coagulation is needed, such as acute venous
thromboembolism (DVT and/or PE), acute coro-
nary insufficiency (acute myocardial infarction or
unstable angina) or for � percutaneous coronary
intervention (PCI). UFH is also used for intraoper-
ative anticoagulation during cardiac surgery
employing cardiopulmonary bypass (CPB) as well
as during vascular surgery. � Protamine sulfate is
used to reverse UFH anticoagulation after heart
surgery.

Treatment of DVT or PE consists of therapeu-
tic-dose heparin, given as intravenous UFH or
subcutaneous LMWH with overlapping oral anti-
coagulation. Until the early 1990s, UFH was usu-
ally given alone for five days, followed by at least
five days of UFH/coumarin overlap, then several
months of coumarin anticoagulation. Now, cou-
marin is often started within 24 h of initiating
UFH or LMWH. Duration of coumarin typically
ranges from as low as 6 to 8 weeks (small calf-vein
DVT in a transient prothrombotic situation, such
as post-surgery) to indefinite (multiple prior DVTs
complicating a chronic hypercoagulability state).
Often, treatment of DVT or PE employing LMWH
followed by oral anticoagulants occurs exclusively
in an outpatient setting.

Prevention of DVT and PE (antithrombotic
prophylaxis) is another common indication for
UFH, LMWH or coumarin, especially following
surgery or immobilizing trauma. Fondaparinux
recently received approval for prevention of DVT
and PE after hip and knee surgery.

Coumarin is also widely used for long-term
anticoagulation in chronic atrial fibrillation (par-

ticularly to avoid cardioembolic strokes), to pre-
vent DVT or PE in patients with chronic hyperco-
agulability (e.g., congenital AT or protein C defi-
ciency) or to prevent atherothrombosis in patients
with atherosclerosis. LMWH therapy is often
appropriate for patients with cancer-associated
hypercoagulability or to prevent or treat thrombo-
sis during pregnancy.

Danaparoid, lepirudin and argatroban are
important options for rapid anticoagulation when
UFH or LMWH are contraindicated (e.g., heparin-
induced thrombocy topenia).  Desirudin is
approved in some jurisdictions for antithrom-
botic prophylaxis after hip replacement surgery.
Bivalirudin is an alternative to heparin for antico-
agulation during � PCI. Ximelagatran is being
evaluated for chronic anticoagulation (potential
coumarin replacement). Recombinant TFPI
(tifacogin), NAPc2 and VIIai are under clinical
study.
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Bleeding is the most common adverse effect of
anticoagulants (1-3) and is often associated with
overdosing. When bleeding occurs during antico-
agulation within the target therapeutic range, fac-
tors such as recent surgery or gastrointestinal
lesions often coexist. For bleeding caused by cou-
marin overdosing, vitamin K will reverse antico-
agulation beginning at least 4 h after administra-
tion. More urgent reversal can be achieved by
coagulation factor replacement using plasma or
prothrombin complex concentrates. Rapid reversal
of UFH is achieved by � protamine sulfate (1 mg
protamine for 100 U heparin). However, only
about 60% of the anticoagulant effect of LMWH is
neutralized by protamine. Specific antidotes are
not available for danaparoid, fondaparinux, DTIs
or inhibitors of the VII(a)/TF pathway. Thus, care-
ful patient selection and anticoagulant monitor-
ing are usually needed to reduce bleeding risk with
these newer agents.

Unusual adverse effects sometimes occur with
coumarin or heparin (2,5). For example, cou-
marin-induced skin necrosis is a rare complica-
tion of oral anticoagulants characterized by
(sub)dermal microvascular thrombosis that usu-
ally begins 3 to 6 days after commencing cou-
marin. Typically, central tissue sites such as the
breast, abdomen and thigh are affected. Congeni-
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tal abnormalities of the protein C natural antico-
agulant pathway are implicated in some patients.
A related syndrome of microvascular thrombosis
can lead to limb gangrene in some patients treated
w ith oral  ant icoagulants  dur ing
� thrombocytopenia  and hypercoagulability. This
syndrome of coumarin-induced venous limb gan-
grene has been linked to severe protein C deple-
tion during use of warfarin to treat DVT compli-
cated by metastatic cancer or heparin-induced
thrombocytopenia.

As many as 3 to 5% of postoperative patients
who receive UFH for two weeks develop heparin-
induced thrombocytopenia (HIT). This hyperco-
agulable state is caused by IgG antibodies that rec-
ognize complexes between heparin and platelet
factor 4 (a platelet α-granule protein). Paradoxi-
cally, patients with HIT remain at high risk for
thrombosis, even when heparin is discontinued or
heparin is replaced with coumarin. To avoid cou-
marin-induced venous gangrene, alternative anti-
coagulants such as danaparoid, lepirudin or arga-
troban should be given, and coumarin delayed
until substantial resolution of thrombocytopenia
has occurred. Long-term UFH treatment can cause
� osteoporosis, likely because heparin both
decreases bone formation by osteoblasts and
increases bone resorption by osteoclasts. Both
HIT and osteoporosis are less likely to occur with
LMWH.

Coumarins are generally contraindicated for
use during pregnancy, particularly the first tri-
mester. This is because γ-carboxyglutamate (gla)-
containing proteins are found in bone. Thus, phar-
macologic vitamin K antagonism can cause
embryopathy (chondrodysplasia punctata).
LMWH is an attractive option for many pregnant
women who require anticoagulation.
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Antidepressants; mood elevators.
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Antidepressants are small heterocyclic molecules
that after oral administration enter the circulation
and pass the blood brain barrier to bind at numer-
ous sites in the brain. They are used for treatment
of depression, panic disorders, social phobia,
obsessive compulsive disorder and other affective
illnesses.

� Antipsychotic Drugs
� Neurotransmitter Transporters
� Serotoninergic System
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Most currently available antidepressants enhance
neurotransmission of � biogenic amines, mainly
� norepinephrine and � serotonin. Once released
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from specialized vesicles at the presynaptic nerve
terminal � neurotransmitters  enter the synaptic
cleft and bind to respective receptors at the postsy-
naptic cell membrane, thus modulating the associ-
ated signalling cascades (Fig. 1). Additionally they
bind to presynaptically localized receptors that
regulate the amount of transmitter released. The
cell membrane of presynaptic nerve terminals also
contains � reuptake transporters that clear the
synaptic cleft from biogenic amines. Once reshuf-
fled into the presynaptic compartment the neuro-
transmitter is degraded by � monoamine oxidase
(MAO). These two molecular processes, reuptake
through specific transporters and enzymatic deg-
radation by MAO, are targeted by antidepressant
drugs. For example, the � selective serotonin
reuptake inhibitors (SSRI) which became the
mainstay for the vast majority of depressed
patients treated prevent clearance of serotonin
from the synaptic cleft by blocking the presynap-
tic transporter and thus amplify receptor medi-
ated events postsynaptically (� serotoninergic sys-
tem). Analogous effects are those by norepine-
phrine reuptake inhibitors, while MAO-inhibitors
act by reducing norepinephrine or serotonin deg-
radation and thus increase the releasable amount
of neurotransmitter from the respective vesicles.
Antidepressants do not exert prompt effects as it
takes weeks or months until clinical amelioration

occurs. The exact mode of action by which antide-
pressants work is still not resolved but there is
consensus that their primary action, i.e. binding to
cell membrane receptors, triggers a manifold of
events which we are only beginning to decipher.

One such hypotheses submits that most antide-
pressants enhance the expression of � cyclo-AMP
response element binding protein (CREB) which
is a transcription factor that after phosphoryla-
tion binds to cyclo-AMP response elements (CRE)
localized in the promoter region of many genes
including that coding for � brain derived neuro-
trophic factor (BDNF) (1). The latter neuro-
trophin was found to be decreased in the hippoc-
ampus of chronically stressed rats, serving as ani-
mal model of depression. When treated with
antidepressants, BDNF expression increases, pos-
sibly through enhanced phospho-CREB driven
transactivation of the BDNF gene. This hypothesis
is in keeping with the frequently observed reduc-
tion of depressed patients hippocampus volume
(estimated by magnetic resonance imaging), a
limbic brain structure pertinent for cognitive
function, and expressing BDNF at high levels.
Some preliminary studies support that antidepres-
sants increase adult neurogenesis in this brain
area,  a phenomenon also associated with
increased levels of phospho-CREB. The hypothe-
sis that phospho-CREB is involved in adult neuro-

Fig. 1 Schematic illustra-
tion of serotonergic neu-
rotransmission. Through 
blockade of the serotonin 
transporter at presynaptic 
terminals, the cell mem-
brane receptor-mediated 
signalling pathways, prin-
cipally through adenylate 
cyclase or phospholipase 
C, are enhanced. 
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�
genesis is also strengthened by experiments with
transgenic mice overexpressing a dominant nega-
tive isoform of CREB where the Ser133 is mutated
preventing phosphorylation-induced transactiva-
tion of CREB. Overexpression of mutant CREB
prevented decreased neurogenesis in adult hippoc-
ampus. While many pieces of this hypothesis are
in line with an antidepressant-induced enhance-
ment of neurogenesis, evidence is lacking that this
effect is the same through which antidepressants
regulate emotional states. Morphological studies
on brains of depressives failed to detect evidence
for neuronal deterioration in the hippocampus.
Also the increase of BDNF gene transcriptionas
induced by antidepressants is possibly an unspe-
cific response to a xenobiotic molecule. Whether
increased transcription of BDNF conveys antide-
pressant effects is yet not proven, as mouse
mutants where BDNF production is lowered by
heterozygous gene deletion failed to show behav-
ioral abnormalities. Also, data on drug-induced
changes in BDNF peptide concentrations are not
giving a clear picture.

Another hypothesis derives from the clinical
observation that impaired stress hormone regula-
tion is a cardinal symptom among patients with an
acute major depressive episode (2). If stress hor-
mones (primarily cortisol secreted by adrenocor-
tical glands and corticotropin released from the
pituitary) are monitored longitudinally in these
patients, those who respond to drug treatment
show a swift neuroendocrine normalization while
those where stress hormone regulation continues
to be altered have a much worse outcome, i.e. they
fail to respond or they relapse. Studies using trans-
genic mice with glucocorticoid receptor impair-
ment show some behavioral and functional fea-
tures reminiscent of depression. Some of these
abnormalities disappear under antidepressants,
which is in line with a drug-induced improvement
of corticosteroid receptor function. When ligand-
activated, these gluco- and mineralocorticoster-
oid receptors form homo- and heterodimers that
interact with � corticotropin releasing hormone
(CRH) in many ways. This is of relevance in this
context because clinical and basic studies have
shown that overexpression of CRH in many brain
areas is causally related to development and course
of depression. The effect of antidepressants has
therefore consequences upon CRH secretion and it

is believed that these antidepressants may work
through this corticosteroid receptor driven signal-
ling pathway, suppressing the depressogenic and
anxiogenic effects of CRH acting through CRH
type 1 receptors (CRHR1). Thus, the antidepres-
sant-induced behavioral and neuroendocrine
changes in patients together with their observed
molecular actions upon stress hormone signalling
pathways have triggered the search for new phar-
macological approaches to understand how anti-
depressants might work and ultimately to dis-
cover better drugs (3).

In the absence of a robust pathogenetic model
for depression, hypotheses-driven research has
limitations that hopefully can be overcome by
unbiased approaches. The availability of cDNA
microarrays allowing one to study a huge amount
of genes which are simultaneously regulated in the
brains of mice under long-term treatment with
antidepressants will shift the emphasis from the
“usual suspects” (such as serotonin and its recep-
tors) to yet unheard candidate genes (4).
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Antidepressants were serendipitously discovered
in the 1950s and the first generation of these drugs
was constituted by tricyclic molecules. The refine-
ment among the second and third generation of
these drugs resulted in molecules that have less
side effects, are better tolerated and consequently
enjoy much better acceptance. In fact, the percent-
age of Americans treated for depression tripled
nationwide. Simultaneously patient visits to doc-
tors for depression fell by a third through the last
5 years. Such figures do not yet apply for Europe,
where alternative treatments, especially herbals
(St. Johns Wort is the best selling antidepressant in
Germany), continue to play a predominant role.
Given the personal and socioeconomic burden of
depression the undertreatment of this disabling
clinical condition seems neither ethical nor pru-
dent.

While antidepressants have proven to be effec-
tive drugs, several drawbacks and caveats need to
be resolved. This can be most likely achieved by
enforced � pharmacogenetic approaches in com-
bination with refined clinical research: Matching
patients to the antidepressant that is most likely to
be effective and less likely to harm through adver-
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sive reactions is the main goal of all modern thera-
pies. Patient characteristics including sex, age,
anxiety level, premedication and family history
(genetic load) do not predict better or worse
response to a particular antidepressant drug or
drug class (e.g. an SSRI). However, the fact that all
drugs are equally effective between comparison
groups does not mean that they are equally effec-
tive for individual patients. It is now hoped that
combination of clinical data, including functional
assessments, e.g. neuroendocrine, neuroimaging,
neuropsychology together with information from
genotyping, i.e. identification of a collection of
single nucleotide polymorphisms (SNPs) will ulti-
mately lead to choosing a first line antidepressant
based upon individual data. Indeed small studies
surmized that a serotonin transporter polymor-
phism may explain some of the variability in
response to SSRIs.

In practice, a genotype guided medication
selection is yet not in reach, but several minor
innovations emerging from hypothesis driven
research are. The current antidepressive pipeline
contains two promising candidates: � Substance P,
a peptide from the tachykinin family, which binds
preferentially at the NK1-receptor, was suspected
to play a role in causality of depression. Several
clinical studies testing NK1-receptor antagonists
showed promising results and a number of phar-
maceutical companies are developing drugs antag-
onizing NK- receptors. Another neuropeptide is
CRH that seems to be causally related to symp-
toms of depression through activation of CRHR1,
which led to the development of CRHR1 antago-
nists as potential antidepressants. A first clinical
study supported such a possibility.

Another new development of immediate clini-
cal usefulness is the analysis of genetic variability
in the cytochrome P450 enzyme system in
patients, which may elucidate clinically relevant
changes in drug metabolisation and adverse reac-
tions. For example, if a patient receives an SSRI
such as Prozac, which blocks the P4502D6
enzyme, and an antiarrhytmic, which is metabo-
lised by the same enzyme, a fatal increase of the
cardiotropic drug may occur. Other possible can-
didates involved in pharmacokinetics are P-glyco-
proteins, which are important regulators of a
drug’s blood-brain barrier passage. It was recently
shown that antidepressants are substrates of P-

glycoprotein, which, if overexpressed, can extrude
the antidepressant out of the brain cells into the
circulation thus preventing central effects that
may lead to therapy resistance (5).
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Antidiabetic drugs is the general term for drugs
that lower blood glucose concentrations and are
used in the treatment of diabetes mellitus. Antidi-
abetic drugs are typically categorized as either oral
(sulphonylureas, prandial insulin releasers, met-
formin, thiazolidinediones, alpha-glucosidase
inhibitors) which are used to treat most type 2
(non-insulin-dependent) diabetic patients, or
insulin (given parenterally) which is used to treat
all type 1 and some type 2 diabetic patients.

� Oral Antidiabetic Drugs
� Insulin
� Diabetes Mellitus
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Antidiarrhoeal drugs are used for the sympto-
matic treatment of diarrhoea (the frequent pas-
sage of liquid faeces). Commonly used antidiar-
rhoeal drugs are opioids including codeine, diphe-
noxylate and loperamide. They reduce the motility
of the intestine. Other antidiarrhoeal agents
(chalk, charcoal, methyl cellulose) probably act by
adsorbing toxins or microorganisms causing diar-
rhoea. Bismuth subsalicylate is used for the treat-
ment of traveller’s diarrhoea. It mainly reduces
fluid secretion in the bowel.
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� Vasopressin
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� Antiarrhythmic Drugs
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� Emesis
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� Epilepsy  is a chronic neurological disorder that
affects about 0.6–0.8% of the general population
worldwide. The clinical hallmark of epilepsy is
recurrent � seizures, which disrupt normal brain
function. A large number of different types of epi-
lepsies and epileptic syndromes have been distin-
guished. Many specific syndromes start in infancy
and are accompanied by further developmental,
neuropsychological and metabolic alterations,
mostly of unknown origin. Generally, epilepsies
with a focal origin (focal epilepsies) are discrimi-
nated from epilepsies with a generalized begin-
ning (primary generalized epilepsies).

At the cellular level, focal and general convul-
sions correspond to synchronized high-frequency
� discharges  of large groups of neurons, which
disrupt normal information processing. Depend-
ing on the areas of the CNS recruited into the
abnormal discharge, clincal symptoms observed
during focal seizures may vary considerably. Thus,
discharges within limited areas of the motor cor-
tex may lead only to mild motor seizures, while
seizure activity in the � temporal lobe may cause
complex semiologies that include behavioral
automatisms and loss of conciousness. Focal sei-
zures without loss of conciousness are termed
simple partial seizures, whereas focal seizures
with loss of conciousness are named complex par-
tial seizures. In some epilepsies, initially focal sei-
zures spread to involve most of the cerebral cortex
(secondary generalized seizures).
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Primary generalized seizures are also heteroge-
neous with respect to their clinical features. Such
seizures can impose as � absence epilepsy, which
is characterized by a brief interruption of con-
ciousness due to highly synchronized neuronal
activity involving thalamocortical networks with-
out increases in neuronal firing rate. On the other
hand, � tonic-clonic convulsions with loss of con-
sciousness are often also primarily generalized.

� GABAergic System
� Ionotropic Glutamate Receptors
� Voltage-dependent Ca2+ Channels
� Voltage-gated K+ Channels
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Both focal and generalized epilepsies are heteroge-
neous with respect to their etiology and the prin-
ciples of therapy.
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A large group of focal epilepsies arises as a conse-
quence of developmental lesions, CNS tumors,
trauma or inflammatory processes, which may be
located in neocortical areas as well as the mesial
temporal lobe. In a second group of patients, no
such causal factor can be identified. Very fre-
quently, such epilepsies arise from a focus within
the � hippocampus, which shows characteristic
neuropathological and molecular changes. Only
few focal epilepsies seem to be due to a mutation
in � ion channel genes. In contrast, a large number
of generalized epilepsies is thought to have a
genetic basis, and the chromosomal localization or
the gene mutation has been identified in some of
these disorders.

Many patients with focal epilepsies respond
well to antiepileptic drugs, but a sizeable portion
continues to have seizures even in the presence of
optimal therapeutic drug concentrations. For
unknown reasons, patients with an epileptic focus
residing in the temporal lobe (Temporal Lobe Epi-
lepsy, TLE) often develop pharmaco-resistant epi-
lepsy. Therefore, considerable attention has been
focused on unravelling the cellular changes under-
lying hyperexcitability in this form of epilepsy.
Identifying such changes is of obvious impor-
tance in determining promising novel therapeutic
strategies.

In focal epilepsies a number of functional and
morphological changes are observed which may
act in concert to support enhanced excitability.
Such changes have been intensively investigated in
order to develop targets for drug design.
◗ Altered density of voltage-dependent ion cur-

rents in neurons: Such changes may considerably 
affect the firing properties of neurons. They may 
also affect how neurons integrate a given synap-
tic input.

◗ Altered synaptic properties: Numerous changes 
in the properties of inhibitory (GABAergic) and 
excitatory (glutamatergic) synapses have been 
reported. While the simple adage of an imbal-
ance between inhibitory and excitatory neuro-
transmission in epilepsy is not generally 
applicable, some forms of inhibition are lost or 
impaired in epilepsy. Likewise, an increased 
function of glutamate receptors has been demon-
strated in some brain areas.

◗ Formation of novel aberrant synapses, axonal 
sprouting: In addition to altered properties of in-
hibitory and excitatory synapses, numerous syn-
apses are newly formed in chronically epileptic 
tissue. In some regions, as in the dentate gyrus, 
the subiculum and area CA1 of the hippocampus, 
excitatory neurons form recurrent synapses ter-
minating within the same region. This, and other 
forms of recurrent sprouting are thought to con-
stitute a positive feedback pathway facilitating 
seizure generation in this area. Very little is 
known about the elementary properties of newly 
formed synapses.

◗ Altered properties of glial cells: Glial cells are 
centrally involved in regulating the size of the ex-
tracellular space and the composition of the ex-
tracellular milieu, amongst other important 
tasks. In particular, glial cells normally take up 
K+ released by neurons during repetitive neuro-
nal activity. Preventing excessive increases in the 
extracellular K+ concentration is important be-
cause they may enhance excitability of surround-
ing neurons. In chronic epilepsy, one of the 
numerous changes occurring in glial cells is the 
loss of the capacity to take up K+.

Clearly, the largest difficulty in chronic focal
epilepsy is to identify amongst the numerous
changes that might plausibly affect excitability
those that are most important in mediating hyper-
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excitability. Because of the lack of molecular tar-
gets with a proven causal role in mediating sei-
zures, design of anticonvulsant drugs has been
driven mainly by considering which drugs
potently limit excitability in normal brain tissue or
normal animals. It must be also stressed that, in
focal epilepsies, our knowledge extends mainly to
the cellular changes that underlie hyperexcitabil-
ity in the chronic stage of the disease. The factors
governing the development of the epileptic condi-
tion in humans are much less clear, and the design
of substances aimed at inhibiting the progression
of epilepsy is in its first stages.
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Primary generalized epilepsies are a heterogene-
ous group of diseases. Some of the generalized epi-
lepsies are hereditary, and several genetic muta-
tions of ion channels or membrane receptors
linked to this disorder have been identified. In
others, the pathogenesis is less clear. Absence epi-
lepsies present with a characteristic 3/s discharge
in the electroencephalogram, and the mechanism
for similar aberrant discharges have been well
studied in animal models. It is thought that tha-
lamic projection neurons that have the capacity to
generate burst discharges mediated by low-thresh-
old Ca2+channels provide a phasic excitation of
interneurons. These interneurons in turn inhibit
thalamic projection neurons via GABAreceptors,
resulting in a pronounced hyperpolarization. This
hyperpolarization removes inactivation of low-
threshold Ca2+ channels, subsequently enabling
these neurons to generate a new, Ca2+ channel-
dependent burst discharge. Thus, rhythmogenesis
seems to rely on the interplay between low-thresh-
old Ca2+ channel-dependent bursting and GABA-
mediated inhibition. Accordingly, absence epilep-
sies respond well to substances blocking low-
threshold Ca2+ channels (ethosuximide, trimeth-
adione), as well as to some GABAantagonists
(which are still in an experimental stage for this
indication).
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With few exceptions, information on the anticon-
vulsant pharmacology of specific ion channel sub-
units analyzed in expression systems is scarce.
Hitherto, a first understanding of the mechanism

of action of most antiepileptic drugs has evolved
from analyses of somatic ion channel pharmacol-
ogy either in isolated neurons from human or
rodent neurons, or cell culture models.

6�����	&�	�	��	���+�<������	��!���A large number
of anticonvulsant drugs commonly in use for focal
epilepsies act on fast voltage-dependent Na+ chan-
nels at clinically relevant concentrations (car-
bamazepine, phenytoin, lamotrigine). Most of
these anticonvulsant drugs display three distinct
effects on Na+ channels:
◗ A shift of the voltage-dependence of inactivation 

to a hyperpolarizing direction, resulting in a low-
er fraction of channels available for activation at 
action potential threshold.

◗ A reduction of the peak Na+ channel conduct-
ance.

◗ A pronounced slowing of Na+ channel recovery 
from the inactivated state.

The latter effect results in a prolongation of the
time required after an action potential for inacti-
vated Na+ channels to become available again.
This prolongation would be expected to inhibit
repetitive firing only if the time between action
potentials is not long enough to permit recovery of
Na+ channels, i.e. at high discharge frequencies.
Indeed, phenytoin, carbamazepine and lamotrig-
ine have been shown to preferentially inhibit high
frequency but not low frequency firing (see Fig. 1).
It has to be noted that this mechanism is most
probably invoked not only at somatodendritic Na+

channels, but also at presynaptic Na+ channels. In
the latter case, application of one of the antiepilep-
tic drugs mentioned above would be expected to
preferentially inhibit transmitter release induced
by high frequency presynaptic action potentials.

In addition to inhibiting fast voltage-dependent
Na+ currents, many anticonvulsants also suppress
persistent Na+ currents, in some cases even more
efficiently. This mechanism may also be important
in the anticonvulsant action of these substances be-
cause persistent Na+ currents are thought to give
rise to high frequency burst discharges in some
neurons.

6�����	&�	�	��	�����9<������	��!���A number of
anticonvulsant drugs also display effects on Ca2+

channels. In most cases, effects on Ca2+ channels
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with a depolarized threshold of activation are
small at clinically relevant concentrations. In the
case of gabapentin, binding to a Ca2+ channel
accessory subunit has been demonstrated, but
whether this binding affects channel function is
unknown. In contrast, Ca2+ channels with a hyper-
polarized threshold of activation (low-threshold
channels) are sensitive to a number of drugs (i.e.
ethosuximide, trimethadione through its metabo-

lite dimethadione, phenytoin, lamotrigine). As
stated above, the activity of ethosuximide and tri-
methadione against absence epilepsy is thought to
be due to their inhibition of low-threshold Ca2+

channels. The differing anticonvulsant profile of
lamotrigine and phenytoin may be due to the fact
that the three pore-forming subunits underlying
low-threshold Ca2+ channels are differentially sen-
sitive to anticonvulsant drugs.

Fig. 1 Effects of carbamazepine on voltage-dependent Na+ channels. A: Fast recovery from inactivation can be 
analyzed in double pulse experiments using the whole-cell patch clamp technique. Recordings shown are from 
rat hippocampal dentate granule neurons. Inactivation is induced with a conditioning pulse (10 ms, -10 mV), 
after which recovery of Na+ channels from inactivation is monitored by a test pulse applied at various intervals 
following the conditioning pulse (inset, Fig. 1A). Representative traces after various recovery intervals are dis-
played on an exponential time scale. Application of 128 µM CBZ causes a marked slowing of the time course of 
recovery. B: Use-dependent block of Na+ channels by CBZ. Trains of mock action potentials were applied as 
voltage commands at different frequencies. Application of CBZ reduces Na+ channel availability preferentially 
during high-frequency stimulation. Inset: General molecular structure of pore-forming α subunits of voltage-
dependent Na+ channels.
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6�����	&�	�	��	���1<������	��!���Up-modulation of
voltage-dependent K+ channels may be a plausible
mechanism to reduce cellular excitability and
action potential-dependent neurotransmitter
release. However, the number of novel antiepilep-

tic drugs developed that target potassium chan-
nels is small. Interestingly, it has recently been dis-
covered that a mutation resulting in a moderate
loss of function of KCNQ2/3 K+ channels causes a
focal form of epilepsy. The novel anticonvulsant

Tab. 1 Summary of the known spectrum of actions of a selection of antiepileptic drugs. This synopsis refers only
to actions demonstrated within or close to therapeutic concentrations of drugs. Abbreviations: (+) to (+++) weak
to strong efficacy, (-) no efficacy, (?) not investigated. HVA: high threshold Ca2+ channels, T: T-type Ca2+ chan-
nels, L: L-type Ca2+ channels, INaP: persistent sodium current,  DR: delayed rectifier K+ channels, KCNQ: KCNQ
subtypes of K+ channels.

Voltage-dependent Ion 
channels

Neurotransmitter Receptors NT 
release

Other mechanisms

Na+ Ca2+ K+ GABA NMDA AMPA

Phenytoin +++ ++  
(T)

+ 
(DR)

? ? ? ++ Calmodulin and cyclic 
nucleotide-dependent 
second messenger systems

Carbamazepine +++ - ? - + ? ? Adenosine receptors 

Lamotrigine +++ ++ - - - - ?

Valproic acid +++ + + ? ? ? ++ Increase in brain GABA, 
decrease in brain aspartate

Ethosuximide + 
(INa,p)

+++ 
(T)

+ ? ? ? - Inhibition of 
Na+/K+ ATPase

Trimethadione ? +++ 
(T,L)

? ? ? ? ?

Phenobarbital - + ? +++ ? ? ++

Diazepam + - - +++ - - -

Felbamate ++ ? ? ? +++ ? ?

Gabapentin - + 
(HVA)

+ - - - + Increased GABA 
synthesis, GDH, GAD, 
GABA-aminotransferase

Vigabatrin ? ? ? ? ? ? +++ GABA-transaminase 
inhibition

Tiagabine ? ? ? ? ? ? +++

Losigamone ? ++ ? ++ ? ? ?

Ramecemide ? ? ? ? ? ? ?

Topiramate ++ ? ? ++ - ? ?

Levetiracetam - - (T), 
+ (HVA)

? ? ? ? ? GABA-T, GAD

Retigabine ? ? +++
(KCNQ)

? ? ? ?
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retigabine, which enhances the activity of this very
channel type, displays a high clinical efficacy in
these patients.
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A large fraction of anticonvulsants are based on
the attempt to boost inhibitory synaptic transmis-
sion in order to restore the balance between inhi-
bition and excitation in epileptic tissue. The first
drug using this mechanism of action was pheno-
barbitone, which was introduced into clinical
practice in 1912. Today, there are at least three dif-
ferent targets of anticonvulsant drugs at the syn-
aptic level, all centered on the main inhibitory
transmitter GABA ( γ-aminobutyric acid).

*���	��
��������	�!���Based on the key elements in
synaptic inhibitory transmission, three classes of
drugs can be distinguished:

◗ GABA receptor modulators. These substances 
yield a potentiation of synaptic responses to 
GABA by changing the affinity of the GABA re-
ceptor (benzodiazepines) or enhancing the open 
probability of this ligand-gated ion channel (bar-
biturates). Benzodiazepines are especially useful 
against status epilepticus but are also used as an 
adjunctive therapy in partial and generalised sei-
zures. Clinically used substances are 
clobazepam, clonazepam, clorazepate, di-
azepam, lorazepam, midazolam and nitrazepam. 
Barbiturates (esp. phenobarbitone) are used in 
tonic-clonic and partial seizures, in status epilep-
ticus and in neonatal seizures. Chronic treatment 
with benzodiazepines and barbiturates is com-
plicated due to the sedative side effects and, most 
importantly, development of tolerance.

◗ GABA-uptake blockers. Block of GABA-uptake 
prolongs the presence of the transmitter in the 
synaptic cleft and thereby strengthens the posts-
ynaptic effects of synaptically released GABA. 
Tiagabine, a derivative of nipecotic acid, is in 
clinical use as an add-on therapy against simple 
and complex partial seizures. Like all substances 
that generally increase GABAergic transmission, 
tiagabine has sedative side effects.

◗ Blockers of GABA catabolism. Blocking the 
GABA-degrading enzyme GABA-transaminase 
increases the concentration of GABA in synaptic 
terminals and enhances or stabilises the inhibito-
ry transmission. A “new” anticonvulsant de-
signed for this purpose is γ-vinyl-GABA 
(Vigabatrin), but it should be noted that val-
proate has the same effect. Vigabatrin is used as 
an adjunctive therapy in partial and secondary 
generalized seizures. It is very efficient against 
infantile spasms and is being used in Lennox-
Gastout (together with sodium valproate and 
benzodiazepines). Side effects of vigabatrin in-
clude neuropsychiatric (especially mood) distur-
bances as well as retinopathic changes. Novel 
experimental approaches are aimed at increasing 
GABA synthesis, rather than blocking its degra-
dation, by potentiating the action of the GABA-
synthesizing enzyme glutamate decarboxylase.

One of the oldest antiepileptic drugs, bromide,
has been reported to boost inhibition by an
unknown mechanism. Bromide is still in use in
certain cases of tonic-clonic seizures and in pedi-

Fig. 2   The GABAergic synapse as a target of anticon-
vulsent drugs. GABA is synthesized from glutamate in 
the presynaptic terminal and is packed into small syn-
aptic vesicles. After release, GABA actavates postsyn-
aptic ion channels (GABAAR, marked “1”) which 
mediate the cloride influx and thereby the inhibition 
of the postsynaptic cell. From the synaptic cleft, 
GABA is removed into the presynaptic terminal and 
into a adjacent glia cells by GABA-uptake (“2”). A 
fraction of the transmitter is degraded into succinyl-
semialdehyde by GABA-transaminase (“3”), which is 
present in glia cells as well as in neurons. Pre- and 
postsynaptic metabotrophic GABABR are indicated by 
elipsoid bodies in the cell membrane but are no major 
target for anticonvulsants presently in use. GABAergic 
drugs against epilepsy act as positive modulators of 
the GABAAR (“1”), blockers of GABA-uptake (“2”) or 
inhibitors of GABA degredation (“3”).
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atric patients with recurrent febrile convulsions
and others. The mechanism of action may include
a potentiation of GABAergic synaptic transmis-
sion, although the precise target is not known.

�)�
���������
�����
���������
���!���The complemen-
tary approach to boosting inhibition, i.e. antago-
nising the effects of the excitatory neurotransmit-
ter � glutamate (� GABAergic System), has been
less fruitful so far. Antagonists of the NMDA-sub-
type of glutamate receptors show anticonvulsant
activity in animal experiments but have not been
introduced into clinical use due to severe neu-
ropsychological side effects. An exception may be
felbamate, which seems to exert at least part of its
effect by a block on NMDA receptors. Antagonists
of two other glutamate receptor subclasses
(AMPA- and Kainate-receptors) are under devel-
opment. Topiramate, a new anticonvulsant drug,
partially blocks kainate-receptors and thus may
provide the first example of an AED with effects
against excitatory neurotransmission.
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It should be pointed out that most anticonvul-
sants have more than one effect on neuronal excit-
ability or synaptic transmission. A prominent
example is valproic acid, which affects GABAergic
transmission (probably by enhancing cellular
GABA-content), glutamatergic synaptic transmis-
sion by reducing sythesis of excitatory amino acids
as well as voltage-dependent ion channels (see
Table 1).

Drugs with unknown mechanism of action are
gabapentin, bromides (but see above effects on
GABAergic transmission) and adrenocorticotropic
hormone (ACTH), which is used in infantile
spasms.
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Antiestrogens are estrogen/estrogen receptor
antagonists.

� Sex Steroid Receptor
� Selective Sex Steroid Receptor Modulators
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� Fibrinolytics
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Antimycotic drugs, antimycotics, fungicides
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� Fungi  cause diseases in plants, animals and
humans. Antifungal drugs (fungicides) are there-
fore used in agriculture, animal and human medi-
cine. In this paragraph, only antifungal drugs used
for human chemotherapy are described.

Antifungal drugs inhibit the growth of fungi in
tissue (� fungistatic  activity) by a number of dif-
ferent mechanisms; some of the agents even kill
the fungal cell (� fungicidal  effect). Antifungal
drugs are used for the treatment of established
fungal diseases; however, in immunosuppressed
patients at high risk they are also used as preven-
tion  or  empiric  therapy.

Antifungal drugs are classified according to
their mode of action and/or their chemical class.
Four chemical classes have mainly contributed to
the actual armentory of antifungal drugs: The
broadest class is the one of � azoles, (imidazoles
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and t r iazoles)  fol lowed by � polyenes ;
� allylamines  and � morpholines. Some individ-
ual compounds are used in dermatology.
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The difficulty of killing the eukaryotic fungal cell
without damaging the host is perhaps more akin
to the problems of cancer chemotherapy than
those of antibacterial treatment. Biochemical
studies have identified a number of potential tar-
gets for antifungal chemotherapy, including cell
wall synthesis, membrane sterol biosynthesis,
nucleic acid synthesis, metabolic inhibition and
macronuclear biosynthesis. The cell wall synthesis
is the only fungal-specific target, since the fungal
cell wall has an unique molecular structure; all
other pathways (enzymatic steps) in the fungal cell
are closely related to the ones used in human cells.
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Most antifungals on the market (� Azoles,
� Allylamines, � Morpholines, Tolnaftate, Tolci-
clate) interfere with the various enzymatic steps
involved in the cascade of ergosterol synthesis
from squalene to ergosterol; this pathway being
the Achille’s heel of the fungal cell. Ergosterol is
the essential component of the fungal membrane
and exerts two functions: it is the bulk membrane
component and it regulates cell growth and prolif-
eration. All sterol biosynthesis inhibitors induce
depletion of the essential ergosterol and accumu-
lation of a wrong sterol moiety, consequently dis-
turbing the function of the cell membrane. The
morphological changes seen in all cells treated
with a sterol biosynthesis inhibitor are similar, all
including thickening of the cell wall by chitin
deposits.

The imidazoles and triazole (� Azoles) (for
example, ketoconazole, itraconazole, fluconazole,
voriconazole) interfere with cytochrome P450-
dependent lanosterol C14 demethylase, leading to
depletion of ergosterol and accumulation of lanos-
terol in the membrane. At the molecular level, one
of the nitrogen atoms of the azole ring binds to the
haeme moiety of cytochrome P450. Only com-
pounds with higher specific binding to the fungal
cytochrome than to the human one can be used as
systemic antifungal drugs. Compared with the
imidazoles, the triazoles have a much higher affin-
ity for fungal cytochrome than for human cyto-
chrome P450 enzyme steps. In addition to the main
interactions with the P450 cytochrome, azoles may
inhibit cytochrome C oxidase and peroxidative
enzymes, they may also interfere with phospholip-
ids. The fact that miconazole and itraconazole are
fungicidal is thought to be the result of a direct
membrane interaction, leading to the loss of cyto-
plasmic constituents.

�������
�	�!���Allylamines (terbinafine, naftifine)
interfere with the ergosterol pathway at the level of
squalene epoxidase leading to the depletion of
ergosterol and the accumulation of squalene.
Again, only compounds with a higher specificity
for the fungal enzyme than for the human enzyme
can be used for systemic use. A clear correlation
exists between growth inhibition and degrees of
sterol biosynthesis inhibition; the fungicidal effectFig. 1 Antifungal Drugs
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is more correlated to the intracellular accumula-
tion of squalene.

�������
�	�!���Morpholines (amorolfine) interfere
at two levels of the ergosterol pathway, the ∆14-
reductase and the ∆7- ∆8-isomerase leading to
depletion of ergosterol and accumulation of an
unplanar sterol ignosterol. With the inhibition of
two steps in the same pathway, a natural synergis-
tic effect is built into the molecule so that the risk
of appearance of resistant mutants is low and effi-
cacy high.
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The current model for the mechanism of the
� polyene  Amphotericin B (Amph B), is based on
the formation of a 1:1 Amph B/Ergosterol aggre-
gate, which associates into a transmembrane
channel with a large –OH lined aqueous pore
down the middle. The result of the interaction
between Amph B and the sterols is the disturbance
of the ergosterol function leading to increased per-
meability, disruption of the proton gradient and
leakage of potassium. The fungicidal effect, how-
ever, has been linked to irreversible inhibition of
the membrane ATPase.

:&3����������
�	� :3�"!���5-Fluorocytosine (5FC), a
mock pyrimidine, is the only antifungal drug that
acts as true antimetabolite. 5FC is taken up into
the fungal cell, deaminated to 5-fluorouracil (5FU)
which is the active principle responsible for the

killing of the fungal cell. Fungi lacking the cyto-
sine deaminase are resistant to 5FC. Intracellularly,
5FU acts along two different pathways: it is incor-
porated as 5-flurouridine monophophate into the
RNA  and it inhibits after conversion to 5-fluoro-
deoxyuridine monophosphate the thymidylate
synthetase leading to inhibition of DNA  synthesis.
5FU itself cannot be used for antifungal therapy
due to its toxicity for mammalian cells.
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Echinocandins (i.e. caspofungin), semisynthetic
lipopeptides, inhibits the synthesis of β-(1,3)-D-
glucan, an integral component of the fungal cell
wall not present in mammalian cells.

*�
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�!���Griseofulvin is the first antimycotic
drug detected that  is  only act ive against
� dermatophytes. Its activity manifests as nuclear
and mitotic abnormalities followed by distortions
in the hyphal morphology.
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��)"!���The pr i -
mary mode of action of this class of antimycotics
is interference with uptake and accumulation of
products required for cell membrane synthesis. In
higher concentrations it causes a disturbance of
the cellular permeability. Some investigations
show an interaction with Fe(III)- ions; the com-
pounds acting as chelators. Very high concentra-
tions interfere with the function of fungal mito-
chondria.

Fig. 2 Antifungal Drugs – 
Targets of antifungal 
activity.
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Fungal diseases divide themselves into three
classes: superficial (topical, local) mycoses
(� dermatomycoses  and gynaecological infec-
tions) subcutaneous and organ mycoses. This divi-
sion is important not especially for microbiologi-
cal reasons, but in the view of the different prob-
lems arising during treatment. Superficial mycoses
are not life threatening, but they are irritating.
Subcutaneous mycoses are also not life threaten-
ing but are associated with a high morbidity, and
deep mycoses, especially in immunosuppressed
patients, are life threatening showing a high mor-
tality rate in patients if untreated. The treatment
schedules (dose, duration of treatment, galenical
formulation) are strongly dependent on the locali-
sation of the fungal disease, on the pathogenicity
of the fungi and on the conditions of the host.
Additionally, the diagnosis of the disease is not
always guaranteed, therefore, a clear-cut, simple
description of clinical usage for antifungal drugs is
not possible.

Due to the divergence of fungal diseases there
is neither single best treatment nor a superior
drug for all diseases. However, a superior drug
does exist for dermatomycoses caused by dermat-
ophytes, namely the allylamine terbinafine (TER).
For the treatment of deep mycoses in immunosup-
pressed patients the most efficacious drug is the
polyene Amph B.

The therapy of � dermatomycoses  and acute
vaginal infections is unproblematic. A large choice
of various drugs (all chemical classes and com-
pounds discussed above) in different galenical for-
mulations (crèmes, tinctures, sprays, ovula, pow-
der, shampoo, nail lacquer and tablets) exists. All
drugs topically applied – used in various treat-
ment schedules – show high efficacy and a low
incidence of adverse reactions. For the treatment
of onychomycoses without matrix involvement
two nail lacquers (a morpholine and hydroxypy-
ron) are on the market showing high efficacy with
low (<1%) adverse reactions after topical therapy
for several months. A combination therapy with a
topical and a systemically applied antifungal drug
is the most efficacious and the most economic
therapy for onychomycosis with matrix involve-
ment. Systemic therapy is indicated if the dermat-
omycosis is widespread. The highest cure rate is

achieved with TER. TER is well tolerated in adults
and children. In ca 5% of the patients, mild and
reversible side effects have been observed: gas-
trointestinal, skin, central nervous system, respi-
ratory events and loss of taste. For acute vaginal
candidosis the treatment of choice with the high-
est compliance and best efficacy is one daily dose
of fluconazole.

Three fungal infections – Madura feet (myce-
toma), chromomycosis  and � sporotrichosis  –
fall into the category of subcutaneous mycoses,
their distribution is mainly in tropical and sub-
tropical areas. The ideal treatment for madura feet
caused by fungi is not yet established; the azoles
are of some benefit, however, neither the optimal
drug, dose, nor the treatment schedules are
known. Chromomycosis responds well to itraco-
nazole (ITRA) monotherapy or the combination of
5FC plus ITRA. ITRA has been set up as standard
therapy for cutaneous and lymphatic sporotricho-
sis.
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Systemic mycoses are caused either by true patho-
genic fungi (endemic in distinct areas of USA/
South America) or by opportunistic fungi that
induce severe infections in immunosuppressed
patients. The arsenal for the treatment of deep
organ mycoses is relatively small: Amph B, 5FC,
azoles (fluconazole (FLU), ITRA, voriconazole
(NDA filing)) and CAS.

The polyene Amph B (intravenous formula-
tion) has the broadest spectrum, is fungicidal and
shows its superiority in immunosuppressed
patients. Its only drawback is its infusion-related
toxicity and its negative influence on renal func-
tion. Acute reactions to Amph B – usually fever
chills, rigor and nausea – can be ameliorated by
concomitant administration of meperidine, ace-
tomiophen or hydrocortisone. Additionally, there
is the possibility of tailoring time and duration of
infusion. Prevention of the chronic tubular injury
is feasible by salt loading. Encapsulation of Amph
B into liposomes or complexing of the drug with
other lipid carriers brings a major reduction of
nephrotoxicity. Three lipid-associated forms are
now available (Ambisome, Amph B lipid complex
and Amph B colloidal dispension). Due to its toxic
side effects Amph B is not widely used for preven-
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tion; it is, however, often used as empiric therapy
with high success rates.

Due to the rapid appearance of resistance, 5FC
is only used as a combination partner for the
intensive therapy of established severe fungal
infections caused by Candida spp, Cryptococcus
neoformans  and Aspergillus sp. Anorexia, nausea,
vomiting, diarrhoea and or abdominal pain occur
in 6% of the patients. Of greater concern is the
potential for bone marrow depression (seen in 5%
of the patients, all with elevated 5FC levels).

�7��	�!���Generally the azoles are well tolerated in
children and adults; mild side effects like nausea
and vomiting are seen in <5% of the patients
treated with FLU.

Attention has to be given to the problem of
interaction between azoles and other drugs; these
are based on two mechanisms:
◗ inhibition of absorption of the azoles leading to 

lower bioavailability or
◗ interference with the activity of hepatic micro-

somal enzymes, which alters the metabolism and 
plasma levels of azole, the interacting drug or 
both. This latter induces often increased toxicity 
of the concomitant drug.

With FLU, only few drug interactions are seen,
namely with rifampicin (reduction of FLU),
phenytoin, cyclosporin, tolbutamide and warfarin
(increasing levels of concomitant drug). The inter-
actions with ITRA are more significant than with
FLU: H2 antagonists and all drugs increasing
intragastric pH decrease the absorption of ITRA.
Interactions due to hepatic enzymes are seen with
rifampicin (reducing the levels of ITRA to unde-
dectable levels), phenytoin, isoniazid, car-
bamazepin, phenobarbital, midazolam, triazolam,
digoxin, lovastatin terfenadine, warfarin and
cyclosporin. The list of interacting drugs is still
increasing.

Oral FLU is well established as first line therapy
for oropharyngeal candidosis and Candida
oesophagitis and for maintenance therapy in AIDS
patients with meningeal cryptococcosis. FLU (oral
or intravenous) is also efficacious in candidemia
without neutropenia. It shows efficacy in preven-
tion (attention: Aspergillus sp. are not in the spec-
trum) and empiric therapy. ITRA, being fungi-
cidal against Aspergillus sp., shows promising

results in aspergillosis, especially under intrave-
nous therapy, and is used as maintenance therapy
in AIDS patients with histoplasmosis. ITRA is the
first line therapy for histoplasmosis and blastomy-
cosis in HIV-negative patients. A combination of
ITRA plus 5FC may be the optimal therapy of
phaeohyphomycoses.

The glucan synthase inhibitor caspofungin
(intravenous formulation) is new on the market
for the treatment of invasive aspergillosis in
patients whose disease is refractory to, or who are
intolerant of, other therapies. During the clinical
trials fever, infused vein complications nausea,
vomiting and in combination with cyclosporin
mild transient hepatic side effects were observed.
Interaction with tacrolismius and with potential
inducer or mixed inducer/inhibitors of drug clear-
ance was also seen.
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An antigen is a molecule recognised by specific
receptors on cells of the immune system such as B
lymphocytes.

� Immune Defense
� Humanized Monoclonal Antibodies
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Antigen-presenting cells (APCs) are cells of the
immune system that are able to process and



76 Antigen Presentation

present foreign antigens to effector cells (e.g. cyto-
toxic T-cells or T-helper cells). The antigen is pre-
sented in the context of an MHC-I or MHC-II mol-
ecule on APCs in the presence of so-called co-
stimulatory molecules to activate the effector cells.

� Immune Defense
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Antigen presentation is the key mechanism allow-
ing T lymphocytes to survey whether intracellular
pathogens exist in the cells of the body. As T lym-
phocytes can only recognize antigen in the form of
peptides presented on specific molecules termed
major histocompatibility complex (MHC), anti-
gen-presenting cells instruct T cell reaction and
thus the development of adaptive immunity. Pro-
fessional antigen presenting cells (MHC class II
positive) are dendritic cells, monocytes/macro-
phages and B lymphocytes.

� Immune Defense
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Each T- and B-lymphocyte carries on its surface
one type of receptor which recognizes one specific
antigen. T cells carry the heterodimeric T cell anti-
gen receptor consisting of an alpha and beta chain.
This receptor recognizes a peptide presented by a
MHC (major histocompatibility complex) mole-
cule. B-cells express an immunoglobulin on their
surface which can recognize epitopes on antigens
of different sizes and qualities without the need for
presentation. Both forms of antigen receptors are
created by random genetic rearrangement during
the ontogeny of each individual lymphocyte. Both
types of antigen receptors require additional
transmembrane molecules for signal transduction.

� Immune Defense
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Drugs for the treatment/management of � gout
and/or � hyperuricemia
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� Uric acid is the end product of purine catabo-
lism in man. Purines originate from food and the
degradation of nucleic acids and nucleotides.
� Xanthine oxidase  (XOD) is the key enzyme in
purine degradation. XOD converts hypoxanthine
to xanthine, and xanthine to uric acid, respec-
tively (Fig. 1). Uric acid is filtered in the glomeru-
lus of the kidney, is almost completely absorbed in
the proximal tubules and secreted more distally
(Fig. 2). At physiological pH (∼7.4), uric acid exists
predominantly in its ionic form (urate). At lower
pH, the fraction of uric acid molecules (prot-
onized form) increases. This is important because
uric acid possesses a lower solubility than urate.
Thus, a decrease in pH, as it occurs in inflammed
tissue and in the tubules, facilitates the formation
of uric acid crystals, which are the initial cause of
gout. In most mammals, the enzyme uricase con-
verts uric acid to the more soluble allantoin, but
humans do not express uricase. Of importance for
therapeutic intervention is the fact that xanthine
and hypoxanthine are more soluble than uric acid.
Specifically, by preventing uric acid formation
through XOD inhibition, the excretion of xanthine
and hypoxanthine increases, and the risk of uric
acid crystal formation decreases. An increase of
the serum uric acid concentrat ion above
416 µmol/L is referred to as hyperuricemia and is
associated with an increased risk of uric acid crys-
tal formation and acute attacks of gouty arthritis.
With a serum uric acid level of 535 µmol/L, the
annual incidence of gouty arthritis is 4.9–5.7%.

Hyperuricemia can have genetic causes or
acquired causes. A defect of hypoxanthine-gua-
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nine phosphoribosyl transferase is the cause of
Lesch-Nyhan syndrome, resulting in increased
uric acid production. Among the genetically
caused defects, impaired renal uric acid secretion
is a very common cause of gout. Myeloproliferative
diseases, a purine-rich diet (e.g., meat, beer, beans,
peas, oatmeal, spinach), obesity and alcoholism
are common causes of acquired hyperuricemia
and result from increased uric acid production.
Renal diseases and the application of certain drugs
such as the tuberculostatic drug pyrazinamide,
thiazide diuretics, loop diuretics, acetylsalicylic
acid at doses of up to 1–2 g/day, and the immuno-
suppressant cyclosporin A are acquired causes of
impaired uric acid secretion.

Gout is the consequence of hyperuricemia and
is caused by uric acid deposits in joints, tendons,
bursae, kidney and urinary tract. In the USA, the
prevalence of gout is ~1% for all ages and both
sexes. The prevalence of gout is higher in men
than in women and exceeds 5% in men ≥65 years.
These epidemiologic data are important for drug
therapy since older patients are more sensitive to
side effects of anti-gout drugs than younger

patients. In the initial stage, gout is characterized
by asymptomatic hyperuricemia. In the second
stage, the disease manifests itself by acute gouty
arthritis. The third (intercritical) stage is asympto-
matic, and the fourth stage is characterized by
progressive uric acid deposits in joints, tendons,
bursae, kidney and urinary tract (tophus forma-
tion). Uric acid deposits result in the deformation
and loss of function of joints and recurrent epi-
sodes of urate lithiasis. Uric acid deposits in the
kidney and urate lithiasis can ultimately result in
renal failure.

Fig. 3 illustrates important pathophysiologic
events leading to acute gouty arthritis. Once the
concentration of uric acid exceeds its solubility,
uric acid crystals form in the synovial fluid of
joints. Subsequently, the uric acid crystals are
phagocytosed by synoviocytes that form the inner
cell layer of joints. Next, synoviocytes release
numerous mediators of inflammation including
leukotriene B4 (LTB4), prostaglandin E2 (PGE2),
platelet-activating factor (PAF), histamine, inter-
leukins (ILs) 1, 6 and 8 and tumor necrosis factor-
α that in conjunction with products of the comple-

Fig. 1 Xanthine oxidase-catalyzed reactions. Xanthine oxidase converts hypoxanthine to xanthine and xanthine 
to uric acid, respectively. Hypoxanthine and xanthine are more soluble than uric acid. Xanthine oxidase also 
converts the uricostatic drug allopurinol to alloxanthine. Allopurinol and hypoxanthine are isomers that differ 
from each other in the substitution of positions 7 and 8 of the purine ring system. Although allopurinol is con-
verted to alloxanthine by xanthine oxidase, allopurinol is also a xanthine oxidase inhibitor. Specifically, at low 
concentrations, allopurinol acts as a competitive inhibitor, and at high concentrations it acts as a non-competi-
tive inhibitor. Alloxanthine is a non-competitive xanthine oxidase inhibitor. XOD, xanthine oxidase. 
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ment cascade (C5a and C3a) and kinins (bradyki-
nin) induce an inflammatory response. Moreover,
LTB4, PAF, C5a and IL-8 attract polymorphonu-
clear leukocytes (neutrohpils). Neutrophils
migrate into affected joints along a concentration
gradient of these inflammatory mediators (chemo-
taxis). Accordingly, LTB4, PAF, C5a and IL-8 are
also referred to as chemoattractants. Once present
in joints, neutrophils phagocytose uric acid crys-
tals. Uric acid crystals and chemoattractants trig-
ger the release of cytotoxic lysosomal enzymes,
NADPH oxidase-catalyzed formation of reactive
oxygen species, LTB4 formation and the release of
other pro-inflammatory molecules from neu-
trophils. The latter molecules attract additional
neutrophils and mononuclear phagocytes. Moreo-
ver, neutrophils generate lactate that decreases the
pH within the joint and further accelerates uric
acid crystal formation. Oxygen radicals and lyso-
somal enzymes cause damage to tissues. Thus, the

presence of uric acid crystals in joints triggers a
vicious cycle, resulting in an extremely painful
inflammation. A typical localization of acute gouty
arthritis is the first metatarsal joint of the foot
(podagra). The diagnosis of acute gouty arthritis
is confirmed by the detection of urate crystals in
the joint or tophus.

� Inflammation
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Fig. 4 shows the structures of commonly employed
anti-gout drugs. The treatment of acute gouty
arthritis aims at rapidly reducing the pain and
inflammatory reaction. This aim can be achieved
by treatment with colchicine. In addition, � non-
steroidal anti-inflammatory drugs (NSAIDs),
� glucocorticoids and adrenocorticotropic hor-
mone (ACTH) can be used to treat acute gouty
arthritis. However, since NSAIDs and glucocorti-
coids are used in numerous other commonly
occurring inflammatory conditions, they are not
per se considered specific anti-gout drugs. Gluco-
corticoids can be given systemically (orally, intra-
muscularly or intravenously) or locally into
afflicted joints. The long-term goals of gout treat-
ment are the prevention of acute gouty arthritis,
the prevention of urate lithiasis and renal failure
and the resorption of existing uric acid deposits in
the joints and urinary tract. The long-term ther-
apy aims at reducing the serum concentration of
uric acid below 357 µmol/L. Therapy with the
� ur i cost at i c  dr ug  a l lopur inol  and the
� uricosuric drugs benzbromarone, sulfinpyra-
zone or probenecid can accomplish the long-term
goals. These drugs are well tolerated in most
patients. Uricostatic and uricosuric drugs can be
combined. Additionally, low doses of colchicine
can be used to prevent the occurrence of acute
gouty arthritis. However, as is unfortunately often
the case with classic diseases, there are only few
well conducted clinical studies assessing the clini-
cal efficacy and safety of anti-gout drugs.
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Colchicine is an alkaloid from the autumn crocus
Colchicum autumnale. Colchicine binds to the
cytoskeletal protein � tubulin and, thereby, pre-

Fig. 2 Reabsorption and secretion of uric acid in the 
proximal renal tubulus. a, Normal situation. Uric acid 
is completely reabsorbed in the proximal segment of 
the renal tubulus and secreted more distally. b, Situa-
tion in untreated hyperuricemia. In most genetically 
caused cases of gout, uric acid secretion is defective 
(1). c, Situation in hyperuricemia under treatment 
with uricosouric drugs. 2, Inhibition of uric acid 
secretion by uricosuric drugs at low doses. 3, Inhibi-
tion of uric acid secretion and reabsorption by urico-
suric drugs in therapeutic doses. The inhibition of 
uric acid secretion with low doses of uricosuric drugs 
can further increase blood levels of uric acid and 
induce attacks of acute gouty arthritis.
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�
vents microtubule formation. As a result, colchi-
cine inhibits neutrophil chemotaxis and the influx
of these cells into areas containing uric acid crys-
tals (Fig. 3). Colchicine also inhibits neutrophil
phagocytosis. As a result, colchicine interrupts the
vicious cycle of inflammation in gouty arthritis.
However, because of its mechanism of action, col-
chicine is most effective only when given in the
early stages of gouty arthritis, i.e. within 24 hours.
Otherwise, the inflammatory reaction may be too
advanced. Specifically, colchicine is effective in
> 90% of patients when given within the first few
hours after the start of the attack, but after
24 hours, the responsiveness decreases to 75%.
Given the very significant side effects of colchi-
cine, it is absolutely crucial to initiate colchicine
therapy as early as possible.
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Allopurinol is an analog of hypoxanthine and is
converted to alloxanthine by XOD. Both allopuri-
nol and hypoxanthine inhibit XOD (Fig. 1).
Alloxanthine is a non-competitive inhibitor of
XOD as is allopurinol at high concentrations. At
low concentrations, allopurinol is a competitive
inhibitor of XOD. As a result of XOD inhibition,
the formation of the poorly soluble uric acid is
reduced, whereas the formation of the more solu-
ble metabolites hypoxanthine and xanthine is
increased. Because of the good solubility of hypox-
anthine and xanthine, formation of hypoxanthine/
xanthine crystals is a rare complication of allopu-
rinol treatment. Another consequence of XOD
inhibition is the accumulation of the precursor of
xanthine, inosine. Inosine inhibits the key enzyme
of de novo purine synthesis, phosphoribosyl-pyro-
phosphate amidotransferase. The allopurinol
metabolite allopurinol ribonucleotide also inhib-
its phosphoribosyl-pyrophosphate amidotrans-
ferase. Inhibition of purine biosynthesis contrib-
utes to the anti-hyperuricemic effects of allopuri-
nol.
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Depending on the dose applied, uricosuric drugs
inhibit tubular reabsorption and tubular secretion
of uric acid in the kidney differentially (Fig. 2). At
low (subtherapeutic) doses, uricosuric drugs
inhibit uric acid secretion without inhibiting reab-
sorption. Therefore, low doses of uricosuric drugs

can actually increase serum levels of uric acid and
trigger acute attacks of gouty arthritis. At higher,
i.e. therapeutic doses, uricosuric drugs inhibit
both tubular secretion and tubular reabsorption.
Since inhibition of tubular reabsorption is quanti-
tatively more important than inhibition of tubular
secretion, the net effect is an increased renal elimi-
nation of uric acid. In order to avoid formation of
uric acid crystals in the kidney and urinary tract,
it is important that the pH of the urine is kept
> 6.0. This goal can be achieved by the oral
administration of potassium sodium hydrogen cit-
rate, sodium bicarbonate or acetazolamide. In
addition, it is mandatory that the patient drinks at
least 3L per day to avoid formation of uric acid
crystals.
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Based on the pathophysiological events in gouty
arthritis shown in Fig. 3, new therapeutic strate-
gies for the treatment of gout may be developed.
Specifically, complement components, bradyki-
nin, LTB4, PGE2, PAF, histamine, interleukins and
other cytokines exert their biological effects
through specific receptors. Thus, antagonists for
specific receptors and/or antibodies against spe-
cific signaling molecules or receptors may allevi-
ate the clinical symptoms. However, the clinical
efficacy of such drugs depends on the relative con-
tribution of the respective mediator of inflamma-
tion in the pathogenesis of gouty arthritis, which
has yet to be assessed. NSAIDs that selectively
inhibit cyclooxygenase 2 (COX-2) are assumed to
specifically inhibit prostanoid formation in
inflammed areas but not in other locations such as
the gastric mucosa. Accordingly, COX-2 inhibitors
have less gastrointestinal side effects than the clas-
sic NSAIDs with no or little selectivity for COX-2
relative to COX-1. However, COX-2 inhibitors may
have other side effects, and COX-1 inhibition may
be of some relevance for the therapeutic efficacy of
NSAIDs.
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Daily doses of 3–8 mg (6–8 times 0.5–1.0 mg) are
used for the treatment of acute gouty arthritis. For
prophylaxis, daily doses of 0.5–1.5 mg are used, but
the use of colchicine for prophylaxis is controver-
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Fig. 3 Important pathophysiologic events in acute gouty arthritis. Uric acid crystals activate the complement 
cascade, the formation of kinins and the release of various mediators of inflammation from synoviocytes that 
phagocytose uric acid crystals. The combined action of the released mediators induces a strong inflammatory 
reaction that is further enhanced by neutrophils. Neutrophils migrate along a concentration gradient to loci in 
which C5a, LTB4, PAF and IL-8 are produced (chemotaxis). Accordingly, C5a, LTB4, PAF and IL-8 are also 
referred to as chemoattractants. Neutrophils phagocytose uric acid crystals. Upon exposure to uric acid crystals 
and chemoattractants, neutrophils release various mediators of inflammation, reactive oxygen species and 
lysosomal enzymes. The concerted effects of all theses compounds amplify the inflammatory reaction even 
further. Colchicine interrupts the vicious cycle of inflammation predominantly by inhibiting neutrophil 
chemotaxis. IL-1, interleukin 1; IL-6, interleukin 6; IL-8, interleukin 8; LTB4, leukotriene B4; MCP, monocyte 
chemoattractant protein; PAF, platelet-activating factor; PGE2, prostaglandin E2; TNF-α, tumor necrosis 
factor-α.

Fig. 4 Structures of commonly used anti-gout drugs. Colchicine is an alkaloid from the autumn crocus Colchi-
cum autumnale and inhibits tubulin polymerization. Allopurinol is an isomer of xanthine and inhibits uric acid 
formation (uricostatic drug). Benzbromarone, sufinpyrazone and probenecid are uricosuric drugs and inhibit 
uric acid reabsorption in the proximal tubulus of the kidney.

�
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sial. The side effects of colchicine are very signifi-
cant. About 80% of the patients experience gas-
trointestinal problems including nausea, vomiting
and diarrhea. The anti-mitotic effects of colchicine
can result in thrombocytopenia, agranulocytosis,
hair loss and azoospermia. In the central nervous
system, confusion, ascending paralysis, respira-
tory failure and seizures have been reported.
These side effects can be explained by the fact that
intact microtubules are essential for proper trans-
port functions in neuronal axons. Moreover, col-
chicine can cause myopathy. Because of the signifi-
cant side effects, many physicians prefer to treat
acute gouty arthritis with NSAIDs or glucocorti-
coids. Although colchicine is a classic anti-gout
drug, colchicine can also be used to treat other
inflammatory diseases including amyloidosis,
Dupuytren’s contracture, Behcet’s syndrome, vas-
culitis, various forms of hepatic cirrhosis, pulmo-
nary fibrosis, pericarditis and various inflamma-
tory diseases of the skin. Colchicine is extensively
metabolized through the hepatic cytochrome CYP
3A4. Accordingly, inhibitors of CYP 3A4 such as
diltiazem, gestodene, grapefuit juice, ketocona-
zole and macrolide antibiotics prolong and
enhance the pharmacological (and toxic) effects of
colchicine. Drugs that are inactivated via CYP 3A4
such as steroid hormones, lidocaine, midazolam,
quinidine, terfenadine, nifedipine and verapamil
can also prolong colchicine action. Because of its
anti-mitotic effects, colchicine should not be used
in pregnant women.

�������
���
The daily dose of allopurinol is 300–600 mg. In
combination with benzbromarone, the daily allop-
urinol dose is reduced to 100 mg. In general, allop-
urinol is well tolerated. The incidence of side
effects is 2–3%. Exanthems, pruritus, gastrointesti-
nal problems and dry mouth have been observed.
In rare cases, hair loss, fever, leukopenia, toxic epi-
dermolysis (Lyell syndrome) and hepatic dysfunc-
tion have been reported. Allopurinol inhibits the
metabolic inactivation of the cytostatic drugs aza-
thioprine and 6-mercaptopurine. Accordingly, the
administered doses of azathioprine and 6-mercap-
topurine must be reduced if allopurinol is given
simultaneously.
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�	�7��������	!���The daily dose of benzbromar-
one is 50–200 mg. In combination with allopuri-
nol, the benzbromarone dose is reduced to 20 mg.
Benzbromarone is well tolerated. Rare side effects
are headaches, gastrointestinal problems and
exanthems.

����	�	�
�!���The daily dose of probenecid is 0.5–
3.0 g. Probenecid is well tolerated, and there are
few serious side effects. In less than 10% of the
treated patients, gastrointestinal disturbances,
hypersensitivity and skin reactions occur.

����
�����7��	!���The daily dose of sulfinpyrazone is
200–400 mg. The side effects of sulfinpyrazone are
comparable with those of probenecid. A potential
therapeutic advantage of sulfinpyrazone in
patients with coronary heart disease and throm-
boembolic diseases is its inhibitory effect on plate-
let aggregation.
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The term antihistamines describes drugs which
bind to the H1-histamine receptor and antagonize
(block) the histamine effect in Type I allergic
responses.

� Histaminergic System
� Allergy
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Antihypertensives; blood pressure lowering drugs
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Reducing blood pressure by pharmacological
means reduces cardiovascular morbidity and mor-
tality rates. Benefits include protection from
stroke, coronary events, heart failure, progression
of renal disease, progression to more severe hyper-
tension, and, most importantly mortality from all
causes. Owing to the complexity of the pathogene-
sis of hypertension, antihypertensive drugs are
directed against a variety of pharmacological tar-
gets in various cell types in different organs
involved in blood pressure control.

� ACE Inhibitors
� Blood Pressure Control
� Ca2+ Channel Blockers
� Diuretics
� Renin-Angiotensin-Aldosterone System
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The fundamental mechanisms involved in blood
pressure control have been outlined in chapter
‘Blood pressure control’. In addition to direct neu-
ronal modulation of arterial pressure two neuro-
humoral systems, i.e. the sympathetic nervous sys-
tem and the renin-angiotensin-aldosterone sys-
tem (RAS) play a pivotal role in blood pressure
control. Both systems are always either directly or

indirectly affected by treatment with any antihy-
pertensive drug. Antihypertensives agents can be
categorized into seven different drug classes
(Fig. 1) (1). Centrally-acting antihypertensive
drugs can be classified according to their relative
affinities to α2- and imidazoline (I1) receptors.
Clonidine is considered as a mixed α2- and I1-ago-
nist, whereas moxinidine acts as a relative sel-
ecitve I1-agonist. Methyldopa is a selective α2-ago-
nist. Administration of clonidine results in
decreased cardiac output, a preservation of
baroreflexes with a relative reduction in tendency
of heart rate to rise, and little change in peripheral
resistance. Methyldopa decreases sympathetic out-
flow predominantly to the α1-receptors of the arte-
rioles, thereby reducing peripheral resistance with
little (but some) effect on the heart. The barore-
ceptor arc is impaired because of the effect on
arterioles (2). Direct vasodilators such as minoxi-
dil and hydralazine work by opening potassium
channels in vascular smooth muscle cells in arteri-
oles, which leads to K+ efflux and hyperpolariza-
tion. Since the heart is not directly affected, direct
vasodilators lead when used alone to reflex
increases in heart rate and force of contraction; a
significant neurohumoral activation of both the
sympathetic nervous system and RAS occurs.
Because of the activation of counter-regulatory
systems, the simultaneous use of β-blockers and
diuretics is generally required (3). Selective α1
blockers inhibit the action of norepinephrine
(noradrenaline) at arteriolar receptors, thereby
leading also to activation of counter-regulatory
systems (4). Calcium channel blockers act prima-
rily as inhibitors of vasoconstriction by blocking
L-type calcium channels in vascular smooth mus-
cle cells. However, there are two different main
classes (dihydropyridines and non-dihydropyrid-
ines), which work on different sites within the L-
channel and hence produce different effects in the
kidney, heart and vasculature. The non-dihydro-
pyridines verapamil and diltiazem blunt increases
in heart rate in response to exercise and have both
negative inotropic and negative chronotropic (ver-
apamil>diltiazem) effects; most dihydropyridines
do not have major cardiodepressant effects
because the long-acting agents slightly increase
sympathetic nervous system tone, while this nega-
tive effect is even more pronounced with short-
acting agents. In general, dihydropyridines lead to
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increases in heart rate and do not blunt the
increase in heart rate response to exercise. Cal-
cium channel blockers have a slight (transient)
natriuretic effect (5). The competitive inhibition of
β-blockers on β-receptors results in numerous
effects on functions that regulate blood pressure,
including a reduction in cardiac output, a decrease
in renin release, perhaps a decrease in both central
sympathetic nervous outflow and peripheral
resistance. The view that the primary effect is a
reduction in cardiac output as a result from the
blockade of cardiac β1-receptors with a subsequent
reduction of heart rate and myocardial contractil-
ity has been questioned. Indeed, it seems that
although cardiac output usually falls acutely and
remains lower chronically, peripheral resistance
on the other hand rises acutely but falls towards, if
not to, normal with time. Thus, the hemodynamic
hallmark of chronic established hypertension, that
is an increased peripheral resistance, is also nor-
malized by β-blockers. All currently available β-
blockers antagonize cardiac β1-receptors competi-
tively, but they vary in their degree of β2-receptor
blockade in extra cardiac tissues. However, there
seems to be little difference in antihypertensive
efficacy among those that are more or less cardio-
or β1-selective. Although the presence of intrinsic
sympathomimetic activity (ISA) in some com-
pounds such as pindolol and acebutolol could in
theory translate into some beneficial effects, there
is little convincing evidence that partial agonism
confers significant clinical benefits. The newer
compounds carvedilol and nebivolol produce
additional vasodilator features that are attributa-
ble either to the additional blockade of α-recep-
tors (carvedilol) or endothelial nitric oxide release
(nevibolol) (6). The mode of action of diuretics
depends on their major site of action within the
nephron (Fig. 1). These differences determine their
relative efficacy as expressed in the maximal per-
centage of filtered sodium excreted. Sixty percent
of the filtered sodium is reabsorbed in the proxi-
mal tubule of the nephron. Thirty percent is reab-
sorbed in the thick ascending limb of Henle by
� Na+/K+/2Cl- cotransport, which is inhibited by
loop diuretics. Seven percent is reclaimed by Na+/
Cl- cotransport in the distal convoluted tubule,
which is inhibited by thiazide diuretics. The last
2% is reabsorbed via the � epithelial sodium chan-
nel (ENaC) in the cortical collecting duct, which is

a target either directly (amiloride, triamterene) or
indirectly via the mineralocorticoid receptor
(spironolactone) for potassium-sparing agents
(Fig. 1).

Agents acting in the proximal tubule are seldom
used to treat hypertension. Treatment is usually in-
itiated with a thiazide-type diuretic. Chlortha-
lidone and indapamide are structurally different
from thiazides but are functionally related. If renal
function is severely impaired (i.e. serum creatinine
above 2.5 mg/dl), a loop diuretic is needed. A potas-
sium-sparing agent may be given with the diuretic
to reduce the likelihood of hypokalemia. By them-
selves, potassium-sparing agents are relatively
weak antihypertensives (7). In general, there are
four ways to reduce the activity of the RAS. The first
way is the use of β-blockers to reduce renin release
from the juxtaglomerular (JG). The second way, the
direct inhibition of the activity of renin, although
being actively investigated has not been successful
in the clinical arena thus far. The third way is to in-
hibit the activity of the � angiotensin converting
enzyme  (ACE), which converts the inactive de-
capeptide angiotensin I to the potent octapeptide
angiotensin II (Ang II), by agents referred to as ACE
inhibitors. Thus, these agents inhibit the biosynthe-
sis of Ang II and thereby decrease the availability of
Ang II at both angiotensin type 1 (AT1) and angi-
otensin type 2 (AT2) receptors. The fourth way is to
use a competitive and selective antagonist at the
AT1 receptor (i.e. AT1 antagonists) and thereby to
inhibit the classical effects mediated by Ang II such
as vasoconstriction and aldosterone release. ACE
inhibitors exhibit additional effects that are inde-
pendent from RAS such as on kinins, since ACE is
also a kininase. Although the clinical relevance is
not fully understood, blood pressure effects medi-
ated via inhibition of breakdown of bradykinin may
contribute to the vasodilatory effects of ACE inhib-
itors. Some of the latter effects could be mediated
via kinin stimulation of prostaglandin production.
In addition to these effects on vascular tone, multi-
ple other effects may contribute to the antihyper-
tensive effects of ACE inhibitors. The blunting of
the expected increase in sympathetic nervous ac-
tivity typically seen after vasodilation is potentially
of greater importance for the documented clinical
benefits of ACE inhibitors. As a result, heart rate is
not increased as is seen with direct vasodilators, α-
blockers and less pronounced with dihydropyrid-
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ine calcium channel blockers. The presence of the
complete RAS within various tissues including the
vasculature, kidney, heart and brain has been dem-
onstrated and the activation of the RAS at the tissue
level seems to play – beyond its role on blood pres-
sure regulation – an important role for the manifes-
tation and progression of hypertensive target organ
damage in these organs. Our understanding of the
molecular mechanisms by which Ang II contributes
to both structural and functional changes, e.g. due
to its growth factor capacity, at the tissue level con-
tinues to expand. Consequently, the inhibition of

tissue ACE may play an important role for the pre-
vention and regression of hypertensive target organ
damage that has been documented for these agents
in experimental and clinical studies.

The major obvious difference between AT1
antagonists and ACE inhibitors is the absence of
an increase in kinins that may be responsible for
some of the beneficial effects of ACE inhibitors
and probably their side effects. Direct comparison
between the two types of drugs show little differ-
ences in antihypertensive efficacy but cough, a
common side effect seen with ACE inhibitors, is

Fig. 1 Site of action of dif-
ferent classes of antihy-
pertensive drugs. 
Antihypertensive drugs 
are directed against a 
variety of pharmacologi-
cal targets in various cell 
types in different organs 
involved in blood pres-
sure control. The most 
important targets in the 
brain, heart, vasculature 
(vascular smooth muscle 
cells), and the kidney 
(nephron) are shown.
∗Some diuretics produce 
some direct vasodilation; 
# non-ACE, conversion of 
angiotensin I (Ang I) to 
angiotensin II (Ang II) 
may occur independent 
from ACE due to the 
activity of other enzymes 
in different tissues such as 
chymase in the heart; 
DCT, distal convoluted 
tubule (DCT); CCT, corti-
cal collecting duct; TAL, 
thick ascending limb of 
the loop of Henle;  (-), 
indicates inhibition. Mod-
ified according to refer-
ence 3.
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not provoked by AT1 antagonists, although
angioedema and ageusia have also been reported
for these newer agents.
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Recent consensus committees, including the Sixth
Report of the Joint National Committee on Preven-
tion, Detection, Evaluation, and Treatment of High
Blood Pressure (JNC VI) and the World Health Or-
ganisation-International Society of Hypertension
(WHO-ISH) Guidelines Subcommittee, have mod-
ified traditional treatment recommendations in
several important ways.

Criteria for initiation of drug treatment now
take into consideration total cardiovascular risk
rather than blood pressure alone, such that treat-
ment is now recommended for persons whose
blood pressure is in the normal range but still bear
a heavy burden of cardiovascular risk factors.
Thus, the role of simultaneous reduction of multi-
ple cardiovascular risk factors in improving prog-
nosis in hypertensive patients is stressed. In addi-

tion, more aggressive blood pressure goals are rec-
ommended for hypertensive patients with
comorbid conditions such as diabetes mellitus or
renal insufficiency.

Finally, drug treatment in the elderly is of great
importance and warrants special attention with
regard to safety and tolerability, since systolic
blood pressure is recognized as an important tar-
get for treatment, particularly in older persons.
The benefits of antihypertensive treatment in the
elderly and in patients with isolated systolic
hypertension are greater than in younger persons.

As a consequence for drug treatment, an
increasing number of patients will be treated with
antihypertensive compounds and the importance
of tailoring the choice of antihypertensive drug
treatment to the patients individual profile of con-
comitant cardiovascular risk factors/comorbid
conditions has to be emphasized. Moreover, it is
reasonable to individualize antihypertensive treat-
ment on the basis of each patient’s personal needs
with respect to tolerability, convenience and qual-
ity of life. Initiation of treatment with a drug that

Tab. 1 Common side effects of antihypertensive drugs.

Class of Drug Side Effects

ACE inhibitors cough, hyperkalemia, skin reactions

AT1-antagonists hyperkalemia 
(less frequent compared with ACE inhibitors)

Calcium channel blockers
Dihydropyridine pedal edema, headache

Non-Diyhdropyridine constipation (verapamil); headache (diltiazem)

Diuretics frequent urination, hyperuricemia, 
hyperglycemia, hyperlipidemia

Centrally acting drugs
α2-receptor agonists

sedation, dry mouth, rebound hypertension
Imidazoline-receptor agonists

Central neuronal blockers 
(reserpine)

depression, sedation, nasal congestion

α-blockers orthostatic hypotension, rapid drop of blood 
pressure after first dose, pedal edema, dizziness

β-blockers fatigue, hyperglycemia, bronchospasm

Potassium channel openers hypertrichosis (minoxidil); lupus-like reactions 
and pedal edema (hydralazine)

Modified according to reference 3
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�
is expected to be well tolerated and therefore likely
to be effective in lowering blood pressure over
time is prudent (common side effects are listed in
Table 1). Long-acting agents are preferable because
adherence to therapy and consistency of blood
pressure control are superior when the drug is
taken once a day. Low-dose, fixed-dose combina-
tion therapy can be used in place of monotherapy
as initial treatment or as an alternative to adding a
second agent of a different therapeutic class to

unsuccessful monotherapy. The advantage of this
approach is that low doses of drugs that act by dif-
ferent mechanisms may have additive or synergis-
tic effects on blood pressure with minimal dose-
dependent adverse effects. Giving the patient a
single tablet provides an additional benefit. A case
in point represents the well-established combina-
tion of an ACE inhibitor or AT1-antagonist with
low-dose hydrochlorothiazide, which does not
produce more side effects than placebo.

Fig. 2 Algorithm for the 
treatment of hyperten-
sion. # Unless contraindi-
cated; ∗ based on 
randomized controlled 
trials; § Evidence sug-
gests that the beneficial 
effects of ACE inhibitors 
can be duplicated with 
AT1 antagonists (and 
probably vice versa). 
Thus, ACE inhibitors 
could be substituted by 
AT1 antagonists in the 
case of troublesome side 
effects, such as cough 
under treatment with ACE 
inhibitors. Modified 
according to reference 5.
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Many of the concepts of antihypertensive treat-
ment put forward are adopted from the algorithms
recommended by the JNC VI (Fig. 2). Treatment
should always include lifestyle modifications. For
the minority of hypertensive patients without
comorbid conditions, target organ damage, or
concomitant cardiovascular disease, the JNC VI
recommends starting drug therapy with a diuretic
(i.e. thiazides) or β-blocker because these agents
had been proven to lower morbidity and mortal-
ity compared with placebo in randomized control-
led trials. Secondly, they are less costly than newer
classes of drugs. Therefore, the era of placebo-con-
trolled trials is past and any new agents can only
be compared against the gold standard of diuretics
and β-blockers. Overall, these early trials with diu-
retics and β-blockers established a greater reduc-
tion of risk related to stroke (–40%) than the risk
related to coronary heart disease (–14%). While
diuretics are more effective in preventing stroke
than β-blockers the opposite holds true for cardiac
risk. A reduction in cardiovascular risk has also
been documented for the ACE-inhibitor captopril
and in elderly patients with isolated systolic
hypertension for the dihydropyridine calcium
channel blocker (nitrendipine). However, out-
come trials comparing two anti-hypertensives
require large groups of patients, because the risk
in patients with mild-to-moderate essential hyper-
tension is low, and intervention trials are usually
limited to duration of 5 years. Therefore, differ-
ences between drug classes have been documented
when patients with higher absolute cardiovascu-
lar risk and/or comorbid conditions were studied.
Compelling indications that have been established
in randomized controlled trials are summarized in
Fig. 2.
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Integrins are a widely expressed family of cell
adhesion receptors via which cells attach to extra-
cellular matrices either to each other or to differ-
ent cells. All integrins are composed of αβ het-
erodimeric units, expressed on a wide variety of
cells, and most cells express several integrins. The
interaction of integrins with the cytoskeleton and
extracellualr matrix appears to require the pres-
ence of both subunits. The binding of integrins to
their ligands is cation-dependent. Integrins appear
to recognize specific amino acid sequences in their
ligands. The best studied is the RGD sequence
found within a number of � matrix proteins
including fibrinogen, vitronectin, fibronectin,
thrombospondin, osteopontin and VWF. How-
ever, other integrins bind to ligands via non-RGD
binding domain such as the α4β1 integrin recep-
tors that bind and recognize the LDV sequence
within the CS-1 region of fibronectin. There are at
least 8 known β subunits and 14 α subunits (1, 2, 3,
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4). Although the association of the different β and
α subunits could in theory result in more than 100
integrins, the actual diversity is restricted.

� Angiogenesis and Vascular Morphogenesis
� Antiplatelet Drugs
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Integrin adhesion receptors contain an extracellu-
lar face that engages adhesive ligands and a cyto-
plasmic face that engages with intracellular pro-
teins. The interactions between the cell adhesion
molecules and extracellular matrix proteins are
critical for cell adhesion and for anchorage-
dependent signaling reactions in normal and
pathological states. For example, platelet activa-
tion induces a confirmational change in integrin
αIIb/β3, thereby converting it into a high affinity
fibrinogen receptor. Fibrinogen binding then trig-
gers a cascade of protein tyrosine kinases, phos-
phatases and recruitment of numerous other sign-
aling molecules into F-actin-rich cytoskeletal
assemblies in proximity to the cytoplasmic tails of
αIIb and β3 (5). These dynamics appear to influ-
ence platelet functions by coordinating signals
emanating from integrins and G protein-linked
receptors (5). Studies of integrin mutations con-
firm that the cytoplasmic tails of αIIb/β3 are
involved in integrin signaling presumably through
direct interactions with cytoskeletal and signaling
molecules (5). Blockade of fibrinogen binding to
the extracellular face of αIIb/β3 has been shown to
be an ef fec t ive  way to  prevent  ar ter ia l
� thrombosis  after coronary angioplasty in myo-
cardial infarction and unstable angina patients
(6).
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The role of integrins has been found in various
pathological processes, including � angiogenesis,
thrombosis, apoptosis, cell migration and prolifer-
ation. These processes lead to both acute and
chronic diseases such as ocular diseases, metasta-
sis, unstable angina, myocardial infarction, stroke,
� osteoporosis, and a wide range of inflammatory
diseases, vascular remodeling and neurodegenera-
tive disorders. A breakthrough in this field is evi-
dent from the role of the platelet αIIbβ3 integrin in
the prevention, treatment and diagnosis of vari-

ous thromboembolic disorders. Additionally, sig-
nificant progress in the development of leukocyte
α4β1 antagonists for various inflammatory indica-
tions and αv integrin antagonists for angiogenesis
and vascular-related disorders has been achieved.
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α4β8����	��
�!���The largest numbers of integrins
are members of the β1 integrins, also known as the
very late antigen (VLA) subfamily because of its
late appearance after activation. There are at least
seven receptors characterized from this subfamily,
each with different ligand specificity. Among the
most studied include the α4β1 and α5β1 receptors.
The leukocyte integrin α4β1 is a cell adhesion
receptor that is predominantly expressed on lym-
phocytes, monocytes and eosinophils (7).
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��!���The α 4β 1  integr ins are het-
erodimeric cell surface molecules central to leuko-
cyte-cell and leukocyte-matrix adhesive interac-
tions. The integrin α4β1, expressed on all leuko-
cytes except neutrophil, interacts with the
immunoglobin superfamily member VCAM-1  and
with an alternately spliced form of fibronectin.
Additionally, the integrin α4β7 is also restricted to
leukocytes and can bind not only to VCAM1 and
fibronectin, but also to MAdCAM the mucosal
addressin or homing receptor, which contains Ig-
like domains related to VCAM-1 (8). In vivo stud-
ies with α4β1 monoclonal antibodies in several
species demonstrate that the interactions between
these integrins and their ligands play a key role in
immune and � inflammatory disorders (9) and
selected ones are in clinical trials.
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�!���In contrast to colla-
gen, expression of the extracellular matrix protein
fibronectin in provisional vascular matrices pre-
cedes permanent collagen expression and provides
signals to vascular cells and fibroblasts during
blood clotting and wound healing, atherosclerosis
and hypertension (10). Fibronectin expression is
also upregulated on blood vessels in granulation
tissues during wound healing. These observations
suggest a possible role for this isoform of fibronec-
tin in angiogenesis. Evidence was recently pro-
vided that both fibronectin and its receptor
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integrin α5β1 directly regulate angiogenesis (11).
Thus, integrin antagonist for α5β1 integrin might
be a useful target for the inhibition of angiogen-
esis associated with human tumor growth; neovas-
cular related ocular and inflammatory diseases.
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��!���Recent stud-
ies suggested a key role for α5β1 integrin in certain
bacterial invasion of human host cells leading to
antibiotic resistance (12).
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	�!���There is an urgent
need for more efficacious antithrombic drugs
superior to aspirin or ticlopidine for the preven-
tion and treatment of various cardiovascular and
cerebrovascular thromboembolic disorders. The
realization that the platelet integrin αIIbβ3 is the
final common pathway for platelet aggregation
regardless of the mechanism of action prompted
the development of several small molecule αIIb/β3
receptor antagonists for intravenous and/or oral
antithrombotic utilities. Platelet αIIb/β3 receptor
blockade represents a very promising therapeutic
and diagnostic strategy of thromboembolic disor-
ders. Clinical experiences (efficacy/safety) gained
with injectable αIIbβ3 antagonists (Abciximab,
Eptifibatide, Aggrastat) elucidate the safety and
efficacy of this mechanism in combination with
other antiplatelet and anticoagulant therapies.
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���!���A high level of
platelet antagonism has been required when
GPIIb/IIIa antagonists have been employed for
acute therapy of coronary arterial diseases using
intravenous GPIIb/IIIa antagonists with heparin
and aspirin. Interaction with aspirin and other
antiplatelet and anticoagulant drugs lead to shifts
in the dose-response curves for both efficacy and
unwanted side effects, such as increased bleeding
time. More recently, all oral GPIIb/IIIa antago-
nists with or without aspirin but not with antico-
agulant were withdrawn because of a disappoint-
ing outcome (no clinical benefit or increased
thrombotic events). This raises a lot of serious
questions with regard to the potential of oral
GPIIb/IIIa antagonists as compared to the well-

documented success of intravenous GPIIb/IIIa
antagonists (6,13).
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platelet integrin GPIIb/IIIa receptor and its poten-
tial utility as a radio-diagnostic agent in the rapid
detection of thromboembolic events has been
demonstrated (14). This approach may be useful
for the non-invasive diagnosis of various throm-
boembolic disorders.
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Antagonists of integrin αvβ3 inhibit the growth of
new blood vessels into tumors cultured on the
chick chorioallantoic membrane without affecting
adjacent blood vessels, and also induce tumor
regression (15). Antagonists of αvβ3 also inhibit
angiogenesis in various ocular models of retinal
neovascularization (16,17).
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�!���The calcification of
atherosclerotic plaques may be induced by oste-
opontin expression, since osteopontin is a protein
with a well-characterized role in bone formation
and calcification. Vascular smooth muscle cell
migration on osteopontin is dependent on the
integrin αvβ3 and antagonists of αvβ3 prevent
both smooth muscle cell migration and restenosis
in some animal model (18).
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α%β:!���Since the recognition of at least two αv
integrin pathways for cytokine-mediated angio-
genesis, αvβ3 and αvβ5 antagonists may be more
effective in certain indications as compared to a
specific anti- αvβ3. However, further work is
needed to document this notion.
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RGD analogs have been shown to inhibit the
attachment of osteoclasts to bone matrix and to
reduce bone resorptive activity in vitro. The cell
surface integrin, αvβ3, appears to play a role in
this process. RGD analogs may represent a new
approach to modulating osteoclast-mediated bone
resorption and may be useful in the treatment of
osteoporosis (19).
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�����!���Therapeutics: A number of
potent small molecule antagonists for αvβ3
integrin are under preclinical investigations for
various angiogenesis or vascular-mediated disor-
ders (20).

Site directed delivery: This approach of conju-
gating αvβ3 integrin ligand with a chemothera-
peutic agent for optimal efficacy and safety in can-
cer is under investigation. Earlier work demon-
strated the validity of this concept (21).

Diagnostics: Imaging metastatic cancer using
technetium-99m labeled RGD-containing syn-
thetic peptide has been demonstrated. Addition-
ally, detection of tumor angiogenesis in vivo by
αvβ3-targeted magnetic resonance imaging (MRI)
was demonstrated (22,23,24).
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� Antiprotozoal Drugs
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Antimetabolites are compounds that inhibit the
utilization of an essential nutrient. When used as
anticancer agents, they are often analogs of nucle-
otide precursors.

� Antineoplastic Agents
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Antimicrobial drugs are used for the treatment of
diseases caused by microorganisms (bacterial or
viral infections).

� β-Lactam Antibiotics
� Ribosomal Protein Synthesis Inhibitors
� Quinolons
� Antiviral Drugs
� Microbial Resistance to Drugs
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The antimode is the cut-off value separating dif-
ferent functionally defined groups in a bi-modal
or multi-modal frequency distribution.

� Pharmacogenetics
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Anticancer drugs, cytostatic drugs, cytotoxic
drugs, anti-tumor drugs
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Cancer or neoplastic disease is a genomic disor-
der of the body’s own cells which start to prolifer-
ate in an uncontrolled fashion that is ultimately
detrimental to the individual. Antineoplastic
agents are used in conjunction with surgery and
radiotherapy to restrain that growth with curative
or palliative intention. The domain of antineoplas-
tic chemotherapy is cancer that is disseminated
and therefore not amenable to local treatment
modalities such as surgery and radiotherapy.

� Cancer, molecular mechanisms of therapy
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The genesis of cancer cells can be modeled by the
formula:
Cancer = f{Exposure, Genetic disposition, Age}
‘Exposure’ denotes the impact of exogenous fac-
tors that can be of chemical (chemical carcino-
gens), physical (UV or γ-irradiation) or of biologi-
cal (viruses, bacteria) origin. ‘Genetic disposition‘
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indicates the germline transmission of genes asso-
ciated with cancer development, and ‘Age’ points
to the fact that certain cellular injuries that cause
mutations and lead to cancer development are not
reversible but accumulate with time. Thus, a can-
cer cell is characterized by genetic abnormalities
such as chromosomal alterations as well as activa-
tion of cellular � proto-oncogenes to oncogenes
and inactivation of � tumor suppressor genes. As
result of these changes they show autonomous
proliferation, dedifferentiation, loss of function,
invasiveness and metastasis formation. Further-
more, drug resistance (primary or acquired in
response to treatment with antineoplastic drugs)
is a common phenomenon.
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Proliferation of cancer cells is not restricted by
� contact inhibition  as for normal cells but rather
by the supply of growth factors and nutrients.
Once a cell has become malignant and its descend-
ants have the necessary blood supply, the initial
growth rate is exponential and follows approxi-
mately the pattern shown in Fig. 1. The subsequent
loss of logarithmic growth is related to insuffi-
cient supply of nutrients, which drives cancer cells
to either die or exit the cell cycle. As a result, larger
tumors contain only a certain ratio of dividing
cells which is termed growth fraction. The result-
ant steady state growth is depicted by the so-called
Gompertz function (Fig. 2).

Anticancer drugs can be grouped into several
classes according to their mechanism of action
and origin. These are (1) alkylating agents and
related compounds which act by forming covalent
bonds with cellular macromolecules such as DNA,
(2) anti-metabolites which block metabolic path-
ways that are vital for cell survival or prolifera-
tion, (3) cytotoxic antibiotics of microbial origin
and (4) plant derivatives which both interfere with
mammalian cell division, (5) hormonal agents
which suppress hormone secretion, block hor-
mone synthesis or antagonize hormone action, (6)
biological response modifiers which enhance the
host’s response to cancer cells, (7) antibodies
which recognize antigens specific for cancer cells,
and (8) miscellaneous agents which do not fit into
the classes described above.

General effects include cytostatic or cytotoxic
effects, the latter being related to killing a con-
stant fraction of cells. The mode of action of antin-
eoplastic agents is not causal because it does not
reverse the basal changes that have led to the
development of cancer cells but symptomatic since
it aims at their destruction. However, cytotoxicity
is generally not restricted towards cancer cells but
affects all (quickly) dividing cells, especially those
from bone marrow, gastrointestinal tract, hair fol-
licles, gonads and growing tissues in children (lack
of selectivity).

Fig. 1 Relationship of cell number, number of cell 
divisions, and corresponding weight.

Fig. 2 Growth curve of tumor cells according to Gom-
pertz.
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The limited efficacy of anticancer drugs can be
explained by the compartment model of dividing
(growth fraction, compartment A) and non divid-
ing (compartment B) cells. The majority of antine-
oplastic drugs acts upon cycling cells and will hit,
therefore, compartment A only.
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Alkylating agents are activated spontaneously or
enzymatically to give rise to an electrophilic spe-
cies that can form covalent bonds with nucle-
ophilic cellular constituents. Reaction of mono-
functional alkylating agents with DNA bases leads
to induction of single strand breaks, that of
bifunctional alkylating agents to � crosslink for-
mation between bases of the same strand of DNA
(intrastrand crosslink) or two complementary
strands (interstrand crosslink). Replicating cells
are more susceptible to these drugs since parts of
the DNA are unpaired and not protected by pro-
teins. Therefore, although alkylating agents are
not cell cycle specific, cells are most susceptible to
alkylation in late G1 and S phases of the cell cycle
resulting in block at G2 and subsequent apoptotic
cell death.

Cells that survive these damages may undergo
mutations that results in cancer development. This
is reason for the carcinogenicitiy of alkylating
agents.

The most important subgroup is that of nitro-
gen mustard derivatives. Nitrogen mustard was
developed in relation to sulphur mustard, the
‘mustard gas’ used during World War I that was
found to suppress � leukopoiesis. Nitrogen mus-
tard was the first drug to induce a remission in a
lymphoma patient at the end of World War II, but
has been abandoned since then. The highly reac-
tive R-N-bis-(2-choroethyl) group, however, is part
of many drugs in current use, such as cyclophos-
phamide, melphalan and chlorambucil. The activ-
ity of cyclophosphamide is dependent on P450
mixed function oxidases-mediated activation into
active and/or toxic metabolites. One of the toxic
metabolites is acrolein, which causes hemorrhagic
cystitis if not prevented by the antidote mesna.
Mesna is a sulphydryl donor and interacts specifi-
cally with acrolein to form a non-toxic compound.

Other subgroups of alkylating agents are the
nitrosoureas (examples: carmustine, BCNU;
lomustine, CCNU) and the triazenes (example:

dacarbazine, DTIC). Platinum derivatives (cispla-
tin, carboplatin, oxaliplatin) have an action that is
analogous to that of alkylating agents (formation
of crosslinks) and therefore are appended to this
class.

Alkylating agents are used for treating solid
tumors as well as leukemias and lymphomas.
Their broad spectrum of activity is reason for
their inclusion in many past and current chemo-
therapy schedules. Platinum derivatives are espe-
cially useful in treating testicular and ovarian can-
cers. All alkylating agents depress bone marrow
function and cause gastrointestinal side effects.
With prolonged use, depression of gametogenesis
occurs leading to sterility and an increased risk of
leukemias as well as other malignancies.

���
&�	�����
�	�
Anti-metabolites interfere with normal metabolic
pathways. They can be grouped into folate antago-
nists and analogues of purine or pyrimidine bases.
Their action is limited to the S- phase of the cell
cycle and they therefore target a smaller fraction
of cells as compared with alkylating agents.The
main folate antagonist is methotrexate. In struc-
ture, folates are based on three elements: a hetero-
bicyclic pteridine, p-aminobenzoic acid and
glutamic acid. The latter moiety is polyglutamated
within cells, which causes a prolonged intracellu-
lar half-life and, as compared with monogluta-
mate, an increased affinity to dihydrofolate
reductase, the target enzyme of antifolates. This
enzyme catalyses the reduction of dihydrofolate to
tetrahydrofolate, and its inhibition interferes with
the transfer of mono-carbon units that are needed
for purine- and thymidylate synthesis and thus
blocks the synthesis of DNA, RNA, and protein.
Methotrexate has a higher affinity for dihydro-
folate reductase than the normal substrate (dihy-
drofolate) and inhibits thymidylate synthesis at a
ten-fold lower concentration (1 nM) than purine
synthesis. Methotrexate is toxic to normal tissues
(especially the bone marrow) and causes hepato-
toxicity following chronic therapy. Acute toxicity
following iatrogenic error or high dose therapy
can be rescued by using folinic acid, a form of tet-
rahydrofolate, as antidote.

Purine- and pyrimidine analogs are character-
ized by modifications of the normal base or sugar
moieties. The uridine analog 5-fluorouracil is con-
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verted intracellularly into fluorouridine-mono-
phosphate (FUMP) and fluorodeoxyuridine-
monophosphate (FdUMP). Further phosphoryla-
tion leads to the respective triphosphates FUTP
and FdUTP. FdUMP inhibits the enzyme thymidi-
late synthase and thus blocks the generation of
thymidine, whereas FUTP and FdUTP are incor-
porated into RNA and DNA, respectively. Gemcit-
abine is a cytosine analog in which the pentose
moiety contains two fluorine atoms at position 2 of
the sugar ring. This drug is converted into the
respective diphosphate, which inhibits ribonucle-
otide reductase, and the triphosphate, which after
incorporation into DNA causes masked termina-
tion of DNA chain elongation since the altered
base sequence cannot be efficiently repaired. Cyto-
sine arabinoside is a cytosine analog with a
‘wrong’ pentose that after phosphorylation to the
respective triphosphate inhibits DNA polymerase.
The purine analogs mercaptopurine and fludarab-
ine are converted into fraudulent nucleotides and
inhibit DNA polymerase. The main unwanted
effects are gastrointestinal epithelial cell damage
and myelotoxicity.
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Cytotoxic antibiotics affect normal nucleic acid
function by intercalating between DNA bases,
which blocks reading of the DNA template and
also stimulates � topoisomerase II dependent
DNA-double strand breaks. In addition, metabo-
lism of the drugs gives rise to free radicals that
cause cytotoxicity by affecting two main targets:
They damage DNA and injure membranes by
direct interaction or via oxidative damage. Cyto-
toxic antibiotics are poorly absorbed from the gut
and therefore are given intravenously. They have
long half-lives (1–2 days), and are eliminated by
metabolism.

Anthracyclins (e.g. doxorubicin, epirubicin,
and idarubicin) are the most important subgroup.
They consist of a four-ringed planar quinone
structure attached to an amino sugar group. In
addition to the general unwanted effects, anthra-
cyclins can cause cumulative, dose-related cardio-
toxicity leading to heart failure and hair loss. Epi-
rubicin is less cardiotoxic than doxorubicin.

Mitoxantrone has a three-ringed planar qui-
none structure with amino-containing side chains
and exerts dose-related cardiotoxicity and bone

marrow depression. Mitomycin C is a non-planar
tricyclic quinone that is activated to give an
alkylating metabolite. Bleomycins are metal-
chelating glycopeptides that degrade DNA causing
chain fragmentation and release of free bases. This
subgroup causes little myelosuppression but pul-
monary fibrosis, mucocutaneous reactions and
hyperpyrexia. Actinomycin D (dactinomycin) is a
chromopeptide that intercalates in the minor
groove of DNA between adjacent guanosine/ cyto-
sine pairs and interferes with RNA polymerase,
thus preventing transcription. Unwanted effects
include nausea, vomiting and myelosuppression.

In general, the mechanisms of action are not
cell cycle specific, although some members of the
class show greatest activity at certain phases of the
cell cycle, such as S-phase (anthracyclins, mitox-
antrone), G1- and early S-phases (mitomycin C)
and G2- and M-phases (bleomycins).
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Plant derivatives comprise several subgroups with
diverse mechanisms of action.

Some are mitosis inhibitors that affect microtu-
bule function and hence the formation of the
mitotic spindle, others are topoisomerase I and II
inhibitors.

Vinca alkaloids (vincristine, vinblastine,
vindesine) are derived from the periwinkle plant
(Vinca rosea); they bind to tubulin and inhibit its
polymerisation into microtubules and spindle for-
mation, thus producing metaphase arrest. They
are cell cycle specific and interfere also with other
cellular activities that involve microtubules, such
as leukocyte phagocytosis, chemotaxis and axonal
transport in neurons. Vincristine is mainly neuro-
toxic and mildly hematotoxic, vinblastine is mye-
losuppressive with very low neurotoxicity whereas
vindesine has both moderate myelotoxicity and
neurotoxicity.

Taxanes (paclitaxel, docetaxel) are derivatives
of yew tree bark (Taxus brevifolia); they stabilize
microtubules in the polymerized state leading to
non-functional microtubular bundles in the cell.
Inhibition occurs during G2- and M phases. Tax-
anes are also radiosensitizers. Unwanted effects
include bone marrow suppression and cumulative
neurotoxicity.

Epipodophyllotoxins (etoposide, teniposide)
are derived from mandrake root (Podophyllum
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peltatum); they inhibit topoisomerase II thus caus-
ing double-strand breaks. Cells in S- and G2-
phases are most sensitive. Unwanted effects
include nausea and vomiting, myelosuppression
and hair loss.

Camptothecins (irinotecan, topotecan) are
derived from the bark of the Chinese tree Xi Shu
(Camptotheca accuminata); they inhibit topoi-
somerase I thus effecting double-strand breaks.
Unwanted effects include diarrhea and reversible
bone marrow depression.
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Tumors derived from hormone sensitive tissues
can remain hormone dependent and are then
amenable to therapeutic approaches with hormo-
nal agents. These include hormones with opposing
(apoptotic) action, hormone antagonists, and
agents that inhibit hormone synthesis.

Glucocorticoids have inhibitory (apoptotic)
effects on lymphocyte proliferation and are used
to treat leukemias and lymphomas. Estrogens
(fosfestrol) are used to block the effect of andro-
gens in prostate cancer. Progestogens (megestrol,
medroxyprogesteroneacetate) have been useful for
treating endometrial carcinoma, renal tumors,
and breast cancer.

Gonadotropin releasing hormone analogs (gos-
erelin, buserelin, leuprorelin, triptorelin) inhibit
gonadotropin release and thus lower testosterone
or estrogen levels. They are used to treat breast
cancer and prostate cancer.

Hormone antagonists  (tamoxifen and
toremifen bind to the estradiol receptor, flutamide
binds to the androgen receptor) are used for treat-
ing breast and prostate cancer.

Aromatase inhibitors (aminogluthetimide,
formestane, trilostane) block the formation of
estrogens from precursor steroids and thus lower
estrogen levels. They have been used for treating
breast cancer.

Side effects are less prominent in type and
extent as compared with cytostatics and include
typical hormonal or lack of hormone-like effects.
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Agents that enhance the host’s response against
neoplasias or force them to differentiate are
termed biological response modifiers. Examples
include interleukin 2, which is used to treat renal

cell carcinoma, interferon α, which is active
against hematologic neoplasias, and tretinoin,
which is a powerful inducer of differentiation in
certain leukemia cells by acting on retinoid recep-
tors. Side effects include influenza like symptoms,
changes in blood pressure and edema.

���
���
	�
Recombinant � humanized monoclonal antibod-
ies have been used recently to target antigens that
are preferentially located on cancer cells. Exam-
ples include trastuzumab and rituximab, which
are used to treat HER2 positive breast cancer and
B-cell type lymphomas, respectively. Unwanted
side effects include anaphylactic reactions.
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Antineoplastic agents that cannot be grouped
under subheadings 1–7 include miltefosine, which
is an alkylphosphocholine  that is used to treat
skin metastasis of breast cancer, and crispantase,
which breaks down asparagine to aspartic acid
and ammonia. It is active against tumor cells that
lack the enzyme asparaginase, such as acute lym-
phoblastic leukemia cells. Side effects include irri-
tation of the skin in the case of miltefosine and
anaphylactic reactions in the case of crispantase.
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Cancer treatment is a multimodality treatment, i.e.
surgery is combined with radiotherapy and antin-
eoplastic chemotherapy. The latter treatment
mode is used mainly for cancers that have dissem-
inated. Different forms of cancer differ in their
sensitivity to chemotherapy with antineoplastic
agents. The most responsive include lymphomas,
leukemias, choriocarcinoma and testicular carci-
noma, while solid tumors such as colorectal, pan-
creatic and squamous cell bronchial carcinomas
generally show a poor response. The clinical use of
antineoplastic agents is characterized by the fol-
lowing principles.
1. The therapeutic ratio of antineoplastic agents,

which is defined by the dose necessary to cause
a significant anti-cancer effect divided by the
dose effecting significant side effects, is general-
ly low (near to one).

2. The intention to treat a cancer patient can vary
between curative and palliative, pending on the
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prognosis. Antineoplastic therapy with curative
intention is based on high dosages and takes
into account severe side effects that have to be
tolerated by patients in order to receive the op-
timal treatment. Palliative therapy with cyto-
toxic agents aims at maximum life quality for a
patient who cannot be cured. This includes pal-
liation of symptoms like pain, fractures, and
compression of vital tissues that are caused by
cancer growth, but tries to accomplish this aim
with dosages of cytostatics that bring about as
few side effects as possible.

3. Generally, combination therapy with antineo-
plastic agents is superior to monotherapy. The
reason is that several different mechanisms of
action can be combined, thus lowering the risk
of rapid induction of resistance, and the dosag-
es of the single agents can be reduced. This, in
turn, decreases the incidence in side effects
caused by the single agents and, in addition, the
side effects will not sum up if the respective tox-
icity profiles differ from each other.

4. To be successful antineoplastic therapy often
has to be applied for considerable periods of
time. The initial therapy period is being termed
‘induction therapy’ which is then followed by a
‘maintenance therapy’ and possibly a ‘re-induc-
tion therapy’.

5. The therapeutic success is measured by its effect
on tumor size and can be described as tumor re-
mission (complete or partial), stable disease, or
progression of the tumor. Also, the impact of a
therapy is related to time and can be measured
as disease-free interval, time to progress, or
overall survival time.

6. Patients receiving cytotoxic chemotherapy very
often need concomitant administrating of anti-
emetic therapy. Such protocols start well in ad-
vance of administering the cytotoxic agent, and
last for a reasonable time with regard to phar-
macokinetics of the antineoplastic agent. In ad-
dition, side effects of antineoplastic therapy are
made better tolerable by supportive care.

7. Few side effects can be alleviated by the use of
antidotes. An example is the prevention of hem-
orrhagic cystitis caused by cyclophosphamide
by the concomitant infusion of mesna.

#	�	�	��	�

1. DeVita VT, Hellman S, Rosenberg SA (2001) Cancer,
Principles & Practice of Oncology, Lippincott Wil-
liams & Wilkins, Philadelphia

2. Forth, Henschler, Rummel (2001) Allgemeine und
spezielle Pharmakologie und Toxikologie, Urban &
Fischer, München

���
�'�	�
��������

CHRISTINE HUPPERTZ
Cardiovascular and Metabolic Diseases, Novartis 
Pharma AG, Basel, Switzerland
christine.huppertz@pharma.novartis.com

��������

None (appetite suppressants are only a subgroup
of anti obesity drugs)
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Obesity is defined as excess adiposity (fat mass)
for a given body size. The definition is based on an
approximation of body fat - the body mass index
(BMI), measured as body weight in kilograms
divided by the squared height in metres (kg/m2).
A BMI of 30 or more is a commonly-used crite-
rion for defining obesity in both sexes, individu-
als with a BMI between 25 and 30 are considered
overweight. Obesity develops when energy intake
exceeds expenditure over a prolonged period of
time. The prevalence of obesity in industrialised
countries is approximately 20–25% of the adult
population. It is frequently associated with other
diseases such as arterial hypertension (high blood
pressure) and type 2 diabetes (� Diabesity), which
makes it a major health issue. For a drug to have a
significant impact on body weight it must ulti-
mately either reduce energy intake, increase
energy expenditure, or both. Anti-obesity drugs
should be taken in conjunction with a low calorie
diet and exercise and may be part of a sequential
or combined treatment to circumvent or reduce
compensatory mechanisms. Anti obesity drugs
should induce weight loss as reduced fat mass, and
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should help to maintain the reduced weight,
thereby reducing the risk of obesity-associated co-
morbidities.

� Appetite Control
� Diabetes Mellitus
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When energy intake chronically exceeds expendi-
ture, even a slight daily energy gain results in
obesity. Excess energy is stored in the high caloric
form of triglycerides. Environmental factors, such
as the general availability of high calorie food or
the limited need for physical exercise, and genetic
factors that evolved to increase energy efficiency
(� Thrifty Gene Hypothesis) contribute to the
development of obesity.

Energy balance is regulated through a complex
feedback loop between peripheral fat depots and
the brain in which the hormone � leptin plays an
essential role (Fig. 1) (1,2). Leptin is produced by
white adipose tissue (WAT) in proportion to adi-
pocyte size and number and is secreted into the
blood. It crosses the blood brain barrier via a satu-
rable transport system and reaches its receptors in
the � hypothalamus, the brain region that is criti-
cal for regulation of energy homeostasis. Stimula-
tion of leptin receptors initiates a signaling cas-
cade that ultimately affects energy homeostasis by
affecting feeding behaviour, neuroendocrine and
reproductive functions. Feeding behaviour, i.e.
meal size and frequency, is in addition regulated
by a short-term feedback loop in which afferent
signals originating in the oral cavity and the gas-
trointestinal (GI) tract during and after a meal are
transmitted to a region in the hindbrain. This
brain region communicates with higher brain
areas such as the hypothalamus and the cerebral
cortex where the various signals are integrated.
Body weight is thus regulated in a complex man-
ner involving feeding behaviour, control mecha-
nisms of digestion, absorption, energy metabo-
lism, expenditure and storage.
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There is a complex network of various neuropep-
tides, monoamines and their respective receptors
in the hypothalamus to control food intake and
metabolism.

The hypothalamic neuropeptides affecting
food intake include α-melanocyte stimulating
hormone (α-MSH), a melanocortin produced by
cleavage of pro-opiomelanocortin (POMC), which
exerts anorectic (food intake-reducing) effects via
stimulation of the melanocortin 4 receptor
(MC4R), a G protein-coupled receptor that is
expressed in various brain regions including the
hypothalamus. Agouti-related protein (AGRP)
antagonises the effects of α-MSH at MC4R, thus
having orexigenic effects. The importance of
melanocortinergic pathways in the regulation of
body weight has been demonstrated by genetic
studies in obese mice and obese humans. Neu-
ropeptide Y (NPY) is assumed to mediate its
strong orexigenic effects through the G protein-
coupled receptors Y1R, Y5R and possibly addi-
tional subtypes. The neuropeptides mentioned
above are expressed in so-called first-order neu-
rons, as they are regulated directly by leptin. Ele-
vated leptin levels reflecting increased energy
stores stimulate the expression of the anorexigens
POMC/ α-MSH and cocaine- and amphetamine-
regulated transcript (CART), which are co-
expressed in one population of hypothalamic neu-
rons, and decrease the expression of the orexigens
NPY and AGRP, which are co-expressed in a dis-
tinct neuron population. These peptides are
thereby regulated by leptin in a concerted manner
to maintain a steady body weight. It is generally
agreed that neuropeptides further downstream
from leptin include galanin, melanin concentrat-
ing hormone (MCH) and the orexins (also termed
hypocretins), which all exert orexigenic effects.
New genes and new findings with known peptides
or hormones such as ghrelin and insulin are con-
stantly being added to the list of anorectic or orex-
igenic pathways. Their importance is as yet
unclear, but they could change the current view of
the complex pathways involved in energy homeos-
tasis.

The neural circuits regulating feeding may also
be influenced directly by a sensor of metabolic
fuels in the brain. This hypothesis was recently
raised again, based on the findings suggesting that
inhibitors of fatty acid synthase inhibited food
intake through actions in the brain, presumably
via increased levels of the substrate of fatty acid
synthase, malonyl CoA.
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In response to a meal, peripheral signals are
generated in the GI tract to serve as satiety factor.
The onset of satiety is a response to neural and
humoral factors, such as gut distension and release
of the gut peptide cholecystokinin (CCK). In addi-
tion, some peptides can modulate nutrient
absorption and passage through the GI tract,
including regulation of the autonomic nervous
system. Glucagon-like peptide 1 (GLP-1), which is
processed from proglucagon in the pancreas,
intestinal cells and in the CNS, presumably regu-
lates feeding by both delaying gastric emptying
and suppressing food intake. A recent paper

describes anorectic effects of a related peptide,
GLP-2.
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Inhibition of the absorption of fat represents the
most efficient approach for reduction of caloric
intake. In the intestine, triglycerides are split into
free fatty acids (FFAs) and monoglycerides by
lipases, the targets for orlistat (see below). After
hydrolysis, FFAs cross the membranes of the epi-
thelial cells lining the intestinal wall. Once inside
the epithelial cell, FFAs are donated to acyl-CoA
synthetase in the endoplasmic reticulum by fatty

Fig. 1 Regulation of feeding behaviour and fat stores by central and peripheral pathways. Leptin is secreted by 
adipocytes and circulates to the brain, where it binds to its receptors in the hypothalamus. Here a cascade is ini-
tiated that ultimately regulates food intake, various endocrine systems, and (at least in rodents) energy expend-
iture. Elevated leptin levels reflecting increased energy stores downregulate the expression of the orexigenic 
peptides neuropeptide Y (NPY) and agouti-related protein (AGRP), which are co-localized in a  population of 
neurons, and stimulate the expression of the anorexigenic peptides pro-opiomelanocortin (POMC) and 
cocaine- and amphetamine-regulated transcript (CART), which are co-localized in a different neuron popula-
tion. These neurons project further to other brain centres which ultimately communicate with the cerebral cor-
tex, where feeding behaviour is finally coordinated. The level of food intake will in turn affect fat depots, thus 
completing the feedback loop between the CNS and the periphery. Feeding behaviour, defined by frequency 
and size of meals, is in addition regulated in a short-term loop. During and after a meal, various signals are gen-
erated in the periphery including taste signals from the oral cavity, gastric distension and humoral signals (e.g. 
cholecystokinin) from secretory cells of the gastrointestinal (GI) tract. These afferent signals are transmitted 
mainly by the vagus nerve to the hindbrain. This brain region communicates with higher brain areas such as 
the hypothalamus and the cerebral cortex. MCH, melanin concentrating hormone, ORX orexins.
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acid-binding proteins (FABPs). Acyl-CoA is then
transferred to 2-monoacylglycerol to resynthesize
triglycerides. Acyl CoA:diacylglycerol acyltrans-
ferase (DGAT) is a key enzyme responsible for the
final step in the glycerol phosphate pathway of
triglyceride synthesis. The absorption of dietary
fat involves several steps catalysed by proteins that
might represent promising drug targets.
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Energy expenditure includes three main compo-
nents: a) basal metabolism, i.e. the constant intra-
cellular processes necessary to sustain life, b)
physical activity and c) adaptive thermogenesis,
i.e. energy dissipated in the form of heat in
response to environmental changes, such as expo-
sure to cold and alterations in diet (3). The stimu-
lation of thermogenesis has raised much interest
as a possible mechanism to treat obesity, espe-
cially once the mitochondrial uncoupling proteins
(UCPs) were identified (4). UCP1 is selectively
expressed in brown adipose tissue (BAT), which is
the major site of thermogenesis in rodents. Activa-
tion of the sympathetic nervous system in
response to cold stress or high fat diet activates β3-
adrenoreceptors of the BAT, resulting in increased
cAMP levels and stimulation of protein kinase A
(PKA). PKA phosphorylates and activates hor-
mone-sensitive lipase, thereby promoting the
release of free fatty acids. These serve both as fuel
for mitochondrial respiration and as activators of
UCP1. UCP1 dissipates the transmembrane proton
gradient coupled to the oxidation of metabolites,
releasing energy as heat. In addition, there is a
chronic response, i.e. UCP1 is transcriptionally
upregulated, and mitochondrial biogenesis is
stimulated through mechanisms involving a tran-
scriptional coactivator of the nuclear peroxisome
proliferator-activated receptor-γ (PPARγ), with the
acronym PGC-1 (PPARγ coactivator-1). In adult
humans, BAT is present in only very small
amounts, the major thermogenic tissue being skel-
etal muscle. Since UCP3 is expressed almost exclu-
sively in skeletal muscle in higher mammals, the
selective stimulation of UCP3 may be a challeng-
ing target for obesity treatment.
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Processes involved in the storage of fat, including
adipocyte differentiation, angiogenesis or apopto-

sis, could also be targeted as a way to reduce fat
mass. Adipocyte differentiation includes various
steps, i.e. initial commitment of mesenchymal
stem cells to preadipocytes, the proliferation of
preadipocytes, a step in which HMGI-C (high-
mobility group (HMG) I-type protein) appears to
play a critical role, and the final differentiation
program. The transcription factor and nuclear
hormone receptor PPARγ can control adipocyte
differentiation and cross-regulation between and
PPARγ and C/EBPα- (CAAT/enhancing binding
proteins) is required to maintain the differenti-
ated state of the adipocyte. Once the mature adi-
pocyte has been formed, the amount of stored
lipid can be modulated through lipogenesis or
lipolysis, where perilipin seems to come into play.
However, all these potential approaches to reduce
the ability to synthesize or store fat will be safe
only if associated with an increase in fat oxidation
and/or with a reduction of fat absorption. Other-
wise, the inability to deliver excess calories to adi-
pose tissue could have serious secondary conse-
quences as lipids accumulate in the blood or vari-
ous organs.

A safer anti-obesity approach could be the
stimulation of BAT (rich in mitochondria and
UCP-1, highly developed in rodents for thermo-
genesis) formation in man, involving either de
novo recruitment from preadipocytes or intercon-
version of white adipose tissue, which is the major
site for triglyceride storage.
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Obesity treatment aims at a sustained loss of 5–
10% of body weight, which has been shown to
reduce the risk of obesity-associated co-morbidi-
ties such as hypertension and diabetes. Since body
fat is likely to be regulated homeostatically, a
change in either intake or expenditure alone will
face resistance as compensatory adjustments are
made. It is possible that combined drug therapy
will solve this problem.

At present, only sibutramine, an appetite sup-
pressant, and orlistat, an inhibitor of fat absorp-
tion, are approved anti-obesity drugs for long-
term (12 months) treatment. All other drugs for
obesity treatment are approved for short-term use
only and are either catecholaminergic or seroton-



Anti-parkinson Drugs 101

�
ergic CNS-active (activating the sympathetic nerv-
ous system) anorectic agents (e.g. phentermine).

�
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Sibutramine, a CNS active appetite suppressant,
exerts its effects by acting as a norephinephrine,
serotonin and dopamine reuptake inhibitor. It is
taken in combination with a reduced-calorie diet.
Sibutramine is contra-indicated in patients with
poorly controlled hypertension and patients with
a history of cardiovascular heart disease.
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Orlistat is taken with meals since the mechanism
of action is to reduce the absorption of fatty acids
by inhibition of triglyceride hydrolysis through its
action as a gastric and pancreatic lipase inhibitor.
Orlistat represents an overall safe treatment for
obesity, given that the drug is minimally absorbed.
Side effects of orlistat include malabsorption of
fat-soluble vitamins and steatorrhea (fatty stools).
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Leptin has proved to be an efficient treatment for
the rare form of obesity associated with leptin
deficiency. By contrast, the results of the first clini-
cal trial with human leptin in obese patients
(without leptin deficiency) were less promising.
This may be explained by the hypothesis that the
leptin system evolved as a mechanism to protect
against starvation and that the hormone plays its
physiological role only at low plasma concentra-
tions. Therefore only little can be gained from
increasing leptin levels above normal. Further-
more, the fact that obese patients still overeat
despite high plasma leptin concentrations suggests
that they are resistant to leptin.
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Antiparasitic drugs are used for the treatment of
parasitic infections caused by pathogenic protozoa
or helminths (worms).
Antihelmintic Drugs

� Antiprotozoal Drugs 
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Antiparkinsonian drugs
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Parkinsonism is a clinical syndrome comprising
� bradykinesia, muscular � rigidity, � resting
tremor and impairment of postural balance. The
pathological hallmark of Parkinson’s disease is a
loss of more than 60–70% of pigmented dopamin-
ergic neurons of the substantia nigra pars com-
pacta with the appearance of intracellular inclu-
sions known as � Lewy bodies. Without treatment,
idiopathic Parkinson’s disease progresses over 5 to
10 years to a rigid, akinetic state leading to compli-
cations of immobility, e.g. pneumonia and pulmo-
nary embolism. The distinction between Parkin-
son’s disease and other causes of parkinsonism is
important because parkinsonism arising from
other causes is usually more refractory to treat-
ment with antiparkinsonian drugs.

� Dopamine System
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The primary deficit in Parkinson’s disease is a loss
of dopaminergic neurons in the substantia nigra
pars compacta and a corresponding loss of
dopaminergic innervation of the caudate nucleus
and the putamen (forming the striatum). This sug-
gests that replacement of dopamine could restore
function. Physiologically, dopamine is synthe-
sized from tyrosine in terminals of nigrostriatal
neurons by the sequential action of the enzymes
tyrosine hydroxylase, yielding the intermediary L-
dihydroxyphenylalanin (L-DOPA), and aromatic
L-amino acid decarboxylase (the corresponding
prodrug L-DOPA is the most effective agent in the
treatment of Parkinson’s disease, see below.). The
subsequent uptake and storage of synthesized
dopamine in vesicles is blocked by reserpine, an
earlier antipsychotic drug and admixture to anti-
hypertensive medicines, which is known to induce
parkinsonism. Release of dopamine is triggered by
depolarization leading to entry of Ca2+ and
� exocytosis. The (pre- and) postsynaptic actions
of dopamine are mediated by two types of
dopamine receptors, both of which are seven-
transmembrane-region receptors. The D1-recep-
tor-family (consisting of D1 and D5 receptors)
stimulates the synthesis of intracellular cAMP and
phosphatidyl inositol hydrolysis, the D2-receptor-
family (D2, D3 and D4 receptors) inhibits cAMP
synthesis and modulates K+ and Ca2+ channels. D1
and D2 proteins are abundant in the striatum; stri-
atal  D3 express ion is  rather  low.  Most
� antipsychotics block D2 receptors and may lead
to the adverse event of parkinsonism.

The following model of basal ganglia function
accounts for the Parkinson syndrome as a result of
diminished dopaminergic neurotransmission in
the striatum (Fig.). The basal ganglia modulate the
flow of information from the neocortex to the
motoneurons in the spinal cord. The striatum
receives excitatory glutamatergic input from the
neocortex (red solid arrows). The majority of stri-
atal neurons are projection neurons to other basal
ganglia nuclei (blue GABAergic neurons) and a
small subgroup are interneurons that intercon-
nect neurons within the striatum (yellow choliner-
gic neurons). Nigrostriatal dopaminergic neurons
(green) innervate GABAergic neurons (blue, 2, 3)

and cholinergic interneurons (yellow, 1). The out-
flow of the striatum proceeds as the direct and the
indirect pathway. The direct pathway projects
directly to the output stages of the basal ganglia,
the substantia nigra pars reticulata and the globus
pallidus medialis, which contain GABAergic neu-
rons (blue). These in turn relay to the thalamus,
which provides excitatory input to the neocortex
(red broken arrows). Since two inhibitory
GABAergic neurons are arranged successively, the
stimulation of the direct pathway at the level of the
striatum (by glutamatergic corticostriatal afferents
or via 2) results in an increased excitatory outflow
from the thalamus to the neocortex. The opposite
effect, i.e. a decreased excitatory outflow from the
thalamus, is the result when the stimulation of the
first chain link of the direct pathway, GABAergic
neurons in the striatum, is abolished.

This is the case when the excitatory D1 recep-
tors on these striatal GABAergic projection neu-
rons are no longer activated since the transmitter
dopamine is reduced (green broken arrows at 2).
The indirect pathway is composed of striatal
GABAergic neurons (blue) that project to the glo-
bus pallidus lateralis (to blue GABAergic neurons).
This inhibitory structure in turn innervates gluta-
matergic neurons of the subthalamic nucleus (red)
to diminish the excitation of subthalamic neu-
rons. The subthalamic nucleus provides excitatory
glutamatergic outflow to the output stage, i.e., to
GABAergic neurons (blue) of the substantia nigra
pars reticulata and the globus pallidus medialis.
Thus, the net effect of stimulating the indirect
pathway at the level of the striatum is to reduce the
excitatory outflow from the thalamus to the neo-
cortex. Striatal neurons forming the indirect path-
way express inhibitory D2 receptors (3 in the Fig.),
counteracting the excitation through glutamater-
gic corticostriatal afferents. Thus, dopamine
released in the striatum reduces the activity of the
indirect pathway through D2 receptors, but
increases the activity of the direct pathway
through D1 receptors. A reduced dopaminergic
neurotransmission in the striatum (depicted as
green broken line) ultimately reduces the tha-
lamic excitation of the motor cortex.

What is the reason for the rather selective
degeneration of nigrostriatal dopaminergic neu-
rons in Parkinson’s disease? Apart from their oxi-
dative metabolism leading to the production of
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reactive compounds as in every cell (hydrogen
peroxide, superoxide anion radical), dopaminergic
neurons seem to be additionally compromised by
an extra accumulation of hydrogen peroxide due
to the metabolic conversion of dopamine to 3,4-
dihydroxyphenylacetaldehyde (DOPAL) plus
hydrogen peroxide by the enzyme monoamine
oxidase (MAO) (4). In the presence of ferrous iron
hydrogen peroxide undergoes spontaneous con-
version (Fenton reaction), forming a hydroxyl free
radical, one of the most risky species of all reactive
compounds. Levels of iron are high in the substan-
tia nigra; whether the excess iron exists in a form
capable of participation in redox chemistry, how-
ever, is unclear. In addition, the increase in iron
occurs only in the advanced stages of Parkinson’s
disease suggesting that this increase may be a sec-
ondary, rather than a primary initiating event (2).
Despite this objection, hydroxyl free radicals are
generated from hydrogen peroxide without the
catalytic help of ferrous iron in the presence of
DOPAL: Thus, the one MAO product, DOPAL, is a
cofactor in the generation of the hydroxyl radical
from the other MAO product, hydrogen peroxide,
which is also produced enzymatically by superox-
ide dismutase from the superoxide anion radical.
Since MAO is located on the outer mitochondrial
membrane adjacent to the free radical sensitive
permeability transition pore, its products includ-
ing the hydroxyl free radical may function as cell
death messengers leading to � apoptosis. Apart
from this local mechanism, reactive oxygen spe-
cies can lead to DNA damage, peroxydation of
membrane lipids, and neuronal death. Because
parkinsonian brains are free of pathological sign
of necrosis, apoptosis is the likely or predominant
mechanism for death of nigrostriatal dopamine
neurons.

Neuromelanin, a dark coloured pigment and
product of the oxidative metabolism of dopamine,
is found in the cytoplasm of dopaminergic neu-
rons of the human substantia nigra pars compacta
(for review see 6,7). Neuromelanin deposits
increase with age, matching the age distribution of
Parkinson’s disease. Neuromelanin functions as a
redox polymer and may promote the formation of
reactive oxygen free radicals, especially in the
presence of iron that accumulates in neuromela-
nin. However, as stated above, iron accumulation
occurs mainly in later stages of the disease. In the

absence of significant quantities of iron, neu-
romelanin can act as an antioxidant in that it can
interact with and inactivate free radicals. Thus, it
is unclear at present whether neuromelanin has a
more protective or more destructive impact on
dopaminergic neurons of the substantia nigra
compacta.

A genetic defect of complex I of the mitochon-
drial respiratory chain has been demonstrated
specifically for the substantia nigra in Parkinson’s
disease. This finding matches the observation that
the neurotoxin 1-methyl-4-phenyl-1,2,3,6-tetrahy-
dropyridine (MPTP), which causes a Parkinson-
like syndrome in humans, acts via inhibition of
complex I by its neurotoxic metabolite 1-methyl-4-
phenylpy ridine (MPP+),  thus destroy ing
dopaminergic neurons in the substantia nigra.
Despite this obvious specificity, the question arises
whether dopaminergic neurons are more vulnera-
ble to this mitochondrial deficit per se compared
with other neurons and whether there is differen-
tial vulnerability to complex I inhibition within
the dopaminergic midbrain population. In addi-
tion, which are the death transducers of mitochon-
drial dysfunction? Apart from increased accumu-
lation of reactive oxygen species and their func-
tional consequences (see above) due to defective
mitochondria, dopaminergic neurons express
alternative types of � KATP channels in the plasma
membrane. The channels mediate their differen-
tial response to mitochondrial complex I inhibi-
tion; that is opening of KATP channels due to a
diminished ATP/ADP ratio. Thus, a subpopula-
tion of dopaminergic neurons might tonically
hyperpolarize and reduce their physiological
spontaneous activity as a neuroprotective
response whereas other dopaminergic neurons,
expressing other types of KATP channels, may not
survive.

���������
�������
�	��������������
%	�
�	���	����
�����	�3����	
While advances in the symptomatic drug therapy
(summarized in the next paragraph) have cer-
tainly improved the lives of many Parkinson
patients, the goal of current research is to develop
treatments that can prevent, retard or reverse the
death of dopaminergic neurons in the substantia
nigra pars compacta (and of other neurons
involved in the pathogenesis of Parkinson’s disease
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not mentioned in this essay; see 3 for further
details).

In view of the pathophysiological aspects of
dopaminergic cell death as discussed above, the
following future therapies seem conceivable:

Pharmacological reduction of oxidative stress
or prevention of iron load seems feasible, despite
disappointing results of clinical trials with the free
radical scavenger tocopherol and the MAO inhibi-
tor selegiline (see below).

Antiapoptotic strategies, e.g. caspase inhibi-
tors, may develop into more causal drug therapies
of the future. Also neural growth factors are an
important area for drug development.

The above mentioned role of KATP channels of
nigral dopaminergic neurons supports the idea of
KATP channel activation as a novel neuroprotective
strategy in the early stages of Parkinson’s disease.
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The therapeutic and adverse effects of L-DOPA
result from its intracerebral decarboxylation to
dopamine. Oral L-DOPA is rapidly absorbed by
the intestinal active transport system for aromatic
amino acids, where dietary amino acids may act as
competitors. The same is true at the correspond-
ing aromatic amino acid carrier of the blood-
brain-barrier. L-DOPA is usually coadministered
with a peripherally acting inhibitor of aromatic L-
amino acid decarboxylase (benserazide, carbi-
dopa) that prevents (dopamine-induced) nausea
and vomiting, cardiac arhythmias and orthostatic
hypotension, and increases the fraction of L-
DOPA that remains unmetabolized and available
to cross the blood-brain-barrier. Entacapone is a
selective inhibitor of catechol-O-methyltransferase

Fig. 1 Extrapyramidal wiring diagram 
of the basal ganglia in Parkinson’s dis-
ease. Arrow heads: activation; arrow 
beams: inhibition; solid lines: normal 
neurotransmission; double lines: 
increased neurotransmission; broken 
lines, diminished neurotransmission; 
red: glutamate excitatory; blue: GABA 
inhibitory; green: dopamine excita-
tory (D1 receptors, 2) and inhibitory 
(D2 receptors, 1, 3); yellow: acetylcho-
line. (from Feuerstein TJ. Antiparkin-
sonmittel, Pharmakotherapie des 
Morbus Parkinson. In: 7).
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whose activity is primarily in the peripheral nerv-
ous system. Entacapone further increases the frac-
tion of L-DOPA crossing the blood-brain-barrier
and thus prolongs its action and reduces fluctua-
tions in response. In early Parkinson’s disease,
when some buffering capacity of remaining stri-
atal dopaminergic nerve terminals is still present,
the degree of motor improvement due to L-DOPA
is highest (7). With time, however, the patient’s
motor state may fluctuate dramatically with each
drug dose. Increasing the frequency of adminis-
tration can improve this situation, while increas-
ing the L-DOPA dose may induce dyskinesias, i.e.
excessive and abnormal involuntary movements
(1). In view of the above mentioned dopamine
autotoxicity, might L-DOPA accelerate the disease
progression? Although no convincing evidence for
such an effect has yet been obtained, a pragmatic
therapeutic approach may be appropriate, i.e. to
use L-DOPA only when required by a functional
impairment of the patient not otherwise treatable.

Alternatives to L-DOPA are direct agonists of
striatal dopamine receptors (e.g. pergolide, caber-
goline) that are not metabolized in a manner that
leads to increased free radical formation. Their
use may reduce endogenous release of dopamine
and the need for exogenous L-DOPA, possibly
with the consequence of a delay in the progression
of the disease. At present, however, there are no
clinical data to support a neuroprotective effect of
dopamine receptor agonists. In contrast to the
prodrug L-DOPA, these agonists do not depend on
the functional capacities of nigrostriatal nerve ter-
minals, which may be advantageous in late stage
Parkinson’s disease where L-DOPA-induced fluc-
tuations are frequent. In addition, clinically used
dopamine agonists have durations of action sub-
stantially longer than L-DOPA. However, despite
these pharmacokinetic advantages, the clinical
efficacy of the currently available agonists that
preferentially activate dopamine D2 receptors is
less than that of L-DOPA. Due to their peripheral
activity, dopamine receptor agonists may cause
orthostatic hypotension and nausea. Typical cen-
tral adverse events in elderly patients are halluci-
nosis or confusion, similar to that observed with
L-DOPA.

The mode of action of selegiline, which slightly
improves parkinsonian symptoms, is unclear. At
clinically used doses it inhibits the MAO-B isoen-

zyme whereas MAO-A prevails in dopaminergic
terminals. Selegiline is metabolized to (-)-des-
methyldeprenyl, which seems to be the active
principle in its antiapoptotic effects in animal
models, and further to (-)-amphetamine and (-)-
methamphetamine, which antagonize its rescuing
effects. The (-)-amphetamines release biogenic
amines including dopamine from their storage
sites in nerve terminals, although with less
potency than their (+)-enantiomers. This may
partly explain the symptomatic relief seen with
selegiline. Developmental drugs, structurally
related to selegiline which exhibit virtually no
MAO-B or MAO-A inhibiting properties and
which are not further metabolized to ampheta-
mines, show neurorescuing properties that are
qualitatively similar, but about 100-fold more
potent compared to those of selegiline. Glyceralde-
hyde-3-phosphate dehydrogenase, a glycolytic
enzyme with multiple other functions including
an involvement in apoptosis, seems to be the
molecular target for these neuroprotective sele-
giline-related drugs of the future.

Antagonists of muscarinic acetylcholine recep-
tors were widely used since 1860 for the treatment
of Parkinson’s disease before the discovery of L-
DOPA. They block receptors that mediate the
response to striatal cholinergic interneurons. The
antiparkinsonian effects of drugs like benzatro-
pine, trihexyphenidyl and biperiden are moderate;
the resting tremor may sometimes respond in a
favorable manner. The adverse effects, e.g. consti-
pation, urinary retention and mental confusion,
may be troublesome, especially in the elderly.

Low affinity use-dependent NMDA receptor
antagonists meet the criteria for safe administra-
tion into patients. Drugs like amantadine and
memantine have modest effects on Parkinson’s
disease and are used as initial therapy or as
adjunct to L-DOPA. Their adverse effects include
dizziness, lethargy and sleep disturbance.
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Platelet inhibitors, platelet aggregation inhibitors
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Platelets play a central role in � primary hemosta-
sis. They are also important in pathological proc-
esses leading to � thrombosis. Antiplatelet drugs
are primarily directed against platelets and inhibit

platelet activation by a number of different mecha-
nisms. They are used for the prevention and treat-
ment of thrombotic processes, especially in the
arterial vascular system.

� Anticoagulants
� Anti-integrins, therapeutic and diagnostic

implications
� Coagulation/Thrombosis
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Antiplatelet therapy is an important means in the
prevention and treatment of thromboembolic
artery occlusions in cardiovascular diseases. Plate-
lets are discoid cell fragments, derived from meg-
akaryocytes in the bone marrow, that circulate
freely in the blood. Under normal conditions they
neither adhere to each other nor to other cellular
surfaces. However, when blood vessels are dam-
aged at their luminal side, platelets adhere to the
exposed subendothelium. This adhesion is medi-
ated by � collagen and � von Willebrand factor
(vWf) both of which are exposed at or have been
deposited at the subendothelial surface. Adherent
platelets release various factors (see below) that
activate other nearby platelets resulting in the
recruitment of more platelets at the site of vascular
injury. 

Initially, activated platelets change their shape,
an event immediately followed by the secretion of
platelet granule contents (including ADP,
� fibrinogen and serotonin) as well as by platelet
aggregation. Aggregation of platelets is mediated

Fig. 1 Platelet adhesion, activation, aggregation and thrombus formation on subendothelial surface at an 
injured blood vessel. VWf, von Willebrand factor deposited at subendothelial surface.
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by  fibrinogen or vWf. They connect platelets by
bridging complexes of glycoprotein IIb/IIIa
(� integrin  αIIbβ3) on adjacent platelets, forming
a platelet aggregate. Each platelet contains about
50,000 to 80,000 glycoprotein IIb/IIIa (GP-IIb/
IIIa) molecules on its surface. In order to bind
fibrinogen and � vWf, GP-IIb/IIIa has to be con-
verted from a low affinity/avidity state to a high
affinity/avidity state by a process described as
inside-out signalling that is initiated during plate-
let activation (Fig. 1). The rapid formation of a
‘platelet plug’ at sites of vascular injury is the main
mechanism of primary hemostasis. This is fol-
lowed by a strengthening of the primary throm-
bus due to the formation of fibrin fibrils by the
coagulation cascade. Platelets also play an impor-
tant role in pathological conditions since they can
become activated on ruptured atherosclerotic
plaques or in regions of disturbed blood flow. This
in turn leads to thromboembolic complications
that underlie common diseases such as myocardial
infarction or thrombotic stroke.

Among the main stimuli able to induce full
platelet activation, including shape change, secre-
tion and aggregation, are collagen, thrombin, ADP
and thromboxane A2 (TXA2).  Collagen acts pri-
marily through integrin  α2β1 and glycoprotein VI,
whereas thrombin, ADP and thromboxane A2
(TXA2) function through heptahelical, � G-pro-
tein-coupled receptors (Fig. 2).

TXA2 is produced by activated platelets by the
sequential conversion of arachidonic acid by phos-
pholipase A2, � cyclooxygenase-1 (COX-1) and
thromboxane synthase. Similar to ADP, TXA2 acts
as a positive feedback mediator. In vascular
endothelial cells, COX-1 is involved in the genera-
tion of prostacyclin, which inhibits platelet activa-
tion and leads to vasodilation. Low doses of acetyl-
salicylic acid (aspirin) have an antiplatelet effect
by inhibiting the TXA2 production by irreversibly
acetylating COX-1 at serine-530 close to the active
site of the enzyme. This results in impaired plate-
let function for the rest of its lifespan (7–10 days).
Anucleated platelets, in contrast to nucleated cells,

Fig. 2 Mechanisms of platelet activation, together with sites of drug action. Most platelet activators function 
directly or indirectly through G-protein coupled receptors and induce several intracellular signalling pathways 
that eventually lead to secretion of granule contents, change of shape, and inside-out activation of GP-IIb/IIIa 
(integrin αIIbβ3). Activation of GP-IIb/IIIa allows fibrinogen (Fb) or vWf to cross bridge adjacent platelets. The 
main pathway that leads to platelet activation involves the Gq/phospholipase C-β (PLC-β)-mediated formation 
of inositol 1,4,5 trisphosphate (IP3) and diacyl glycerol (DAG). This in turn results in the release of Ca2+ from 
intracellular stores and the activation of protein kinase C (PKC) isoforms. Aspirin blocks the conversion of ara-
chidonic acid (AA) to prostaglandin G2 and H2 (PGG/H2) by irreversibly inhibiting cyclo-oxygenase-1. Active 
metabolites of thienopyridines block ADP(P2Y12)-receptors on platelets and GPIIb/IIIa-blockers interfere with 
fibrinogen- and vWf-mediated platelet aggregation. TXA2 stands for thromboxane A2.
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are unable to de novo synthesize COX-1. The aspi-
rin doses required for this antiplatelet effect are
therefore considerably lower than those necessary
to achieve inhibition of prostacyclin formation in
endothelial cells or analgetic and antipyretic
effects. Following oral administration of aspirin,
platelets are exposed to a relatively high concen-
tration of aspirin in the portal blood. This may
further contribute to the relatively high sensitivity
of platelets toward the action of aspirin. Most
other tissues are partly protected by presystemic
metabolisation of aspirin to salicylate through
esterases in the liver. Since platelets are the major
source of TXA2 production and action, inhibitors
of thromboxane synthase and TXA2 receptor (TP)
antagonists are being developed. TXA2 synthesis
inhibitors may have some disadvantages as they
lead to the accumulation of cyclic endoperoxides
(e.g. PGH2) that are themselves agonists at the
TXA2 receptor.

The proteolytic enzyme thrombin is known to
play a crucial role in the overall thrombotic event
leading to both, arterial and venous thrombosis by
transforming fibrinogen into fibrin and by serv-
ing as a direct platelet activator. Thrombin exerts
its effects on platelets via G-protein-coupled pro-
tease-activated receptors (PAR-1 and PAR-4 in
human platelets). Thrombin-dependent receptor
activation is achieved by cleaving an N-terminal
extracellular peptide. Exposure of the newly gen-
erated N-terminal region functions as a tethered
ligand for the receptor. Substances that directly
bind to thrombin have been developed. The
65 amino acid long protein hirudin, originally iso-
lated from the medical leech, Hirudo medicinalis,
as well as related analogues have been recom-
binantly produced. They bind with the stoichiom-
etry of 1:1 to thrombin and prevent its proteolytic
action on fibrinogen as well as its binding to and
the activation of PAR.

ADP is released from activated platelets by the
secretion of dense granules and acts through at
least three receptors. These are the ionotropic
purinoceptor 2X1 (P2X1) and two G-protein cou-
pled receptors, the Gq-coupled purinoceptor 2Y1
(P2Y1) and the Gi-coupled P2Y12 receptor. The lat-
ter has also been termed P2TAC or P2cyc and is tar-
geted by a group of antiplatelet agents - the
thienopyridines - such as ticlopidine and clopi-
dogrel. To become activated, ticlopidine and clopi-

dogrel require biotransformation by the hepatic
CYP-1A enzyme into an active metabolite. The
active metabolite irreversibly modifies the P2Y12
receptor. 

Most antiplatelet drugs only partially inhibit
platelet activation. In contrast, blockers of GP-IIb/
IIIa interfere at the end of the pathway common to
platelet aggregation. They prevent fibrinogen and
vWf from binding to activated GP-IIb/IIIa and can
therefore completely inhibit platelet aggregation.
The first GP-IIb/IIIa antagonist developed was a
hybrid human/murine monoclonal antibody. Its
Fab fragment, termed abciximab, is clinically used
and functions in a noncompetitive manner. An
alternative approach to block GP-IIb/IIIa involves
the use of peptides that mimic short protein
sequences of fibrinogen or vWf. Several peptides
(e.g. the cyclic heptapeptide eptifibatide) or non-
peptidic, low molecular weight compounds (e.g.
tirofiban, lamifiban) have been developed and
function as competitive antagonists. Prodrugs of
peptidomimetic compounds (e.g. xemilofiban,
orbofiban, lefradafiban or sibrafiban) that are
transformed into active metabolites in the body
can be administered orally. 
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Due to the pivotal role of platelets in thrombus
formation, especially in the arterial system, inhibi-
tion of platelet function has become a central
pharmacological approach. This is done to prevent
and treat thromboembolic diseases such as coro-
nary heart disease, peripheral and cerebrovascu-
lar disease and is also used during as well as after
invasive coronary interventions.

Aspirin leads to maximal antithrombotic
effects at doses much lower than required for
other actions of the drug. Clinical trials have dem-
onstrated that aspirin is maximally effective as an
antithrombotic drug at daily doses of 75–320 mg.
Higher doses have no advantage but increase the
frequency of side effects, especially bleeding and
upper gastrointestinal symptoms. Despite the
development of various other compounds, aspirin
has remained the gold standard for antiplatelet
drugs due to its relative safety and extremely low
cost. Several studies have demonstrated a benefi-
cial role for aspirin as an adjunctive therapy in
unstable angina and acute myocardial infarction.
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Mortality and disease progression were signifi-
cantly reduced by low dose aspirin treatment.
Patients with a history of arterial thromboembo-
lism including myocardial infarction, stroke, tran-
sient ischemic attack or unstable angina were
shown to benefit from low dose aspirin treatment
in several trials. The overall rate of mortality, as
well as the occurrence of further vascular events
appeared to be reduced in these patients. The
results of these studies led to the recommendation
to use aspirin for secondary prevention of arterial
thromboembolism. However, aspirin is not gener-
ally recommended for primary prevention of arte-
rial thromboembolism. A possible beneficial
effect, such as a decreased risk of non fatal myo-
cardial infarction, may outweigh the risk of hem-
orrhagic complications only in a population
already at high risk of cardiovascular diseases but
not in a population of average health. Aspirin may
also be beneficial as a prophylactic agent to reduce
the risk of deep venous thrombosis and pulmo-
nary embolism. However, the effectiveness com-
pared to existing therapies remains to be deter-
mined; � anticoagulants are still the mainstay of
treatment in these conditions.

Thienopyridines are principally suited to treat
conditions that respond to aspirin. Ticlopidin, but
not clopidogrel, can lead to fatal neutropenia. Gas-
trointestinal problems and skin rashes can occur
with both drugs but are more frequently seen
when ticlopidine is used. In various trials, clopi-
dogrel has been shown to be safe and similarly
effective as aspirin. In patients at high risk from
cerebrovascular events, thienopyridines seem to
be somewhat more effective than aspirin in pre-
venting serious vascular complications. Thienopy-
ridines may be used instead of aspirin when the
latter is not tolerated. However, aspirin still
remains the first choice in most cases due to its
low cost, relative safety and well documented effi-
cacy. Studies are under way to test whether aspi-
rin, given together with clopidogrel has advan-
tages under certain clinical conditions.

Currently GP-IIb/IIIa antagonists are mainly
used in controlled trials. So far, their use is
restricted to interventional cardiology such as per-
cutaneous transluminal revascularization with
balloon angioplasty or intracoronary stenting, to
acute coronary syndromes like unstable angina
and to acute myocardial infarction. The main

complications are bleeding and thrombocytope-
nia. The bleeding risk appears to increase further
with concomittant therapy with heparin at stand-
ard doses. Currently, a number of available GP-IIb/
IIIa antagonists that are to be administered orally,
are under investigation to treat acute coronary
syndromes. Although to date treatment with GP-
IIb/IIIa antagonists is still in the phase of clinical
trials, the trials appear to have a promising out-
come. However, the use of GP-IIb/IIIa antagonists
for standard clinical applications still awaits fur-
ther verification. It is also not clear whether GP-
IIb/IIIa antagonists will prove useful for vascular
pathologies other than coronary artery disease
such as cerebrovascular and peripheral artery dis-
ease.
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Antiprogestins are progesterone antgonists such
as mifepristone (RU 38486), ORG 31710, ZK 137 316,
ZK 230 211, ZK98299 (Onapristone). 
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Protocidal drugs, antiprotozoan chemotherapeu-
tics
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Protozoa are unicellular eukaryotes and a subreg-
num of the animal kingdom. Some protozoa
exhibit a parasitic life style (Parasite) and are
pathogenic to man and/or animals. Examples of
important infectious diseases of man with proto-
zoan etiology are malaria (Plasmodium spp.), tox-
oplasmosis (Toxoplasma gondii), African sleeping
sickness (Trypanosoma brucei gambiense and
rhodesiense), Chagas’ disease (Trypanosoma
cruzi), visceral and cutaneous Leishmaniasis
(Leishmania spp.), amoebic dysentery and liver
abscess (Entamoeba histolytica), lamblic diar-
rhoea (Giardia lamblia) and vaginitis (Tri-
chomonas vaginalis). Antiprotozoal drugs are sub-
stances used in the treatment of diseases caused by
protozoa.
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In the following chapter, the most important anti-
protozoal drugs including their modes of action
will be discussed (Tab. 1).
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The 4-aminoquinoline chloroquine (Fig. 1) was
once the first line drug in the global campaigns
against � malaria. Indiscriminate use and low
compliance have resulted in the generation of
chloroquine resistant malarial parasites, which
today are widespread and compromise the appli-
cation of chloroquine in many places of the world.
Chloroquine targets the intraerythrocytic stages
of malarial parasites (protozoa of the genus Plas-

modium (Fig. 2)). Its mode of action is intricately
linked with plasmodial heme metabolism (Fig. 3).
During development within erythrocytes, Plasmo-
dia feed on the host cell’s hemoglobin, which is
digested within an acidic food vacuole. Heme
released during this process is highly cytotoxic
and destabilizes membranes by facilitating ion
exchange. Malarial parasites have developed three
independent pathways to detoxify heme: 1) crystal-
lization to insoluble and inert � hemozoin; 2) per-
oxidative degradation; and 3) glutathione-depend-
ent degradation. Chloroquine, which accumulates
in the food vacuole, prevents heme detoxification
by forming a stable complex with heme. The
heme-chloroquine complexes have an enhanced
affinity for membranes than does heme alone,
thus potentiating the cytotoxic activity of heme.
The build up of toxic membrane-associated heme-
chloroquine molecules eventually destroys the
integrity of the parasite’s membranes (Fig. 3).

The arylaminoalcohol quinine was the first
antimalarial known in the Western world. It was
originally produced from the bark of the chin-
chona tree and sold as a powdery substance, which
became known as Jesuits’ powder. Several potent
antimalarials are derived from quinine, including
mefloquine, halofantrine and quinidine, the dex-
trarotatory diastereoisomer of quinine. All
arylaminoalcohols seem to affect heme detoxifica-
tion or cause other changes in the parasite’s food
vacuole, although their precise mode of action is
still pending.

Artemisinin is another antimalarial drug that
apparently interferes with heme detoxification.
The prevailing hypothesis on artemisinin’s mode
of action is that reductive cleavage of its peroxide
bridge, possibly by intracellular transition metal
ions, such as Fe2+ (present in heme), generates
radicals, which, in turn, would alkylate or hydrox-
ylate biomolecules leading to the death of the par-
asite. Artemisinin is derived from the Chinese
plant qinghaosu (Artemisia annua) and its deriva-
tives, artesunate and artemether, are used in clini-
cal practice.

Primaquine, an 8-aminoquinoline, is used in
the treatment of malaria caused by P. vivax and P.
ovale. These two malarial parasites produce dor-
mant stages (hypnozoites) in the liver, which may
cause relapses of the disease. Primaquine targets
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these hypnozoites, although its mode of action
remains obscure.

Pyrimethamine, cycloguanil and sulfadoxine
(sulfadiazine) are folate antagonists that interfere
with the folic acid biosynthesis pathway in malar-
ial parasites and other protozoa, including Toxo-
plasma gondii (Fig. 4). Folate is an essential pre-
cursor of the pyrimidine dTTP and the amino
acids serine and methionine. Both protozoa and

mammalian cells require folate for DNA and pro-
tein synthesis. However, protozoa can either syn-
thesize dihydrofolate de novo or salvage folate pre-
cursors, whereas mammalian cells have no de novo
dihydrofolate synthesis and must rely on dietary
sources. By acting as an analogue of p-aminoben-
zoic acid, sulfadoxine (sulfadiazine) inhibits the
dihydropteroate synthase (DHPS), which now fails
to convert dihydropteroate to hydroxymethyldihy-

Tab. 1 Protozoal diseases, etiologic agents and antiprotozoal drugs.

Disease Etiologic Agent Drugs

Malaria Chloroquine, mefloquine, 
quinine/quinidine, halofantrine, 
artemisinin derivates, 
atovaquone/proguanil, primaquine, 
pyrimethamine/sulfadoxine

- tropical malaria Plasmodium falciparum

- tertian malaria Plasmodium vivax and 
ovale

- quartan malaria Plasmodium malariae

Visceral leishmaniasis (Kala-Azar), 
cutaneous leishmaniasis, 
mucocutaneous leishmaniasis

Leishmania spp. Antimonial preparations (sodium 
stibogluconate), amphotericin B, 
liposomal amphotericin B, 
pentamidine

African sleeping sickness Trypanosoma brucei 
gambiense

Suramine, pentamidine, 
eflornithine, melarsoprol

Trypanosoma brucei 
rhodesiense

Suramine, melarsoprol

Chagas’ Disease Trypanosoma cruzi Nifurtimox, benznidazole

Toxoplasmosis Toxoplasma gondii pyrimethamine/ sulfadiazine 
(+ folinic acid substitution)

Giardiasis (acute diarrhoea, 
chronic diarrhoea and malabsorption)

Giardia lamblia Metronidazole

Intestinal amoebiasis (dysentery), 
amoebic liver abscess

Entamoeba histolytica Metronidazole or chloroquine 
against invasive stages; diloxanid 
furoate for eradication of cysts

Diarrhoea in immunocompromised 
hosts and travellers

Cyclospora cayetenensis Cotrimoxazole

Diarrhoea in immunocompromised 
hosts

Cryptosporidium parvum

Isospora belli Cotrimoxazole, 
pyrimethamine/sulfadoxine

Microspora Albendazole

Vaginal infections and prostatitis Trichomonas vaginalis Metronidazole
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Fig. 1 Chemical structures of antiprotozoal drugs.
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dropterin, resulting in a lack of dihydrofolate in
the parasite. This mechanism does not affect the
mammalian cells.
Pyrimethamine and cycloguanil, the active metab-
olite of proguanil, act further downstream in the
folic acid pathway by inhibiting the dihydrofolate
reductase/thymidylate synthase enzyme complex.
In mammalian cells dihydrofolate reductase
(DHFR) and thymidylate-synthase (TS) are two
independent enzymes. The protozoan DHFR/TS
enzyme complex has a higher affinity for
pyrimethamine and cycloguanil than does human
DHFR, which explains their high antiprotozoal
activity. To avoid deficiency of folic acid in
patients treated with folate antagonists, folinic
acid should be given during therapy.

Atovaquone, a hydroxynaphthoquinone, selec-
tively inhibits the respiratory chain of protozoan
mitochondria at the cytochrome bc1 complex
(complex III) by mimicking the natural substrate,
ubiquinone. Inibition of cytochrome bc1 disrupts
the mitochondrial electron transfer chain and
leads to a breakdown of the mitochondrial mem-
brane potential. As resistance to atovaquone
occurs rapidly in the field it is combined with pro-
guanil.

Proguanil appears to have a dual activity: Part
of it is metabolized to cycloguanil, which subse-
quently inhibits the protozoan dihydrofolate
reductase/thymidylate synthase (see above). In
addition, the native form, proguanil itself, exerts a
potent antimalarial activity, especially in combina-
tion with other antimalarial drugs. The target of
proguanil is separate from DHFR/TS.
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Eflornithine (difluoromethylornithine, DFMO) is
used in the treatment of African sleeping sickness
caused by Trypanosoma brucei gambiense. It
inhibits the ornithine decarboxylase of the
polyamine pathway in both the trypanosome and
the mammalian cell by acting as an irreversible
competitor of the natural substrate, ornithine.
Inhibition of ornithine decarboxylase results in
depletion of the products of polyamine synthesis,
putrescine, spermidine and spermine, which are
essential for biosynthesis of nucleic acids and pro-
teins. The assumed reason why eflornithine harms
the parasite but not mammalian cells is that rates
of production of ornithine decarboxylase in the

parasite are much lower than in the mammalian
cells. Enzyme inhibition is compensated by imme-
diately replenishing ornithine decarboxylase in
the latter but not in the parasite. Eflornithine is
only effective against T. brucei gambiense.

Melarsoprol, an arsenic compound, is the most
efficient drug against intracerebral parasites in
both T. brucei gambiense and T. brucei rhode-
siense infection. Melarsoprol accumulates via an
amino-purine transporter in trypanosomes, but
the precise mechanism of action is still a matter of
debate. Due to its high toxicity, use of melarsoprol
should be restricted to cerebral stage trypano-
somiasis only.

The ant itrypanosomal  mechanisms of
suramine and pentamidine are not yet under-
stood. It has been shown that both drugs inhibit a
number of trypanosomal enzymes but the impor-
tance of these effects on the therapeutic efficacy
needs to be further investigated. Suramine and
pentamidine both can only be used in the treat-
ment of blood stage trypanosomiasis because they
cross the blood-brain barrier poorly.

���������
�������	���
�������7��
Metronidazole is effective in the treatment of
infections caused by Giardia lamblia, Entamoeba
histolytica and � Trichomonas vaginalis. The drug
becomes active in its reduced state. Reduction of
metronidazole to hydroxymetronidazole only
occurs under strongly reducing conditions. In
some anaerobic protozoa and bacteria such condi-
tions are achieved when ferrodoxin is reduced by
the fermentation enzyme pyruvate:ferrodoxin oxi-
doreductase (POR). Ferrodoxin can then transfer
one elec t ron to met ronidazole  to  for m
hydroxymetronidazole. POR does not occur in
mammalian cells. The corresponding enzyme to
POR in mammalian cells is pyruvate decarboxy-
lase, which is not able to establish a reducing
potential high enough for metronidazole reduc-
tion. Therefore conversion of metronidazole to
hydroxymetronidazole does not occur in mamma-
lian cells and, hence, the drug cannot harm them.
In protozoa or bacteria, hydroxymetronidazole
affects the DNA by complex formation and strand
cleavage, causing death of the cells.
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Fig. 2 Life cycle of malarial parasites and developmental activity of various antimalarial drugs. Malarial para-
sites, protozoa of the genus Plasmodium, are transmitted to humans by the bite of infected Anophelesmosqui-
toes. The transmitted stages, termed sporozoites, invade liver cells where they replicate to form merozoites. 
Upon rupture of the infected hepatocyte, merozoite are released into the blood stream where they infect eryth-
rocytes. Within the erythrocyte, the parasite develops from a ring stage to a trophozoit, and then to schizont. 
When the infected erythrocyte finally ruptures, merozoites are released, which again invade erythrocytes. 
Some intraerythocytic ring stages develop to sexual stages (gametocytes). These can be ingested by feeding 
Anophelines and are then able to complete the life cycle in the mosquito by developing to gametes, zygotes, ook-
inets and finally sporozoites. Primaquine is the only drug effective against liver forms of all Plasmodia includ-
ing dormant stages of P. vivax and P. ovale.  Additionally, it acts against gametocytes. Artemisinin destroys 
intraerythrocytic ring stage parasites and schizonts. The so-called schizonticidal drugs, chloroquine, quinine, 
mefloquine, pyrimethamine and sulfadoxine, act against intraerythrocytic schizonts. 
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Due to its low toxicity and low price, chloroquine
was the drug of choice for the treatment of uncom-
plicated malaria. Today, chloroquine frequently
fails in the treatment of malaria because of wide-
spread resistance. Chloroquine is still used in
prophylaxis of malaria, usually in combination
with proguanil. Other medical applications
include extraintestinal infections with Entamoeba
histolytica and treatment of rheumatic diseases.
The dosage independent side effects of chloro-
quine comprise itching rash, gastrointestinal dis-
comfort and neurotoxicity. Retinopathy appears
life dosage dependent after 5–6 years of prophy-
laxis with chloroquine.

Quinine is the drug of choice for the treatment
of complicated malaria. Side effects can be tinni-
tus, vomiting, dysphoria, prolongation of QT
interval and black water fever. Malaria-induced
hypotension and hypoglycaemia can exacerbate
under treatment with quinine. Intoxication can
lead to deafness and blindness. Quinidine has
higher cardiotoxic properties than quinine does.

Mefloquine is used for the treatment of uncom-
plicated malaria and for malaria prophylaxis in
areas with high prevalence of chloroquine resist-
ance. Mefloquine is hardly used for malaria con-
trol in endemic areas due to its high costs. The
principal side effects of mefloquine are vomiting
and neuropsychiatric disorders.

Halofantrine is no longer recommended for the
treatment of malaria because of its cardiotoxicity
(prolongation of QT-interval).

Artemisinin is used for the treatment of
uncomplicated malaria in areas with high multi-
drug resistance. Due to its short half-life time it
cannot be used for prophylaxis of malaria. Side
effects are rare and of limited importance, such as
gastrointestinal discomfort, headache and dizzi-
ness.

Pyrimethamine/sulfadiazine is used for the
treatment and prophylaxis of toxoplasmosis in
immunocompromised patients, and for the treat-
ment of pregnant women with acute toxoplasmo-
sis and children with congenital toxoplasmosis.
Pyrimethamine/sulfadoxine is effective in the
treatment and prophylaxis of P. falciparum
malaria. Unfortunately, widespread use and the
simple resistance mechanism (resistance is con-
ferred by single point mutations within the corre-
sponding enzymes) have resulted in the emer-
gence and spread of resistant malarial parasites.
Side effects induced by pyrimethamine comprise
severe cutaneous eruptions and agranulocytosis.
Megaloblastic anemia can occur when folinic acid
is not supplemented. As pyrimethamine is sus-
pected to be teratogenic it should not be given
during the first trimenon. In case of acute toxo-
plasmosis in the first 15 weeks of pregnancy,
spiramycin should be administered instead.
Towards the end of pregnancy sulfadoxine/ sul-
fadiazine are suspected to cause kernicterus in the
newborn and should therefore be omitted. Other
side effects of sulfadoxine resemble those of other

Fig. 3 Model of chloroquine’s interactions with P. fal-
ciparum. Chloroquine’s mode of action is associated 
with heme detoxification. Heme is released from 
hemoglobin (Hb), which is ingested by the parasite 
and degraded to amino acids (AA) in the parasite’s 
acidic food vacuole. Chloroquine (CQ) inhibits heme 
crystallization as well as heme degradation mediated 
by glutathione (GSH) or hydrogen peroxide (H2O2). 
Chloroquine also inhibits enzymes that require heme 
as a prosthetic group. Chloroquine forms a complex 
with heme and enhances the association of heme with 
membranes, resulting in membrane perforation. The 
host erythrocyte, the parasite, acidic vesicles and the 
parasite’s food vacuole are shown in different shades 
of gray. 
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sulfonamides and include severe cutaneous reac-
tions, liver failure and haematological reactions.

Atovaquone/proguanil is used in combination
for the treatment and prophylaxis of malaria in
areas with multi-drug resistance pattern.
Atovaquone alone is used for the treatment and
prophylaxis of Pneumocystis carinii infection and
Toxoplasma gondii in immunocompromised
patients. The problem of single application of
atovaquone is its high potential to induce resist-
ance, and by this recrudescence of the disease.
Principal side effects of atovaquone are gastroin-
testinal discomfort and headache. Proguanil is
known to cause ulcerations of the oral mucosa.
Melarsoprol is used for the treatment of cerebral
African trypanosomiasis, irrespective of the etio-
logic agent. Melarsoprol is the most efficacious
substance to eliminate intracerebral parasites. The
administration has to be considered carefully
because severe and fatal side effects are common,
and the use of melarsoprol for the treatment of
sleeping sickness is only justified by the usually
fatal outcome of the disease in its late stage. The
principal side effect is reactive encephalopathy
along with altered mental state, loss of conscious-
ness and seizures. Other side effects are periph-
eral polyneuropathy, tremor, febrile reactions and
skin complications especially if the drug has not
been administered strictly intravenously.

Eflornithine is used in late stage trypano-
somiasis with T. brucei gambiense. The side effects
are less severe than those of melarsoprol. Reversi-
ble leucopenia and anemia resulting from bone
marrow suppression and watery diarrhoea are the
most common adverse effects. Convulsions are
seen rarely and if, as a single event.

Pentamidine is used in the treatment of early
stage African sleeping sickness caused by Typano-
soma brucei gambiense and of leishmaniasis as
well as for the treatment and prophylaxis of Pneu-
mocystis carinii pneumonia in HIV-infected
patients. Activity against intracerebral trypano-
somes is poor. The most important side effect of
pentamidine is acute anaphylactoid reaction along
with a decrease of blood pressure, dizziness, loss
of consciousness, dyspnoea, tachycardia and vom-
iting.

Suramine is used only in the treatment of early
stage trypanosomiasis as the compound poorly
crosses the blood-brain barrier. It is effective

Fig. 4 Mode of action of folate antagonists in proto-
zoa. Protozoa are capable of de novo synthesis of dihy-
drofolate, a precursor of thymidine, serine and 
methionine; 6-hydroxymethyl-7,8-dihydropterin 
pyrophosphate pyrophosphokinase (PPPK) and dihy-
dropteroate synthase (DHPS) form one enzyme com-
plex with two distinct active sites. The PPPK 
transforms GTP to 6-hydroxymethyl-7,8-dihydrop-
terin and then to 6-hydroxymethyl-7,8-dihydropterin 
pyrophosphate. The product is linked to p-aminoben-
zoic acid (PABA) by dihydropteroate synthetase 
(DHPS), forming 7,8-dihydropteroate. Sulfadoxine 
exerts its activity by acting as a substrate analogue of 
PABA in this reaction. Glutamate is added to 7,8-dihy-
dropterate by dihydrofolate synthase (DHFS) result-
ing in dihydrofolate. Dihydrofolate reductase (DHFR) 
and thymidylate synthase (TS) form a single enzyme 
complex  with two enzymatically active sites. The cat-
alytic site responsible for DHFR activity converts 
dihydrofolate into tetrahydrofolate. Pyrimethamine 
and cycloguanil exert their antimalarial activity by 
inhibiting the protozoal DHFR. The site of DHFR/TS 
responsible for TS activity converts tetrahydrofolate 
into deoxythymidintriphosphate (dTTP).
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against T. brucei rhodesiense as well as T. brucei
gambiense. Side effects of suramine are hypersen-
sitivity reaction (especially in concomitant
onchocerciasis), fever, arthritis, urticaria, pro-
teinuria, polyneuropathy and stomatitis.

Metronidazole is used for the treatment of
infections caused by Trichomonas vaginalis, Gia-
rdia lamblia, Entamoeba histolytica and anaerobic
bacteria and for the treatment of Crohn’s disease.
Adverse effects are generally mild including gas-
trointestinal discomfort, alcohol intolerance,
headache and dizziness. Long-term use of metron-
idazole can lead to neurotoxic sequelae such as
peripheral neuropathy and seizures.
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Typical antipsychotic drugs: neuroleptic drugs,
conventional antipsychotic drugs, older antipsy-
chotic drugs; Atypical antipsychotic drugs: novel

antipsychotic drugs, serotonin/dopamine antago-
nists, 5HT2A/D2 antagonists
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Antipsychotic drugs are effective in alleviating
psychotic manifestations of a number of neurode-
generative and psychiatric disorders, especially
� schizophrenia. They are generally divided in two
main groups based on their propensity to cause
motor side effects and sustained elevation of
plasma � prolactin levels at clinically effective
doses. Older or “typical” antipsychotic drugs (e.g.
chlorpromazine and haloperidol) are associated
with a high incidence of motor adverse effects and
usually cause hyperprolactinemia. Newer antipsy-
chotic drugs (clozapine, risperidone, olanzapine,
quetiapine and ziprasidone) are called “atypical”
antipsychotic drugs because they cause signifi-
cantly lower motor side effects and usually avoid
hyperprolactinemia.

� Antidepressant Drugs
� Dopamine System
� Serotoninergic System

�	����
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The serendipitous discovery of the antipsychotic
effect of chlorpromazine in 1952 brought renewed
hope in the treatment of psychotic disorders. The
observation of chlorpromazine’s antagonism of
dopamine receptors heralded the introduction of
multiple antipsychotic drugs based on their com-
mon ability to cause catalepsy in laboratory ani-
mals leading to the dopamine hypothesis of schiz-
ophrenia. Central to the dopamine hypothesis is
that all known antipsychotic medications, includ-
ing atypical antipsychotic medications, bind to
dopamine-D2 receptors (D2-receptors). � Positron
emission tomograpghy (PET) studies have shown
a direct relationship between central D2-c receptor
occupancy and clinical effects of antipsychotic
medications, with clinical response occurring only
when at least 60% of central D2-receptors are
occupied while � extrapyramidal side effects
(EPS) occur at D2-receptor occupancy above 80%
(1). Antipsychotic doses resulting in D2-receptor
occupancy higher than 80% result in more adverse
effects with no additional clinical benefit, consist-
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ent with earlier observations that increasing the
antipsychotic medication beyond this ‘neuroleptic
threshold’ resulted in no additional benefit other
than possibly decreasing clinical measures of hos-
tility.

The introduction of clozapine presented a
major challenge to the dopamine hypothesis. Not
only does it show a modest clinical superiority
over older antipsychotic agents (i.e. it is effective
in some patients who do not respond to older
antipsychotic drugs) but it does so without caus-
ing EPS or hyperprolactinemia. Pharmacologi-
cally, clozapine has been shown to have a low
affinity for dopamine D2-receptors (resulting in
20–70% occupancy) and a high affinity for serot-
onin (5HT2) receptors (>80% occupancy). This
gave rise to the hypothesis that its atypical nature
was related to its high 5HT2-receptor (specifically
5HT2A-receptor) affinity relative to its low D2-
receptor affinity (2). However, some authors now
challenge the role of 5HT2A antagonism in the
uniqueness of clozapine (1). A number of trials
using drugs known to be antagonists of the
5HT2A-receptor (but not of dopamine receptors)
have failed to show clozapine-like efficacy. Simi-
larly, the 5HT2A-receptors are saturated by clozap-
ine at sub-therapeutic doses, indicating that
5HT2A-receptor antagonism is not sufficient to
effect an antipsychotic response. There are some
case reports suggesting that augmentation of older
antipsychotic medications with specific 5HT2-
receptor antagonists may potentiate the antipsy-
chotic efficacy, but this remains to be tested in
controlled clinical trials. In summary, it has been
suggested that clozapine’s low EPS and avoidance
of hyperprolactinemia is attributable to 5HT2
antagonism, but some degree of D2-receptor
antagonism may still be necessary for an antipsy-
chotic response.

The 5HT2/D2 hypothesis was influential in the
introduction of four new antipsychotic medica-
tions (risperidone, olanzapine, quetiapine and
ziprasidone), all having in common a high ratio of
5HT2/D2 receptor affinity and lower incidence of
both EPS and hyperprolactinemia (2). However, at
least in the case of risperidone and olanzapine
(and possibly also ziprasidone) this ‘atypical’
nature appears to be lost in a dose-dependent
manner resulting in the appearance of EPS and
sustained hyperprolactinemia at higher doses.

Indeed, the relationship between dopamine D2-
receptor occupancy and clinical effects (response
and EPS) for risperidone and olanzapine in
human subjects studied with PET is very similar to
that found with older antipsychotic drugs (i.e. a
threshold >60% D2-receptor occupancy for clini-
cal response and >80% D2-receptor occupancy for
EPS). On the other hand, clozapine and quetiapine
are clinically effective at lower D2-receptor occu-
pancy without showing sustained hyperprol-
actinemia. Some studies evaluating the ratio of D2-
receptor occupancy in extrastriatal regions rela-
tive to the striatum suggested that atypical antip-
sychotic medications preferentially bind to extras-
triatal (i.e. limbic) D2-receptors when compared to
typical antipsychotic drugs. However, data from a
study using kinetic analysis (a technique that
avoids a number of the limitations of ratio studies)
in non-human primates is not consistent with this
hypothesis.

Recent studies suggest that the apparent low
striatal D2-receptor occupancy may be a result of
quetiapine and clozapine’s loose binding to D2-
receptors (i.e. high koff resulting in low � affinity
for D2-receptor) (1). Hence endogenous dopamine
and low concentrations of radioligands (used in
these experiments) may displace an appreciable
amount of bound drug resulting in underestima-
tion of D2-receptor occupancy. In one study,
patients treated with quetiapine at doses ranging
from 300–600mg/day showed normal prolactin
levels and less than 20% D2-recptor occupancy
12 hours after their last dose. However, transiently
elevated prolactin levels and appreciable (64%)
dopamine D2-recptor binding were noted two
hours after drug administration. Similarly clozap-
ine (350mg/day) resulted in 71% D2-receptor occu-
pancy 1–2 hours after administration, declining to
55% and 26% after 12 and 24 hours, respectively.
While these findings await replication they raise
the possibility that different pharmacodynamic
properties of dopamine receptor antagonists may
be sufficient to explain their varying degrees of
‘atypicality’ (3). The transient dopamine receptor
occupancy may also account for clozapine’s clini-
cal superiority, since it has been shown that
repeated transient dopamine receptor antagonism
results in sensitization of the dopamine system,
while continuous receptor antagonism results in
tolerance and up-regulation of the system.
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While all antipsychotic medications have a

robust acute effect on delusions, auditory halluci-
nations and disorganized behaviour (also known
as ‘positive symptoms’), and maintenance treat-
ment has been shown to decrease both relapse and
hospitalization rates, their effect on negative
symptoms (apathy, avolition, alogia and affective
flattening) and related cognitive disturbance (e.g.
attentional problems and disrupted working
memory) is at best marginal. Newer antipsychotic
medications, especially clozapine, have been
shown to have some effect on negative symptoms
and selected cognitive measures when compared
to older antipsychotics such as haloperidol, but
this topic remains controversial due to the diffi-
culty in distinguishing primary negative symp-
toms from secondary (i.e. adverse) effects of the
(older) medications (3). In vivo measurements of
extracellular dopamine levels using microdialysis
in rodents and primates have shown that while
both acute administration of clozapine and
haloperidol result in an increase in dopamine lev-
els in the striatum, clozapine results in higher
dopamine levels in the prefrontal cortex com-
pared with haloperidol. With chronic administra-
tion of clozapine in rodents, the increased
dopamine release is maintained only in the pre-
frontal cortex but not in the striatum. It has been
postulated that this modulation of prefrontal
dopaminergic transmission may be involved in its
effects on cognitive and negative symptoms, which
are known to be associated with decreased pre-
frontral activity in functional neuroimaging stud-
ies (4).

It is thought that the mesolimbic dopaminer-
gic projections from ventral tegmental area (VTA)
are involved in the clinical response to antipsy-
chotic drugs, and that in contrast to older antipsy-
chotic drugs, newer antipsychotic drugs may act
preferentially on these neurons. Acute administra-
tion of haloperidol in anaesthetized rodents has
been shown to increase firing rate of neurons in
the substantia nigra (SN) as well as the VTA. On
the other hand daily administration for three
weeks leads to a decline in the activity in these
dopaminergic neurons below that at baseline, an
electrophysiological phenomenon known as
‘depolarization block’. All antipsychotic medica-
tions have the ability to cause a depolarization
block in the VTA, and their ability to cause depo-

larization block in the SN is related to their pro-
pensity to cause EPS in human subjects. Clozap-
ine causes a depolarization block in the VTA but
not in the SN, consistent with involvement of the
mesolimbic system in its antipsychotic effect (5).

In summary, the mechanism of action of antip-
sychotic drugs appears to be intricately linked
with the normalization of a disrupted state of
dopaminergic transmission. Remission of positive
symptoms and the emergence of extrapyramidal
side effects are associated with specific levels of
striatal dopamine D2-receptor occupancy. An
increased ratio of 5HT2/D2-receptor antagonism
and/or altered pharmacodynamic properties of
atypical antipsychotic drugs resulting in loose
binding to D2-receptors may be involved in the
decreased incidence of motor side effects with
some newer antipsychotic drugs, while antipsy-
chotic action may involve activity of these drugs
on the mesolimbic ascending dopaminergic neu-
rons. Preferential activity and modulation of pre-
frontal dopaminergic activity by atypical antipsy-
chotic drugs may be related to their effects on cog-
nitive and negative symptoms of schizophrenia.
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Antipsychotic medications are indicated in the
treatment of acute and chronic psychotic disor-
ders. These include schizophrenia, schizoaffective
disorder and manic states occurring as part of a
bipolar disorder or schizoaffective disorder. The
co-adminstration of antipsychotic medication
with antidepressants has been shown to increase
the remission rate of severe depressive episodes
that are accompanied by psychotic symptoms.
Antipsychotic medications are frequently used in
the management of agitation associated with delir-
ium, dementia and toxic effects of both prescribed
medications (e.g. L-dopa used in Parkinson’s dis-
ease) and illicit drugs (e.g. cocaine, ampheta-
mines and PCP). They are also indicated in the
management of tics that result from Gilles de la
Tourette’s syndrome, and widely used to control
the motor and behavioural manifestations of
Huntington’s disease.

The choice of antipsychotic medications is
largely dependent on considerations related to
their individual side effect profile. Older antispy-
chotic medications are generally divided into high,
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moderate and low potency drugs, potency being
related to their propensity for causing EPS.
� Tardive dykinesia is the most common and
potentially most disabling long-term side effect.
The neuroleptic malignant syndrome is the most
severe neurological side effect and consists of
hyperthermia, autonomic instability and muscle
stiffness that may result in dehydration, renal fail-
ure and death. Early diagnosis and management
has resulted in decreased mortality from this con-
dition. In addition to neurological side effects,
other systems may also be affected by typical
antipsychotic medications. In contrast to the neu-
rological side effects, the incidence of these side
effects are generally inversely proportional to the
potency of the drug used. These include auto-
nomic effects (e.g. tachicardia, dry mouth, uri-
nary retention, constipation), hematologic effects
(e.g. neutropenia and, rarely, agranulocytois),
neurological (sedation, seizures), endocrine (e.g.
weight gain, galactorrhoea, obesity, hypercholster-
olemia and hypergylcemia) and dermatological
effects (e.g. photosensitivity).

The atypical antipsychotic drugs were intro-
duced with the goal of minimizing neurological
adverse effects associated with older antipsy-
chotic medications. However, these medications
are not free of serious adverse effects including
dose-related parkinsonism (risperidone and olan-
zapine), dose-related risk of seizures (clozapine),
endocrinological manifestations (including diabe-
tes, weight gain and hypercholesterolemia) and
haematological abnormalities (neutropenia and
agranulocytosis with clozapine). Nonetheless,
while older antipsychotic medications remain the
most widely used antipsychotic medications glo-
bally, the use of newer antipsychotic medications
has largely dominated the market in Western
Europe and North America. The principle clinical
advantage that has led to this shift in prescribing
practice is undoubtedly the decreased incidence of
neurological side effects, which are associated
with significant morbidity and poor outcome
largely secondary to non-compliance. Indeed, they
are generally recommended as first line agents in
the treatment of psychotic disorders, with typical
antipsychotic drugs reserved for patients having
previously been successfully maintained on these
medications or requiring parenteral antipsychotic
drugs (e.g. short-acting intramuscular neurolep-

tics for agitation, and long-acting “depot neu-
roleptics” for patients who are non-compliant with
oral medication). While atypical antipsychotic
medications are more acceptable to patients, their
impact on the long-term outcome of schizophre-
nia remains to be established. Moreover, contin-
ued vigilance for their potentially significant long-
term side effects including obesity, hypercholeste-
rolemia and impaired glucose tolerance is war-
ranted.

All antipsychotic medications are effective in
alleviating positive and negative symptoms of
schizophrenia, while atypical antipsychotic agents
have been associated with some superior efficacy
in reduction of negative symptoms. Following an
adequate trial of antipsychotic treatment (8–
12 weeks of treatment with adequately dosed
antipsychotic drug) in acute schizophrenia, 60%
of patients show significant improvement or
remission compared with 20% of patients treated
with placebo. Of the 40% who do not respond,
approximately half respond to subsequent trials
with other antipsychotic medications. The acute
phase of the illness is treated with an oral antipsy-
chotic medication titrated to the appropriate clini-
cally effective dose. This may be supplemented by
short-acting intramuscular antipsychotic agents in
patients in whom rapid sedation is clinically indi-
cated (e.g. severe agitation). Patients failing to
respond to an adequate trial of an antipsychotic
medication should be switched to another antipsy-
chotic drug from a different pharmacological
class. Patients who fail to respond or show only
partial response to two adequate trials of antipsy-
chotic drugs (including at least one atypical antip-
sychotic drug) or experience severe neurological
side effects (e.g. tardive dyskinesia) should be con-
sidered for a trial of clozapine (6). Significant
inter-individual variability in dose requirements is
commonly seen, and this may be influenced by
sex, age and concomitant medications. Increasing
the dose beyond that which causes extrapyrami-
dal side effects results in no additional clinical
advantage. Regular monitoring for extrapyrami-
dal side effects is warranted especially during the
first three months of treatment, followed by
screening for EPS and tardive dyskinesia every six
months or following any medication or dose
changes. Patients are maintained on the clinically
effective dose for the next three to six months. Fol-
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lowing the resolution of the acute phase, the dose
may be decreased to address any adverse effects
having significant functional or emotional impact
on the patient’s well-being.

The duration of treatment is generally consid-
ered to be indefinite in patients diagnosed with
schizophrenia, though selected patients recovering
from a first psychotic episode may be considered
for gradual taper of medication after at least one-
year of treatment and with close psychiatric fol-
low up. Patients with a history of multiple psy-
chotic episodes should be stable for at least five
years before considering a trial off medication.
When considering discontinuation of antipsy-
chotic treatment, an individualized approach is
recommended with careful consideration of cer-
tain aspects of the disease course (e.g. severe occu-
pational impairment when acutely ill, history of
suicidal attempts and violence). Symptom-target-
ing strategies and drug holidays have been tried in
the past, but for most patients this is no longer
recommended since it is associated with very high
relapse rates. Finally, with the resolution of the
acute phase of the psychotic episode, psychoso-
cial, occupational and cognitive difficulties need
to be addressed, since they usually persist with
significant impact on the patients’ functional sta-
tus.

In summary, antipsychotic drugs have a signif-
icant impact on the acute resolution and the main-
tenance of remission of symptoms of schizophre-
nia, enabling focus on rehabilitation efforts
directed at residual cognitive, social and occupa-
tional disabilities. The advent of atypical antipsy-
chotic drugs brought lesser motor side effects and
renewed hope to patients and families affected by
this devastating illness. It is hoped that a better
understanding of pharmacological mechanisms
underlying the clinical superiority of drugs like
clozapine will lead to the development of new
treatment strategies with better efficacy and
improved side effect profile.
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Antipyretic agents are used for the treatment of
fever. The most commonly used antipyretics are
acetylsalicylic acid and paracetamol (synonym
acetaminophen).

� Non-steroidal Anti-inflammatory Drugs
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� Antiviral Drugs
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Antirheumatoid drugs are employed in the treat-
ment of rheumatoid disease (rheumatoid arthri-
tis). The characteristic feature of this autoimmune
disease is a persistent inflammation of peripheral
joints. The inflammatory process leads to joint
damage and subsequently to marked functional
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impairment. Inflammatory cytokines play a major
role in the pathogenesi of the disease. Drugs used
in the therapy of rheumatoid arthritis are � non-
steroi dal  ant i - i nf l ammator y dr ugs ,
� glucocorticoids, � immunosuppressive agents
and disease-motifying antirheumatoid drugs
(DMARDs). DMARDs are not analgesic, but they
suppress the inflammatory process. DMARDs
include drugs with cytotoxic and immunosuppres-
sant activity (azathioprine, cyclosporin, meth-
otrexate), gold compounds (auranofin and sodium
aurothiomalate), anti-malarial drugs (chloro-
quine and hydroxychloroquine) and sulphasala-
zine. The last is also used for the treatment of
chronic inflammatory bowel disease.

� NSAID
� Glucocorticoids
� Immunosuppressive Agents
� Inflammation
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Antisense DNA; reverse complementary oligonu-
cleotides.
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Antisense therapy means the selective, sequence-
specific inhibition of gene expression by single-
stranded DNA oligonucleotides. In contrast,
� RNA interference (RNAi) is triggered by double-
stranded RNA (dsRNA) and causes sequence-spe-
cific mRNA degradation of single-stranded target
RNAs in response to dsRNA. The mediators of
mRNA degradation are small interfering RNA
duplexes (� siRNAs), which are produced from
long dsRNA by enzymatic cleavage in the cell. siR-

NAs are approximately 21-nucleotide length and
have a base-paired structure with 2-nucleotide 3′-
overhangs. Beyond their value for target valida-
tion, antisense molecules and siRNAs also hold
great potential as gene-specific therapeutic and
more than thirty synthetic oligonucleotides have
entered clinical trials for treatment of viral dis-
eases, cancer and inflammatory diseases.

� Gene Therapy
� Genetic Vaccination
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Antisense Oligonucleotides (ASON) are sequences
of usually 17–30 bases of single-stranded DNA that
hybridize to specific genes or their mRNA prod-
ucts by � Watson-Crick base-pairing and disrupt
their function. In most cases ASON bind to the
expressed mRNA of their target gene, although in
rarer cases the ASON also prevent normal gene
transcription by directly forming triplex-helix
structures with target DNA. The short length of a
typical ASON facilitates cell internalization and
increases hybridization efficiency by reducing
base-mismatch errors. Once hybridization has
occurred the ASON-mRNA complex becomes a
substrate for intracellular � RNAses (e.g. RNAse-
H) that catalyzes mRNA degradation and allows
ASON to recycle for another base-pairing with the
next target mRNA molecule. The net result of this
process is a sustained decrease of target mRNA
translation and a lower intracellular level of the
corresponding protein (Fig. 1).

The therapeutic utility of systemically adminis-
tered ASON had been limited by their short
plasma half-life (sometimes even less than 3 min-
utes). This is due to their sensitivity of nuclease
digestion. When ASON are chemically modified,
e.g. by replacing the oxygen in the phosphodiester
bond with sulfur (phosphorothiorate), they have a
increased stability in biological fluids while their
antisense effect is maintained.

Another problem with employment of ASON in
a larger clinical setting is their poor uptake and
inappropriate intracellular compartmentalization,
e.g. sequestration in endosomal or lysosomal
complexes. In addition, there is a need for a very
careful selection of the ASON-mRNA pair
sequences that would most efficiently hybridize.
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To date, several computer programs are used to
predict the secondary and tertiary structures of
the target mRNA and, in turn, which of the mRNA
sequences are most accessible to the ASON. How-
ever, even with these sophisticated techniques, the
choice of base-pairing partners still usually
includes a component of empiricism. Despite the
principal limitations, it has become clear that
ASON can penetrate into cells and mediate their
specific inhibitory effect of the protein synthesis in
various circumstances.

The basic concept of the use of ASON can be
modified in several ways: 1. Antisense RNA, that is
expressed intracellularly following transfection
with antisense genes. 2. � Ribozymes that are
small RNA molecules with endoribonuclease
activity, exhibiting catalytic sequence-specific
cleavage of the target. The ribozymes were widely
modified and can be further subdivided accord-
ing to their structural features in group I
ribozymes, hammerhead ribozymes, hairpin
ribozymes, ribonucelase P (RNase P), and hepati-
tis delta virus ribozymes.
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The number of ongoing clinical trials represents a
growing interest in antisense technology.

1. ASON to inhibit angioplasty re-stenosis.
Patients suffering from coronary stenosis can be
successfully treated by percutaneous transluminal
coronary angioplasty (PTCA). However, in up to
50% of the patients re-stenoses occur necessitating
a repeated PTCA: ASON emerged as a potentially
useful strategy to prevent such re-stenoses in ani-
mal models and the first clinical trials are cur-
rently in progress. 

2. ASON against HIV infection. Once HIV has
infected the cell, the genomic RNA of the retrovi-
rus is used to code for a double-stranded cDNA
intermediate. This cDNA is integrated into the
genome of the host cell by the viral integrase. RNA
identical to the genomic RNA of the virus will be
transcribed from the DNA of this provirus by the
infected cell. In experimental systems, ASON were
used to target various parts of the viral life cycle,
e.g. genomic RNA reverse transcription, viral
mRNA transcription, and viral translation. In this
regard, GEM 91, a 25-mer ASON against the HIV-1
gag gene, has been extensively studied. 

3. ASON for targeting the bcl-2 proto-onco-
gene in human cancers. The bcl-2 protein is a
major apoptosis inhibitor originally identified by
its involvement of a chromosomal translocation
t(14;18) found in follicular Non-Hodgkin Lym-
phoma. Beside lymphomas, bcl-2 is upregulated in
several other tumours, e.g. leukemia, breast can-
cer, melanoma, prostate cancer, small and non-
small lung carcinoma. In most of these studies, a
18-mer phosphothiorate ASON targeting the first
six codons of bcl-2 (ISIS G3139) was used. The bcl-
2 antisense therapy was feasible and showed
potential antitumor activity. However, the mean
inhibition of bcl-2 expression was only moderate
and the clinical significance of this small decline
was uncertain. Beside bcl-2, a large variety of
other � oncogenes have been targeted in cancer
cell models. Table 1 gives an overview of such
attempts. 

4. Formivirsen to treat cytomegalovirus-
induced retinitis in HIV-infected patients. The
first antisense drug approved by the US Food and
Drugs Administration (FDA) was formivirsen
(ISIS 2922) that targets the CMVIE2 protein.
Formivirsen was approved for the treatment of
cytomegalovirus-induced retinitis in patients with
AIDS. One or both eyes can be affected and it is
not unusual for patients to suffer from severe vis-

Fig. 1 Schematic representation of the action of anti-
sense oligonucleotides:  they bind to their respective 
target mRNA preventing protein translation. 
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ual impairment or even blindness as a result of
untreated infections. But the conventional treat-
ment of CMV-retinitis also remains problematic,
in particular for patients who cannot take, do not
respond or become resistant to standard therapy
by gancyclovir, foscarnet and cidofovir. The main
drawback of formivirsen is its need for local
administration by intravitreal injection. Of note,
the inhibitory effect of formivirsen for cytomega-
lovirus replication in vitro is about 30 times higher
than for gancyclovir, the conventional treatment of
choice for CMV infection. Table 2 summarizes cur-
rent ASON-mediated therapies against viral infec-
tions.
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A rather unexpected stimulation of lymphocyte
proliferation by ASON was frequently observed.
Of note, the phosphorothiorate backbone of a
given ASON has immunstimulatory properties
itself which are independent of its DNA sequence.
In contrast, the stimulatory effect of unmodified
oligonucleotides are dependent on a simple
unmethylated � CpG dinucleotide motif. The
increasing number of � CpG motifs generally
increases the level of activation of B-lymphocytes.
In addition, ASON may have effects of cytokine or
immunoglobulin secretion, or may alter the DNA
binding activity of transcription factors. These
non-antisense immune-enhancing (or sometimes
immune-suppressing) effects are generally recog-
nised as a undesirable side-effect. However, they
may have therapeutic utility of their own, even
though the mechanisms are not yet fully under-
stood.

In general, systemic treatment with ASON is
well-tolerated and side-effects are dose-depend-
ent. Among these, thrombocytopenia, hypoten-
sion, fever, increasing liver enzymes, and comple-
ment activation were most frequently seen (1).
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Description: Introduction of double-stranded
RNA (dsRNA) into cells leads to the sequence-spe-
cific destruction of endogenous RNA that match
the dsRNA. The remarkable potency of the RNAi
reaction enables a complete “knock-down” of a
specific protein. The key enzyme required for
processing of long dsRNAs to siRNA duplexes is

the RNase III enzyme � Dicer. The silencing effect
is long lasting, typically several days, and extraor-
dinarily specific, because one nucleotide mis-
match between target and the central region of the
siRNA is frequently sufficient to prevent silencing.
A schematic illustration of the mechanism of
RNAi is shown in Fig. 2. siRNAs can be rapidly
chemically synthesized and are now broadly avail-
able. More recently, it has also become possible to
express siRNAs from short inverted repeat genes
in order to silence genes expressed in somatic

Fig. 2 A model for RNA interference: dsRNA is proc-
essed to 21– to 23–nt siRNA duplexes by Dicer RNase 
III and possibly other dsRNA-binding factors. The 
siRNA duplexes are incorporated into the RISC endo-
nuclease (RNAi-inducing silencing complex), which 
targets homologous mRNAs for degradation. Ago2 
and yet to be characterised proteins are believed to be 
required for RISC formation. The RISC complex 
mediates sequence-specific target RNA degradation. 
In plants and nematodes, it is thought that targeted 
RNAs may also function as templates for double-
strand RNA synthesis giving rise to transitive RNAi. 
Two possibilities have been suggested, siRNA-primed 
dsRNA synthesis or unprimed synthesis from aber-
rant RNA, which could represent the cleaved target 
RNA. In mammals or in fruit fly, however, RdRP (RNA 
dependent RNA polymerase) genes have yet not been 
identified and the major mechanism of siRNA action 
is believed to be endonucleolytic target RNA cleavage 
guided by siRNA-protein complexes (RISC).
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cells. The RNAs were expressed under the control
of a compact � RNA polymerase III promoter,
which normally drives the expression of human H1
RNA, the RNA subunit of RNase P enzyme. The
short hairpin loop constructs gave rise to siRNAs,
presumably because Dicer RNase III recognizes
these hairpin RNAs and excises siRNAs. Transfec-
tion of plasmids encoding siRNAs therefore repre-
sents an alternative to direct siRNA transfection
and may facilitate certain applications of gene tar-
geting. A prerequisite for the application of siR-
NAs for validation and therapeutic applications is
the need for a functional RNAi machinery within
the targeted cells or tissue to bind to siRNAs and
mediate mRNA degradation.

siRNAs are highly sequence-specific reagents
and discriminate between single mismatched tar-
get RNA sequences and open new avenues for gene
therapy. mRNAs coding for mutated proteins,
which give rise to dominant genetic disorders and

neoplastic growth, may be down-regulated by spe-
cific siRNAs.

With respect to targeting viral gene products
expressed in virus-infected cells, it should be con-
sidered that infectious mammalian viruses may
express inhibitors of RNAi similar to plant viruses.
siRNAs were successfully used for the silencing of
genes expressed from respiratory syncytial virus
(RSV), a negative strand RNA virus causing child-
hood respiratory diseases. Especially in leukemias
and lymphomas the oncogene activation fre-
quently occurs through reciprocal � chromosomal
translocations. These translocations split genes on
both partner chromosomes leading to juxtaposi-
tion of part of each gene in the joint segments and
the creation of a composite gene. Silencing of these
tumour-specific chimeric mRNAs by siRNAs or
ASON may become fusion gene-specific tumour
therapy (Fig. 3). The extraordinary sequence spe-
cificity of the RNAi mechanism may also allow the

Fig. 3 The translocation between chromosomes 9 and 22 is the classical prototype of chromsomal translocations 
in human leukaemias. The translocation fuses two unrelated genes, BCR from chromosome 22 and ABL from 
chromosome 9, to an oncogenic hybrid gene. The resulting BCR/ABL protein has, as compared to the normal 
ABL protein, an increased kinase activity leading to pathologic phosphorylation of several downstream targets. 
This results in oncogenic growth and inhibition of apoptosis. The fusion site is tumour cell-specific and can be 
targeted either by ASON or siRNA mediated approaches.
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targeting of individual polymorphic alleles
expressed in loss-of-heterozygosity tumour cells
as  wel l  as  point-mutated t ranscr ipts  of
� transforming oncogenes such as RAS. The great
potential of RNAi-mediated tumour therapy was
recently demonstated by Brummelkamp et al. who
used a retroviral version of their plasmid vector
system “pSUPER” (suppression of endogenous
RNA) for targeting the mutated RAS oncogene.
They strongly inhibited the expression of mutated
K-rasV12 while leaving other ras isoforms unaf-
fected. This extraordinary sequence specificity of
RNAi which clearly exceeds that of DNA antisense
approaches, makes it a very attractive tool for can-
cer therapy. Brummelkamp et al. demonstrated
the power of RNAi-mediated gene therapy not
only in cell culture but, encouragingly, in an ani-
mal model as well (2). The latter finding, together
with recent reports about the successful applica-
tion of RNAi in mice predicts further studies in
which transgenic or knock-in mice carrying such
oncogenic alleles will by treated by RNA-based
therapeutics.

With respect to future medical applications,
siRNAs were recently directed against a pathologi-
cal transcript associated with the spinobulbular
muscular atrophy (SBMA) in tissue culture.
Together with the Huntington’s disease, SBMA
belongs to a growing group of neurodegenerative
disorders caused by the expansion of trinucle-
otide repeats. Targeting the CAG expanded mRNA
transcript by dsRNA may be an attractive alterna-
tive to commonly used therapeutic strategies that,
beyond symptomatic treatment, mainly focus on
the inhibition of the toxic effects of the poly-
glutaminated protein. Caplenet al. successfully tar-
geted pathologic RNA of the androgene receptor
in human kidney 293T cells that was introduced by
transfection of a plasmid encoding the expanded
CAG construct. Therapeutically most important,
the authors achieved a rescue of the poly-
glutamine-induced cytotoxicity in cells treated
with dsRNA molecules (3). Even if this study did
not knock down an endogenous disease-related
transcript the approach underlines the remarkable
broad potency and sequence-specificity of RNAi-
mediated gene therapy. Whether the RNAi path-
way is functionally active in various neuronal cells
irrespective of their state of differentiation
remains to be shown.

In sum, RNAi clearly has the potential to
change the nucleic-based therapies for cancer,
infectious diseases and many other diseases (4).
However, the universality of this approach, the
types of genes that can be silenced using this strat-
egies in human cells, remain unknown to date.
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Thionamides

�	�
�
�
��

Antithyroid drugs block thyroid hormone produc-
tion in the thyroid gland and are therefore used
for the treatment of hyperthyroidism. Substances
described here belong to the thionamide group.
Other drugs utilized to treat hyperthyroidism are
β-blocking agents, and seldom lithium.

Thionamides are heterocyclic compounds that
contain a thiourylene group. Thiouracil was the
first widely used antithyroid drug. Further studies
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led to the introduction of substances with fewer
side effects. Three drugs of this type are currently
in use: methimazole, carbimazole and propylth-
iouracil  (1). Thiouracil and propylthiouracil
belong to the subgroup of pyrimidines, whereas
methimazole and carbimazole belong to the thi-
oglyoxalines. The goitrogenic properties of sev-
eral substances were first recognized in the 1940s
when thyroid enlargement was noticed in rats that
had been given sulfaguanine to study the antibi-
otic effects of sulfaguanidine on the intestinal flora
(1,2). Others noted the development of goiters in
rats fed with phenylthiocarbamide. Later it was
concluded that the effect of thiourea and the sul-
fonamides was due to the inhibition of thyroid
hormone synthesis. It was first suggested that the
entire thiourylene grouping (NH.CS.NH) would be
necessary for antithyroid activity. Further studies
revealed that only the thiocarbamide group (S=C-
N) is essential for antithyroid activity (2).

�	����
���������
��

Synthesis of thyroid hormones occurs in several
steps. At first, inorganic iodide is actively concen-
trated by thyroid follicular cells by the sodium
iodide symporter. After oxidation to iodine (=
iodination) it is bound to tyrosine residues thus
forming monoiodothyronine (MIT) or diiodothy-
ronine (DIT). MIT and DIT are coupled to form
� triiodothyronine  (T3) or � thyroxine  (T4). Both
iodination and coupling occur at the apical mem-
brane of the thyroid follicular cell and within the

� thyroglobuline (Tg) molecule, and are catalyzed
by the enzyme � thyroid peroxidase (TPO). TPO is
a hemoprotein enzyme with binding sites for both
iodine and tyrosine. In model systems, TPO has
no catalytic activity in the absence of H2O2. There-
fore, it is assumed that H2O2 production is impor-
tant also for thyroid hormone formation in vivo.
TPO degrades H2O2 in a catalase-like reaction
releasing O2. Several iodination intermediates
were postulated for this reaction, for instance
TPO–bound iodinium (I+) and TPO–bound
hypoiodite (I-). T3 and T4 are stored in the follicu-
lar lumen bound to thyroglobuline. The re-entry
of Tg into the thyroid follicular cell involves a
macropinocytosis process. Thyroid hormones are
released after proteolysis of Tg. Type I and type II
5′ deiodinase generate the active hormone T3 by
reductive deiodination of the phenolic ring of T4
(6).

Antithyroid drugs inhibit the thyroid peroxi-
dase-mediated iodination and coupling. Inactiva-
tion of TPO by antithyroid drugs involves a reac-
tion between the drugs and the oxidized heme
group produced by the interaction between TPO
and H2O2. Results of several studies suggested that
antithyroid drugs bind to the enzyme either at the
same site as iodide or at a nearby site, and that the
binding interferes with the binding of iodide (2,6).
The type of inhibition depends on the extent of
TPO inactivation and drug oxidation. These rates
depend mainly on the iodine to drug concentra-
tion ratio. At a high iodine to drug ratio the inhibi-
tion of iodination is reversible and TPO is only

Tab. 1 Different treatment strategies depending on the cause of hyperthyroidism.

Graves’ Disease Thyroid Autonomy
toxic nodule
toxic multinodular goiter

Etiology - organ specific autoimmune disease
- TSH receptor antibody production

constitutively activating somatic 
mutation in TSH receptor or in Gs α

Remission after 
Antithyroid Drug Treatment

in 40-50% of patients 1 year after 
treatment withdrawal

no remission

Antithyroid Drug Treatment 1 year until euthyroid

Treatment with 
Radioiodine or Surgery

if  relapse after 1 year of antithyroid 
drug treatment

after euthyroidism is achieved
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partially inactivated. Under these conditions,
extensive drug oxidation occurs. When the iodine
to drug ratio is low, iodination is irreversibly
inhibited. This is associated with rapid and com-
plete inactivation of TPO (2,6).

PTU, but not MMI, has an additional periph-
eral effect. It inhibits the monodeiodination of
thyroxine to triiodothyronine by blocking the
enzyme 5′ monodeiodinase (1). In humans the
potency of MMI is at least 10 times higher than
that of PTU, whereas in rats PTU is more potent
than MMI. The higher potency of MMI in humans
is probably due to differences in uptake into the
thyroid gland and subsequent metabolism,
because in vitro inhibition of thyroid peroxidase
by MMI is not significantly more potent than by
PTU (1, 6). Whether antithyroid drugs have addi-
tional immunosuppressive actions in Graves’ dis-
ease is a matter of discussion (1, 6).

��������2
�	�
��
Absorption of MMI from the gastrointestinal tract
occurs rapidly and almost completely. Peak serum
concentrations increase linearly with dose and are
in the range of 300 ng/ml 1 to 2 h after oral inges-
tion of 15 mg MMI (1). In vitro carbimazole is an
effective inhibitor of iodination without prior
hydrolysis to MMI. In contrast, carbimazole itself
is inactive in vivo. During absorption and in
serum it is almost completely converted to methi-
mazole (2). 10 mg carbimazole is equivalent to
6.7 mg MMI (6). MMI is virtually not protein
bound. The total volume distribution is about
40 liters. The serum half life is 4–6 h and remains
unchanged in hyperthyroid patients. Patients with
hepatic disease have prolonged plasma disappear-
ance, whereas in kidney disease the metabolism is
unchanged. Because of its lipophilic character the
transplacental passage and excretion in breast

Fig. 1 Synthesis and secretion of thyroid hormones and mechanisms of action of antithyroid drugs. Iodine is 
actively concentrated by the thyroid gland (sodium iodide transporter). After oxidation it is bound to thyrosine 
residues thus forming monoiodothyronine (MIT) or diiodothyronine (DIT). MIT and DIT are coupled to triio-
dothyronine (T3) or thyroxine (T4) and are stored in thyroid follicles bound to thyroglobuline. Thyroid hor-
mones are released by proteolysis. In the peripheral blood, T4 is converted to T3. Antithyroid drugs act by 
inhibiting the thyroid peroxidase-mediated formation of T3 and T4 (§) and compete with iodothyronine resi-
dues for oxidized iodine (o). Moreover, they inhibit iodine oxidation (*). PTU, but not MMI, inhibits the mono-
deiodination (#) of thyroxine to triiodothyronine.
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�
milk is high (1,2). Little MMI is excreted in urine.
Little is known about the products of metabolism
of MMI and their way of excretion (1).

PTU is also well absorbed from the gastrointes-
tinal tract. Peak serum concentrations are in the
range of 3 µg/ml after an oral dose of 150 mg, and
is reached 1 hour after drug ingestion. 80–90% of
PTU is protein bound. The total volume distribu-
tion is around 30 l for PTU. The serum half life of
PTU is 75 min. It is not altered in patients with
thyrotoxicosis, renal disease and, in contrast to
MMI, in liver disease. PTU is mostly excreted in
the urine after hepatic conjugation with glucuro-
nide (1,2). Biotransformation of PTU primarily
occurs at the S group. It results in substantial loss
of antiperoxidase activity. The metabolites, 6-n-
propyluracil, S-methyl-PTU, PTU disulfide and
PTU glucuronide, are only weakly active or com-
pletely inactive as thyroid peroxidase inhibitors.
Because of its high protein binding and ionization
at a physiologic pH, PTU is excreted in breast milk
to a lesser degree than MMI (1).

Both drugs, MMI and PTU, are actively con-
centrated by the thyroid gland. Intrathyroidal con-
centrations of MMI are in the range of 5×105 M.
There is no difference in intrathyroidal concentra-
tions of MMI 3–6 h and 17–20 h after ingestion of
10 mg of carbimazole. Little is known about
intrathyroidal concentrations of PTU. Eight hours
after a single dose of 10 mg of MMI or 100 mg of
PTU inhibition of intrathyroidal organification of
iodide is about 90% and 60% respectively (2). This
may be one reason for the longer effect of MMI
compared with PTU. MMI can be administered
once daily, whereas PTU should be applied 3 times
a day.

Metabolism of the drugs by TPO is largely
iodine dependent. Under conditions of reversible
inhibition of iodination, the drugs are rapidly
metabolized to higher oxidation products such as
sulfonate and sulfate, with disulfide as an interme-
diate. If there is irreversible inhibition of iodina-
tion (higher drug to iodide ratio), some of the
drug is oxidized only to the disulfide stage, but the
TPO is simultaneously inactivated and no iodina-
tion is observed (2,6).
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In patients with a first episode of � Graves’ dis-
ease, thionamides are used for long-term treat-
ment to achieve remission of the organ-specific
autoimmune disease. The standard therapy in
Europe is a 1–1.5 year course of antithyroid drug
treatment. In contrast, � radioiodine is the pre-
ferred initial treatment in North America (4, 6).
The relapse rate following antithyroid drug treat-
ment is approximately 50% within 1 to 2 years.
Most relapses occur within the first 12 months (4,
6). After an unsuccessful course of antithyroid
drug treatment there is little chance that a second
course will result in permanent remission (4, 6).
Therefore a definite treatment, i. e. surgery or
radioiodine, should be performed. Various param-
eters have been tested for their ability to predict
the outcome of the individual patient after with-
drawal of antithyroid drug therapy, but until now,
the studies have failed to identify reliable markers
with predictive statistical significance for the indi-
vidual patient (4, 6). In � thyroid autonomy  that
is mainly caused by somatic � TSH receptor or
Gsα mutations (5) a spontaneous remission (e. g.
by nodule apoplexia) is very uncommon. There-
fore, antithyroid drug treatment is only used to
render patients euthyroid before ablative treat-
ment.

Initial daily doses of 10–40 mg and 100–
600 mg are recommended in clinical practice for
MMI and PTU, respectively (1). Several studies
have shown that treatment of hyperthyroidism
with single daily doses of 10–40 mg of MMI is
effective in the induction of euthyroidism in 80–
90% of patients within 6 weeks (6). Intrathyroidal
drug accumulation is one cause for the efficiency
of a single daily dose regimen. Moreover, a once
daily dose yields better patients’ compliance. Sin-
gle daily doses of PTU have been shown to be less
effective in achieving euthyroidism than adminis-
tration of 3 divided doses a day. If a once daily
dose regimen is considered for the treatment of
hyperthyroidism, MMI is preferred to PTU (1,  6).

The response to thionamides depends on the
dose and the environmental iodine intake. It
occurs faster in subjects living in countries with
moderately low iodine intake than in areas with
iodine sufficiency (1, 6). Drug doses should be
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gradually decreased to the minimal maintenance
dose as the serum thyroid hormone levels fall. The
aim is to restore the euthyroid state within 1 to
2 months. The “block-and-replace regimen” with
the simultaneous administration of an antithyroid
drug and L-thyroxine is used in case of poor
patients compliance or if follow-up is difficult (4).
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Antithyroid drugs have several side effects. The
most frequent side effects are maculopapular
rashes, pruritus, urticaria, fever, arthralgia and
swelling of the joints. They occur in 1–5% of
patients (1, 6). Loss of scalp hair, gastrointestinal
problems, elevations of bone isoenzyme of alka-
line phosphatase and abnormalities of taste and
smell are less common. The incidence of all these
untoward reactions is similar with MMI and PTU
(1,2). PTU may cause slight transient increases of
ser um aminot ransferase and γ -g lutamyl
transpeptidase concentrations. The side effects
usually appear within the first weeks or months
after starting treatment and mostly resolve despite
continued therapy. They occur more frequently
with higher drug doses (1,2, 6). If they are severe
enough to alter treatment, it is possible to change
from MMI to PTU or vice versa, although there is
an estimated cross sensitivity of about 50% (6).
Most of the minor side effects are considered to be
allergic reactions. Serious side effects such as bone
marrow-depression, vasculitis, systemic lupus-like
syndrome, cholestatic jaundice, hepatitis,
hypoglycemia due to antiinsulin antibodies and
hypoprothrombinemia are rare. They occur in
approximately 0.2–0.5% of patients (1). Depression
of the bone marrow mostly appears as agranulocy-
tosis, but also aplastic anemia and thrombocyto-
penia can be found. Symptoms of agranulocytosis
like sore throat, fever and stomatitis are rare.
Because of the sudden onset of agranulocytosis it
can often not be detected in time by the routine
leucocyte cell count which should be performed
repeatedly during the first 3 months of treatment
(1, 6). Agranulocytosis is an absolute contraindica-
tion to further antithyroid drug treatment. There-
fore, patients should be advised to stop taking the
drug immediately if sore throat, pharyngitis or
fever occur, and immediately seek medical atten-
tion and an urgent blood cell count. Most patients
recover from agranulocytosis after discontinuita-

tion of antithyroid drugs. But deaths have been
reported in 20% of patients despite treatment with
intravenous broad spectrum antibiotics. Granulo-
cyte colony-stimulating factor has been adminis-
tered, but did not yield a better outcome in the
treatment of antithyroid drug-induced agranulo-
cytosis compared with antibiotic therapy only.
The risk of agranulocytosis is greater in patients
given larger doses and in older patients (1,2, 6).
Vasculitis and lupus-like syndrome occur much
more frequently with PTU than with MMI; their
cause is not known. Treatment consists of discon-
tinuation of the drug and the use of high doses of
glucocorticoids. Major side effects usually occur
within the first 3 months after the start of antithy-
roid drug treatment but can also appear during
prolonged treatment and after reinstitution of the
drug (1,2, 6).
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Despite the enthusiasm shown by Robert Koch
and Paul Ehrlich in African sleeping sickness,
progress in the control of this disease achieved
since the 19th century is sobering. Only four sub-
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stances have been introduced, in total, in the ther-
apy of African sleeping sickness, although the
incidence of this disease has increased tremen-
dously during the past decades with an estimated
50 million people at risk of infection and approxi-
mately 20 000 new cases reported each year.
Suramin, the oldest of the antitrypanosomal
drugs, was discovered by Paul Ehrlich and intro-
duced in 1922. It was followed by pentamidine in
1937. Both drugs are only effective against early
stages of the disease. The first and only drug effec-
tive against cerebral stages of African trypano-
somiasis, of both T. brucei gambiense and T. brucei
rhodesiense type, is melarsoprol, which has been
in use for more than 50 years. It is still the drug of
choice in most endemic areas despite its marked
tendency to induce reactive encephalitis. Since
then, drug and vaccine development in this field
has declined to near zero. The only new antit-
rypanosomal substance so far has been eflorni-
thine (difluoromethylornithine), which was intro-
duced in 1990. It was originally developed for can-
cer therapy and proved later to be effective against
intracerebral T. b. gambiense. 

Nowadays, treatment of African sleeping sick-
ness with the prevailing drugs faces three major
problems: 1) severe side effects, especially of
melarsoprol; 2) wide spread drug resistance;and 3)
lack of interest in drug development and produc-
tion due to a low return of investment. To make
matters worse, in recent years the producers of
melarsoprol as well as eflornithine have tried to
stop the production of these drugs entirely. A vac-
cine against trypanosomiasis is also not in sight,
and efforts are complicated by the parasite’s ability
to constantly change the antigenic properties of its
surface coat, a phenomenon called antigenic varia-
tion. 

� Antiprotozoal Drugs
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Antituberculosis drugs or antimycobacterial
agents are specifically used for the treatment of
tuberculosis (Mycobacterium tuberculosis infec-
tions). First-line drugs in tuberculosis therapy are

isoniazid, rifampicin, ethambutol, pyrazinamide
and streptomycin (� Ribosomal Protein Synthesis
Inhibitors). In order to minimize the develop-
ment of drug resistance, a compound drug therapy
is employed. In a first phase of two months, a com-
bination of three drugs is employed. In a second
phase of about four months, a combination of two
drugs is used. A major problem is the increasing
resistance of Mycobacterium tuberculosis strains
against the first-line drugs. Infections caused by
resistant strains are treated with combinations of
second-line agents (e.g. capreomycin and cyclo-
serine).
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Antitussives are used for the symptomatic treat-
ment of cough. Usually, cough is a protective reflex
for the removal of secretions and particulate mat-
ter from the respiratory tract. Only inappropriate
cough, caused, e.g. by respiratory tract infections
or tumors, requires treatment. The opioid codeine
(methylmorphine; opioid system) depresses the
“cough center” in the brainstem and is a highly
effective antitussive. Other centrally acting anti-
tussives are dextromethorphan and noscapine.
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Antivirals, virostatics
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Viruses are small infectious agents composed of a
nucleic acid genome (DNA or RNA) encased by
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structural proteins and in some cases a lipid
� envelope. They are the causative agents of a
number of human infectious diseases, the most
important for public health today being � AIDS,
� hepatitis, � influenza and measles. In addition,
certain viruses contribute to the development of
cancer. Antiviral drugs inhibit viral replication by
specifically targeting viral enzymes or functions
and are used to treat specific virus-associated dis-
eases.

� Interferons
� Viral Proteases
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Viruses are obligatory intracellular parasites that
can only replicate within an appropriate host cell.
They rely on host cell-derived factors and mecha-
nisms and encode only few enzymes and other
proteins of their own. Consequently, interfering
with virus replication without inflicting damage to
the host requires highly specific approaches and
there is no general mechanism of action for viro-
statics. In contrast to antibacterial agents, where
fundamental differences between prokaryotic and
human cells (e.g. bacterial cell wall synthesis) can
be exploited to inhibit a broad range of bacteria
without significant toxicity to the patient, antivi-
ral drugs are mostly highly selective for a specific
virus or a limited number of related viruses. Fur-
thermore, many human virus infections are acute
and are rapidly controlled by the immune system.
In these cases, the highest � viremia - i.e. the time
when the patient would benefit the most from
causative antiviral treatment - usually preceeds the
clinical manifestation of symptoms and the diag-
nosis by serological methods. For these reasons,
the number of currently available antiviral drugs
is low compared to chemotherapeutics effective
against other classes of infectious agents. Most
antivirals have been developed to control chronic
or recurrent virus infections, and in many cases
antiviral treatment does not result in elimination
of the virus but rather reduction of virus replica-
tion and alleviation of symptoms. In principle,
antivirals can be targeted at any of the viral repli-
cation steps outlined in Fig. 1. (a) Binding: Viruses
attach to their host cells via binding of a viral sur-

face protein to a receptor molecule on the plasma
membrane. This interaction is highly specific and
presents a very attractive target for antiviral inter-
vention. The most advanced compounds in this
class are the human immunodeficiency virus
(HIV) co-receptor antagonists. These substances
(peptides or bicyclam derivatives) bind to and
block the cellular chemokine receptors CCR5 or
CXCR4, respectively, which are required in addi-
tion to the CD4 receptor to mediate HIV entry.
Some co-receptor antagonists are currently in clin-
ical trials. (b) Entry of the virus into the cell and
release of the viral genome (uncoating): Although
this process is not characterized in its entirety for
most viruses, random screening has identified
amantadine/rimantadine, which inhibit this step
in influenza A replication. In addition, entry
inhibitors specific for � HIV or � picornaviruses,
respectively, are under development. (c) Replica-
tion of the viral genome: Viruses contain either
single- or double-stranded DNA or RNA genomes
and employ a variety of replication strategies.
Thus, there is no general mechanism or replica-
tion enzyme common to viruses. However, to
accomodate for various replication strategies,
many viruses encode their own polymerase(s), the
biochemical and structural properties of which
differ in some respects from those of the host cell
polymerases. This can be exploited to specifically
interfere with viral genome replication, and a
number of inhibitors targeting viral replicases
have been developed as antiviral drugs. (d)
Expression of viral genes leads to the production
of virus proteins: The basic machineries for tran-
scription of virus genes and translation of mRNA
into viral proteins largely rely on cellular factors
and are therefore difficult to target. Many viruses
encode proteins regulating transcription or mRNA
transport and modification (e.g. the HIV Tat and
Rev proteins), which are potential candidates for
inhibition. However, drugs specifically interfering
with viral gene expression have not yet been devel-
oped. (e) Virus assembly comprises transport of
the virion components to the assembly site, for-
mation of an ordered � capsid structure and in
some cases morphological maturation of the par-
ticle into a fully infectious state. Capsid stability
depends on multiple interactions between viral
structural proteins, and interfering with only a few
interactions should suffice to disturb the ordered
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capsid architecture essential for infectivity. The
subunit interfaces, unlike viral enzymes, do not
have correlates in the host cell. This should allow
the design of efficient and specific inhibitors, but
to date insufficient understanding of the molecu-
lar processes involved and the lack of suitable
assay systems has prevented the development of
assembly inhibitors for antiviral therapy. How-
ever, highly effective antiviral drugs targeting the
process of virion maturation (� protease  inhibi-
tors) have been developed against HIV. (f) Virus
release from the producing cell is required for
virus spread: It can be accomplished by cell lysis,
exocytosis or, in the case of many enveloped
viruses, by budding from the plasma membrane.
Virus budding is a complex process involving a
number of host cell derived factors, and drugs tar-
geting the budding process itself have not yet been
developed. However, the recently introduced influ-
enza   neuraminidase inhibitors are effective by
blocking the release and spread of influenza
viruses.

Interferon (IFN) differs from bona fide antivi-
ral drugs since it is a natural defense protein of the
host organism and does not directly interfere with
the viral replication steps. Interferons are small
glycoproteins inducing immune modulatory and
antiviral activities. They are secreted by lym-
phocytes, leukocytes and fibroblasts in response
to foreign nucleic acids (dsRNA). IFNs are classi-

fied into three groups α, β and γ, and the different
classes are produced from different cell types.
Recombinant IFN-α is used in the treatment of
chronic hepatitis B and C.
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The only drugs acting at the initial steps in virus
replication currently in use are the adamantane
derivatives, amantadine and rimantadine. Aman-
tadine inhibits  influenza virus replication and has
been in clinical use since the early 1970s, but its
mechanism of action was elucidated only 20 years
later. It blocks the M2 ion channel in the envelope
of influenza A virus, thereby inhibiting virus
uncoating. Adamantanes are not efficient against
influenza B, which lacks the M2 protein. Drugs
inhibiting the binding and entry of HIV are cur-
rently under development and their introduction
into clinical use can be expected. A promising con-
cept is represented by T-20. This peptide deriva-
tive binds to a helix in the  envelope protein gp41,
which is exposed upon binding of HIV to its host
cell. Binding of T-20 blocks a conformational rear-
rangement of gp41 molecules into a 6-helix bun-
dle that is required to mediate fusion of viral and
cellular membranes. Entry inhibitors specific for
entero-and rhinoviruses are drugs based on the
substance pleconaril. It binds to a hydrophobic
pocket on the surface of picornavirus capsids

Fig. 1 Basic steps of viral 
replication: (a) binding, 
(b) entry, (c) genome rep-
lication, (d) gene expres-
sion, (e) assembly, (f) 
release.
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resulting in conformational changes of the
� capsid that interfere with the release of the viral
RNA genome into the host cell. Such drugs have
been developed but are not yet approved for ther-
apy.

Polymerase inhibitors with different mecha-
nisms of action account for the largest group of
currently available antiviral drugs. The most
important class are the chain terminating nucleo-
side analogs (Fig. 2). The prototype of this class is
acyclovir (ACV) which is used against herpes sim-
plex (HSV) and � varicella zoster viruses  (VZV).
ACV is an acyclic analog of the nucleoside thymi-
dine, with carbon atoms C2 and C3 missing from
the deoxyribose ring. Phosphorylation by � HSV
thymidine � kinase (TK) inside an infected cell
yields ACV-monophosphate, which is further con-
verted into ACV-triphosphate by cellular enzymes
and then serves as a substrate for the HSV
polymerase. ACV incorporation into DNA results
in chain termination due to the lack of the 3’OH
group required for further elongation. Since both
monophosphorylation and incorporation into
DNA are preferably carried out by viral enzymes,
selectivity on two levels reduces toxicity to unin-
fected cells. Efficacy of phosphorylation and
incorporation into DNA are not correlated:
whereas penciclovir (oral prodrug: famciclovir) is
a much better substrate for TK than ACV, penci-
clovir triphosphate is incorporated less efficiently
by the viral   polymerase than ACV-triphosphate.
An optimal inhibitor should be a good substrate
for both viral enzymes. Human cytomegalovirus
(HCMV) lacks a tk gene and is relatively insensi-
tive to ACV, but a protein encoded by gene UL97 of
HCMV is able to phosphorylate the nucleoside
analog ganciclovir (GCV). This analog also effi-
ciently interferes with cellular DNA polymerisa-
tion, and thus has a higher toxicity than ACV.
Resistance against GCV can develop through
mutations in either UL97 (90%) or the viral
polymerase gene. The alternative drug cidofovir is
a cytosine phosphonate analog, which only
depends on cellular enzymes for its conversion
into the active form. Thus, its efficacy is not
affected by mutations in UL97. A direct inhibitor
of viral polymerase, which does not require intrac-
ellular activation, is foscarnet (phosphonoformic
acid). The chain terminating mechanism is shared
by another important group of antivirals, the nucl-

eosidic and nucleotidic � reverse transcriptase
(RT) inhibitors (NRTI and N+RTI), which inhibit
the RT of HIV. A number of different NRTIs are
available in different formulations, e.g. azidothy-
midine (AZT), ddI, ddC and d4T. All of these are
nucleoside analogs, in which the 3’OH group is
missing or replaced by another functional group,
e.g. an azido group in AZT. NRTI are also applied
as prodrugs which have to be phosphorylated by
cellular kinases into their active triphosphate
form. N+RTIs (Tenofovir, Adefovir) are mono-
phosphorylated derivates. In this case the first -
and often rate-limiting step of activtion is circum-
vented.   Hepatitis B virus (HBV) (� Hepatitis),
another important human pathogen, also encodes
an RT, and several nucleoside/nucleotide  analogs
originally developed against HIV (e.g. lamivu-
dine, adefovir) are also active against HBV. Lami-
vudine (3TC) has been tested for the treatment of
hepatitis and is considered a promising candidate
anti-HBV drug. As obvious from this example,
chain terminators are not exclusively selective for
the particular viral polymerase targeted, since
nucleoside analogs bind to the relatively con-
served active site of polymerases. Thus, a certain
degree of inhibition of cellular polymerases also
has to be taken into account. Furthermore, soon
after the introduction of AZT for the treatment of
AIDS patients in 1987, it became apparent that
although it was possible to lower the viral load by
up to 80% through AZT monotherapy, the thera-
peutic success was limited by the rapid emergence
of drug resistant virus. The same unfortunately
holds true for other NRTI, and resistance develop-
ment against nucleoside inhibitors is also
observed in the case of HBV and herpesviruses.
The search for alternative anti-HIV  drugs led to
the discovery of another class of polymerase
inhibitors, the so-called non-NRTI (NNRTI).
NNRTI in clinical use are nevirapine, delavirdine
and efavirenz. These polycyclic compounds do not
mimic nucleosides, but act as allosteric inhibitors
inducing conformational changes that lock the
polymerase active site in an inactive conforma-
tion. Unlike NRTI, NNRTI are highly specific for
the RT of HIV.

Another antiviral nucleoside analog is the gua-
nosine analog ribavirin, which is active against
certain RNA viruses (hepatitis C virus, respiratory
syncytial virus, lassavirus) and is administered in
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combination with IFN-α for treatment of chronic
hepatitis C. Its mechanism of action is not com-
pletely elucidated. It is known that ribavirin-
monophosphate inhibits cellular inosine mono-
phosphate dehydrogenase and this leads to deple-
tion of the cellular GTP pool, which can interfere
with viral genome replication or mRNA capping.

Antiretroviral drugs interfering with a later
replication step are � protease (PR) inhibitors
affecting HIV infectivity. Like other retroviruses,
HI-virions are released from the cell as immature,
non-infectious particles, in which the capsid is
assembled from the structural polyprotein Gag.
Concomitant with release, Gag is cleaved into its
functional subdomains by the viral � PR, leading
to a structural rearrangement of the capsid essen-
tial for virion infectivity. Thus, PR inhibitors are
effective anti-HIV drugs. Retroviral PR  are aspar-
tyl proteases, and inhibitors of members of this
class (renin, pepsin) had been investigated prior
the onset of the AIDS epidemic. These inhibitors

are peptidomimetics resembling substrates in
which the scissile peptide bond is replaced by a
non-cleavable structural analog of the substrates
� transition state. Further modifications result in
optimized selectivity, stability and bioavailability
of the compounds. Based on this concept and
detailed structural and biochemical information
about HIV PR, effective inhibitors were designed,
several of which are used for the treatment of
AIDS patients (saquinavir, ritonavir, indinavir,
nelfinavir, amprenavir, lopinavir; tipranavir and
atazanavir are expected to be introduced soon)

The influenza virus inhibitors, zanamivir and
oseltamivir, act outside the cell after virus parti-
cles have been formed. The drugs have been
designed to fit into the active site of the viral enve-
lope enzyme neuraminidase, which is required to
cleave sialic acid off the surface of the producing
cells. When its activity is blocked, new virus parti-
cles stay attached to the cell surface through bind-
ing of the virus protein hemagglutinin to sialic

Fig. 2 Mechanism of action of chain terminating nucleoside analogues.
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acid and are prevented from spreading to other
cells.
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Only a limited spectrum of viral infections can be
currently treated with antiviral drugs; otherwise
prevention by vaccination (if possible) and
hygiene measures are the only options. Influenza
can be treated with amantadine or rimantadine.
Both drugs are only effective against influenza A
and cause significant side effects including dizzi-
ness, lightheadedness, insomnia and nausea. Thus,
the newer neuraminidase inhibitors zanamivir
(aerosol) and oseltamivir (oral), active against
influenza A and B and with lower risk of side
effects, may be preferable. Since potential side
effects include bronchospasm, these drugs are not
recommended for patients with chronic pulmo-
nary disease or asthma. In any case, treatment
needs to be started within 36–48 h after the mani-
festation of the first symptoms and only alleviates
the course of disease. Amantadine is also approved
for prophylactic treatment of exposed persons
with particularly high risk of influenza-associated
complications. Infections with the herpesviruses
� HSV and � VZV are treated with acyclovir
(orally available prodrug: valaciclovir) or famci-
clovir. Intraveneous treatment is indicated for her-
pes virus encephalitis, neonatal HSV infection,
and   HSV and VZV reactivation under immuno-
suppression. Herpes genitalis and herpes zoster
are treated orally, and topical acyclovir treatment
is used against herpes labialis. Alternative HSV
and VZV treatment is possible using idoxuridine
or vidarabin. Foscarnet can be used against resist-
ant viruses but has a higher risk of side effects
(nephrotoxicity). Indications for the use of ganci-
clovir are � CMV chorioretinitis in � AIDS
patients and CMV colitis. It is also used to prevent
interstitial pneumonia in immunosuppressed
patients. Ganciclovir is more toxic than acyclovir
and causes neutropenia in about 40% of patients.
Alternatively, CMV infection can be treated with
cidofovir or foscarnet, which are also effective
against ganciclovir-resistant CMV but have an
even higher toxicity. In pharmacologically immu-
nosuppressed transplant recipients, ganciclovir or
acyclovir are administered to prevent CMV or
HSV disease,  respectively. An anti CMV drug

based on a new mechanism of action is Fomi-
virsen. It is an antisene RNA which inhibits the
synthesis of a viral protein and is approved for
intra-vitreal treatment of CMV retinitis.

A combination therapy of IFN-α (‘pegylated’,
i.e. coupled to polyethylene glycol, which prevents
its rapid clearance from the body) and ribavirin
over 24–48 weeks is the most effective way to treat
chronic hepatitis C. Therapeutic success depends
on virus genotype and viral load, but overall this
treatment eliminates the virus in about 60% of
patients. A major side effect of this combination
therapy is hemolytic anemia, attributed to ribavi-
rin. Patients with chronic hepatitis B, character-
ized by elevated serum alanine aminotransferase
levels and detectable HBe antigen for >6 months,
are currently treated with IFN-α alone. Reduction
of viral replication and clinical improvement can
be accomplished in about 30–40% of treated
patients. Fatigue, muscle aches, headache, nausea
and diarrhea are common side effects of inter-
feron. The most common serious side effect is
depression. The use of antiviral nucleoside ana-
logs against HBV is limited by the frequent devel-
opment of resistant virus variants.

The broadest spectrum of antiviral drugs is
available against HIV. However, monotherapy with
any of these drugs leads to rapid treatment failure
due to selection and further evolution of resistant
viruses. Since acquisition of resistance mutations
requires virus replication, an efficient therapy reg-
imen and patient compliance are paramount to
minimize resistance development. Currently, AIDS
patients in developed countries are treated with a
combination therapy known as HAART (highly
active antiretroviral therapy) involving at least 3
different anti-HIV drugs from the classes men-
tioned above (NRTI, NNRTI, PRI). Treatment is
currently indicated when the patient shows symp-
toms of AIDS or has a CD4+ cell count below 350/
µl or a plasma viral load above 55,000 genome
copies/ml. Treatment decisions in other cases are
complex and need to be made on an individual
basis. Triple therapy is also recommended as
prophylaxis following accidental exposure to the
virus. In this case, it is crucial that treatment is
started within 1–2 h. The introduction of HAART
led to a significant decrease in AIDS morbidity
and mortality. However, severe side effects (neu-
tropenia, neurological problems, lipodystrophy)
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can occur especially under prolonged therapy, and
even under HAART, resistant and multi-resistant
viruses emerge and are transmitted. Thus, HAART
requires selection of a suitable drug combination
by a physician experienced in AIDS  therapy, con-
stant monitoring of viral load and individual
adjustment in case of treatment failure or intolera-
ble side effects. Successful treatment in the case of
HIV infection does not mean eradication of the
virus and therapy has to be continued over many
years, probably life-long. For this reason, future
goals do not only include the discovery of new
anti-HIV drugs, but also the improvement of exist-
ing drugs in terms of galenics, side effects and
possible combination formulations that make it
easier to follow the therapy scheme. Finally, it
should be noted that HAART is not available in
developing countries, where most of the millions
of HIV-infected people live.

High replication rates, error-prone polymerase
as well as replication strategies favouring genetic
recombination result in rapid virus evolution.
Thus, the emergence of drug resistant variants is a
general problem for antiviral therapy. Successful
antiviral strategies will probably have to be combi-
nation therapies employing different drugs. Expe-
riences indicate that co-treatment with two or
even three drugs does not prevent viral resistance
development, and broadening of the antiviral arse-
nal is a key issue. Future additions to this arsenal
will result from different approaches: First, availa-
bility of alternative and improved drugs based on
the same mechanisms of action or on the same
principles (e.g. inhibition of viral enzymes by sub-
strate analogs) can be expected. For example, lead
compounds that inhibit the third enzyme of HIV,
integrase have been defined and may be the basis
for new anti-HIV drugs. Second, as the molecular
understanding of viral biology increases and suit-
able assay systems for in vitro screening can be
established, other steps of viral replication that are
currently not accessible (assembly, transcriptional
and post-transcriptional regulation or virus
release) could become targets of chemotherapeu-
tic intervention. Third, there are attempts to
include new and experimental therapeutic
approaches, such as the use of antisense RNA,
siRNA (small interfering RNA) or gene therapy,
into antiviral strategies.
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Anxiety is a normal reaction. Pathological anxiety
interferes with daily-life activities and may be
accompanied by autonomic symptoms (chest pain,
dyspnoea and palpitations). Severe forms include
phobic anxiety and panic disorder.

� Benzodiazepines
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Anxiolytics are drugs used for the treatment of
anxiety disorders. Apart from benzodiazpines, a
frequently used anxiolytic is the 5HT1A (serotonin)
receptor agonist buspiron, which has no sedative,
amnestic or muscle-relaxant side effects, but
whose action takes about a week to develop. Fur-
thermore, it is less efficaceous than the benzodi-
azepines. Buspiron’s mechanism of action is not
fully understood.

� Anxiety
� Benzodiazepines
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� Antigen-presenting Cells
� Immune Defense
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� Programmed Cell Death (antonym:  � Necrosis)
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Apoptosis is involved in the programmed elimina-
tion of cells. This is a mechanism for the elimina-
tion of excess or damaged cells. Apoptosis also
occurs during embryonic and fetal development.
In adult life, apoptosis regulates the size of organs
and tissues. In pathological conditions, apoptosis
is responsible for the reduction of cells in different
types of atrophy and in the regression of hyperpla-
sia. It develops spontaneously in cancer cells and it
is increased in both neoplasms and during nor-
mal cell proliferation triggered by a variety of
agents applied in cancer chemotherapy. Apoptosis
is enhanced by cell mediated immune reactions
and various toxins that also produce necrosis.
Apoptosis develops in four different phases:
Firstly, the presence of genes regulates the occur-
rence of programmed cell death. Secondly, vari-
ous signals, such as calcium ions, glucocorticoid
hormones and sphingomyelin, trigger the genetic
program. Initiation of apoptosis can also occur by
an unbalanced signalling such as lack of growth
factor or by the inhibitory effects of molecules
such as toxins or toxicants. Thirdly, the progres-
sion of apoptosis leads to the expression of genes
manifesting in structural alterations such as
cytoskeletal changes, cell shrinkage, nuclear
� pyknosis, chromatin changes and � DNA frag-
mentation. Finally, death and engulfment of the
whole cell or cell fragments by phagocytosis
(� phagocyte) terminates the apoptotic process.
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Apoptosis is a process that is regulated by genetic
mechanisms, induced by various signalling fac-

tors, mediated through plasma membrane recep-
tors and specific ligands, and proceeds to comple-
tion through effector molecules such as caspases.
Caspases interact with mitochrondria and leads to
expansion of effector molecules and ultimately
results in DNA fragmentation and phagocytosis of
the apoptotic cells by neighbouring cells and pro-
fessional phagocytic cells or macrophages.

There are a number of specific evidences that
transcription of genes is required for cell death:
Firstly in developing Drosophila cells, specific
genes are transcriptionally activated 1–2 hours
before the cells die. In the developing worm, C.
elegans, there are a number of genes that are
involved and associated with the death of develop-
ing cells. These genes are given the name ced-1, etc.
If mutation in ced-9 occurs, then programmed cell
death of most cells of the worm proceeds and leads
to eventual death of the nematode. Several other of
the genes of C. elegans have been shown to be
associated with various aspects of cell death. The
cytoskeletal reorganization involved in develop-
mental and program cell death is associated with
the activation of the ced-5 gene. The transcription
products of ced-3 are involved in the activation of
apoptosis and are structurally homologous to the
mammalian protein � caspase-1.

A number of physiologic and pharmacologic
stimuli can induce the process of apoptosis, these
include steroids, withdrawal of trophic hormones
or other growth factors, anti-cancer drugs such as
methotrexate and oxidants or other cytotoxic
chemicals. The effect of these stimuli are medi-
ated through cell surface receptors that are specific
for the apoptotic process.

One of the important cell surface receptor pro-
teins is the receptor � Fas-L which is found on
many cells and is involved in transducing the
apoptotic signals into the effector intracellular
program. For example, with � activation induced
cell death of T-cells, the mature lymphocytes are
activated by T-cell-receptor interaction with anti-
gen presenting cells. The activated T-cells express
Fas-L that binds to the Fas-expressing activating
T-cells to produce apoptosis. The ligation of Fas
then triggers a release and activation of various
effector molecules called caspases. Specific cas-
pases such as caspase-8 then cleave the molecule
� BID, which is a normal inducer of the cell death
process once it has become truncated or cleaved.
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The cleaved BID molecule is then translocated into
mitochondria where it is involved in the permea-
bilization of inner mitochondrial membranes,
rupture of the outer mitochondria membranes
and release of cell death factors such as cyto-
chrome C and apoptosis-inducing factor or AIF.
The release of cytochrome C stimulates more cas-
pases to be released in a cascade.

The interaction of BID with the mitochondria
involves the specific process of � mitochondrial
permeability transition pore opening, which is a
inner membrane-generated large channel that
combines with the outer mitochondrial membrane
to make a pore. The opening of this pore leads to
free radical generation such as � reactive oxygen
species, release of calcium into the cytosol and
further caspase activation. The build up of cas-
pases leads to cytoskeletal reorganization and also
the stimulation of changes in the nuclear mem-
brane pore complex. There is an increase in endo-
nucleolytic activity that cleaves the DNA into 50–
300 kilobase high molecular weight fragments that
appear by electron microscopy as chromatin con-
densation. In addition, there is a further endonu-
clease activation that leads to proteolysis and this
results in smaller 10–40 kilobase fragments of
DNA. This leads to an appearance, on examining
the DNA fragments, of an oligonucleosome lad-
der. The specific fragmentation of the DNA lent
itself to the development of a method for in situ
labelling of DNA breaks in nuclei, in tissue sec-
tions and cells in culture. This method is called
� TUNEL.
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Many drugs have been found to induce apoptosis
in experimental conditions or as side effects. Some
of these actions are direct by effecting the death
pathway, some drugs interfere with biochemical
mechanisms and these effects lead indirectly to
apoptosis. For example, azide administration
inhibits ATP synthesis, diptheria toxin interferes
with protein synthesis, and in both cases subse-
quently apoptosis is induced. Since a variety of
pharmacological agents provoke the same reac-
tion, it may be that the effect of drugs is associated
with a non-specific stress response leading to the
formation of apoptotic bodies.

� Chemotherapy drugs are a major example of
pharmacological agents that serve as inducers of
the process of apoptosis in a number of tissues and
with a number of different cell types. Most promi-
nent of this class of inducers are cytosine arabino-
side, doxorubicin, etoposide, methotrexate and
Taxol. Several mechanistic steps have been identi-
fied by studying the effects of cytosine arabinoside
on the process of apoptosis in various cell types. It
has been demonstrated that mitogen-activated
protein kinase and protein kinase C are critical to
the apoptotic effects of cytosine arabinoside in
promyelocytic leukemic cells. This effect is medi-
ated through the Fas and Fas ligand system. The
chemotherapy drug Taxol shows cytotoxicity to
tumour cell lines in the form of apoptosis at low
dose concentration and cell death by the mecha-
nism of necrosis at drug concentrations that are
much higher in vitro. The cytotoxic effect of Taxol
has been shown to be mediated by its polymeriza-
tion of microtubules and blockage of entry into
the S phase of the cell cycle in these tumor cell
lines.

� Glucocorticoids are very active physiologic
and pharmacologic agents in the induction of
apoptosis of a number of cell types, especially
lymphocytes. These effects are mediated through
the glucocorticoid receptor, a cell surface receptor
on leukocytes, which is a steroid hormone recep-
tor that also mediates cytokine interleukin-5 pro-
duction by lymphocytes. One major effect of glu-
cocorticoids appears to be cell cycle arrest in the
G1 phase. A number of specific pharmacologic
agents, including betamethazone, triamcinolone,
dexamethazone and clobetasol are inducers of
apoptosis by means of transcriptional activation of
glucocorticoid receptor.
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Control of food intake, regulation of ingestive
behaviour
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Appetite control is a complex function of the brain
that regulates feeding behaviour. This function
integrates cognitive and emotional factors with a
complex array of signals from the gastrointestinal
tract and from adipose tissue. The feeding behav-
iour controls and is balanced by acute energy
requirements and the long-term storage of sub-
strate as fat.

� Anti Obesity Drugs
� Diabetes Mellitus
� Neuropeptide Y
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Feeding behaviour is subject to both short-term
regulation during a single meal and long-term reg-
ulation related to the maintenance of body weight
and fat content. As a complex function of the
brain, ingestive behaviour is controlled by psycho-
logical and cognitive factors such as sociocultural
context (e.g. eating habits), experience (sensory
preferences) or emotional status (mood). Appetite

control also integrates information about the sta-
tus of peripheral organs, particularly the gastroin-
testinal tract and adipose tissue (1). Two main
groups of signals can be distinguished: (a) Satiety
signals secreted from gastrointestinal organs, and
(b) adiposity signals that are proportionate to
body fat stores. A key factor of this control system
is that energy intake is primarily controlled by
adjustment of meal size rather than meal onset,
allowing the organism to initiate meals at times
that are convenient and to adapt eating patterns to
individual constraints (food availability) and
activities (circadian rhythm).
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Satiety-inducing signals are conveyed to the brain
by afferent nerve fibers that are sensitive to
mechanical or chemical stimulation of the stom-
ach and small intestine during food ingestion. In
addit ion,  humoral  s i g nals  such as
� cholecystokinin  (CCK) are released upon nutri-
ent stimulation of neuroendocrine cells located in
the gastrointestinal wall. These satiety signals con-
verge in the nucleus tractus solitarii in the brain-
stem and induce meal termination in the absence
of hypothalamic control, as demonstrated in
decerebrate rats. � CCK is the paradigmatic
humoral satiety signal, and its action has been
studied extensively in multiple species including
human. Exogenous administration of CCK dose-
dependently reduces meal size. This effect is syn-
ergistically enhanced by other factors that limit
meal size, such as gastric distension. Specific CCK-
A receptor antagonists stimulate food intake in
rats, indicating that endogenous CCK contributes
to the termination of meals. However, repeated
administration of CCK before each meal does not
reduce caloric intake of free-feeding mice or rats
because the animals compensate the reduced meal
size by increasing the number of meals.
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It has long been postulated that appetite and food
intake are controlled by signals that originate from
adipose tissue (lipostat hypothesis, (2)). When
energy uptake is greater than total body energy
expenditure (basal metabolic rate, i.e. thermogen-
esis plus basal muscle activity), excess substrate is
stored as fat. In the long-term control of feeding
behaviour, enlarging fat depots transmit signals to
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the brain that inhibit food intake. Both feeding
behaviour and energy expenditure (adaptive ther-
moregulation) are subject to regulation by the
brain, in particular by the hypothalamus.

�����
����������
	��-��
���
����
����!���The first hor-
monal signal found to comply with the character-
istics of both a satiety and an adiposity signal was
insulin (1). Insulin levels reflect substrate (carbo-
hydrate) intake and stores as they rise with blood
glucose levels and fall with starvation. In addition,
they may reflect the size of adipose stores, because
a fatter person secretes more insulin than a lean
individual in response to a given increase of blood
glucose. This increased insulin secretion in obesity
can be explained by the reduced insulin sensitiv-
ity of liver, muscle and adipose tissue. Insulin is
known to enter the brain, and direct administra-
tion of insulin to the brain reduces food intake.
The adipostatic role of insulin is supported by the
observation that mutant mice lacking the neuronal
insulin receptor (NIRKO mice) develop obesity.
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����!���� Leptin is a cytokine
produced and secreted by adipose tissue in pro-
portion to the body fat content (3). Mice and
humans lacking leptin or its receptor develop a
severe hyperphagia and a dramatic degree of obes-
ity that is considerably more pronounced than that
of the NIRKO mouse. Thus, leptin is the key adi-
posity signal in rodents and humans. Leptin secre-
tion appears to reflect the metabolic status of the
adipocyte rather than the sheer size of triglycer-
ide deposits, and leptin levels may transiently be
dissociated from total body fat. Nonetheless, over
the course of a day with unrestricted food supply,
plasma leptin levels reliably reflect the amount of
total body fat. Local administration of leptin into
the brain results in reduced food intake. The vast
majority of patients with obesity have elevated
serum levels of leptin. Thus, it is believed that the
polygenic obesity is due to leptin resistance rather
than to inadequate leptin secretion, or to a
reduced blood/brain transport of the cytokine.

Fig. 1 Diagram of pathways integrating satiety and adiposity signals. Satiety is the net output from brainstem 
centres that leads to the termination of an individual meal. Satiety is primarily determined by neural and 
humoral inputs from the gastrointestinal tract (satiety signals). Response to satiety signals is modulated by 
descending anabolic or catabolic pathways originating in the hypothalamus. Adiposity signals circulate in pro-
portion to total body fat and enter the brain. They stimulate secretion of anorexigenic peptides (αMSH, CART), 
and inhibit expression of orexigens (NPY, AgRP) in the arcuate nucleus. Secondary target neurons in the par-
aventricular nucleus (PVN) and the lateral hypothalamic area (LHA) integrate signals from neurons in the 
arcuate nucleus, and connect them with central autonomic pathways that modulate satiety.
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Two distinct populations of neurons in the arcuate
nucleus have been identified as the most relevant
target cells of leptin (Fig. 1 (2,4)). Leptin inhibits
expression of the orexigenic peptides NPY
(� Neuropeptide Y) and AgRP (� Agouti-related
Protein) in one subset of neurons, and stimulates
production of the anorexigenic peptides αMSH
(α-melanocyte-stimulating hormone) and
� CART (cocaine- and amphetamine-regulated
transcript) in the other. Insulin receptors are also
highly concentrated in the arcuate nucleus, and
insulin appears to elicit similar changes in these
neuropeptides as leptin.
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evidence indicates that the molecules of the
melanocortin system are key mediators of the
response to leptin. AgRP and αMSH are antago-
nistic ligands for a common receptor, the melano-
cortin 4 receptor (MC4R). αMSH is an anorexi-
genic neuropeptide that activates MC4R and
thereby reduces appetite, whereas AgRP is an
orexigen that acts as an endogenous antagonist of
the receptor and suppresses its activation by
αMSH. The critical role of the melanocortin sys-
tem in appetite regulation is supported by the
effects of spontaneous and experimental muta-
tions of AgRP, αMSH, and MC4R in mice. Moreo-
ver,  pat ients  w ith complete  loss  of
� proopiomelanocortin  (POMC), the precursor
molecule of αMSH, develop severe hyperphagia
and are overweight, and 4–5% of all cases of severe
human obesity appear to be due to mutations in
the MC4R gene.

#��	����+�>!���The second neuropeptide effector of
leptin, NPY, has long been known to be a potent
orexigen when directly injected into the hypotha-
lamus. Hyperphagia of the leptin-deficient ob/ob
mice is attenuated by knockout of NPY, supporting
the role of NPY as a downstream effector of lep-
tin. However, the neuropeptide is not an indispen-
sable transmitter of adiposity signals, since lean
mice which lack NPY show a normal feeding
behaviour. The effects of NPY on appetite regula-
tion appears to be mediated by different receptor
subtypes (NPY1R, NPY2R and NPY5R).
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The pathways by which the neurons of the arcuate
nucleus affect food intake and energy expenditure
are not well understood. However, stimulation and
lesioning studies have identified the � lateral hy-
pothalamic area (LHA) and the � paraventricular
nucleus (PVN) as two areas of the hypothalamus
with an important role in energy homeostasis. Le-
sions of the LHA cause anorexia, whereas ablation
of the PVN cause a hyperphagic obesity syndrome.
Consistent with these results, LHA neurons express
the orexigenic neuropeptides � MCH and � orexin.
PVN neurons produce several neuropeptides that
are anorexigenic when administered directly into
the brain (CRH, TRH, oxytocin), in addition to
their better known roles as endocrine regulators.
LHA and PVN receive rich inputs from axons of
NPY/AgRP- and αMSH/CART-producing neurons
in the arcuate nucleus.
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Many other neuropeptides including galanin,
ghrelin and � glucagon-like peptide-1 and 2 (GLP-
1/GLP-2) have been described to participate in
appetite control (Table 1). In addition, the neuro-
transmitters norepinephrine, dopamine and serot-
onin are known to be involved in appetite regula-
tion. The role of the monoamines in energy home-
ostasis is illustrated by effects of drugs (see
below). Agonists of α1 adrenoceptors, 5-HT2C
serotonin receptors and dopamine receptors (D1
and/or D2) suppress appetite. However, the rele-
vant neural circuits that use these transmitters are
not very well defined. A control system mediating
appetite-stimulating effects is the cannabinoid sig-
nalling. Recently, endocannabinoids have been
added to the list of signals that act downstream of
leptin. Leptin reduces levels of the endocannabi-
noid anandamide in the hypothalamus of normal
rats, and mice that lack the cannabinoid receptor 1
(CB1) show reduced food intake under conditions
of low leptin levels (after fasting).
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The increasing prevalence of obesity and its conse-
quences has stimulated the search for appetite-
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Tab. 1 Hormones, peptides and neurotransmitters implicated in appetite control.

Molecule Effect of 
icv injection 

on food intake

Effect of 
gene deletion 

on food intake

Response to 
adiposity 

signals

Receptor Effect of 
receptor defect 
on food intake

Satiety signals

Cholecystokinin (CCK) ↓ - CCK-A ↑ (↔a)

Adiposity signals 

Leptin ↓ ↑↑ - LEPRb ↑↑
Insulin ↓ - IR ↑b

Orexigenic 

Neuropeptide Y 
(NPY)

↑ ↔(↓c) ↓ NPY2R
NPY5Rd

↑
↑

Agouti-related peptide (AgRP) ↑ ↓ MC4Rd,e ↑
Melanin-concentrating hormone 
(MCH)

↑ ↓ ↓ MCHR1
MCHR2

↑f

Orexin A and B 
(hypocretins)

↑ ↔g ↓ HCRTR1
HCRTR2

Galanin ↑ ↔ GALR1-3

Ghrelin ↑ ↓ GHSR

Endocannabinoids ↑ CB1 ↔ (↓h)

Anorexigenic

α-melanocyte-stimulating 
hormone (αMSH)

↓ ↑i ↑ MC4R ↑

Cocaine-and amphetamine 
regulated transcript (CART)

↓ ↑ ?

Corticotropin-releasing 
hormone (CRH)

↓ ↑ CRHR1
CRHR2

↔ (↑j)
↔

Urocortin ↓ ↑ CRHR1
CRHR2

↔(↑j)
↔

Thyreotropin-releasing hormone 
(TRH)

↓ ↑ THRH

Glucagon-like peptide (GLP-1,2) ↓ GLPR ↔
Serotonin ↓ 5-HT1B

5-HT2C

↑

Noradrenaline ↓ (↑) α1,(α2)
a normal basal food intake in knockout mice, but stimulatory response to CCK is abolished
b neuron-specific insulin receptor knockout
c reduction of hyperphagia was observed in leptin-deficient mice that also lack NPY
d other receptor isoforms may also be relevant
e AgRP acts antagonistic on MC4 receptors
f mice exhibit hyperphagia but are lean due to hyperactivity and altered metabolism
g knockout mice exhibit narcolepsy
h reduced feeding response to fasting in CB1 knockout mice
i αMSH deficiency in patients with mutations in the precursor, proopiomelanocortin (POMC) 
j normal basal food intake in knockout mice, but inhibitory response to urocortin is attenuated 



146 Appetite Control

suppressing drugs as anti-obesity agents (5). Ther-
apy based on nutritional and behavioural counsel-
ling produces almost always only a temporary
weight loss. The existing drugs that target adren-
ergic and serotonergic pathways (e.g. metamphet-
amine, phentermine, fenfluramine, sibutramine)
have a negative reputation of toxicity and limited
efficacy. The recent insights in appetite control as
outlined above have provided new candidate tar-
gets for the search of appetite suppressing drugs.
Since obesity is usually a chronic disorder that
requires life-long therapy, anti-obesity drugs need
to meet high safety standards.

β&��	���	������
�	������!���The appetite-suppress-
ing effect of β-phenylethylamine drugs is either
related to their sympathomimetic effect (metam-
phetamine, phentermine, diethylpropion), to
increased serotonergic transmission (fenflu-
ramine), or both (sibutramine). Compared with
metamphetamine, phentermine and diethylpro-
pion appear to have little abuse potential but
exhibit the typical side effects of sympathomi-
metic drugs (insomnia, hypertension). In a
36 week trial, the weight-reducing effect of phen-
termine persisted for 20 weeks with no further
weight reduction thereafter. Use of fenfluramine
was terminated after a high incidence of valvular
heart disease was reported in patients treated with
a combination of phentermine and fenfluramine.
The same rationale to combine serotonergic and
noradrenergic action underlies the therapy with
sibutramine, a serotonin-norepinephrine reuptake
inhibitor. Weight reduction by 5–10% was achieved
over 24 weeks of treatment with sibutramine in
doses from 10–15 mg/d. Weight was regained when
the drug was stopped, indicating that a continu-
ous therapy would be necessary to achieve the use-
ful but limited therapeutic effect. This general lim-
itation is likely to apply for any novel drugs that
target central noradrenergic and/or serotonergic
pathways, e.g. agonists of the 5-HT2C serotonin
receptor.

/	��
�!���Leptin has been shown to markedly reduce
appetite and weight in the extremely rare individ-
uals who lack leptin. In contrast, in the first clini-
cal study of patients with polygenic obesity and
elevated leptin levels, weight loss was variable and
relatively small. This disappointing result may be

explained by the leptin resistance consistently
observed in obese humans and rodents. However,
it cannot be excluded that a small subpopulation
of obese patients is susceptible to the cytokine.
Major efforts are currently underway to develop
new drugs that target hypothalamic pathways
downstream of leptin (e.g., NPY receptor antago-
nists, MC4R agonists, CRH agonists).
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Stimulation of appetite and weight gain has fre-
quently been observed as a side effect of long term
therapy with various psychoactive drugs. Promi-
nent examples are the tricyclic (e.g., imipramine)
and heterocyclic (e.g., mirtazepine) antidepres-
sants but also selective serotonin reuptake inhibi-
tors (e.g., paroxetine), neuroleptic drugs (e.g.,
olanzapine) and lithium. Although it is reasonable
to assume that these drugs interfere with central
serotonergic and/or adrenergic signalling, the
exact mechanism of their appetite-stimulating
effect and the receptors involved are unknown.
Stimulation of appetite by cyproheptadine, an
antihistamin/antiserotonin agent, is believed to
reflect antagonism of serotonin receptors.


�	���	����������	)
����������	)
�!���In the pallia-
tive treatment of cachexia and anorexia in
advanced cancer and AIDS patients, modest relief
can be achieved with appetite-stimulating drugs.
Various pharmacologic strategies have been
tested, including corticosteroids, anabolic ster-
oids, megestrol acetate, cyproheptadine and dron-
abinol (δ-9-tetrahydrocannabinol). The cannabi-
noid receptor agonist dronabinol is approved in
the US for stimulation of appetite in AIDS
patients. Megestrol is so far the only agent associ-
ated with increased appetite and weight gain in
patients with cancer.
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� Activated Partial Thromboplastin Time
� Anticoagulants
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Aquaporins (AQP or water channels) are intrinsic
membrane proteins that serve as selective pores
through which solute-free water crosses the
plasma membrane. There are several types of
AQP; more than 10 different mammalian AQP
have been identified to date. In mammals they are
expressed in several tissues and organs, such as
red blood cells, eye, kidney, brain, inner ear, lung,
digestive tract, pancreas, liver, glands, testis and
sperm. Closely related AQP proteins have been
isolated from plants, insects and bacteria.

� Vasopressin/Oxytocin
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Aquaretic agents promote the eliminationof water
by the kidney without major losses of salts. They
are particularly useful in situations where excess
of dilutional water needs to be eliminated without
affecting the salt metabolism, e.g. congestive heart
failure, some stages of hypertension, and some
metabolic states.

� Vasopressin/Oxytocin

�#

� Androgen Receptor
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The 20 carbon fatty acid, 5,8,11,14-eicosatetranoic
acid is an important lipid formed from membrane
phospholipids by the action of phospholipse A2 It
serves as a precursor for a variety of important
mediators like eicosanoids (prostaglandins, leuko-
trienes and HETEs) or the endogenous cannabi-
noid receptor ligand, anandamide.

� Phospholipases
� Cyclooxygenases

��	�������	��

The area postrema is a circumventricular brain
region positioned on the dorsal surface of the
medulla on the floor of the fourth ventricle. The
blood-brain barrier and the cerebrospinal fluid-
brain barrier are absent in this region and conse-
quently many substances that do not pass across
capillaries in other regions of the brain can do so
in the area postrema. The chemoreceptor trigger
zone (CTZ), located in the lateral area postrema is
sensitive to blood-borne emetogens. Nerves from
the CTZ connect with the vomiting centre.

� Emesis

��	�����	����	����%	

Area under the Curve (AUC) refers to the area
under the curve in a plasma concentration-time
curve (� Pharmacokinetics). It is directly propor-
tional to the amount of drug which has appeared



Encyclopedic Reference of Molecular Pharmacology

Page 148



Encyclopedic Reference of Molecular Pharmacology

Page 149



150 Asthma

������

� Bronchial Asthma
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Astrocytes are a category of glial cells in the verte-
brate central nervous system with long radial
processes. Astrocytes provide structural support
to nerve cells and help to control their chemical
and ionic extracellular environment.

���	���	�	�
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Atherogenesis is the process that leads to changes
in the arterial blood vessels, including deposition
of cholesterol (atherosclerosis). It is the patho-
physiological process behind the vast majority of
heart attacks.

� HMG-CoA-reductase-inhibitors
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Atherosclerotic plaques are lesions in the arterial
vessels which arise during the process of athero-
genesis. Most cases of acute heart attacks are
caused by rupture of an atherosclerotic plaque.

� HMG-CoA-reductase-inhibitors
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Atopy is the propensity to develop allergic reac-
tions mediated by immunoglobulin E.

� Allergy

�
�

ATP is a purine nucleotide involved in extracellu-
lar signalling, as well as acting as an intracellular
energy source.
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ATP-binding cassette (ABC) transporters (pro-
teins) are characterized by having so-called ATP-
binding cassette domains. ABC proteins function
as pumps, channels, and channel regulators
(receptors). They have multiple membrane-span-
ning segments and nucleotide-binding folds
(domains) (NBFs or NBDs) in the cytoplasmic
side, which contain highly conserved Walker
motifs and an ABC signature sequence. Cystic
fibrosis transmembrane conductance regulator, P-
glycoprotein,canalicular multispecific organic
anion transporter, and sulfonylurea receptor are
typical ABC proteins. 

� Multidrug Transporter
� ATP-dependent K+ Channel

�
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SUSUMU SEINO
Chiba University Graduate School of Medicine, 
Chiba, Japan
seino@med.m.chiba-u.ac.jp
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The ATP-dependent potassium (K+) channel, also
known as the ATP-sensitive K+ channel or ATP-
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�
regulated K+ (KATP) channel, was first discovered
in cardiac myocytes, and is characterized by chan-
nel inhibition when intracellular ATP is increased.
KATP channels were found subsequently in many
other tissues including pancreatic β-cells, skeletal
muscle, smooth muscle, brain, pituitary, and kid-
ney and in mitochondria. KATP channels are
weakly inwardly rectifying K+-selective channels,
and their regulation is essentially voltage-inde-
pendent (� Inward Rectification). Although KATP
channel activity is regulated primarily by intracel-
lular ATP and MgADP, which opens and closes
them, respectively, there are also various other
intracellular factors involved, including phosphor-
ylation by protein kinase A (PKA) and phosphati-
dylinositol phosphates. KATP channels of various
composition play distinct and crucial physiologi-
cal roles in different tissues by linking cell metabo-
lism to membrane potential.

� Inward Rectifier K+ Channels
� K+ Channels
� Oral Antidiabetic Drugs
� Voltage-gated K+ Channels
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KATP channels comprise two different subunits, an
� inwardly rectifying K+ channel subfamily
(Kir6.0) member (Kir6.1 or Kir6.2) and a receptor
(SUR1 or SUR2) for � sulfonylureas widely used in
treatment of type 2 (non-insulin dependent) dia-
betes mellitus. Kir6.1 and Kir6.2 have two trans-
membrane domains (TMDs) connected by a pore-
forming region (H5 region), which serves as part
of the K+-selective filter. However, the glycine (G)-
tyrosine (Y)-glycine (G) motif in the H5 region,
which is highly conserved among K+ channels, is
not present in either Kir6.1 or Kir6.2. The motif in
this region of these subunits is glycine (G)-pheny-
lalanine (F) -glycine (G). SUR, a member of the
� ATP-binding cassette (ABC) transporter (pro-
tein) superfamily, has three TMDs (TMD0, TMD1,
and TMD2) consisting of 5, 6, and 6 membrane
spanning regions and two nucleotide binding folds
(or binding domains), NBF1 and NBF2 (NBD1
andNBD2) in the cytoplasmic side. NBF1 and
NBF2 are located in the loop between TMD1 and
TMD2 and in the C-terminus, respectively. There
are several variants of SUR2 derived from alterna-

tive splicing of SUR2 mRNA. SUR2A and SUR2B
are major variants that differ in the 42 amino acids
of the C-terminus, resulting in SUR2B having a C-
terminus similar to that of SUR1. Kir6.1 or Kir6.2
serves as the pore-forming subunit, while the SUR
subunit serves as the regulatory subunit. KATP
channels are octameric complexes of Kir6.1 or
Kir6.2 and SUR subunits in 4:4 stoichiometry. The
various combinations of Kir6.1 or Kir6.2 and SUR
subunits constitute KATP channels with distinct
nucleotide and pharmacological properties in dif-
ferent tissues. Kir6.2 and SUR1 subunits constitute
the KATP channel in pancreatic β-cells and ventro-
medial hypothalamus (VMH). Kir6.2 and SUR2A
subunits constitute the KATP channel in cardiac
myocytes and, probably, in skeletal muscle. Kir6.2
and SUR2B subunits constitute the KATP channel
in smooth muscle. Kir6.1 and SUR2B subunits
constitute the nucleoside diphosphate-dependent
K+ channel in vascular smooth muscle that is
somewhat insensitive to ATP, activated by nucleo-
side diphosphates, and sensitive to the sulfonylu-
rea glibenclamide.

#	�����
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+���	��
�	�!���Inhibition of KATP channel activity by
ATP is mediated primarily by the Kir6.2 subunit,
while stimulation of the activity by MgADP is
mediated primarily by the SUR subunit. The N-
and C-termini of Kir6.2 interact cooperatively to
modulate channel inhibition by ATP. Although
four molecules of ATP can bind to each channel
molecule, binding of a single ATP molecule to a
Kir6.2 molecule is sufficient to induce channel clo-
sure. The inhibitory effect of ATP is also modu-
lated by the SUR subunit. SUR has the highly con-
served Walker A and B motifs and the SGGQ ABC
signature in each NBF. NBF2 of SUR subunits is
important in mediation of channel stimulation by
MgADP and, presumably, for ATPase activity. Of
the SUR subunits, SUR1 has the highest affinity to
MgADP at NBF2. Other Mg2+-bound nucleotides,
including MgATP, MgGTP, and MgUDP, also have
stimulatory effects on the KATP channel through
NBF1 or NBF2.

��������
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������������	�� ����"!���� Phospha-
tidylinositol phosphates (PIPs) antagonize ATP
inhibition of KATP channels in pancreatic β-cells,
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cardiac myocytes and skeletal muscles. Particu-
larly, phosphatidylinositol-4, 5-bisphosphate
(PIP2) induces a marked decrease in the ATP-sen-
sitivity of Kir6.2/SUR channels. PIPs bind positive
charges in the cytoplasmic region of the Kir6.2
subunit, stabilizing the open state of the channel
by antagonizing the inhibitory effect of ATP. PIP2
also inhibits sensitivity to the sulfonylurea tolb-
utamide. The run-down of KATP channels seen in
isolated patches may result from hydrolysis of
PIP2, and the restoration of channel activity by
MgATP may involve membrane lipid phosphoryla-
tion, that is, the synthesis of PIP2 that may acti-
vate KATP channels.

������������
��!���Exogenous PKA catalytic subu-
nits activate native β-cell type KATP channels. Both
the Kir6.2 and SUR1 subunits contain consensus
sites for phosphorylation by PKA. Phosphoryla-
tion of Kir6.2 stimulates activity of Kir6.2/SUR1
channels while phosphrylation of SUR1 affects
basal properties, including burst duration, inter-
burst interval, and open probability, and increases
channel expression at the cell surface.
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Kir subunits, Kir6.1 and Kir6.2 cannot form func-
tional channels at the cell surface in the absence of

a SUR subunit. This is due to the presence of an
endoplasmic reticulum (ER) retention signal
(RXR) in the C-terminal region of Kir6.1 and
Kir6.2. SUR1 subunit, which also contains an ER
retention signal in the cytoplasmic region between
TM11 and NBF-1, fails to traffic to the plasma
membrane when expressed alone. Kir6.2 subunits
and SUR subunits mask each other’s ER retention
signals, allowing trafficking to the cell surface.
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��!���Insulin
secretion is regulated by a variety of factors
including nutrients, hormones and neurotrans-
mitters. Among these, glucose is physiologically
the most important. Glucose uptake and subse-
quent metabolism produces ATP. The increased
ATP/ADP ratio closes the KATP channels, which
depolarizes the β-cell membrane and opens the
voltage-dependent calcium channels (VDCC) to
calcium influx. The rise in intracellular calcium
concentration in the β-cells triggers insulin gran-
ule exocytosis. Sulfonylureas close the KATP chan-
nels directly to stimulate insulin secretion. Studies
of Kir6.2 and SUR1 knockout mice demonstrate
that the pancreatic β-cell KATP channel (Kir6.2/

Fig. 1 Model of KATP channel structure.  A, Membrane topology of SUR1 and Kir6.2. SUR has three transmem-
brane domains, TMD0, TMD1, and TMD3, consisting of five, six, and six transmembrane segments, respec-
tively. The transmembrane segments (M1, M2) and K+ ion pore-forming region (H5) of Kir6.2 are shown. B , 
Heteromultimeric structure of the KATP channel. The KATP channel is an octameric protein assembled with 
four Kir6.2 subunits and four SUR1 subunits.



ATP-dependent K+ Channel 153

�

Fig. 2 Closure of the pancreatic β-cell type KATP channel by ATP and sulfonylurea. Increased ATP caused by 
glucose metabolism closes the KATP channel by binding to the Kir6.2 subunit (A). Sulfonylureas close the chan-
nel by binding to the SUR1 subunit (B). The SUR2 subunit has binding sites for benzamide-derivatives in addi-
tion to sulfonylureas (SU). Although there are four binding sites for the ATP molecule and four binding sites for 
the sulfonylurea molecule in each channel complex, occupation of only one of these sites by ATP or sulfonylurea 
is sufficient to close the channel.
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SUR1 channel) is critical in the regulation of glu-
cose-induced and sulfonylurea-induced insulin
secretion.

#��	������	�1�
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��!���The
ventromedial hypothalamus (VMH) possesses the
highest density of glucose responsive (GR) neu-
rons, which play a critical role in glucose homeos-
tasis and are involved in glucagon secretion during
hypoglycemia. The KATP channel in the VMH con-
sists of SUR1 and Kir6.2, the same molecular com-
position as the pancreatic β-cell KATP channel. A
study of Kir6.2 knockout mice demonstrates that
the KATP channels in the VMH function as glu-
cose sensors for glucagon secretion during

hypoglycemia. The VMH KATP channels have been
found to consist of Kir6.2 and SUR1. This raises a
clinically important issue, as hypoglycemia occurs
during sulfonylurea treatment in some diabetic
patients. It is not known currently which of the
sulfonylureas inhibit the KATP channels in the
VMH and might impair glucagon secretion dur-
ing sulfonylurea-induced hypoglycemia.

#��	������	�1�
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��!���Sarco-
lemmal KATP channels consist of Kir6.2 and
SUR2A subunits. Pinacidil, a KCO, induces out-
ward current and action potential shortening that
is blocked by glibenclamide. The sarcolemmal
KATP channel mediates the depression in cardiac

Fig. 3 Chemical structure 
of KATP channel blockers 
(A) and openers (B).
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�
excitability and contractility induced by KCOs.
� Ischemic preconditioning (IPC) is a phenome-
non in which brief intermittent periods of
ischemia paradoxically protect the myocardium
against a more prolonged ischemic insult, the
result of which is a marked reduction of infarct
size. Kir6.2-containing sarcolemmal KATP chan-
nels contribute at least in part to ischemic precon-
ditioning. Mitochondrial KATP channels, of which
the molecular composition has not yet been deter-
mined, are also thought to play an important role
in ischemic preconditioning.
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7��	!���The
substantia nigra pars reticulata (SNr), the area of
the highest expression of KATP channels in the
brain,plays a key role in the control of seizures.
SNr neuron activity is inactivated during hypoxia
by the opening of the post-synaptic KATP chan-
nels. However, the activity of these neurons is
enhanced in Kir6.2 knockout mice, indicating the
participation of KATP channels in the suppression
of SNr neuronal activity during hypoxia and their
involvement in a protective mechanism against
generalized seizure.
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����������	��!���The SUR subunits are the target of
the most widely used therapeutic drugs. Sulfony-
lureas including tolbutamide, gliclazide, glibencla-
mide (glyburide) and glimepiride are clinically
used in the treatment of type 2 diabetes. They bind
to SUR1 to close the pancreatic β-cell KATP (Kir6.2/
SUR1) channels to stimulate insulin secretion, but
the affinities for SUR1 of the various sulfonylureas
differ. Occupation of only one of the four sulfony-
lurea-binding sites per channel complex (four
molecules of Kir6.2 and four molecules of SUR1) is
sufficient to induce KATP channel closure. The
affinities of the sulfonylureas were estimated by
measurement of competition with radiolabeled
glibenclamide. The rank of binding potency to
SUR1 parallels the ability of the sulfonylureas to
close the KATP channels and stimulate insulin
secretion. Kir6.2/SUR1 (β-cell type KATP chan-
nels), Kir6.2/SUR2A (cardiac and skeletal muscle
type KATP channels), and Kir6.2/SUR2B (smooth

muscle KATP channel) KATP channels show differ-
ent sensitivities to the various sulfonylureas. For
example, β-cell type KATP channels are blocked by
tolbutamide and gliclazide bound with high affin-
ity, while cardiac and skeletal muscle type KATP
channels are not. Both Kir6.2/SUR1 channels and
Kir6.2/SUR2A channels are blocked by glibencla-
mide and glimepiride, as are Kir6.2/SUR2B chan-
nels. Tolbutamide and gliclazide have a sulfonylu-
rea moiety, but glibenclamide and glimepiride
have a benzamide group moiety in addition. SUR1
may possess separate high affinity binding sites
for sulfonylureas and for benzamide groups, while
SUR2 on the other hand, may have only high affin-
ity binding sites for the benzamide group. Because
there are distinct effects of the various sulfonylu-
reas on SUR2A and SUR2B, there may be differing
actions of these drugs on the various KATP chan-
nels in native tissues.
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�	&�	���	�����������!���Meglitinide, a ben-
zamide derivative, shares a nonsulfonylurea moi-
ety with glibenclamide. Meglitinide also blocks
both Kir6.2/SUR1 channels and Kir6.2/SUR2A
channels. Several newly developed non-sulfonylu-
rea hypoglycemic agents such as nateglinide (A-
4166), repaglinide and mitiglinide (KAD1229 or
S21403) are structurally related to meglitinide.
Although the meglinitide-related compounds all
inhibit Kir6.2/SUR1 channels to stimulate insulin
secretion, they have differing pharmacological
effects on Kir6.2/SUR2A and Kir6.2/SUR2B chan-
nels. � Meglinitide-related compounds have clini-
cal potentials for the treatment of type 2 diabetes.

1<������	��'�	�	��� 1�'�"!���The KATP channels in
various tissues exhibit different responses to K+

channel openers (KCOs) including diazoxide,
pinacidil, nicorandil, and minoxidil sulfate. Dia-
zoxide is used to inhibit insulin secretion, nicoran-
dil is used for the treatment of angina, and minox-
idil sulfate is used to stimulate hair growth in male
baldness. All of these KCOs act directly on the SUR
subunits. The binding of KCOs to a SUR subunit
seems to require ATP hydrolysis in the NBFs. The
tissue specific differences in the responses of KATP
channels to KCOs are conferred by the SUR subu-
nit. Diazoxide activates Kir6.2/SUR1 and Kir6.2/
SUR2B channels but not Kir6.2/SUR2A channels.
Inhibition of the channels by diazoxide is effective
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only in the presence of Mg-nucleotide. However,
Kir6.2/SUR2A channels become as sensitive to
diazoxide as Kir6.2/SUR1 channels in the presence
of MgADP. The effect of diazoxide may require
hydrolysis of ATP by the NBFs of the SUR subunit.
Pinacidil strongly activates Kir6.2/SUR2A chan-
nels but only slightly activates Kir6.2/SUR1 chan-
nels. Nicorandil, an anti-anginal agent, activates
Kir6.2/SUR2A, Kir6.2/SUR2B and Kir6.1/SUR2B
channels but not Kir6.2/SUR1 channels, suggesting
that it acts through SUR2 subunit.

��
��7��
�	�!���Many drugs containing an imidazo-
line moiety such as phentolamine stimulate insu-
lin secretion. Phentolamine acts directly on the
Kir6.2 subunit. Although the ATP-molecule con-
tains an imidazoline group, the binding site of
phentolamine is not identical to the ATP-binding
site.
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� PHHI, also referred to as familial hyperinsulin-
ism (HI) and formerly called pancreatic nesidiob-
lastosis, is a rare metabolic disorder occurring in
neonates and infants which is characterized by
excessive insulin secretion despite severe hypogly-
cemia. PHHI is an autosomal recessive hereditary
disease occurring approximately in 1/50,000 births
in Western countries. The disease is characterized
by severe hypoglycemia with inappropriate, exces-
sive insulin secretion in neonates and infants. The
protein-coding regions of the SUR1 gene and the
Kir6.2 gene are composed of 39 exons and a single
exon, respectively. Many of the mutations in the
SUR1 gene have been identified in PHHI patients,
most of which in SUR1 occur in NBF-1 or NBF-2.
Mutations of Kir6.2 also have been shown to cause
PHHI. The mechanisms by which mutations of
SUR1 or Kir6.2 cause KATP channel dysfunction in
PHHI include physical uncoupling of the SUR1
subunits and the Kir6.2 subunits, impaired
MgADP activation, impaired trafficking to the
plasma membrane, and impaired K+-ion permea-
tion. The pancreatic β-cells are continuously depo-
larized as a result so that continuous calcium
influx leads to hypoglycemia due to unregulated
insulin secretion.
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� Table appendix: Membrane Transport Proteins
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Cardiac arrhythmia with a rapid and irregular
activity in different areas within the upper cham-
bers (atria) of the heart is also known as atrial
fibrillation.

� Antiarrhythmic Drugs
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The atrial natriuretic peptide (ANP) belongs to a
family of hormones that have structural similarity
and some biological actions in common, such as
natriuresis and hemoconcentration. It is synthe-
sized and secreted by the cardiac atrium in
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A Bacterial Artificial Chromosome (BAC) is a vec-
tor that allows the propagation of larger exoge-
nous DNA fragments, up to several hundred kb.
BACs are propagated in recombination-deficient
strains of E. coli. They are more stable and easier
to handle than yeast artificial chromosomes
(YACs).

� Transgenic Animal Models
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Back propagation is the propagation of action
potentials from the soma distally to dendrites. If
the dendrites are passive cable transmitting dis-
tally evoked postsynaptic potentials to the soma,
the dendrites do not have to generate action
potentials. Direct patch clamp measurements
demonstrated the back propagation of action
potentials.

� Voltage-dependent Na+ Channels
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Bacterial protein toxins are proteins that are
released by the pathogen into the environment.
Thereafter, they target eukaryotic cells to damage
the membrane, to induce pathogenic signalling by
acting on membrane receptors or to disturb cell
signaling and cell function after entry into the
cytosol. The three major aims of bacteria produc-
ing toxins are i. to enter the host organism, ii. to
inhibit the hosts immune system, and iii. to pro-
duce an appropriate host niche for their own
development.

Protein toxins acting intracellulary are often
composed of two subunits (A/B model). One subu-
nit is catalytic (A-subunit) and the other is respon-
sible for binding and cell entry (B-subunit). Fol-
lowing binding to an extracellular membrane
receptor, the toxins are endocytosed. From the
endosomes the A-subunit is directly (pH depend-
ent) transferred into the cytosol (e.g., diphtheria
toxin and anthrax toxin) or the toxin is trans-
ported in a retrograde manner via the Golgi to the
ER (e.g., cholera toxin), where translocation into
the cytosol occurs.

� Cytoskeleton
� Exocytosis
� Small GTPases
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Protein toxins of this type are generally very
potent and efficient because they act catalytically.
The toxins activate or inactivate eukaryotic key
proteins involved in essential cellular functions
usually by covalent modification. One subfamily
catalyzes the ADP-ribosylation of target proteins.
For unknown reasons many toxins of this sub-
family modify eukaryotic GTPases. Examples are
the di-chain diphtheria toxin from toxigenic
Corynebacterium diphtheriae and the single-chain
Pseudomonas aeruginosa exotoxin A, which ADP-
ribosylates elongation factor 2 at diphthamide to
cause inhibition of protein synthesis. Pertussis
toxin from Bordetella pertussis and cholera toxin
from Vibrio cholerae act on heterotrimeric G pro-
teins. Pertussis toxin consists of the catalytic subu-
nit S1 and five binding subunits (S2, S3, 2xS4 and
S5) with masses of ∼11–26 kD. Cholera toxin con-
sists of a ∼28 kD A-subunit and five B-subunits
(∼12 kD). Whereas pertussis toxin ADP-ribosylates
the α-subunits of the Gi subfamily of G proteins
(exception Gz) at a cysteine residue, cholera toxin
and the related E. coli heat labile toxins ADP-ribo-
sylate α-subunits of the Gs subfamily at an
arginine residue. Pertussis toxin-induced ADP-
ribosylation blocks the interaction of the G protein
with heptahelical receptors (GPCR). The ADP-
ribosylation of Gs inhibits the intrinsic GTPase
activity and persistently activates the G protein.
Increase in cellular cAMP, activation of protein
kinase A and subsequent disturbance of cellular
electrolyte secretion is suggested to be the cause of
cholera toxin-induced diarrhea.

Small GTPases of the Rho family are ADP-ribo-
sylated (e.g., at Asn41 of RhoA ) and inactivated by
C3-like toxins from C. botulinum, C. limosum and
S. aureus. These proteins have a molecular mass of
23–30 kD and consist only of the enzyme domain.
Specific inhibition of Rho functions (Rho but not
Rac or Cdc42 are targets) is the reason why C3 is
widely used as a pharmcological tool.

Another subfamily of ADP-ribosylating toxins
modifies G-actin (at Arg177), thereby inhibiting
actin polymerization. Members of this family are
for example Clostridium botulinum C2 toxin and
Clostridium perfringens iota toxin. These toxins
are binary in structure.They consist of an enzyme

component and a separate binding component,
which is structurally related to the binding com-
ponent of anthrax toxin.

The above mentioned Rho GTPases are gluco-
sylated by the family of large clostridial cytotox-
ins. Important members of this toxin family are
Clostridium difficile toxins A and B, which are
implicated in antibiotic-associated diarrhea and
pseudomembranous colitis. The large clostridial
cytotoxins are single chain toxins with molecular
masses of 250–308 kD. The enzyme domain is
located at the N-terminus. The toxins are taken up
from an acidic endosomal compartment. They
glucosylate RhoA at Thr37; also Rac and Cdc42 are
substrates. Other members of this toxin family
such as C. sordellii lethal toxin possess a different
substrate specificity and modify Rac but not Rho.
In addition, Ras subfamily proteins (e.g., Ras, Ral
and Rap) are modified. As for C3, they are widely
used as tools to study Rho functions.

Rho GTPases are activated by E. coli  cytotoxic
necrotizing factors 1 and 2 (CNF1, 2) and by the
Bordetella dermonecrotic toxin (DNT). CNF1 and
CNF2 are closely related toxins sharing more than
90% identity in their amino acid sequences. Both
toxins are single chain proteins with molecular
masses of about 115 kD. The cell-binding domain
of CNF1 is located at the N terminus and the cata-
lytic domain at the C terminus of the toxin. DNT is
a protein of ∼160 kD that shares significant homol-
ogy with CNF in the catalytic domain.

All these toxins activate the small GTP binding
proteins of the Rho family by deamidation (CNFs)
and transglutamination (DNT) of a glutamine res-
idue (e.g., Gln63 of RhoA), which is necessary for
GTP hydrolysis. Moreover, the inactivation of Rho
GTPases by GAP (GTPase-activating protein) is
blocked by CNF and DNT. According to the func-
tions of Rho GTPases, the toxins cause formation
of stress fibers, filopodia and membrane ruffles,
and induce cell flattening and multinucleation The
role of CNFs in the pathogenesis of E. coli infec-
tions is still unclear. CNF and DNT are dermon-
ecrotic after intradermal application.

The anthrax toxin is a tripartite toxin and con-
sists of the binding component PA (protective
antigen), the lethal factor (LF), which is a metallo-
protease, and the edema factor (EF), which is a
calmodulin dependent adenylylcyclase. Both
enzyme components are translocated via PA into
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target cells. PA is activated by furin-induced cleav-
age and forms heptamers, which are similar to the
binding components of C2 toxin and iota toxin. In
the low pH compartment of endosomes, the hep-
tamers form pores to allow translocation of LF and
EF. LF cleaves the amino-terminus of the MAPK-
kinase thereby inhibiting this enzyme. The func-
tional consequence is the blockade of the ras-
MAPK signalling pathway that controls cell prolif-
eration. Whether this is the reason for the LT-
induced cell death of macrophages is not clear.

Shiga-toxin is produced i. by Shigella dysenter-
ica, the cause of bacillary dysentery, ii. by certain
E. coli strains (EHEC, enterohaemorrhagic E. coli;
cause of the hemolytic uremic syndrome, HUS)
and iii. by various enterobacteriaceae (e.g., Entero-
bacter cloacae). The toxin consists of an A-subunit
of ∼32 kD and a pentameric B-subunit (7.7 kD
each). The toxin enters cells after retrograde trans-
port to the Golgi. In the cytosol, the A-subunit acts
as a N-glycosidase to remove one adenine residue
in position 4324 of the 28S-rRNA at the ribosome
and blocks protein biosynthesis.

Clostridial neurotoxins are mainly bichain tox-
ins having a ∼50 kD enzyme component and a
∼100 kD binding/ translocation subunit. They are
the cause of botulism, a generalized flaccid paraly-
sis of skeletal muscles mainly acquired by food
poisoning, and tetanus, which occurs subse-
quently to wound infection. Botulism is induced
by Clostridium botulinum neurotoxins types A, B,
C1 , D, E, F and G. Tetanus is induced by tetanus
toxin from Clostridium tetani. The toxins belong
to the most potent agents known. About 1 ng of
botulinum toxin per kg body mass may be lethal
for man or animal. The toxins are zinc-metallo-
proteases and cleave synaptic peptides involved in
transmitter release. Botulinum neurotoxins B, D, F
and G and tetanus toxin cleave synaptobrevin;
neurotoxins A and E cleave SNAP25, and neuro-
toxin C cleaves syntaxin. The botulinum neurotox-
ins induce flaccid muscle paralysis (botulism)
because they act presynaptically at the peripheral
neuromuscular junction to block acetylcholine
release. Tetanus toxin is taken up at the neuromus-
cular junction but is then transported in a retro-
grade manner to the spinal cord. Within the spi-
nal cord tetanus toxin migrates to interneurons
annd blocks the release of inhibitory transmitters
to cause spastic paralysis.
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The α-toxin from Clostridium perfringens is
involved in the pathogenesis of gas gangrene and
the sudden death syndrome of young animals.
This toxin is a zinc-metalloenzyme with phos-
pholipase activity. Other phospholipase C-toxins
are from Listeria monocytogenes and from Myco-
bacterium tuberculosis. The phospholipase C-toxin
from Bacillus cereus is specific for phosphatidyli-
nositol. It cleaves phosphatidylinositol and its glu-
cosyl derivatives. In cell biology, this toxin can be
used as a tool to study whether a protein is
anchored to GPI. A second phospholipase C-toxin
produced by Bacillus cereus is specific for sphingo-
myelin. Cleavage of sphingomyelin generates cera-
mide, a second messenger involved in processes
like apoptosis and differentiation.
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Like physiological ligands, bacterial toxins can in-
fluence cells by binding to cell surface molecules.
Best known are the superantigens produced by Sta-
phylococcus strains. Superantigens are bivalent
molecules that bind to the major histocompatibility
complex (MHC) class II and to the variable regions
of the T-cell receptor. This bridging leads to the ac-
tivation of the T-cell receptor in the absence of an
antigenic peptide. This unspecific activation of T-
cells is followed by a massive release of cytokines
which is thought to play a role in diseases like toxic
shock syndrome and some exanthemas.
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Pore-forming toxins act by punching holes into
mammalian cell membranes. Many different types
are known. They can be divided into toxins forming
small holes and large-pore forming toxins. Pore-
forming toxins oligomerize in the plasma mem-
brane of the mammalian cell to build circular struc-
tures. These ring-like structures can be composed
of a few molecules, generating small pores that al-
low the exchange of ions and nucleotides (Aerom-
onas aerolysin, Staphylococcus aureus α-toxin).
Large pores, which allow the passage of peptides or
proteins are formed by toxins which insert up to 50
molecules into the plasma membrane generating a
pore with up to 35 nm in diameter. Examples for
such toxins are Streptococcus pyrogenes strep-
tolysin O or Clostridium tetani tetanolysin.
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Injected toxins are directly delivered into the
cytosol of eukaryotic target cells by the bacterial
Type III secretion Apparatus. The pathogens (e.g.,
Pseudomonas aeruginosa, Yersinia and Salmo-
nella) produce a set of proteins that are delivered
into mammalian cells by this complex type-III
secretion machinery dependent on the direct con-
tact between bacterium and host cells. Some of
these injected toxins (e.g., Yops in the case of Yers-
inia) are not covalently modifying mammalian
targets but act modulatory on important signal
transduction pathways; they act as molecular
mimics of cellular proteins. For example, they reg-
ulate the activity of small GTP binding proteins as
exchange factors to activate the small G-proteins
or as activators of GTP-hydrolysis to inhibit them.
Notably, Salmonella produces two contrary acting
molecular mimics. They inject an activator of Rho
GTPases (SopE) to induce ruffling and the uptake
of the bacteria into the mammalian cell, and they
inject an inactivator of Rho GTPases (SptP), prob-

ably to switch off the induced cytoskeletal rear-
rangements.
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Botulinum neurotoxins are widely used as thera-
peutic agents to cause reduction or paralysis of
skeletal muscle contraction. They are used to treat
cervical dystonia, which causes regional involun-
tary muscle spasms often associated with pain.
Moreover, they are used in strabism, blepharos-
pasm, hemifacial spasm and achalasia. Meanwhile,
a number of studies indicate efficacy for botuli-
num toxin for the treatment of tension headache
and migraine, but further studies are necessary to
demonstrate its short-term and long-term efficacy.
Botulinum toxin is also used as a cosmetic agent
and the effects occur after injection into the mus-
cle after few days and last for several months. The
treatment can be repeated several times without
major development of anti-neurotoxin antibodies.

Tab. 1 Intracellular acting exotoxins.

Toxin Protein substrate Activity Functional consequences

Diphtheria toxin,
Pseudomonas Exotoxin A

Elongation factor 2 ADP-ribosylation Inhibition of protein synthesis 
(diphtheria, Pseudomonas infection)

Cholera toxin,
heat labile E.coli toxins

Gs-proteins ADP-ribosylation Activation of adenylate cyclase 
(cholera, ‘traveller’-diarrhea)

Pertussis toxin Gi,o-proteins ADP-ribosylation Inhibition of G protein signalling 
(whooping cough)

C. botulinum C2-toxin 
and related toxins

Actin ADP-ribosylation Inhibition of actin polymerization

C. botulinum C3-toxin 
and related toxins

Rho proteins ADP-ribosylation Inhibition of RhoA, B ,C
Destruction of the cytoskeleton

E.coli CNF 1 und 2 Rho proteins deamidation Activation of RhoA, Rac, Cdc42

Bordetella DNT Rho proteins transglutamination Activation of RhoA, Rac, Cdc42

C. difficile toxin A and B Rho proteins glucosylation Inactivation of Rho proteins
Destruction of the cytoskeleton

Botulinum-Neurotoxins (A-G),
Tetanus toxin 

Synaptic peptides:
a) Synaptobrevin
b) Syntaxin
c) SNAP25 

Zinc dependent 
endoprotease

Cleavage of synaptic peptides
Inhibition of transmitter release 
(Tetanus, Botulism)

Shiga toxins and related toxins 
fromE.coli

No proteins (!)
28S rRNA

N-Glycosidase Cleavage of 28S rRNA
Inhibition of protein synthesis
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In the case of anti-neurotoxin antibody produc-
tion, the treatment is continued with a different
botulinum neurotoxin.

Some toxins (for example the diphtheria toxin)
are used as immunotoxins, fused to antibodies
against cell surface molecules, for example to
deplete T-cells as targeted therapy for cutaneous T
cell lymphoma. Under current investigation is fur-
ther the use of bacteria with the type-III secretion
system (for example salmonella) producing only
an injected toxin-antigen fusion protein as live
vaccines. The aim is to directly deliver protein
fragments into antigen-presenting cells to improve
immunisation.
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A bacteriophage (or phage) is a virus, made up of
a DNA or RNA core and a protein coat, that may
infect bacteria.

� Humanized Monoclonal Antibodies
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Barbiturates are salts of barbituric acid. They can
be used as hypnotics, sedatives, general anaesthet-
ics and antiepileptics. Similar to benzodiazepines
they have modulatory effects on the GABAA recep-
tor.

� GABAergic System
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The baroreceptor reflex is a central reflex mecha-
nism, which reduces heart rate following an
increase in blood pressure. Each change in blood
pressure is sensed by baroreceptors in the carotid
arteries, which activate the autonomic nervous
system to alter heart rate and thereby readjust
blood pressure.

� Blood Pressure Control
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Bartter’s syndrome (antenatal Bartter syndrome,
hyperprostaglandin E syndrome) is an electrolyte
disorder that has now been recognized to be
caused by mutations in at least three transport
proteins responsible for NaCl absorption in the
loop of Henle. Besides mutations in the Na+/K+/
2Cl-cotransporter, Bartter’s syndrome can also be
caused by mutations in the K channel that is
present in the apical membrane of the ascending
limb (ROMK or KIR1.1). This K channel is a K-
recycling pathway and its operation is a prerequi-
site for NaCl absorption through NKCC2. Clini-
cally, Bartter syndromes types I and II are indis-
tinguishable. In contrast, a milder form of Bar-
tter’s syndrome is caused by mutations in the
basolateral chloride channel (ClC-Kb), an exit
pathway for cellular Cl.

� Diuretics
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Basal activity is the enzymatic or other activity of
a protein normally governed by interaction with a
ligand or other activator molecule in the absence
of that activator. 
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animals have shown that contact with BaP and
PAH can cause skin cancer, but the effects of
breathing or ingesting them are not yet well
enough studied to draw a conclusion as to other
cancers. Animal tests have shown that exposure to
BaP may cause reproduction difficulty. The U.S.
government considers BaP a human carcinogen.
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The term benzodiazepine refers to a chemical
structure consisting of a heterocyclic ring system
in which the two N atoms are mostly located in
postions 1 and 4 (1,4-benzodiazepines), e.g. in
diazepam (Fig. 1). Benzodiazepines have found
wide therapeutic applications as � anxiolytics,
sedatives, hypnotics, anticonvulsants and central
muscle relaxants.

� GABAergic System
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� GABA  is the major inhibitory neurotransmitter
in the mammalian central nervous system. Its fast
sy napt ic  ac t ions  are  mediated by
� GABAAReceptors, which are located on postsyn-
aptic membranes. GABAA receptors have a central
pore with selectivity for chloride ions. Upon bind-
ing of GABA to GABAA receptors, negatively-
charged chloride ions flow into the postsynaptic
neuron, leading - in most cases - to hyperpolariza-
tion of the postsynaptic membrane and thus func-
tional inhibition. In addition to a binding site for
the physiological neurotransmitter GABA, most
GABAA receptors contain binding sites for
� allosteric modulators, e.g. benzodiazepines,
� barbiturates  and � neurosteroids. Benzodi-
azepines bind to a common modulatory site that is

therefore called benzodiazepine site. However, the
ligands of the benzodiazepine site are not limited
to ligands of the benzodiazepine structure. In par-
ticular, the imidazopyridine zolpidem, a widely
used hypnotic, and zopiclone, a cyclopyrrolone,
also bind to the benzodiazpine site. The basic
mechanism of action of benzodiazepines and non-
benzodiazepines acting via the benzodiazepine
site appears to be the same.

The binding of a benzodiazepine to the benzo-
diazepine site of the GABAA receptor enhances
GABAergic inhibition by increasing the opening
frequency of the GABA-gated ion channel. This
leads to a shift of the GABA dose-response curve
to the left, so that at any given concentration of
GABA, the response is increased (Fig. 2). This can
also be viewed as an increase in the affinity of
GABA for the receptor. The action of benzodi-
azepines is use-dependent and self-limiting. Use-
dependence indicates that benzodiazepines are
only active in the presence of GABA. In the
absence of GABA, benzodiazepines do not have an
effect on their own, i.e., their action is dependent
on the precondition that GABA is present and the
respective synapse thus in use. Furthermore, ben-
zodiazepines are not able to increase the response
to GABA beyond its physiological maximum at

Fig. 1 A) Chemical structure of classical [1,4] benzo-
diazepines. R1, R2, R2’, R3 and R7 denote variable 
suibstitutents. B) Chemical structure of the prototypi-
cal benzodiazepine diazeapm.
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high GABA concentrations, which is referrred to
as the self-limiting nature of their action. The
magnitude of the effect of benzodiazepines
depends on the amount of GABA present in the
synapse and thus synaptic activity. The self-limit-
ing feature may help explain why the enhancement
of GABA transmission by benzodiazepines is typi-
cally safe even at high doses, whereas overdoses
with drugs that do not display this self-limiting
feature, e.g. barbiturates, are life-threatening.
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GABAA receptors that contain the α1, α2, α3 and
α5 subunits in combination with β and γ subunits
can bind classical benzodiazepines, e.g. diazepam,
whereas GABAA receptors that contain the α4 and
α6 subunits do not bind classical benzodiazepines.
Essentially all benzodiazepines that are currently
in clinical use bind indiscriminately to GABAA
receptors that contain the α1, α2, α3 and α5 subu-
nits. The only clinically used drug that displays a
significant subtype selectivity is the imidazopyrid-
ine hypnotic, zolpidem. Zolpidem has a high affin-
ity at GABAA receptors containing the α1 subunit,
an intermediate affinity at GABAA receptors con-
taining the α2 or α3 subunits and no affinity at
GABAA receptors containing the α5 subunit. The

GABAA receptor subtype-specificity of benzodi-
azepine actions was assessed in genetically engi-
neered mice. Whereas the diazepam-sensitive α1,
α2, α3 and α5 subunits have a histidine residue in
a conserved position in the N-terminal extracellu-
lar domain (H101 in α1, H101 in α2, H126 in α3,
H105 in α5), the diazepam-insensitive α4 and α6
subunits have an arginine residue at the homolo-
gous position. By mutating the conserved histidine
residue in the α1, α3 and α5 subunits to arginine
residues the GABAA receptors containing the
respective subunits were rendered diazepam-
insensitive. Using this approach, it was discovered
that the sedative and antergrade amnesic action of
diazepam, and in part also the anticonvulsant
action of diazepam, are mediated by GABAA
receptors containing the α1 subunits, while the
anxiolytic action of diazepam is mediated by
GABAA receptors containing the α2 subunit. The
central muscle relaxant action of diazepam is
mediatedby GABAA receptors containing the α2,
α3 or α5 subunits (1–4). The anxiolytic action of
diazepam is observed at much lower doses than
the muscle relaxant action. Interestingly, GABAA
receptors containing the α3 subunit were not
involved in mediating the anxiolytic-like action of
diazepam in ethological tests of anxiety, indicating
that this response is not dependent on neurons in
the reticular activating system where the α3 subu-
nit is expressed.

Fig. 2 Schematic representation of the potentiation of 
the GABA-induced chloride current by benzodi-
azepines. The GABA dose-response curve is shifted to 
the left in the presence of benzodiazepines (arrow 1). 
The chloride current that is induced by a submaximal 
concentration of GABA is increased (arrow 2).  Benzo-
diazepines are effective only in the presence of GABA 
(use-dependence) and cannot increase the inhibition 
by high concentrations of GABA (self-limiting action).

Fig. 3 Dissection of benzodiazepinepharmacology. 
The functional roles of GABAA receptor subtypes 
mediating particular actions of diazepam are indi-
cated. A “+” sign indicates that the respective 
response is mediated by the respective receptor sub-
type, a “-” sign indicates that the respective response 
is apparently not mediated by the respecitive receptor 
subtype. ND = not determined.
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These findings demonstrate that subtype-selec-
tive drugs are likely to be of benefit, e.g. as  anxio-
lytics without sedative and anterograde amnesic
side effects. A remarkable step in this direction
was the development of L-838,417, which is a par-
tial agonist at GABAA receptors containing the α2,
α3 and α5 subunits but has no activity at GABAA
receptors containing the α1 subunit. This com-
pound is active as an anxiolytic and anticonvul-
sant, but apparently does not impair motor per-
formance (4).

Interestingly, while the sedative action of
diazepam is mediated by GABAA receptors con-
taining the α1 subunit, its � REM  sleep inhibiting
action, its enhancement of sleep continuity and its
effect on the � EEG  spectra in sleep and waking
are mediated by GABAA receptors that do not con-
tain the α1 subunit, indicating that the hypnotic
effect of diazepam and its  EEG fingerprint can be
dissociated from its sedative action (5).
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Drugs that bind to the benzodiazepine site of the
GABAA receptor and enhance GABA responses,
are termed agonists. Essentially all ligands at the
benzodiazepine site that are in clinical use are ago-
nists. In contrast, inverse agonists diminish GABA
responses. They are not in clinical use and have
effects opposite to those of the agonists, e.g., they
are convulsant and anxiogenic.
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Although flumazenil binds with high affinity to
the benzdiazepine site of GABAA receptors, it has
practically no action when given alone. However,
flumazenil competitively blocks the action of ben-
zodiazepine site agonists. Flumazenil can be used
to terminate the action of benzodiazepines, e.g.
after a benzodiazepine overdose. It may also serve
as a diagnostic tool in this regard.
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The benzodiazepines currently on the market dif-
fer in their pharmacokinetic properties, in partic-
ular the duration of action, which guides the use of
the drug to be used. The half-life is largely deter-
mined by the rate of metabolic degradation of the
parent drug. In addition, long-acting metabolites
(e.g. desmethyldiazepam) are generated that may
contribute to the duration of action. Short-acting

drugs might be used for patients with difficulties
to fall asleep, with the expectation that there is no
hangover effect on the next day. Long-acting drugs
may be used if reawakening during the entire
night is to be prevented. Short-acting benzodi-
azepines may have a half-life in the range of 2–
6 hours, e.g. midazolam, triazolam and oxazepam,
medium-acting benzodiazepines a half-life in the
range of 10–12 hours,  e.g .  lorazepam and
lormetazepam, and long-acting benzodiazepines a
half-life in the range of 20–50 hours, e.g. diazepam
and clobazam.
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Benzodiazepines are amongst the most frequently
prescribed drugs; they have well established uses
in the treatment of anxiety disorders (anxiolytics)
(6) and insomnia, preanaesthetic sedation, sup-
pression of seizures and muscle relaxation.

Benzodiazepines are used as tranquilizers to
relieve anxiety states, e.g. in generalized anxiety
disorder and panic attacks. The anxiolytic effects
are observed at low doses, suggesting that only a
small number of GABAA receptors need to be
modulated to obtain the anxiolytic effect. As out-
lined previously, this action is most likely medi-
ated by GABAA receptors containing the α2 subu-
nit. In contrast, higher doses of benzodiazepines
and thus a higher receptor occupancy is needed
for the sedative action of diazepam, which is medi-
ated by GABAA receptors containing the α1 subu-
nit. When diazepam is used as an anxiolytic, seda-
tive side effects are frequently troublesome. The
reduction of the reactivity to external stimuli is
the basis for the use of benzodiazepines as hypnot-
ics in the treatment of sleep disorders. The anti-
convulsant activity of diazepam can be explained
by the GABAergic inhibition of neuronal repon-
siveness to excitatory inputs. Benzodiazepines
(lorazepam and diazepam) are the drugs of choice
in the treatment of status epilecpticus. Their use in
the chronic treatment of epilepsy (e.g. clon-
azepam) is limited by the development of
� tolerance.

The definition of desired therapeutic and side
effects in the case of the benzodiazepines very
much depends on the clinical problem in question.
The sedative and hypnotic actions are desired
effects in the treatment of insomnia but undesired
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effects in the treatment of anxiety disorders.
Effects that are usually undesired include daytime
drowsiness, potentiation of the sedative effects of
ethanol and anterograde amnesia. They are medi-
ated via the benzodiazepine site of GABAA recep-
tors, since they can be antagonized with flumaze-
nil.

Repeated administration may lead to the devel-
opment of  tolerance to certain benzodiazepine
effects, in particular to the sedative, anticonvul-
sant and muscle relaxant effects and to the devel-
opment of � physical dependence, which can
include withdrawal anxiety, insomnia, convul-
sions and sensory hyperactivity and thus be simi-
lar to the symptoms that lead to the treatment. To
avoid � withdrawal symptoms, chronic treatment
is discontinued by gradually tapering out the dose
over a long period of time. The neurobiological
nature of the adaptive changes which occur after
long-term treatment or withdrawal from long-
term treatment are poorly understood. Because of
the adaptive changes that occur under chronic
treatment, the long-term use of benzodiazepines is
generally not recommended. For treament of
insomnia, benzodiazepines should not be given
for more than e.g. four weeks. For the treatment of
anxiety disorders, benzodiazepines should not be
used for more than e.g. six months. Because of
their potentiation of the sedative action of ethanol,
benzodiazepines should not be used in patients
with alcohol abuse. Likewise, the potential non-
therapeutic use of benzodiazepines for the pur-
pose of euphoria has to be kept in mind, and par-
ticular care should be taken when treating patients
with a history of drug abuse.
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Benzothiazepines (e.g. Diltiazem) block dihydro-
pyridine-sensitive HVA calcium channels .

� Ca2+ Channel Blockers
� Voltage-dependent Ca2+ Channels
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Beri-beri or clinically manifest (Vitamin B1) thia-
mine deficiency exists as infantile beri-beri or
adult beri-beri. Infantile beri-beri occurs in exclu-
sively breastfed infants of thiamine-deficient
mothers. Adults can develop different forms of the
disease, depending on their constitution, environ-
mental conditions, the relative contribution of
other nutrients to the diet and the duration and
severity of deficiency. Firstly, there is a so-called
dry or atrophic (paralytic or nervous) form, which
includes peripheral degenerative polyneuropathy,
muscle weakness and paralysis. Secondly, a wet or
exudative (cardiac) form exists, in which typical
symptoms are lung and peripheral oedema and
ascites. Finally, there is a cerebral form, that can
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occur as Wernicke encephalopathy or Korsakoff
psychosis. This last form mostly affects chronic
alcoholics with severe thiamine deficiency.

� Vitamin B1 (Thiamin)
� Vitamines, watersoluble
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β-adrenoceptor system
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The β-adrenergic system defines the effects of the
� Sympathetic System mediated via β-adrenergic
receptors (synonym: β-adrenoceptors). These are
G-protein-coupled receptors primarily causing an
activation of adenylyl cyclases. They mediate a
plethora of cardiovascular, smooth muscle and
metabolic effects. β-Adrenergic receptor antago-
nists are used to treat various cardiovascular dis-
eases, including hypertension, coronary artery
disease and myocardial infarction, but also glau-
coma and hyperthyroidism. β-Adrenergic receptor
agonists are used to treat bronchial asthma and
premature labor.

� α-Adrenergic System
� Antiarrhythmic Drugs
� Antihypertensive Drugs
� Catechol-O-Methyltransferase and its Inhibitors
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The sympathetic nervous system secretes the
� Catecholamines noradrenaline (norepine-
phrine) from nerve endings and adrenaline
(epinephrine) f rom the adrenal  medulla.
Noradrenaline is stored in the varicosities (≈nerve
endings) of the sympathetic nervous system, often
together with ATP or neuropeptide Y. Adrenaline

is stored in vesicles of the chromaffin cells of the
adrenal medulla together with its precursor
noradrenaline at a ratio of ≈4:1. Release of
noradrenaline and adrenaline is subject to inhibi-
tory control by presynaptic α2A- and α2C-adrener-
gic receptors, and to – less pronounced – stimula-
tion via presynaptic  β2-adrenergic receptors (see
chapter on α-adrenergic system).

Adrenaline and noradrenaline act on a total of
nine adrenergic receptor subtypes, three of them
belonging to the β-adrenergic receptor subfamily.
These are termed β1, β2 and β3. All adrenergic
receptors couple to � G-proteins. Gs is the pri-
mary G-protein for all three β-adrenergic recep-
tors and mediates activation of � Adenylyl Cyclase,
i.e. results in an increase of intracellular cAMP-
levels. Activation of � Protein Kinase A (PKA) is
the main effector pathway of elevated cAMP, but
cAMP can also activate cyclic-nucleotide-depend-
ent ion channels and inhibit the metabolism of
cGMP by phosphodiesterases. Additional signal-
ing pathways have been suggested mainly for the
β2-subtype, they include activation of Gi as well as
stimulation of � MAP-kinase  pathways. G-pro-
tein-independent signaling pathways have been
suggested by a variety of experiments, but their
biochemical or physiological relevance has never
been clearly demonstrated.

All adrenergic receptors are heptahelical, i.e.
they have seven transmembrane helices that form
a ligand-binding pocket. Amino acids essential for
ligand binding have been mapped extensively for
the β2-adrenergic receptor; they are located in
transmembrane helices 3, 5 and 6. Receptor activa-
tion involves an agonist-induced intramolecular
conformational change that causes a relative
movement of the transmembrane helices 3 and 6.
This is thought to lead to a rearrangement of the
intracellular parts of the receptor which couple to
G-proteins, most notably the part of the third
intracellular loop that is adjacent to transmem-
brane helix 6.

In addition to agonist-induced activity, many
receptors, including the β-adrenergic receptors,
display spontaneous or constitutive activity. This
means, that the unoccupied receptor has some
likelihood to adopt an active conformation, cou-
ple to G-proteins and generate an intracellular sig-
nal. Some compounds classified as antagonists
(e.g. propranolol) can suppress constitutive activ-
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ity and are therefore termed inverse agonists. Con-
stitutive activity is more pronounced for the β2-
than the β1-subtype, but has not yet been investi-
gated for the β3-receptor.

The agonist-induced conformational change
not only causes receptor activation and genera-
tion of an intracellular signal, but also a number of
biochemical processes that dampen the signal and
cause desensitization of the receptor (Fig. 1). These
include (1) phosphorylation of the receptor by
members of the G-protein-coupled receptor kinase
(GRK) family, followed by binding of the inhibitor
proteins β-arrestins which prevents further con-
tact of the receptor with its G-protein, (2) phos-
phorylation by the second-messenger activated
protein kinases protein kinases A and C (PKA and
PKC), which directly impairs G-protein-coupling,
(3) translocation of the receptors into clathrin-
coated pits and internalization into endosomes.
Movement of receptors into clathrin-coated pits
and binding of β-arrestin may also be required for
non-conventional signaling, such as activation of
MAP-kinases. Most internalized receptors are
recycled back to the cell surface, but some are
degraded. The regulatory processes described
above are most pronounced for the β2-subtype,
and least for the β3-subtype; they have also been
demonstrated for other G-protein-coupled recep-
tors, e.g. the α2-adrenergic receptors. In addition
to these regulatory processes at the level of the
receptor itself, the receptor mRNA-levels can be
down-regulated, at least in part by destabilization
via mRNA-binding proteins.

β-Adrenergic receptors mediate a plethora of
cardiovascular, smooth muscle and metabolic
effects. Cardiac β1-adrenergic receptors increase
the frequency, electrical conduction and force of
cardiac contractions as well as cardiac relaxation;
they represent the strongest stimulus for the heart.
At the same time they increase the generation of
ectopic impulse generation and thereby the risk of
arrhythmias. These effects are mediated by
� Protein Kinase A-mediated phosphorylation of
calcium channels (resulting in enhanced calcium
influx) as well as of phospholamban, a negative
regulator of the sarcoplasmic calcium ATPase
� SERCA  (resulting in enhanced uptake of cal-
cium into the stores of the sarcoplasmic reticu-
lum). A second important localization of β1-adren-
ergic receptors are the cells of the juxtaglomerular

apparatus, where they increase the release of renin
and thus cause stimulation of the renin-angi-
otensin-system.

β2-Adrenergic receptors are located primarily
on smooth muscle cells and mediate relaxation.
This results in bronchodilatation, relaxation of the
uterus and vasodilatation (partially mediated by
β1-adrenergic receptors). Liver β2-adrenergic
receptors trigger a protein kinase cascade that
results in inhibition of glycogen synthase and acti-
vation of phosphorylase and thereby trigger the
mobilization of glucose from glycogen stores.

β3-Adrenergic receptors stimulate lipase and
cause the breakdown of triglycerides to fatty acids
in fat cells. It is still not clear to what extent this
process is mediated by the β3- or the β2-subtype.
Together with the mobilization of glucose from the
liver, lipolysis provides the energy sources for the
sympathetic “fight-or-flight” reaction.

Fig. 1 Desensitization, internalization and recycling 
of β-adrenergic receptors. Activation of β-adrenergic 
receptors causes its phosphorylation by members of 
the G-protein-coupled receptor kinases (GRKs). 
Cytosolic β-arrestins then bind to the phosphorylated 
receptors and prevent further interaction with G-pro-
teins. β-Arrestin-bound receptors assemble in clath-
rin-coated pits, where the complex appears to interact 
with other proteins, including dynamin and src-
kinase. This leads (a) to the activation of non-conven-
tional signaling pathways (raf-kinases, MAP-kinases, 
JNK-kinases), and (b) to the internalization of the 
receptors to endosomes. Endosomal receptors 
become either dephosphorylated and recycle back to 
the cell surface; some endosomal receptors undergo 
lysosomal degradation.
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Agonists as well as antagonists of β-adrenergic
receptors are used for the treatment of a variety of
conditions. β-Adrenergic receptor antagonists
belong to the most frequently used classes of
drugs.

The main use of β-adrenergic receptor ago-
nists (β-sympathomimetic drugs) is the sympto-
matic treatment of bronchial asthma. Stimulation
of β2-adrenergic receptors on smooth muscles
produces dilatation of the airways and reduces air-
way resistance. Although β2-adrenergic receptor
activation inhibits inflammatory mediator release
from mast cells and other inflammatory cells,
there is no major effect of these drugs on airway
inflammation associated with asthma. β2-Adren-

ergic receptor agonists are the most effective bron-
chodilators known. In order to reduce unwanted
systemic effects (most notably tachycardia and
arrhythmia) inhaled β2-selective compounds are
the drugs of choice; a high first-pass effects helps
to reduce systemic effects of the major fraction of
the inhaled drug that reaches the gastrointestinal
tract. The most frequently used compounds are
fenoterol and salbutamol, which have a rapid
onset and a short duration of action. Newer
lipophilic compounds such a formoterol and salm-
eterol have a much longer duration of action (up
to 12 h), presumably because they are retained in
the plasma membrane after dissociation from the
receptor, i.e. they remain in the immediate vicinity
and can thus re-associate with the receptor.

Fig. 2  β-Adrenergic signaling in cardiac muscle (predominantly β1) and smooth muscle (predominantly β2) 
cells. Proteins that become more active after activation of β-adrenergic receptors are depicted in gray, those 
which become less active are depicted in white. Both receptors couple to Gs and lead to activation of adenylyl 
cyclases, generation of cyclic AMP and activation or protein kinase A (PKA). In heart muscle cells, PKA causes 
phosphorylation of L-type calcium channels (increased Ca2+-influx; relevant site of phosphorylation uncertain), 
troponin I (TnI; diminishes affinity of troponin C for Ca2+ and thus enhances relaxation) and phospholamban 
(PLB; leads to less inhibition of the sarcoplasmic Ca2+ ATPase, SERCA, which pumps Ca2+ into the sarcoplasmic 
stores. This in turn enhances relaxation and enhances Ca2+-release during the next beat) All this leads to more 
rapid and forceful contraction as well as relaxation. In smooth muscle cell the signaling pathways are less clear. 
PKA-mediated phosphorylation of myosin light chain kinase (MLCK) causes reduced activity of this kinase, 
which in turn leads to decreased phosphorylation of myosin light chains and, hence, reduced contraction. A sec-
ond postulated mechanism for relaxation is hyperpolarization via activation of K+-channels; the signaling path-
way is unclear and might involve coupling of β2-receptors to Gi.
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β2-Adrenergic receptor agonists are also used
to treat premature labor by causing uterine relaxa-
tion. Fenoterol and ritodrine are frequently used.
The effectiveness of long-term tocolysis is contro-
versial, since both desensitization of the receptors
and the symptomatic nature of this treatment may
limit their effects to 1–2 days according to one
large study.

Non-selective β-adrenergic receptor agonists,
particularly adrenaline (epinephrine), are used in
cardiovascular emergency situations, most impor-
tantly cardiopulmonary resuscitation and anaphy-
lactic shock. They are given to produce stimula-
tion of cardiac electrical activity via β1-receptors,
inhibition of mast cell mediator release via β2-
receptors, and bronchodilatation via β2-receptors
as well as α1- and α2-receptor-mediated vasocon-
striction.

Relatively selective stimulation of β1-adrener-
gic receptors can be achieved with dobutamine.
This is a racemic drug of which both isomers acti-
vate the β1-receptor, and in addition the (–) isomer
activates α1-receptors whereas the (+) isomer acti-
vates β2-receptors; the simultaneous activation of
α1- and β2-receptors results in no major net effect
on peripheral resistance, and thus the overall car-
diovascular effects are mediated by β1-stimulation
leading to increases in cardiac contractility and
output. Dobutamine is used for the short-term
treatment of acute cardiac failure and for diagnos-
tic purposes in stress echocardiography.

Clinically used β-adrenergic receptor antago-
nists are either β1-selective (e.g. bisoprolol, meto-
prolol, atenolol, betaxolol) or non-selective, i.e.
with similar affinity for the β1- and the β2-subtype
(e.g. propranolol, timolol, celiprolol). Many com-
pounds classified as antagonists are in fact inverse
agonists, for example metoprolol, bisoprolol,
timolol or propranolol; inverse agonism is more
pronounced at β2- than at β1-receptors because the
latter possess a lower constitutive activity.

Some compounds possess a partial agonist
activity (PAA, or intrinsic sympathomimetic activ-
ity ISA); examples are pindolol or celiprolol. These
drugs produce less bradycardia but may be thera-
peutically less efficient.

Blockade of β-adrenergic receptors is impor-
tant in the treatment of many cardiovascular dis-
eases. Supraventricular and ventricular tachycar-
dias are treated by reducing pacemaker currents in

the SA-node, slowing AV-conduction and decreas-
ing ectopic impulse generation. This is achieved
via reductions in pacemaker currents and Ca2+-
currents (class II antiarrhythmic drugs).

Blockade of cardiac β1-adrenergic receptors
(preferentially with β1-selective drugs) reduces
cardiac frequency, cardiac output, cardiac O2-con-
sumption and probably prevents β-adrenergically
induced cardiac remodeling. Therefore, they are
first-line drugs in the treatment of hypertension,
angina, myocardial infarction and cardiac failure.
In the latter case, treatment must by initiated with
very low doses to prevent acute decompensation.

Non-selective β-adrenergic receptor antago-
nists (e.g. propranolol) can suppress tachycardia
and tremor in patients with hyperthyroidism or
tremor caused by stress or nervousness.

β-Adrenergic receptor antagonists can reduce
aqueous humor production in the eye and thereby
reduce intraocular pressure. This is why they are
the most frequently used class of drugs in glau-
coma. Timolol is the best-established compound,
followed by levobunolol and others. High concen-
trations of these compounds are applied to the eye,
and it is, therefore, not really clear whether the
effects are indeed mediated via specific interac-
tions with β-adrenergic receptors.
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A beta barrel is a three-dimensional protein fold
motif in which beta strands connected by loops
form a barrel-like structure. This fold motif is
found in many proteins of the immunoglobulin
family and of the chymotrypsin family of serine
proteases. 

β�!�
���	�

β-blockers are antagonists of β-adrenergic recep-
tors.

� β-adrenergic System
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� Pancreatic β-cell
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� 11β-hydroxysteroid Dehydrogenase Type II
� Glucocorticoids
� Epithelial Na+ Channel
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11β-hydroxysteroid dehydrogenase type II (11β-
HSD II) is a steroid metabolizing enzyme which is
specifically expressed in epithelial tissues such as
kidney or colon. 11β-HSD II is an NAD+-depend-
ent enzyme which has a low Km for physiological
glucocorticoids. The reaction in the dehydroge-

nase direction is essentially irreversible. 11β-HSD
II converts active glucocorticoids into their inac-
tive ketoform, e.g. cortisol into cortisone. Since
aldosterone posseses a cyclic 11,18-hemiacetyl-
group, it is not a substrate for 11β-HSD II. Thus,
this mechanism ensures protection of mineraloco-
rticoid target tissues from transcriptional activa-
tion by glucocorticoids. Mutations in the 11β-HSD
II gene are responsible for the syndrome of appar-
ent mineralocorticoid excess.

� Glucocorticoids
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Wall peptidoglycan inhibitors
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� β-lactam antibiotics are bicyclic or monocyclic
azetidinone ring-containing compounds (Fig. 1).
They kill bacteria by preventing the assembly of
(4→3) peptidoglycans. These covalently closed
net-like polymers form the matrix of the cell wall
by which the bacteria can divide and multiply
despite their high internal osmotic pressure.

� Microbial Resistance to Drugs
� Quinolones
� Ribosomal Protein Synthesis Inhibitors
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� Peptidoglycans  of the (4→3) and (3→3) types
(Fig. 2) are comprised of glycan chains made of
alternating β-1,4-linked N-acetylglucosamine and
N-acetylmuramic acid residues. The D-lactyl
groups on carbon C3 of the muramic acids are sub-
stituted by L-alanyl-γ-D-glutamyl-L-diaminoacyl-
D-alanine stem tetrapeptides. In the (4→3) pepti-
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doglycans, peptides borne by adjacent glycan
chains are cross-linked through direct linkages or
cross bridges (comprised of one or several inter-
vening amino acid residues) that extend from the
D-alanine residue at position 4 of a stem peptide
to the ω-amino group at position 3 of another
stem peptide. Lipid II (Fig. 3) is the immediate
biosynthetic precursor. A disaccharide bearing a
L-alanyl-γ-D-glutamyl-L-diaminoacyl-D-alanyl-D-
alanine stem pentapeptide (the diamino acid resi-
due of which can be either free, i.e. unsubstituted,
or substituted by one or several amino acid resi-
dues, i.e. branched) is exposed on the outer face of
the plasma membrane, linked to a C55-undecapre-
nyl via a pyrophosphate. From this precursor, the
formation of polymeric (4→3) peptidoglycans
relies on glycosyl transferases ensuring glycan
chain elongation and acyl transferases ensuring
peptide cross-linking. Acyl transferases of the
SxxK superfamily (� SxxK Acyl Transferases) are
implicated in cross-linking. With x denoting a var-
iable amino acid residue, they have a specific bar
code in the form of three motifs, SxxK, SxN (or
analogue) and KTG (or analogue), occurring at
equivalent places and roughly with the same spac-
ing along the polypeptide chains. As a result of the
polypeptide folding, the motifs are brought close
to each other at the immediate boundary of the
catalytic centre between an all-α domain and an
α/β domain. SxxK acyl transferases identify N-
acyl-D-alanyl-D-alanine sequences as carbonyl
donors, produce a N-acyl-D-alanyl moiety linked
as an ester to the serine residue of the invariant
motif SxxK and transfer the peptidyl moiety to an
amino group (transpeptidation) or a water mole-
cule (carboxypeptidation). SxxK acyl transferases
identify penicillin (used as a generic term for β-
lactam antibiotics) as a suicide carbonyl donor.
Because the serine-ester linked penicilloyl enzyme
that SxxK acyl transferases produce is inert and
stable, they are immobilized, at least for a long
time, in the form of penicillin-binding proteins, in
short PBPs. A constellation of genes code for PBPs
of varying amino acid sequences and functionali-
ties. PBPs occur as free-standing polypeptides and
as protein fusions. This combinatorial system of
structural modules results in a massive increase in
diversity.
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����
� SxxK PBP fusions of classes A and B are the
lethal targets of β-lactam antibiotics. The PBP
fusions of class A are comprised of an SxxK acyl
transferase module of class A, linked to the car-
boxy end of a glycosyl transferase module having
its own five motif-bar code, itself linked to the car-
boxy end of a membrane anchor. They convert the
disaccharide-pentapeptide units borne by lipid II
precursor molecules into nascent polymeric
(4→3) peptidoglycans. Glycan chain elongation
strictly depends on the glutamic acid residue of
motif 1 of the glycosyl transferase module. It is
aided by the neighbouring aspartic acid residue of
motif 1 and the glutamic acid residue of motif 3 of
the same module. Peptide cross-linking between
elongated glycan chains is then carried out by the
associated SxxK acyl transferase module. The PBP
fusions of class B are comprised of an SxxK acyl
transferase module of class B, linked to the car-
boxy end of a linker module having its own three-
motif bar code, itself linked to a membrane
anchor. They are components of morphogenetic
apparatus that control wall expansion, ensure cell-
shape maintenance and carry out septum forma-
tion. Likely, the linker modules ensure that the
associated SxxK acyl transferase modules are posi-
tioned in an active conformation within the mor-
phogenetic apparatus where they need to be. The
essential PBP fusions of classes A and B are large
bodies studded with positively and negatively
charged magnets. In turn, the electrostatic nega-
tive wells that surround the β-lactam antibiotic
backbones, e.g. CON-C-CON-C-COO− in the
penams and 3-cephems, C=N-CO-CON-C- COO−

in mecillinam, and CON-C-CON-SO3
− in aztre-

onam (Fig. 1) are coplanar but their location,
shape and strength vary depending on the bicyclic
or monocyclic framework and the nature of the
substituents of the azetidinone ring. Binding of β-
lactam antibiotics to the SxxK acyl transferase
modules of the PBP fusions lead to the formation
of Michaelis complexes that are ligand- and
enzyme-specific hydrogen bonding networks.
Escherichia coli is killed in a number of ways; via
cell lysis as a result of the selective inactivation of
the PBP fusions of class A, Eco1a and Eco1b (they
can substitute for each other), by cephaloridine
and cefsulodin; via transformation of the cells into
round bodies as a result of the selective inactiva-
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tion of the cell-cycle PBP fusion of subclass B2,
Eco2, by mecillinam and thienamycin; via cell fila-
mentation as a result of the selective inactivation
of the cell-cycle PBP fusion of subclass B3, Eco3, by
mezlocillin, cefaperazone, cefotaxime, cefurox-
ime, cephalothin and aztreonam; or via different
combinations of these morphological alterations
by ampicillin, benzylpenicillin, carbenicillin and
cefoxitin.
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� SxxK free-standing PBPs are peptidoglycan-
hydrolases of one kind or another. Loss of these
auxilliary cell-cycle proteins causes varying mor-
phological aberrations, but is not fatal. Likely, con-
version of free-standing PBPs into β-lactam antibi-
otic-hydrolysing enzymes, with loss of peptidase

activity and conservation of the polypeptide fold,
gives rise to the SxxK β-lactamases. On good β-
lactam substrates, the β-lactamase catalytic cen-
tres can turn over 1000 times or more per second.
In some bacteria, β-lactamase synthesis is induci-
ble. The protein BlaR of Bacillus licheniformis is a
SxxK penicillin sensory-transducer. A SxxK peni-
cillin sensor, related to β-lactamases of class D by
statistically significant similarity indexes, is
exposed on the outer face of the plasma mem-
brane. It is linked to a four α-helix bundle signal
transmitter embedded in the plasma membrane,
itself linked to a signal emitter, in the cytosol, that
possesses the consensus sequence of a Zn2+-
dependent peptidase. As an independent entity,
the penicillin sensor is a high affinity PBP. Signal
reception by the full size BlaR does not involve

Fig. 1 Bicyclic (penams, 3-
cephems, oxacephems 
and carbapenems) and 
monocyclic (aztreonam) 
β-lactam antibiotics. 
Rupture of the scissile 
amide bond of the azetidi-
none ring (arrow) by the 
SxxK acyl transferases 
implicated in (4→3) pep-
tidoglycan synthesis 
results in the formation of 
long-lived, serine-ester-
linked acyl derivatives. 
The inactivated enzymes 
behave as penicillin-bind-
ing proteins or PBPs.
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penicilloylation of the serine residue of motif SxxK
of the penicillin sensor. Hence, fusion of a free
standing PBP to another polypeptide can result in
a hybrid that performs gene regulation, unblock-
ing transcription of the β-lactamase-encoding
gene.
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There are at least two modes of intrinsic resistance
to β-lactam antibiotics. Determinants conferring a
decreased susceptibility to β-lactam antibiotics
evolve by the accumulation of point mutations in
genes that code for essential PBP fusions of classes
A and/or B. The shuffling and capture of DNA
sequences from commensal Streptococci having a
reduced susceptibility to the drug gives rise to
Streptococcus pneumoniae pathogens in which
mosaic genes code for mosaic PBP fusions of
classes A and/or B of decreased affinity for the
drug. Mosaic and wildtype PBP fusions of a same

class (and same subclass) differ by up to 15%
amino acid residues. Mosaic PBPs occur also in
Neisseria meningitidis and N. gonorrhoeae strains.
Another mode of intrinsic resistance is the capac-
ity of bacterial pathogens of manufacturing, in
addition to a penicillin-susceptible (4→3) pepti-
doglycan, a penicillin-resistant (3→3) peptidogly-
can in which cross-linking involves the diamino
acid residues at position 3 of the stem peptides
(Fig. 2). The mechanisms of (3→3) peptidoglycan
assembly from lipid II precursor molecules, and
its diverse growth phase-dependence in different
bacterial species remain to be elucidated. Entero-
coccus faecium in the exponential phase of growth,
manufactures a (3→3) peptidoglycan in varying
proportions of total peptidoglycan and resist β-
lactam antibiotics at varying levels. E. faecium
produces a SxxK protein fusion, Efam5, which is
extremely resistant to β-lactam antibiotics
although it bears the linker and acyl transferase

Fig. 2 (4→3) Peptidoglycan (the synthesis of which is susceptible to β-lactam antibiotics) and (3→3) peptidog-
lycan (the synthesis of which is resistant to antibiotics) in Escherichia coli and Mycobacterium tuberculosis. G: 
N-acetylglucosamine. M: N-acetylmuramic acid (i.e. N-acetylglucosamine with a D-lactyl substituent on car-
bon C3). Dpm: meso-diaminopimelic acid. In E. coli and M. tuberculosis, the stem peptides are unbranched. 
COX: COOH (in E. coli) or CONH2 (in M. tuberculosis).
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bar codes of the PBP fusions of class B. Ortho-
logues of Efam5 are produced by other Enterococci
and Staphylococcus strains. Mycobacterium tuber-
culosis and M. leprae produce a set of SxxK protein
fusions that, in all likelihood, are penicillin-resist-
ant counterparts of the PBP fusions. The walls of
mycobacteria grown to stationary phase are mix-
tures of (4→3) and (3→3) peptidoglycans. Condi-
tions similar to stationary phase may prevail when
M. tuberculosis and M. leprae dwell in host macro-
phages and Schwann cells, respectively. Making a
(3→3) peptidoglycan in a penicillin-resistant man-
ner under these stress conditions, may explain the
lack of efficiency of the β-lactam antibiotics as
therapeutic agents against tuberculosis and lep-
rosy.

������������

Because the SxxK PBP fusions are specific to the
prokaryotes, the β-lactam antibiotics have a high
selective toxicity without marked side effects
except for possible allergic reactions. Resistance is
a problem of great concern. The use of antibiotics
functions to fuel the continuing emergence of
novel β-lactamases and intrinsic resistance deter-
minants among bacterial pathogens.
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Fig. 3 Lipid II precursor 
(bottom) and polymeric 
(4→3) peptidoglycan of 
Escherichia coli and 
Mycobacterium tubercu-
losis. Glycosyl transferase 
and acyl transferase-cata-
lysed reactions. G: N-
acetylglucosamine. M: N-
acetylmuramic acid. 
Dpm: meso-diami-
nopimelic acid. (3→3) 
Peptidoglycan cross-link-
ing (Fig. 2) may proceed 
via the formation, in a 
penicillin-resistant man-
ner, of a N-acyl-L-diami-
noacyl moiety linked as 
an ester to the serine resi-
due and the transfer of the 
peptidyl moiety to the ω-
amino group of the 
diamino acid residue of 
another peptide.
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� (6R)-5,6,7,8-tetrahydro-L-biopterin
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BH domains or Bcr (breakpoint cluster region)
homology domains are homologus to the GTPase
activating protein domain of the Bcr gene product.
Although the p85 BH domain specifically interacts
with the Rho family proteins Cdc42 and Rac1, no
GTPase-activating activity has been attributed to
it.

� Phospholipid Kinases
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Bicuculline is a competitive antagonist at the
GABAA receptor. It is a plant alkaloid.

� GABAAReceptor
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BID is a member of the Bcl-2 gene family, which
encode proteins that function either to promote
apoptosis or to inhibit apoptosis as in the proteins
derived from Bcl-2. These proteins can exist as
monomers or they can dimerize. For example, if
two promoting Bcl-2 family proteins dimerize
then apoptosis will be greatly enhanced. Con-
versely, if dimerization of an inhibitory and pro-
motor protein occurs, then the effects are can-
celled out. The Bcl-2 family of proteins are local-
ized to the outer mitochondrial or outer nuclear
membranes.

� Apoptosis
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� Oral Antidiabetic Drugs
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A bimodal distribution is a frequency distribution
of a certain phenotype with two peaks separated
by an antimode.

� Pharmacogenetics
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Bioavailability is the amount of drug in a formula-
tion that is released and becomes available for
absorption or the amount of the drug absorbed
after oral administration compared to the amount
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absorbed after intravenous administration (bioa-
vailability = 100%), judged from areas remaining
under plasma drug concentration-time curves.

� Area under the Curve (AUC)
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Acetylcholine, serotonin, norepinephrine, epine-
phrine, dopamine, and histamine are often collec-
tively referred to as biogenic amines. These agents
play key roles in neurotransmission and other sig-
naling functions. They are relatively small in size
and contain a protonated amino group or a per-
manent ly  charged ammonium moiet y.
� Acetylcholine, � serotonin, norepinephrine
(� Norepinephrine/Noradrenalin), � epinephrine,
� dopamine, and � histamine are often collec-
tively referred to as biogenic amines. These agents
play key roles in neurotransmission and other sig-
naling functions. They are relatively small in size
and contain a protonated amino group or a per-
manently charged ammonium moiety. Biogenic
amines are synthesized in nerve cells from amino
acids. They are released from vesicles localized in
presynaptic terminals into the synaptic cleft. Bio-
genic amines bind to cell membrane located recep-
tors at postsynaptic terminals. The synaptic cleft
is cleared of biogenic amines through reuptake
transporters located at the presynaptic terminal or
by enzymes degradating the amines.
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Bioinformatics derives knowledge from computer
analysis of biological data. These can consist of the
information stored in the genetic code, but also
experimental results from various sources, patient
statistics and scientific literature. Research in bio-
informatics includes method development for
storage, retrieval and analysis of the data. Bioin-
formatics is a rapidly developing branch of biol-
ogy and is highly interdisciplinary, using tech-
niques and concepts from informatics, statistics,
mathematics, chemistry, biochemistry, physics
and linguistics. It has many practical applications
in different areas of biology and medicine.

� Molecular Modelling
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The history of computing in biology goes back to
the 1920s when scientists were already thinking of
establishing biological laws solely from data analy-
sis by induction (e.g. A.J. Lotka, Elements of Physi-
cal Biology, 1925). However, only the development
of powerful computers, and the availability of
experimental data that can be readily treated by
computation (for example, DNA or amino acid
sequences and three–dimensional structures of
proteins) launched bioinformatics as an independ-
ent field. Today, practical applications of bioinfor-
matics are readily available through the world
wide web, and are widely used in biological and
medical research. As the field is rapidly evolving,
the very definition of bioinformatics is still the
matter of debate.

The relationship between computer science
and biology is a natural one for several reasons.
First, the phenomenal rate of biological data being
produced provides challenges; massive amounts of
data have to be stored, analysed and made accessi-
ble. Second, the nature of the data is often such
that a statistical method, and hence computation,
is necessary. This applies in particular to the infor-
mation on the building plans of proteins and of
the temporal and spatial organisation of their
expression in the cell encoded by the DNA. Third,
there is a strong analogy between the DNA
sequence and a computer program (it can be
shown that the DNA represents a Turing Machine).
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Analyses in bioinformatics mainly focus on
genome sequences, macromolecular structures,
and functional genomics experiments (e.g. expres-
sion data, yeast two–hybrid screens). But bioinfor-
matic analysis is also applied to various other data,
e.g. taxonomy trees, relationship data from meta-
bolic pathways, the text of scientific papers, and
patient statistics. A large range of techniques is
used, including primary sequence alignment, pro-
tein 3D structure alignment, phylogenetic tree
construction, prediction and classification of pro-
tein structure, prediction of RNA structure, pre-
diction of protein function, and expression data
clustering. Algorithmic development is an impor-
tant part of bioinformatics, and techniques and
algorithms were specifically developed for the
analysis of biological data (e.g., the dynamic pro-
gramming algorithm for sequence alignment).

Bioinformatics has a large impact on biologi-
cal research. Giant research projects such as the
Human Genome Project [4] would be meaning-
less without the bioinformatics component. The
goal of sequencing projects, for example, is not to
corroborate or refute a hypothesis, but to provide
raw data for later analysis. Once the raw data is
available, hypotheses may be formulated and
tested in silico. In this manner, computer experi-
ments may answer biological questions which can-
not be tackled by traditional approaches. This has
led to the founding of dedicated bioinformatics
research groups as well as to a different work prac-
tice in the average bioscience laboratory where the
computer has become an essential research tool.

Three key areas are the organisation of knowl-
edge in databases, sequence analysis and struc-
tural bioinformatics.
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Biological raw data is stored in public � databanks
(such as Genbank or EMBL for primary DNA
sequences). The data can be submitted and
accessed via the world wide web. Protein sequence
databanks like trEMBL provide the most likely
translation of all coding sequences in the EMBL
databank. Sequence data are prominent, but also
other data are stored, e. g. yeast two–hybrid
screens, expression arrays, systematic gene knock-
out experiments, and metabolic pathways.

The stored data need to be accessed in a mean-
ingful way, and often contents of several databanks

or databases have to be accessed simultaneously
and correlated with each other. Special languages
have been developed to facilitate this task, such as
the Sequence Retrieval System (SRS) and the Ent-
rez system. An unsolved problem is the optimal
design of inter–operating database systems.
� Databases  provide additional functionality such
as access to sequence homology searches and links
to other databases and analysis results. For exam-
ple, SWISSPROT [1] contains verified protein
sequences and more annotations describing the
function of a protein. Protein 3D structures are
stored in specific databases (for example, the Pro-
tein Data Bank [2], now curated and developed by
the Research Collaboratory for Structural Bioin-
formatics). Organism specific databases have been
developed (such as ACEDB, the A C. Elegans Data-
Base for the C. elegans  genome, FLYBASE for D.
melanogaster etc). A major problem are errors in
databanks and databases (mostly errors in annota-
tion), in particular since errors propagate easily
through links.

Also databases of scientific literature (such as
PUBMED, MEDLINE) provide additional func-
tionality, e.g. they can search for similar articles
based on word–usage analysis. Text recognition
systems are being developed that extract automat-
ically knowledge about protein function from the
abstracts of scientific articles, notably on protein–
protein interactions.
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The primary data of sequencing projects are DNA
sequences. These become only really valuable
through their annotation. Several layers of analysis
with bioinformatics tools are necessary to arrive
from a raw DNA sequence at an annotated protein
sequences:
◗ establish the correct order of sequence contigs to 

obtain one continuous sequence;
◗ find the tranlation and transcription initiation 

sites, find promoter sites, define open reading 
frames (ORF);

◗ find splice sites, introns, exons;
◗ translate the DNA sequence into a protein se-

quence, searching all six frames;
◗ compare the DNA sequence to known protein se-

quences in order to verify exons etc with homo-
loguous sequences.
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Some completely automated annotation sys-
tems have been developed (e.g., GENEQUIZ),
which use a multitude of different programs and
methods.

The protein sequences are further analysed to
predict function. The function can often be
inferred if a sequence of a � homologous  protein
with known function can be found. Homology
searches are the predominant bioinformatics
application, and very efficient search methods
have been developed [3, 4]. The often difficult dis-
tinction between orthologous  sequences and par-
alogous  sequences facilitates the functional anno-
tation in the comparison of whole genomes. Sev-
eral methods detect glycolysation, myristylation
and other sites, and the prediction of signal pep-
tides in the amino acid sequence give valuable
information about the subcellular location of a
protein.

The ultimate goal of sequence annotation is to
arrive at a complete functional description of all
genes of an organism. However, function is an ill–
defined concept. Thus, the simplified idea of “one
gene – one protein – one structure – one func-
tion” cannot take into account proteins that have
multiple functions depending on context (e.g.,
subcellar location and the presence of cofactors).
Well-known cases of “moonlighting” proteins are
lens crystalline and phosphoglucose isomerase.
Currently, work on ontologies  is under way to
explicitly define a vocabulary that can be applied
to all organisms even as knowledge of gene and
protein roles in cells is accumulating and chang-
ing.

Families of similar sequences contain informa-
tion on sequence evolution in the form of specific
conservation patters at all sequence positions.
Multiple sequence alignments are useful for
◗ building sequence profiles or Hidden Markov 

Models to perform more sensitive homology 
searches. A sequence profile contains informa-
tion about the variability of every sequence posi-
tion, improving structure prediction methods 
(secondary structure prediction). Sequence pro-
file searches have become readily available 
through the introduction of PsiBLAST [3];

◗ studying evolutionary aspects, by the construc-
tion of phylogenetic trees from the pairwise dif-
ferences between sequences: for example, the 
classification with 70S, 30S RNAs established the 

separate kingdom of archeae;
◗ determining active site residues, and residues 

specifc for subfamilies;
◗ predicting protein–protein interactions;
◗ analysing single nucleotide polymorphisms to 

hunt for genetic sources of deseases.

Many complete genomes of microorganisms
and a few of eukaryotes are available [5, 6]. By
analysis of entire genome sequences a wealth of
additional information can be obtained. The com-
plete genomic sequence contains not only all pro-
tein sequences but also sequences regulating gene
expression. A comparison of the genomes of
genetically close organisms reveals genes respon-
sible for specific properties of the organisms (e.g.,
infectivity). Protein interactions can be predicted
from conservation of gene order or operon organi-
sation in different genomes. Also the detection of
gene fusion and gene fission (i.e, one protein is
split into two in another genome) events helps to
deduce protein interactions.
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This branch of bioinformatics is concerned with
computational approaches to predict and analyse
the spatial structure of proteins and nucleic acids.
Whereas in many cases, the primary sequence
uniquely specifies the three–dimensional (3D)
structure, the specific rules are not well under-
stood, and the protein folding problem remains
largely unsolved. Some aspects of protein struc-
ture can already be predicted from amino acid
content. Secondary structure can be deduced from
the primary sequence with statistics or � neural
networks. When using a multiple sequence align-
ment, secondary structure can be predicted with
an accuracy above 70%.

3D models can be obtained most easily if the
3D structure of a homologous protein is known
(homology modelling, comparative modelling). A
homology model can only be as good as the
sequence alignment; whereas protein relationships
can be detected at the 20% identity level and
below, a correct sequence alignment becomes very
difficult, and the homology model will be doubt-
ful. From 40 to 50% identity the models are usu-
ally mostly correct; however, it is possible to have
50% identity between two carefully designed pro-
tein sequences with different topology (the so-
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called JANUS protein). Remote relationships that
are undetectable by sequence comparisons may be
detected by sequence–to–structure fitness (or
� threading) approaches; the search sequence is
systematically compared to all known protein
structures. Ab initio predictions of protein 3D
structure remains the major challenge; some
progress has been made recently by combining
statistical with � force-field  based approaches.

Membrane proteins are interesting drug tar-
gets. It is estimated that membrane receptors form
50% of all drug targets in pharmacological
research. However, membrane proteins are under-
represented in the PDB structure database. Since
membrane proteins are usually excluded from
structural genomics initiatives due to technical
problems, the prediction of transmembrane heli-
ces and solvent accessibility is very important.
Modern methods can predict transmembrane hel-
ices with a reliability greater than 70%.

Understanding the 3D structure of a macro-
molecule is crucial for understanding its function.
Many properties of the 3D structure cannot be
deduced directly from the primary sequence.
Obtaining better understanding of protein func-
tion is the driving force behind � structural
genomics efforts, which can be thus understood as
part of � functional genomics. Similar structure
can imply similar function. General structure–to–
function relationships can be obtained by statisti-
cal approaches, for example, by relating second-
ary structure to known protein function or surface
properties to cell location.

The increased speed of structure determina-
tion necessary for the structural genomics projects
make an independent validation of the structures
(by comparison to expected properties) particu-
larly important. Structure validation helps to cor-
rect obvious errors (e.g., in the covalent structure)
and leads to a more standardized representation of
structural data, e.g., by agreeing on a common
atom name nomenclature. The knowledge of the
structure quality is a prerequisite for further use
of the structure, e.g in molecular modelling or
drug design.

In order to make as much data on the struc-
ture and its determination available in the data-
bases, approaches for automated data harvesting
are being developed. Structure classification
schemes, as implemented for example in the SCOP,

CATH, and FSSP databases, elucidate the relation-
ship between protein folds and function and shed
light on the evolution of protein domains.

Combined analysis of structural and genomic
data will certainly get more important in the near
future. Protein folds can be analysed for whole
genomes. Protein–protein interactions predicted
on the sequence level, can be studied in more
detail on the structure level. Single nucleotide pol-
ymorphisms can be mapped on 3D structures of
proteins in order to elucidate specific structural
causes of disease.

More detailed aspects of protein function can
be obtained by � force–field based approaches.
Whereas protein function requires protein
dynamics, no experimental technique can observe
it directly on an atomic scale, and motions have to
be simulated by molecular dynamics (MD) simu-
lations. Free energy differences (for example
between binding energies of different protein lig-
ands) can be characterized by MD simulations.
Molecular mechanics or molecular dynamics
based approaches are also necessary for homol-
ogy modelling and for structure refinement in X–
ray crystallography and NMR structure determi-
nation.

Drug design exploits the knowledge of the 3D
structure of the binding site (or the structure of
the complex with a ligand) to construct potential
drugs, for example inhibitors of viral proteins or
RNA. In addition to the 3D structure, a force field
is necessary to evaluate the interaction between
the protein and a ligand (to predict binding ener-
gies). In virtual screening, a library of molecules is
tested on the computer for their capacities to bind
to the macromolecule.
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Many aspects of bioinformatics are relevant for
pharmacology. Drug targets in infectious organ-
isms can be revealed by whole genome compari-
sons of infectious and non–infectious organisms.
The analysis of single nucleotide polymorphisms
reveals genes potentially responsible for genetic
deseases. Prediction and analysis of protein 3D
structure is used to develop drugs and under-
stand drug resistance.

Patient databases with genetic profiles, e.g. for
cardiovascular diseases, diabetes, cancer, may play
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an important role in the future for individual
health care by integrating personal genetic profile
into diagnosis, despite obvious ethical problems.
The goal is to analyse a patient’s individual genetic
profile and compare it with a collection of refer-
ence profiles and other related information. This
may improve individual diagnosis, prophylaxis
and therapy.
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� (6R)-5,6,7,8-tetrahydro-L-biopterin
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� Vitamins, watersoluble
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BiP is a molecular chaperone (relative molecular
mass 78 KD) found in the lumen of the endoplas-
mic reticulum. BiP is related to the Hsp70 family
of heat-shock proteins and was originally
described as immunoglobulin heavy chain binding
protein.

� Protein Trafficking and Quality Control
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Bipolar disorder, or manic depressive illness, is a
severe mental illness characterized by recurring
episodes of mania and depression.

� Antidepressant Drugs
� Galanin Receptors
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Bisphosphonates are pyrophosphate analogues
that accumulate in bone and inhibit osteoclast
activity. Nitrogen-containing bisphosphonates
such as alendronate, risedronate, ibandronate or
zoledronate are distinguished from non-aminobi-
sphosphonates such as clodronate or etidronate.
Bisphosphonates are among first-line treatments
for benign and malignant bone diseases.

� Bone Metabolism
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Bisubstrate analogs are compounds that contain
features of both substrates for an enzymatic reac-
tion in which two substrates are used.

� Lipid Modifications
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A BK Ca channel belongs to the � K+ channels with a
large conductance, controlled by the membrane
potential and the submembrane Ca2+ concentra-
tion.
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The blastocyst is an early embryonic stage in
mammalian development. Murine blastocysts can
be harvested at day 3.5 p.c. Their inner cell mass
contains embryonic stem cells. Multiple murine
embyonic stem cell lines have been established.
Embryonic stem cells carrying genetically engi-
neered mutations are injected into blastocysts,
which are subsequently implanted into pseudo-
pregnant foster mothers.

� Transgenic Animal Models
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The blood-brain barrier arises because capillaries
in the brain are more impermeable than those in
other organs. This appears to be due largely to the
presence of tight junctions between endothelial
cells, rather than pores, as well as the close associ-
ation of perivascular extensions of astrocytes with
the capillaries. The blood brain-barrier is permea-
ble to water, glucose, sodium chloride and non-
ionised lipid-soluble molecules but large mole-
cules such as peptides as well as many polar sub-
stances do not readily permeate the barrier.
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The term partition coefficient is defined as the
ratio of the concentration of an agent in two
phases at equilibrium. In the case of inhalation
anaesthetics, the blood:gas partition coefficient,
i.e. the ratio of the concentration of the anaes-
thetic in the blood and in the inspired air, deter-
mines the rate of induction of and recovery from
the anaesthetic state. A low blood:gas partition
coefficient implies fast induction and recovery.

� General Anaesthetics
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Physiology of  blood pressure;  control  of
� hypertension
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The blood pressure represents the tension or pres-
sure of the blood within the arteries that is exerted
against the arterial wall in vivo. Blood pressure is a
quantitative trait that is highly variable. In popula-
tion studies, blood pressure has a normal distribu-
tion that is slightly skewed to the right. The regula-
tion of blood pressure within the intravascular
system is a complex interaction of a number of
systems and mechanisms. A chronic elevation of
blood pressure or hypertension is a substantial
health problem affecting 25% of the adult popula-
tion in industrialised societies. Despite important
advances in our understanding of the pathophysi-
ology of hypertension and the availability of effec-
tive treatment strategies it still remains a major
modifiable risk factor for cardiovascular and renal

BKCa channel
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disease. There is no specific level of blood pressure
where clinical complications start to occur; thus
the definition of hypertension is arbitrary but
needed in clinical practice for patient assessment
and treatment.

The relevance of clinical conditions with
chronic low blood pressure or hypotension has
been questioned, with the exception of a few rare
clinical syndromes. Temporary increases or
decreases of blood pressure are often seen in clini-
cal medicine in the context of acute illnesses or
interventions.

� Antihypertensive Drugs
� Renin-Angiotensin-Aldosterone System
� Smooth Muscle Tone Regulation
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The circulation is divided into several compart-
ments: the high-pressure arterial circuit, which
contains 13% of the blood volume, the capillary
bed containing 7% of the blood volume, and the
low-pressure venous bed, which contains 64% of
the blood volume. The pulmonary circulation con-
tains 9% and the heart 7% of the blood volume.
Although the venous system stores and propels
large volumes of blood and regulates cardiac out-
put by venous return to the heart, in considering
blood pressure control attention is focused on the
high-pressure arteries. The basic function of the
circulation is to provide nutrients to peripheral
tissues. Blood vessels in local tissue beds regulate
blood flow in relation to local needs. Blood flow
(Q) is defined by Ohm’s law and varies directly
with the change in pressure (P) across a blood ves-
sel and inversely with the resistance R (Q = P/R). It
can be seen that pressure varies directly with
blood flow and resistance (P = QR). Blood pres-
sure is produced by the contraction of the left ven-
tricle (producing blood flow) and by the resistance
of the arteries and arterioles. Systolic pressure, or
maximum blood pressure, occurs during left ven-
tricular systole. Diastolic pressure, or minimum
blood pressure, occurs during ventricular dias-
tole. The difference between systolic and diastolic
pressure is the pulse pressure (� Systolic and
Diastolic Blood Pressure and Pulse Pressure).

Although blood pressure control follows Ohm’s
law and seems to be simple, it underlies a complex

circuit of inter-related systems. Hence, numerous
physiologic systems that have pleiotropic effects
and interact in complex fashion have been found
to modulate blood pressure. Because of their
number and complexity it is beyond the scope of
the current account to cover all mechanisms and
feedback circuits involved in blood pressure con-
trol. Rather, an overview of the clinically most rel-
evant ones is presented. These systems include the
heart, the blood vessels, the extracellular volume,
the kidneys, the nervous system, a variety of
humoral factors, and molecular events at the cellu-
lar level. They are intertwined to maintain ade-
quate tissue perfusion and nutrition. Normal
blood pressure control can be related to cardiac
output and the total peripheral resistance. The
stroke volume and the heart rate determine car-
diac output. Each cycle of cardiac contraction pro-
pels a bolus of about 70 ml blood into the sys-
temic arterial system. As one example of the inter-
action of these multiple systems, the stroke
volume is dependent in part on intravascular vol-
ume regulated by the kidneys as well as on myo-
cardial contractility. The latter is, in turn, a com-
plex function involving sympathetic and parasym-
pathetic control of heart rate; intrinsic activity of
the cardiac conduction system; complex mem-
brane transport and cellular events requiring
influx of calcium, which lead to myocardial fibre
shortening and relaxation; and affects the humoral
substances (e.g. catecholamines) in stimulation
heart rate and myocardial fibre tension.

The regulation of the total peripheral resist-
ance also involves the complex interactions of sev-
eral mechanisms. These include baroreflexes and
sympathetic nervous system activity; response to
neurohumoral substances and endothelial factors;
myogenic adjustments at the cellular level, some
mediated by ion channels and events at the cellular
membrane; and intercellular events mediated by
receptors and mechanisms for signal transduc-
tion. As examples of some of these mechanisms,
there are two major neural reflex arcs (Fig. 1).
Baroreflexes are derived from high-pressure
baroreceptors in the aortic arch and carotid sinus
and low-pressure cardiopulmonary baroreceptors
in ventricles and atria. These receptors respond to
stretch (high pressure) or filling pressures (low
pressure) and send tonic inhibitory signals to the
brainstem (nucleus tractus solitarius). If blood
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pressure increases and tonic inhibition increases,
inhibition of sympathetic efferent outflow occurs
and decreases vascular resistance and heart rate. If
blood pressure decreases, however, less tonic inhi-
bition ensues from the baroreflexes and both heart
rate and peripheral vascular resistance increase,
thereby increasing blood pressure. In addition, the
neural control of renal function produces altera-
tions in renal blood flow; glomerular filtration rate
(GFR); excretion of sodium, other ions, and water;
and release of renin and other vasoactive sub-
stances. These, in turn, have effects on the regula-
tion of intravascular volume, vascular resistance
and blood pressure. Activation of carotid chem-
oreceptors is also transmitted to the vasomotor
centre and responds not only to arterial pressure
but also to oxygen tension and carbon dioxide ten-
sion (in opposite directions). A drop in blood
pressure, a drop in oxygen tension, or a rise in
dioxide tension results in increased sympathetic
outflow to the adrenal medulla, heart, and resist-
ance vessels.

Numerous vasoactive substances have major
effects on blood vessels, the heart, the kidneys,
and the central nervous system (CNS) and often
serve to counterbalance one another. As examples
of physiologic actions, norepinephrine (noradren-
aline), via α-adrenergic mechanisms, is a potent
vasoconstrictor, while epinephrine (adrenaline),
via α- and β-adrenoceptors, increases primarily
heart rate, stroke volume, systolic blood pressure
and pulse pressure. The � renin-angiotensin
aldosteron system generates angiotensin II (Ang
II). Ang II, in turn, constricts vascular smooth
muscle, stimulates aldosterone secretion, potenti-
ates sympathetic nervous system activity, leads to
salt and water reabsorption in the proximal
tubule, stimulates prostaglandin, nitric oxide, and
endothelin release, increases thirst, and is a
growth factor. Aldosterone activates the epithelial
sodium channel (ENaC) in the cortical collecting
duct in the kidney, leading to sodium reabsorption
and potassium excretion. Prostaglandin E and
prostacyclin act to counterbalance vasoconstric-
tion by Ang II and norepinephrine.

Vasopressin (antidiuretic hormone [ADH])
secretion increases in response to decreased blood
volume and/or reductions in effective blood vol-
ume via a decrease in inhibitory tone from both
low-pressure and high-pressure baroreceptors to

the hypothalamus. The neuronal pathways that
mediate hemodynamic regulation of vasopressin
release are completely different from those
involved in osmoregulation and unlike the latter,
small decreases in blood pressure or blood volume
have little effect on vasopressin secretion. A rise in
blood pressure causes a decrease in secretion of
vasopressin related to increased baroreceptor
activity, which inhibits hypothalamic vasopressin-
releasing hormones. Vasopressin works by causing
water conservation at the distal collecting duct of
nephron. This alone, however, is a relatively ineffi-
cient mechanism of increasing intravascular vol-
ume because conserved water is distributed
among total body water and only a small portion
is intravascular. In addition, vasopressin is a
potent vasoconstrictor and the greater vaso-
pressin secretion observed in response to more
sever hypovolemia or hypotension serves as a
mechanisms to stave off cardiovascular collapse
during periods of large reductions of blood pres-
sure or blood volume. Two important endothelial
derived factors have opposite effects on the blood
vessels: nitric oxide is a vasodilator whereas the
endothelins, particularly endothelin-1, are vaso-
constrictors. The kallikrein-kinin system pro-
duces vasodilator kinins, which in turn may stim-
ulate prostaglandins and nitric oxide. Natriuretic
peptides induce vasodilation, induce natriuresis,
and inhibit other vasoconstrictors (renin-angi-
otensin, sympathetic nervous system and
endothelin).

When the temporal sequence of adjustments of
blood pressure is analysed it seems, that CNS
mechanisms (e.g. baroreflexes) will provide regu-
lation of the circulation within seconds to minutes.
Other mechanisms, such as the renin-angiotensin-
aldosterone system and fluid shifts, occur over
minutes to hours. Only the kidneys seem to have
the ability for long-term adjustment in blood pres-
sure, predominantly through regulation of extra-
cellular volume. This theoretical concept has
recently been – although indirectly – confirmed by
genetic approaches applied to the analysis of rare
familial syndromes of high blood pressure, i.e.
hypertension, or low blood pressure, i.e. hypoten-
sion. In those studies carried out in families with
monogenetic forms of the disease several molecu-
lar pathways have been successfully delineated. All
defects identified so far raise or lower blood pres-
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sure through a common pathway by increasing or
decreasing salt and water reabsorption by the
nephron. Thus, these studies point to the kidney
as a (the) pivotal organ for chronic (genetic) deter-
mination of blood pressure.
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The morbid consequences of high blood pressure
have been documented by epidemiologic studies,

which demonstrate a strong positive and continu-
ous correlation between blood pressure and the
risk of cardiovascular disease (stroke, myocardial
infarction, heart failure), renal disease and mortal-
ity. This correlation is more robust with systolic
than with diastolic blood pressure. While hyper-
tension was once thought to be ‘essential’ for per-
fusion of tissues through sclerotic and narrowed
blood vessels and to maintain a normal sodium bal-
ance, the pathologic nature of elevated blood pres-

Fig. 1 Basic mechanisms involved blood pressure control. The most important organs involved in blood pres-
sure control are shown (for explanations see text). In these organs a variety of different cell types and molecular 
events are related to blood pressure control. Physiological effects are initiated by a wide spectrum of vasoactive 
substances: (1) catecholamines such as norepinephrine and ephineprine bind to different adrenergic receptors 
(α1, α2, β1, β2) causing protein phosphorylation and increased intracellular calcium via G-protein-coupled 
receptors linked to ion channels or second messengers (cyclic nucleotides, phosphoinositide hydrolysis); (2) 
Ang II as the effector peptide of the RAS binds to angiotensin (AT1, AT2 and others)-receptors causing 
increased intracellular calcium and protein phosphorylation via second messenger, phosphoinositide hydroly-
sis, and activated protein kinases, and aldosterone secretion. (3) Endothelial derived factors such as nitric oxide 
(NO) increase levels of cGMP and activation of protein kinases, while endothelins (most importantly endothe-
lin-1 [ET-1]) activate G-proteins, phospholipase C and L-type calcium channels. (4) The effects of atrial natriu-
retic peptide (ANP) and of brain and C-type natriuretic peptides are mediated via cGMP upon stimulation of 
three different receptors. 
Additional cellular events linked to the activity of blood pressure regulating substances involve membrane 
sodium transport mechanisms; Na+/K+ ATPase; Na+/Li+ countertransport; Na+-H+exchange; Na+-Ca2+ 
exchange; Na+-K+2Cl transport; passive Na+ transport; potassium channels; cell volume and intracellular pH 
changes; and calcium channels. 
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sure has become clear. Essential, primary, or
idiopathic hypertension is defined as high blood
pressure in which causes such as renovascular dis-
ease, renal failure, pheochromocytoma, aldos-
teronism,  or  other  causes  of  secondar y
hypertension or monogenic (mendelian) forms are
not present. Essential hypertension accounts for
95% of all cases of hypertension. This condition is a
heterogeneous disorder, with different patients
having different causal factors that lead to high
blood pressure. There are no established clinical or
laboratory tests to identify the factors that are re-
sponsible for the blood pressure elevation in an in-
dividual patient. Consequently, pharmacologic
treatment of essential hypertension is largely em-
piric. Clinical treatment algorithms try to account
for co-morbidities and expected or observed side
effects of drugs in individual patients. Pharmaco-
logic treatment should always be implemented ‘on
top’ of non-pharmacologic interventions such as
control of body weight, alcohol intake, salt intake
and modifications of lifestyle as necessary in the in-
dividual patient. Randomised trial of pharmaco-
logic treatment of hypertension have documented
that blood pressure reduction lowers morbidity
and mortality, with dramatic reduction in stroke
and smaller reductions in cardiac and renal disease
(for details see  � Antihypertensive Drugs).

As a result of such studies hypertension has
been operationally defined as the blood pressure
level above which therapeutic intervention has
clinical benefit. As increasingly aggressive inter-
vention has continued to demonstrate benefits, this
level has gradually reduced over time and is com-
monly defined as systolic blood pressure
≥140 mmHg and/or diastolic blood pressure
≥90 mmHg (Table 1). Isolated systolic hyperten-
sion is defined as systolic blood pressure
≥140 mmHg and diastolic blood pressure
<90 mmHg.

Moreover, in patients with certain co-morbidi-
ties, such as diabetes mellitus, left ventricular dys-
function or chronic nephropathy, lower blood
pressures levels in the range of 130/80 mmHg (125/
75 mmHg for nephropathies with overt proteinu-
ria >1 g per day) are currently established as tar-
get blood pressure. Individuals with high normal
blood pressure tend to maintain pressure that are
above average for the general population and are
at greater risk for development of definite hyper-
tension and cardiovascular events than the general
population. These observations leave open the
question of whether there is an ‘optimal‘ blood
pressure in the general population, and whether
small reductions in blood pressure across the
entire population, rather than larger targeted
reductions, would have benefit.

Tab. 1 Definitions and classifications of blood pressure levels.

Category Systolic
[mm Hg]

Diastolic
[mm Hg]

Stroke mortality
Relative risk

Optimal < 120 and < 80 1.00

Normal < 130 and < 85 1.73

High normal 130–139 or 85–90 2.14

Hypertension

Stage 1 (mild)
    Subgroup: borderline

140–159
140–149

or
or

90–99
90–94

3.58

Stage 2 (moderate) 160–179 or 100–109 6.90

Stage 3 (severe) ≥ 180 or ≥ 110 9.66

Isolated systolic hypertension
    Subgroup: borderline

≥ 140
140–149

and
and

< 90
< 90

The higher category applies, if systolic and diastolic blood pressure values of a patient fall into different categories.



Bone Formation 189

�

Nonetheless, in patients with established
hypertension according to the above criteria, anti-
hypertensive drug treatment is one of the most
important means to prevent or reduce overall car-
diovascular and renal disease. There is hope that
the information gained from the Human Genome
Project and from ongoing research aimed at dis-
secting the genetic basis of hypertension in both
human populations and animal models will foster
the development of more effective and targeted,
i.e. pharmacogenetic, treatments based on the
genotype of the individual patient.
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A B lymphocyte is a specific type of white blood
cell (leucocyte) derived from bone marrow stem
cells. Each B lymphocyte expresses an immu-
noglobulin (antibody) specific for a particular
antigen. Following antigenic stimulation, a B lym-
phocyte may differentiate and multiply into
plasma cells that secrete large quantities of mono-
clonal antibody.

� Immune Defense
� Humanized Monoclonal Antibodies
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� Bone Morphogenetic Proteins
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� Anti-obesity Drugs
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Bombesin-like peptides are a group of biologically
active peptides, which are structurally related,
including bombesin ( a tetradecapeptide origi-
nally derived from amphibians), gastrin-releasing
peptide (GRP), neuromedin B (NMB), and GRP18-

27 (previously named “neuromedin C”). Bombesin
and bombesin-like peptides have a wide range of
functions. They have been shown to promote cell
growth, including that of carcinoma cell lines, they
are involved in smooth muscle contraction and in
the regulation of the body temperature. Bombesin
/ bombesin-like peptides also mediate endocrine
responses, such as the release of gastrin, cholesys-
tokinin, and pancreatic polypeptide. This group of
peptides has been involved in the regulation of
various behavioral responses, the regulation of
pain and the modulation of feeding behavior.
Bombesin / bombesin-like peptides exert their
effects through a group of � G-protein coupled
receptors, which signal through Gq/11(BB1, BB2,
BB3). While BB1 responds mainly to NMB and
bombesin, BB2 responds to GRP and bombesin.
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Bone formation is the building of new bone
through osteoblasts. Bone formation, which is part
of the bone remodelling process, includes the syn-
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thesis of organic matter (mostly collagen type I)
and subsequent mineralisation.
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Bone Metabolism comprises the processes of
� bone formation and � bone resorption, the key
actions by which skeletal mass, structure and
quality are accrued and maintained throughout
life. In the mature skeleton, anabolic and catabolic
actions are mostly balanced (coupling) due to the
tight regulation of the activity of bone forming
(� osteoblast) and bone resorbing (� osteoclast)
cells through circulating osteotropic hormones
and locally active cytokines.
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Most bones of the human skeleton are composed
of two structurally distinct types of tissue: com-
pact (dense) and trabecular (cancellous, spongy)
bone (1). Both types contain the same elements:
cells (osteocytes) which are embedded in a miner-
alised matrix and connected by small canals
(“canaliculi”). In compact bone, which makes up
85% of the skeleton, these components form elon-
gated cylinders of concentric lamellae surround-
ing a central blood vessel (called osteon or Haver-
sian system). In contrast, cancellous bone forms
thin, interconnected spicules. Compact bone con-
stitutes the outer parts of many bones (“com-

pacta”), shows a high degree of mineralisation, a
comparatively low number of cells, and provides
the framework for the interior cancellous parts of
bone. The latter consists of a sponge-like network
of small beams (trabeculae) with a larger number
of cells distributed over a huge surface. Conse-
quently, the metabolic rate of cancellous bone is
much higher than that of compact bone (see
below).
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Bone is composed of approximately 70% mineral
(mainly hydroxyapatite [Ca10(PO4)6(OH)2] crys-
tals) and 30% organic matter (i.e. cells, collagen and
non-collagenous proteins). Most of the latter is syn-
thesised by local osteoblasts. 90% of the organic ex-
tracellular matrix of bone consists of type I
collagen, which assembles into fibrils and is then
covalently cross-linked to generate tensile strength.
Of the non-collagenous proteins, osteocalcin, bone
sialoprotein and osteopontin are the most abun-
dant. Most of the non-collagenous proteins play im-
portant roles in the organisation of the extracellular
matrix (cell-cell and cell-matrix attachment, cell
migration, growth, development, fibril formation).
Besides these components, several specific en-
zymes and small peptides are an integral part of the
organic matrix and play an important role in skele-
tal metabolism (see below). The calcium-collagen-
cell composite ensures the two main functions of
bone: providing a structural framework and a res-
ervoir for mineral ions.
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Bone is a metabolically active tissue that through-
out life undergoes constant remodelling. The term
“modelling” is restricted to the period of skeletal
growth, when the size and shape of the bone is
determined. Skeletal modelling and remodelling
are achieved by two counteracting processes: bone
formation and bone resorption. While bone for-
mation is achieved through osteoblasts, bone
resorption is attributed to osteoclast activity. As
bone remodelling is part of the body’s mineral
(calcium / phosphate) homeostasis and a mecha-
nism for repair and adaptation, all cellular events
are regulated by systemic and local modulators:
parathyroid hormone (PTH), 1,25-dihydroxyvita-
min D3, sex and other steroid hormones, calci-
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tonin, prostaglandins, growth factors and
cytokines. However, the remodelling process is
always initiated by osteoclast activation.
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�5���Osteoclasts are large, multi-
nucleated cells derived from bone marrow macro-
phages of the haematopoietic lineage. Osteoclast
formation is controlled by circulating hormones
such as PTH, 1,25-dihydroxyvitamin D3 and estro-
gens, as well as by growth factors (e.g. TGFβ) and
cytokines generated in the bone marrow microen-
vironment. Interestingly, this control is mostly
indirect as the receptors for the majority of these
factors are located on the  � osteoblast surface.
Osteoblasts therefore control osteoclast formation
through the expression of various stimulatory and
inhibitory factors. For example, osteoblasts and
stromal cells express macrophage colony stimulat-
ing factor (M-CSF) which is a potent activator of
osteoclast precursors. Another pathway to induce
differentiation and fusion of osteoclast precursors
is the binding of an osteoblast-derived ligand

called RANKL (or TRANCE) to the osteoclast
receptor activator of nuclear factor κ (RANK).
Conversely, osteoprotegerin (OPG), a soluble
member of the TNF receptor superfamily and a
decoy receptor for RANKL, is a potent inhibitor of
osteoclast formation (2) (Fig. 1). Other inhibitors
of osteoclast differentiation include IL1-ra, IL-4,-
10, -12, -18, αINF and TGFβ. Apoptosis of osteob-
lasts may be induced by estrogens (through TGFβ)
and, pharmacologically, by bisphosphonates.
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�5���Osteoblasts are derived from
mesenchymal (stromal) cells that first differentiate
into pre-osteoblasts and then into mature, bone
matrix-producing osteoblasts. The processes
involved in osteoblast formation are still some-
what obscure. Important stimulators of osteoblast
formation and differentiation are circulating hor-
mones such as PTH and PTH-related peptide
(PTHrP), 1,25-dihydroxyvitamin D3 (calcitriol),
sex and other steroid hormones, but also locally
active factors such as growth factors (TGFβ, IGF1

Tab. 1 Strategies and compounds that influence bone turnover.

Inhibitors of Osteoclast Activity Stimulators of Osteoblast Activity

Currently in Use Currently in Use

Bisphosphonates
Calcitonins & synthetic analogues
Oestrogens
Selective Oestrogen Receptor Modulators 
(SERMs, e. g. Raloxifene)
Testosterone
Vitamin D
Vitamin D metabolites & analogues

Fluorides
Parathyroid Hormone
Calcitriol & analogues
Androgens

Under Development Under Development

Ipriflavone
Statins
Calcium receptor modulators
Osteoprotegerin
Anti-cytokines 
(e. g. IL-1, TNFs, IL-1 receptor constructs)
Proton pump inhibitors
Nitric oxide modulators
Enzyme inhibitors 
(e. g. metalloproteinases, cathepsin K)
Adhesion molecule inhibitors

PTH-rP & analogues
High dose oestrogens
Statins
Strontium salts
Growth Factors (e. g. GH, IGFs, FGFs)
Prostaglandins & PG mimetics
Endothelins & analogues
Amylin & analogues
Mechanoreceptor modulators, e. g. Glutamate
Purinergic modulators
Proteosome inhibitors
Intracellular signalling targets, e. g. SMADs
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and 2, FGF), leukaemia inhibiting factor (LIF),
various � bone morphogenetic proteins (BMPs)
and certain cytokines. Some of these factors are
produced by the osteoblasts themselves and
deposited in the bone matrix. It is assumed that
these factors are released upon bone resorption,
thus activating osteoblast precursors in the area of
the resorption pit. Another important factor
inducing osteoblast differentiation is Cbfa1 (osf2),
a recently discovered transcription factor (3)
(Fig. 2).

Inactivated or “resting” osteoblasts become
“lining cells” and thus a reservoir for bone form-
ing cells to be activated at the next remodelling
cycle. Osteoblasts trapped and embedded in the
mineralised matrix are called osteocyts, and are
important for many properties of living bone.
Apoptosis of osteoblasts is associated with the
mineralisation of the organic bone matrix and
with the expression of cFos, cJun, BAX, p53 and
MSX-2.
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�������������5���In the mature skeleton
and under normal conditions, bone formation and
resorption are closely coupled to each other, thus
maintaining a stable bone mass and sufficient
bone strength. In contrast, metabolic bone dis-
eases are characterised by more or less pro-
nounced imbalances in bone turnover (“uncou-
pling”). The long term result of such imbalances in
bone turnover are often changes in bone mass and
structure, which either become clinically sympto-
matic (i.e. fracture, deformity) or may be detected
by means of radiographic or densitometric tech-
niques. Bone remodelling occurs discontinuously
at distinct sites, the so-called “bone remodelling
units” (BRU) or “basic multicellular units” (BMU).
In the mature skeleton and at any given time,
approximately 2 million of these BRUs are active,
replacing about 5–10% of the existing bone per
year. The cellular events always occur in the same
sequence and are usually described as a cycle of
approximately 100 days: (i) chemotaxis, prolifera-
tion, differentiation and activation of osteoclasts,
(ii) resorption of bone (approx. 10 days), (iii)
reversal, (iv) chemotaxis, proliferation, differenti-
ation and activation of osteoblasts, and formation
of new bone in amounts equal to the amount of
bone resorbed (approx. 90 days), (v) resting (4)
(Fig. 3).

To resorb bone, osteoclasts first adhere to the
mineralised surface via specific adhesion mole-
cules (integrins). The cell membrane facing bone
then forms a ruffled surface, hydrogen ions gener-
ated intracellularly by carbonic anhydrase type II
are pumped across the membrane to produce a low
pH and to release the mineral. At the same time,
proteolytic enzymes are discharged into the re-
sorption area and a resorption pit forms. By mech-
anisms not understood, osteoclasts stop when a
certain resorption depth is reached and move on to
other sites. After reversal, osteoblasts move into the
resorption pit, probably attracted and stimulated
by local factors released during bone resorption.
The small cuboid, mononuclear cells produce the
organic matrix (also called “osteoid”), which later
becomes mineralised. The mechanisms of mineral-
isation are highly complex and the precise path-
ways are still not fully understood.
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Bone is the most important reservoir for body cal-
cium. Ionised plasma calcium, which represents
~50% of the total plasma calcium pool, is essen-
tial for countless metabolic functions and its
therefore tightly controlled through 3 major circu-
lating hormones; PTH, 1,25-dihydroxyvitamin D3
and, to a much lesser extent, calcitonin. To keep
serum ionized calcium levels stable, these regula-
tors act on 3 major tissues; bone, the intestine and
the kidney. 

The secretion of PTH by the parathyroid
glands is directly stimulated through a decrease in
plasma levels of ionised calcium. Within very
short time, PTH increases plasma calcium levels
by activating osteoclasts and thus mobilising cal-
cium from the mineral store. It also increases renal
tubular reabsorption of calcium (and the excretion
of phosphate). Through the activation of 1α-
hydroxylase, i.e. the generation of 1,25-dihydroxy-
vitamin D3, PTH also helps to increase intestinal
calcium absorption. 

The steroid hormone 1,25-dihydroxyvitamin D3
(calcitriol) slowly increases both intestinal calcium
absorption and bone resorption, and is also stim-
ulated through low calcium levels. In contrast, cal-
citonin rapidly inhibits osteoclast activity and
thus decreases serum calcium levels. The relevance
of calcitonin in human calcium homeostasis is not
well established, and is probably minor.
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A number of pharmacologic strategies have been
developed to modulate osteoclast or osteoblast for-
mation and/or activity in � osteoporosis, cancer-
induced osteopathies, Paget’s and other diseases of
bone. In recent years, an even greater number of
potential drugs have been explored (Table 1). Al-
though inhibitors of osteoclast formation/ activity
are generally being distinguished from stimulators
of osteoblast formation/ activity, some compounds,
such as vitamin D, the statins, oestrogens etc. seem
to influence both processes.
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Estrogens reduce bone loss by inhibiting the gener-
ation of new osteoclasts, reducing activation fre-
quency and promoting apoptosis of mature
osteoclast via a mechanism not well understood.
Some of the effects of estrogen seem to be mediated
via the modulation of certain growth factors and
cytokines, while others are associated with binding
to at least two different estrogen receptors (ERα,
ERβ). The presence of different ERs is also, among
other facts, the basis for the development and un-
derstanding of the so called � Selective Estrogen
Receptor Modulators (short � SERMs). While
Tamoxifene, a triphenylethylene compound used in
the treatment of breast cancer, has long been

known to moderately inhibit bone loss, the more
recent synthetic compound Raloxifene in postmen-
opausal women clearly prevents bone loss and re-
duces fracture risk by 40%. The mechanism of
action is probably the same as the one suspected in
estrogens, i.e. the inhibition of cytokines that are
responsible for osteoclast recruitment and differ-
entiation. Estrogens and SERMs are not potent
enough to inhibit the grossly exaggerated osteo-
clast activity in malignant and Paget’s disease of
bone. Hormone replacement therapy has been
shown to effectively reduce the risk of osteoporotic
fractures, but is associated with significant increase
in the risk of breast cancer and cardiovascular mor-
bidity.

�����
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Calcitonin is a natural hormone secreted by the
clear cells of the thyroid. All calcitonins inhibit
osteoclast activity by increasing the intracellular
cyclic AMP content via binding to a specific cell
surface receptor, thus causing a contraction of the
resorbing cell membrane. Long-term treatment
with calcitonin leads to down-regulation of its
receptors (escape phenomenon). Over the past
decade, the availability of more potent drugs with
less side effects, and the lack of clear data on the
anti-fracture efficacy of calcitonin, has lead to a
decline in its clinical use.

Fig. 1 Mechanisms of 
osteoclast activation. For 
details, see text. Modified 
with permission from a 
slide by T. Jack Martin.
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Bisphosphonates (BP) over the last years have
become one of the first line treatments of benign
and malignant bone diseases. Being pyrophos-
phate analogues, BP accumulate in bone and are
taken up by osteoclasts. Once in the cell, the nitro-
gen-containing BP (N-BP) such as Alendronate,
Risedronate, Ibandronate and Zoledronate effec-
tively inhibit osteoclast resorption and induce cell
apoptosis by inhibiting farnesyl diphosphate syn-
thetase, an enzyme of the mevalonate pathway
(Fig. 4). This in turn leads to a reduction in geran-
ylgeranyl diphosphate and in the prenylation of
GTP-binding proteins essential to osteoclast
organisation and survival. Non-aminobisphospho-
nates such as Clodronate or Etidronate are incor-
porated into intracellular analogues of ATP and
cause cell death.

� Statins
Statins lower plasma cholesterol levels by inhibit-
ing HMG-CoA reductase in the mevalonate path-
way (Fig. 4). Recent research has shown that cer-
tain statins (but not all) stimulate BMP-2 expres-
sion in osteoblasts, increase bone formation and
mimic N-BP in that they inhibit bone resorption.
The use of statins in osteoporosis is presently
being investigated.

For reasons described above (see section on Ba-
sic Mechanisms), the following compounds are

presently being investigated as anti-resorptive
drugs; specific inhibitors of cytokines, H+-ATPase/
proton pumps, metalloproteinases, cathepsin K,
and adhesion molecules (αvβ3 integrins), as well as
nitric oxide modulators and, last but not least, os-
teoprotegerin.
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Fluoride ions stimulate bone formation by a direct
mitogenic effect on osteoblasts mediated via pro-
tein kinase activation and other pathways. Fur-
ther to these cellular effects, fluorides alter
hydroxyapatite crystals in the bone matrix. In low
doses, fluorides induce lamellar bone, while at
higher doses, abnormal woven bone with inferior
quality is formed. The effect of fluorides on nor-
mal and abnormal (e.g. osteoporotic) bone there-
fore depends on the dose administered. 
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Parathyroid hormone (PTH) has, for reasons not
yet known, a dual effects on bone cells: given
intermittently, PTH stimulates osteoblast activity
and leads to substantial increases in bone density.
When secreted continuously at relatively high
doses (as seen, for example, in patients with pri-
mary hyperparathyroidism), PTH stimulates oste-
oclast-mediated bone resorption and suppresses
osteoblast activity. Further to its direct effects on
bone cells, PTH also enhances renal calcium re-

Fig. 2 Differentiation 
pathways of osteoclasts 
and osteoblasts. Modi-
fied with permission from 
a slide by Graham Russell.
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absorption and phosphate clearance, as well as
renal synthesis of 1,25-dihydroxyvitamin D3. Both
PTH and 1,25-dihydroxyvitamin D3 act synergisti-
cally on bone to increase serum calcium levels and
are closely involved in the regulation of the cal-
cium/phosphate balance. The anabolic effects of
PTH on osteoblasts are probably both direct and
indirect via growth factors such as IGF-1 and
TGFβ. The multiple signal transduction pathways
mediating the effects of PTH on bone cells include
activation of cyclic AMP, intracellular protein
phosphorylation, activation of phospholipase C,
protein kinase C, tyrosine kinase c-src and the
generation of inositol 1,4,5-triphosphate (IP3).
Intermittend treatment with PTH (1-34) has been
shown to effectively lower the risk of osteoporetic
fractures in post-menopausal women with oste-
oporosis.
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Oral calcium has long been used for the treatment
of osteoporosis, both in the form ofdietary and
pharmacologic supplements. In patients with cal-
cium deficiency, oral calcium at doses of 500–
1500 mg per day corrects a negative calcium bal-
ance and suppresses PTH secretion. Sufficient cal-

cium intake is most important for the accrual of
peak bone mass in the young, but is also consid-
ered the basis of most anti-osteoporotic regimes.
In the frail elderly, supplementation with oral cal-
cium and vitamin D reduces the risk of hip frac-
ture by about 30–40%.
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Vitamin D and its metabolites are also widely used
for the treatment of osteoporosis. Vitamin D (or
cholecalciferol) is synthesised in the skin through
UV radiation (sun exposure!) and is then metabo-
lised in the liver to 25-hydroxyvitamin D3 (calcid-
iol). The latter has little biologic activity. The
active form of Vitamin D is generated in the kid-
ney through the hydroxylation at position C1, lead-
ing to 1,25-dihydroxyvitamin D3. This last step is
tightly controlled by a number of regulators such
as PTH and serum phosphate levels. 1,25-dihy-
droxyvitamin D3 is a potent steroid hormone with
almost countless effects throughout the body.
Most of these effects concern the differentiation of
immature cells. As regards bone, 1,25-dihydroxyvi-
tamin D3 has differentiation-inducing as well as
activating effects on both osteoblasts and osteo-
clasts. It also increases the absorption of calcium

Fig. 3 The bone remodel-
ling cycle.
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from the gut. Data from clinical trials show that
the daily supplementation with 500–1200 mg of
calcium plus 700–1000 IU of oral Vitamin D
reduces the rate of bone loss in postmenopausal
women by 50% and reduces the number of hip and
non-vertebral fractures in elderly men and women
by 30–70%. Data on vertebral anti-fracture effi-
cacy are sparse, but the available evidence indi-
cates moderate efficacy at least in populations
with sub-clinical vitamin D deficiency (= more
then 80% of the European/ US population aged
>70 years). In contrast, “active” vitamin D metab-
olites are still controversial in regard to their ther-
apeutic use in postmenopausal and/ or age-related
(“senile”) osteoporosis. There is still no reliable
scientific data supporting the hypothesis that in
postmenopausal and/ or age-related osteoporosis,
vitamin D metabolites such as 1α or 1,25- dihy-
droxyvitamin D3 are more efficacious with regard
to bone loss or fractures reduction then native
vitamin D given in equivalent doses. There is,
however, some consensus that 1,25-dihydroxyvita-
min D3 might be more efficacious in secondary
osteoporosis such as glucocorticoid induced oste-
oporosis. While native vitamin D has a broad ther-
apeutic window with few or no adverse effects,
vitamin D metabolites are characterised by a nar-
row therapeutic window with hyercalciuria (kid-

ney stones) and hypercalcaemia being the most
serious problem.
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Strontium salts have long been under investigation
as anabolic agents for bone. In animals, strontium
stimulates bone formation and substitutes for cal-
cium in hydroxyapatite crystals. In humans, small
studies have shown an increases bone mass (after
correction of BMD values for strontium content)
and possibly a reduction in vertebral fractures.
The mechanism of action is largely unknown and
may involve modulation of the calcium receptor or
calcium channels.

For reasons deducible from the mechanisms
described earlier (see “Basic Mechanisms”), PTH-
rP and PTHrP analogues, certain growth factors,
prostaglandins and prostaglandin mimetics are
presently being investigated as anabolic drugs (see
also Table 1).

'�	
��	� ������

Lian JB and Stein GS (1999) The Cells of Bone. In: Dy-
namics of Bone and Cartilage Metabolism. Seibel
MJ, Robins SP and Bilezikian JP (eds), Academic
Press, San Diego, pp. 165–186
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shown. Modified with 
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by Graham Russell.
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Bone morphogenetic proteins (BMPs) comprise a
family of 15 cytokines involved in the growth and
differentiation of various tissues and organs such
as bone, heart, kidney, eyes, skin and teeth. The
members of this family which influence bone
remodelling stimulate the differentiation of bone
marrow stem cells into bone forming cells. BMPs
are currently being tested in clinical trials for their
potential to promote union of fractures and heal-
ing of bone defects. Among the BMPs being tested,
is BMP-7, which also stimulates the production of
erythropoietin (EPO). EPO is produced in the kid-
ney and stimulates the generation of erythrocytes
from precursor cells. In the clinic, it is used for the
treatment of anemia caused by chronic renal fail-
ure.
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Bone remodelling is the continuous and life-long
process of renewing bone through the balanced
processes of bone resorption and bone formation.
Bone remodelling is stimulated by biomechanical
and biochemical influences and tightly controlled
through circulating osteotropic hormones and
local mediators.

� Bone Metabolism

�
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Bone resorption is the removal of mineralised
bone by osteoclasts. Bone resorption, which is
part of the bone remodelling process, includes the
release of mineral (mostly calcium and phosphate)
and subsequent proteolysis of organic matter
(mostly collagen).

� Bone Metabolism

�
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� Bacterial Toxins

�
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Botulism is a disease caused by ingestion of foods
contaminated with Clostridium botulinum (food-
borne botulism) or, very rarely, by wound infec-
tion (wound botulism) or colonization of the
intestinal tract with Clostridium botulinum(infant
botulism). The toxins block the release of acetyl-
choline. Botulism is characterized by generalized
muscular weakness, which first affects eye and
throat muscles and later extends to all skeletal
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C2 domains (phosphokinase C conserved 2
domains) mediate membrane targeting of diverse
peripheral proteins. A C2 domain consists of
approximately 130 residues and was first discov-
ered as the Ca2+-binding site in conventional
phosphokinase Cs.

� Phospholipid Kinases

�
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� Nociception
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The Ca2+-ATPase transports Ca2+ ions into endo-
plasmic reticulum or out of the cell from the cyto-
plasm, using the energy of ATP hydrolysis.

��������		���

� Voltage-dependent Ca2+ Channels.
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Ca2+ channel antagonists
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Ca2+ is an important intracellular second messen-
ger that controls cellular functions including mus-
cle contraction in smooth and cardiac muscle.
Ca2+ channel blockers inhibit depolarization-
induced Ca2+ entry into muscle cells in the cardio-
vascular system causing a decrease in blood pres-
sure,  decreased cardiac contract i l ity and
antiarrhythmic effects. Therefore, these drugs are
used clinically to treat hypertension, myocardial
ischemia and cardiac arrhythmias.

� Antihypertensive Drugs
� Voltage-dependent Ca2+ Channels

�����	������������	

Voltage gated Ca2+ channels are Ca2+-selective
pores in the plasma membrane of electrically
excitable cells, such as neurons, muscle cells,
(neuro)endocrine cells and sensory cells. They
open in response to membrane depolarization
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(e.g. an action potential) and permit the influx of
Ca2+ along its electrochemical gradient into the
cytoplasm.

��������		�������������
The resulting increase in intracellular free Ca2+

triggers and/or modulates important physiological
processes. Ca2+ influx into nerve terminals, sen-
sory or endocrine cells initiates neurotransmitter
and hormone release, respectively (stimulus-
secretion coupling). Ca2+ entry into the soma and
proximal dendrites of nerve cells leads to the acti-
vation of intracellular pathways affecting gene
transcription (excitation transcription coupling)
and neuronal plasticity. In smooth muscle and
cardiac myocytes Ca2+ influx through these chan-
nels induces muscle contraction (excitation con-
traction coupling).

��������		�����	����	
Like other � voltage-gated cation channels, Ca2+

channels exist in at least three states: A resting
state stabilized at negative potentials (such as the
resting potentials of most electrically excitable
cells) that is a closed state from which the channel

can open. The open state is induced by depolariza-
tion. Channels do not stay open indefinitely
because they are “turned off ” during prologend
depolarization by transition into an inactivated
state. Once the cell repolarizes, inactivated chan-
nels return to the resting state and are now again
available for opening. Ca2+ channel blockers can
inhibit Ca2+ flux not only by obstructing the pore
but also by “allosterically” stabilizing the inacti-
vated closed state. By delaying its transition to the
resting state after repolarization drugs can also
increase the refractory period of these channels.

��������		����� ��
In order to accomplish these diverse physiological
tasks described above, nature has created at least
five different types of Ca2+ channels. These are
termed L-, N-, P/Q-, R- and T-type. Although they
are all structurally similar (Fig. 1) they differ with
respect to their biophysical properties. Some of
them need only weak depolarizations to open and
inactivate fast (e.g. most T-type Ca2+ channels),
whereas others require strong depolarizations and
inactivate more slowly (e.g. P- or L-type Ca2+

channels). Channel types also differ with respect

Fig. 1 Most voltage gated 
Ca2+ channels exist as a 
hetero-oligomeric com-
plex of several subunits. 
α1 subunits form the 
Ca2+-selective ion pore 
and contain the voltage-
sensors of the channel. In 
the case of L-type Ca2+ 
channels, they also carry 
binding sites for Ca2+ 
antagonist drugs. The 
accessory α2-δ, β and γ 
subunits stabilize Ca2+ 
channel function and sup-
port its targeting to the 
plasma membrane.

Ca2+ Channel Blockers
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to their sensitivity to drugs. This selectivity is
exploited for pharmacotherapy.

!
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At present, only organic blockers of L-type Ca2+

channels (also termed “Ca2+ antagonist”) are
licensed for clinical use. They belong to the most
frequently prescribed drugs worldwide. L-type
Ca2+ channels are the major channel type in mus-
cle cells mediating contraction. Although they do
not elicit fast neurotransmitter release from nerve
terminals under physiological conditions these
channels provide Ca2+ influx for neurotransmitter
release in sensory (cochlear hair cells, retinal pho-
toreceptors) and endocrine cells (insulin secre-
tion in � pancreatic β cells). Despite these multiple
functions, in vivo L-type Ca2+ channel block by
therapeutic concentrations only causes pharmaco-
logical effects in the cardiovascular system.

The signalling pathways controlling cardiac
and smooth muscle contraction are depicted in
Fig. 2 and Fig. 3. By blocking L-type channels in
arterial smooth muscle they reduce Ca2+ influx
during depolarisation. Thus less Ca2+ is available
for activation of calmodulin, which activates
myosin-light chain kinase and thereby turns on
actin-myosin interaction (Fig. 2). Note that
smooth muscle also contracts after stimulation of
receptor-activated pathways. Agonists of angi-
otensin AT1 (e.g. angiotensin II) and α1 -adrener-
gic receptors (e.g. noradrenaline) release Ca2+

from intracellular IP3-sensitive stores (Fig. 2).
Noradrenaline-induced contractions are much less
sensitive to Ca2+ channel blockers. The differential
contribution of depolarization-induced and recep-
tor-activated contraction in different types of
smooth muscle and under different pathophysio-
logical conditions is one of the explanations why
Ca2+ channel blockers are not effective muscle
relaxants in other diseases states (such as bron-
chial muscle in asthma or uretral spasms). In the
heart, Ca2+ entering through L-type channels dur-
ing the action potential serves as a trigger (“trig-
ger Ca2+”) for further Ca2+ release from the sarco-
plasmic reticulum which initiates contraction
(Fig. 3). β-adrenergic receptor activation increases
inotropy at least in part by cAMP-dependent phos-
phorylation of L-type channels thereby increasing
Ca2+ entry.

Three different chemical classes of organic
Ca2+ channel blockers can be distinguished: Dihy-
dropyridines (DHPs; prototype nifedipine), phe-
nylalkylamines (prototype verapamil) and benzo-
thiazepines (prototype diltiazem). Despite their
different structure they all bind within a single
drug binding region close to the pore of the chan-
nel. All these drugs reversibly interact with this
binding domain in a stereoselective manner and
with � dissociation constants in the nanomolar
range (0.1–50 nM).

�"��#���Widely  used DHPs are  nifedipine,
amlodipine, nitrendipine, nisoldipine, nica-
rdipine and isradipine. They directly bind to and
stabilize the inactivated state of the channel and
do not require the channel to open in order to
access the binding domain. Inactivated channels
are more likely to exist in arterial vascular smooth
muscle because depolarizations are longer lasting
than in cardiac muscle. Moreover, the arterial
smooth muscle channel differs slightly from the
cardiac isoform (� alternative splicing of α1 subu-
nits) which facilitates channel block by DHPs. As a
consequence, DHPs block the channels in arterial
smooth muscle at lower concentrations than car-
diac muscle. Their clinical use is therefore related
to their vasodilating properties in arterial smooth
muscle (including the coronary arteries) and not
to direct actions on the myocardium and the con-
duction system (i.e. antiarrhythmic and cardiode-
pressive effects) which are observed at higher con-
centrations in vitro or at toxic plasma levels.

���	����������	��#���Verapamil is the most widely
used phenylalkylamine. The more active methoxy-
verapamil (gallopamil) is also licensed for clinical
use in some countries. Verapamil mainly gets
access to the binding domain when the channel is
open. As an organic cation it blocks the channel by
interfering with Ca2+ ion binding to the extracel-
lular mouth of the pore. Once bound to the open
state it can promote the inactivated channel con-
formation. Verapamil also slows the recovery of
channels from inactivation. This increases the
refractory period of the drug bound channel. As a
consequence, the number of channels available for
Ca2+ influx decreases when the time between
depolarizations shortens (i.e. when stimulation

Ca2+ Channel Blockers
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frequency increases). The open channel block and
slowing of recovery explains why inhibition by a
given verapamil concentration increases at higher
heart rates. Like the lidocain block of voltage-gate
sodium channels, the verapamil block of Ca2+

channels becomes more pronounced during tach-
yarrhythmias. These antiarrhythmic effects of

phenylalkylamines are exploited in addition to its
vasodilating and cardiodepressive actions.

��	$�����$� �	��#���Diltiazem is the only benzothi-
azepine in clinical use. Its molecular mechanism
of action as well as its pharmacological effects
closely resemble those of phenylalkylamines.

Fig. 2  Simplified view of the pharmacological action of L-type Ca2+ channel blockers in arterial smooth mus-
cle: In contrast to cardiomyocytes, action potentials are not carried by fast sodium channels in smooth muscle 
and depolarzations are more long lasting. Contraction requires the binding of Ca2+ to calmodulin, which then 
activates myosin light chain kinase (MLCK). MLCK phosphorylates the light chain of myosin, which turns on 
contraction. The Ca2+ for activation of this pathway can enter through L-type Ca2+ channels in response to 
depolarization. Ca2+ channel blockers inhibit this pathway through concentration-dependent block of Ca2+ 
entry. Alternatively, Ca2+ can be released from intracellular stores after activation of membrane receptors (e.g. 
of angiotensin II AT1 or α1 -adrenergic receptors) coupled to IP3 production. IP3 opens IP3 receptor channels, 
RyR related Ca2+ release channels in the SR. This process does not involve L-type Ca2+ channels and is not 
inhibited by Ca2+ channel blockers. Store-depletion also triggers the activation of “store-operated channels” 
(SOC) in the plasma membrane, which are also not sensitive to Ca2+ channel blockers. Receptor-mediated acti-
vation of cAMP-dependent protein kinase (cAMP-PK) results in muscle relaxation through different mecha-
nisms. D1-R, dopamine1 receptor; AR, adrenergic receptor; PLC, phospholipase C.

Ca2+ Channel Blockers
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All three classes also inhibit depolarisation-
induced contraction of venous smooth muscle in
vitro. However, venous relaxation does not con-
tribute to the hemodynamic actions of Ca2+ chan-
nel blockers.

���	�����%���&�	��#���'���������(

DHPs are potent arterial vasodilators. They act on
resistance vessels and therefore reduce peripheral
vascular resistance, lower arterial blood pressure,
and antagonize vasospasms in coronary or periph-
eral arteries. By reducing afterload, DHPs also

reduce cardiac oxygen demand. Together with
their antivasospastic effect, this explains most of
the beneficial actions of DHPs in angina pectoris.
Most DHPs are only licensed for the therapy of
hypertension, some of them also for the treatment
of angina pectoris and vasospastic (Prinzmetal)
angina.

The DHP-induced lowering of blood pressure
can result in compensatory sympathetic activa-
tion and a subsequent increase in heart rate and
cardiac oxygen demand. This unfavourable effect
has been mainly associated with the use of short-
acting DHPs, such as non-retarded formulations

Fig. 3 Simplified view of the pharmacological action of L-type Ca2+ channel blockers in cardiac myocytes: In 
cardiac myocytes, L-type Ca2+ channels open when the plasma membrane is depolarised by an action potential 
carried along the muscle cells by the opening of voltage-gated sodium-channels (Na-Ch). The action potential is 
terminated (an its duration is determined) by the opening of potassium channels (K-Ch). Ca2+ influx triggers 
massive release of Ca2+ from intracellular stores by opening ryanodine-sensitive Ca2+ channels (ryanodine 
receptors, RyR) in the sarcoplasmic reticulum, resulting in an intracellular Ca2+ transient. Ca2+ influx and 
released Ca2+ directly initiate contraction. Contraction is terminated by the rapid uptake into the SR by SR Ca2+ 
ATPases (SERCA). β-adrenergic receptor stimulation increases inotropy by phosphorylation (P) of phos-
pholamban (PLN) and L-type channels through cAMP-dependent protein kinase (cAMP-PK). The resulting 
stimulation of Ca2+ influx and Ca2+-pump activity increases the load of Ca2+ in the SR stores. This leads to 
enhanced Ca2+ transients upon depolarization. Inhibition of Ca2+ influx through L-type Ca2+ channels by Ca2+ 
channel blockers causes decreased Ca2+ entry and SR load. Less Ca2+ influx and release results in smaller Ca2+ 
transients and a decrease in contractile force.

Ca2+ Channel Blockers
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of nifedipine, nitrendipine or nicardipine. The use
of such formulations that cause fluctuations in
plasma levels is discouraged. Instead, formula-
tions with slower onset and longer duration of
action (e.g. slow release nifedipine, nisoldipine,
amlodipine) are recommended. Due to their
vasodilating properties in the absence of negative
inotropic actions, DHPs have also been evaluated
as vasodilators for the treatment of congestive
heart failure in addition to standard therapy.
Although long acting DHPs seem to be safe in
these patients, no clear benefit could be estab-
lished for this indication.

In addition to the vasodilatory and antispastic
properties, therapeutic doses of verapamil and
diltiazem also exert negative inotropic, dromo-
tropic and chronotropic actions. As a conse-
quence, compensatory tachycardia does not occur
and heart rate may even decrease. Similar to β-
adrenergic antagonists, verapamil and diltiazem
also inhibit exercise-induced increases in heart
rate and myocardial oxygen consumption. Due to
their cardiodepressive effects they are more suita-
ble for the treatment of angina pectoris than
DHPs. Both drugs are licensed for the treatment of
angina, vasospastic angina and hypertension.
Their negative dromotropic and antiarrhythmic
properties (see above) can be expoited to slow AV-
conduction and to treat supraventricular arrhyth-
mias. In patients with normal contractile function,
the negative inotropic action of verapamil is par-
tially compensated by the decreased afterload and
improved myocardial perfusion. However, vera-
pamil may decrease left ventricular function in
patients with congestive heart failure. Unlike β-
adrenergic blockers, Ca2+ antagonists are not rec-
ommended for early treatment or secondary pre-
vention of myocardial infarction.

DHPs are also used to treat vasospasms of
peripheral arteries (e.g. � Raynaud’s phenome-
non) and � pulmonary hypertension.

��'��)������
Many unwanted effects are related to the vasodila-
tory effects of Ca2+ channel blockers, such as
flushing, headache, dizziness, and hypotension.
DHPs frequently cause edema and ankle swelling
upon chronic use. Constipation is a frequent side
effect of verapamil due to its inhibitory action on
intestinal smooth muscle. Bradycardia, atrioven-

tricular block or a decrease in left ventricular
function are observed with verapamil (and to a
lesser degree diltiazem), especially in patients tak-
ing β-adrenergic blockers or who have preexisting
cardiac disease (impaired left ventricular function,
atrioventricular block). Worsening of angina has
also been observed with DHPs. This is most likely
due to their pronounced effect on coronary resist-
ance resulting in coronary steal in the presence of
hypoperfused regions. It may also be caused by the
reactive sympathetic activation with increase in
heart rate and cardiac oxygen consumption.

Epidemiological and case-control studies sug-
gested that Ca2+ channel blockers cause increased
risk for myocardial infarction, cancer and gas-
trointestinal bleeding. The increased cardiovascu-
lar morbidity was again associated with short-act-
ing DHPs and fast release forms of verapamil and
diltiazem. It was explained by the unfavourable
hemodynamic effects of short-acting drugs.
Enhanced cardiovascular morbidity has not been
consistently shown for long-acting formulations.
The increased risk of cancer and gastrointestinal
bleeding was not confirmed in other large trials.
Although Ca2+ channel blockers are not consid-
ered first-line agents for the treatment of angina
and hypertension, they can be safely used in such
patients when they are clearly indicated.

Ca2+ channel blockers cause no side effects
expected from channel block in other tissues. In
cochlear inner hair cells, retinal photoreceptors or
neurons, a decreased glucose-tolerance may be
observed resulting from a block of pancreatic β-
cell L-type chanels and decrease of insulin secre-
tion. However, this side effect plays a minor role in
clinical practice. The reason for the absence of
these actions can be explained by the lower sensi-
tivity of L-type channels in sensory cells and/or
lower bioavailability in these tissues.

*���
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Some DHPs (such as nifedipine) and verapamil
inhibit � p-glycoprotein-mediated drug trans-
port. P-glycoprotein is a drug efflux pump that can
confer multidrug resistance to tumor cells. Struc-
tural analogues with potent p-glycoprotein but
weak Ca2+ channel blocking activity were there-
fore developed but are of no clinical benefit for the
treatment of cancer. However, inhibition of trans-
port (and excretion) of other p-glycoprotein sub-

Ca2+ Channel Blockers
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strates, such as digoxin, explains the decrease of
their body clearance by Ca2+ channel blockers.

In vitro nifedipine inhibits proliferation of
colon cancer cells with a DNA mismatch repair
defect that are resistant to 5-fluorouracil. Whether
this also translates into clinical efficacy in such
tumors remains to be determined.

Nimodipine, but not other DHPs, is also a
potent inhibitor of nucleoside transport with
actions similar to known nucleoside transport
inhibitors such as dipyridamol. It is likely that this
mechanism also contributes to the potent vasodi-
lating properties of this DHP.

BAYK8644 is a DHP with Ca2+ channel activat-
ing properties. Although some therapeutic effects
can be envisaged for such drugs (such as stimula-
tion of insulin secretion, positive inotropy), severe
side effects are also predicted from animal studies
(dystonic neurobehavioural syndrome, hyperten-
sion, arrhythmias) which currently prevents their
clinical development.

+���
�	���

1. Abernethy DR, Schwartz JB (1999) Ca2+-antagonist
drugs. N Engl J Med 341:1447–1457

2. Betkowski AS, Hauptman PJ (2000) Update on re-
cent clinical trials in congestive heart failure. Curr
Opin Cardiol 15:293–303

3. Cutler JA (1998) Ca2+-channel blockers for hyper-
tension – uncertainty continues. N Engl J Med
338:679–681

4. Pahor M, Psaty BM, Alderman MH, Applegate WB,
Williamson JD, Cavazzini C, Furberg CD (2000)
Health outcomes associated with Ca2+ antagonists
compared with other first-line antihypertensive
therapies: a meta-analysis of randomised control-
led trials. Lancet 356:1949–1954

5. Striessnig J, Grabner M, Mitterdorfer J, Hering S,
Sinnegger MJ, Glossmann H (1998) Structural basis
of drug binding to L Ca2+ channels. Trends Phar-
macol Sci 19:108–115

����
�	'���'������+������

� CICR
� Ryanodine Receptor
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� Ryanodine Receptor
� Table appendix: Membrane Transport Proteins
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A Ca2+ spark is a discrete, transient, very local-
ized increase in Ca2+ concentration around Ryan-
odine receptors in situ. 

� Ryanodine Receptor
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A Ca2+ transient is a transient increase in intracel-
lular Ca2+ concentration, which is detected by a
Ca2+ indicator. The increased Ca2+ levels are due
to  Ca2+ release from intracellular Ca2+-stores and
to Ca2+ influx from the external medium.

� Ryanodine Receptor
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� Cadherins/Catenins
� Table appendix: Adhesion Molecules
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γ-Catenin is a synonym for plakoglobin

����	����	

Cadherins (Calcium-dependent adhesion pro-
teins) are transmembrane proteins, which consist
of an extracellular domain composed of cadherin-
repeats, a transmembrane domain, and a cytoplas-
mic domain that interacts with catenins and/or
other cytoplasmic proteins.

Catenins are defined as cytoplasmic interaction
partners of cadherins that form a chain of proteins
(“catena“, latin for chain), which connects cadher-
ins to the actin cytoskeleton.

� Anti-integrins, therapeutic and diagnostic
implications

���������
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Cadherins are a superfamily of Ca++-sensitive cell-
cell adhesion molecules, which cause homophilic
cell interactions. Cadherins can be divided into
different subfamilies, namely, classical cadherins,
desmosomal cadherins, protocadherins and non-
conventional cadherins (7TM cadherins, T-cad-
herin, FAT). Classical cadherins are often denoted
by a prefix reflecting their principal expression
domains; e.g. E- is epithelial, N- is neuronal, and
P- is placental cadherin. However, this classifica-
tion is not stringent, as for instance E-cadherin
can also be found in certain neuronal tissues and
N-cadherin is also found in epithelial cells. Among
the desmosomal cadherins, two subfamilies can be
distinguished, the desmocollins- 1, 2, and 3 and the
desmogleins- 1, 2, and 3.

The extracellular domain of cadherins consists
of a variable number of a repeated sequence of

about 110 amino acids. This sequence is termed
the “cadherin repeat” and resembles in overall
structure but not in sequence the Ig-like domains.
The cadherin repeat is the characteristic motive
common to all members of the cadherin super-
family. Classical and desmosomal cadherins con-
tain five cadherin repeats, but as many as 34
repeats have been found in the FAT cadherin (see
below). Cadherins are calcium-dependent cell
adhesion molecules, which means that removal of
Ca++, e.g. by chelating agents such as EDTA, leads
to loss of cadherin function. The Ca++-binding
pockets are made up of amino acids from two con-
secutive cadherin repeats, which form a character-
istic tertiary structure to coordinate a single Ca++

ion (1).
The classical cadherins are translated as pre-

cursors that are N-terminally cleaved to reveal the
mature proteins. This processing is required to
activate the cell adhesion function of cadherins.
Cadherins interact in trans (i.e. from opposite
cells) via the most N-terminal cadherin repeats. A
short amino acid sequence within this repeat, his-
tidine-alanine-valine (HAV), has been implicated
in mediating cell-cell contacts as HAV peptides
can disrupt cadherin-dependent cell adhesion.
Besides the trans-interactions of cadherins, the
extracellular domains are also capable of forming
cis-dimers through lateral amino acid contacts
between cadherin molecules on one cell. This
dimerization again mainly involves the first cad-
herin repeat. A zipper model for the adhesive
interactions has been proposed based on the pat-
tern of alternating cis- and trans-dimers. The
resulting clustering of cadherin molecules is
thought to greatly enhance their adhesive capacity.
It is not known whether the desmosomal cadher-
ins or the protocadherins also form cis-dimer (1).

Several non-conventional cadherins have been
described that contain cadherin repeats but have
specific features not found in the classical cadher-
ins (1). The cadherin Flamingo, originally detected
in Drosophila, contains seven transmembrane seg-
ments and in this respect resembles G-protein
coupled receptors. The extracellular domain of
Flamingo and its mammalian homologs is com-
posed of cadherin repeats as well as EGF-like and
laminin motifs. The seven transmembrane span
cadherins have a role in homotypic cell interac-
tions and in the establishment of cell polarity. The
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FAT related cadherins are characterized by a large
number of cadherin repeats (34 in FAT and 27 in
dachsous). Their cytoplasmic domains can bind to
catenins. In Drosophila, in which these cadherins
have been originally described, Fat functions as a
tumor suppressor gene and dachsous is involved
in thorax, leg and wing development. Several
human and mouse FAT homologs have been iden-
tified but their function is as yet unknown. T- (=
truncated-) cadherin differs from other cadherins
in that it has no transmembrane domain but is
attached to the cell membrane via a � glycosyl-
phosphatidylinositol anchor.

���� �������-	��
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The cytoplasmic domains of cadherins bind to
various proteins. The most C-terminal portion of
classical cadherins directly associates with either
β-catenin or the structurally related γ-catenin
(more commonly called plakoglobin). β-Catenin/

plakoglobin in turn bind to α-catenin, which is
related to the cytoskeletal protein vinculin and
associates with actin binding proteins. Thus, β-
catenin and α-catenin provide a link of cadherins
to the actin cytoskeleton. Another catenin, p120ctn

binds to the cytoplasmic juxtamembrane domain
of cadherins and appears to be involved in the cis-
dimerization and clustering of cadherins. Based
on their structure, β-catenin, plakoglobin and
p120ctn belong to a protein superfamily, called the
armadillo repeat family (2). These proteins contain
repeats of about 40 amino acid that were initially
identified in armadillo, the Drosophila homolog of
β-catenin. The armadillo repeats are built up of
three α-helices that form a superhelix. The
number of repeats varies between different mem-
bers of the family; for instance, β-catenin contains
12 consecutive armadillo repeats. More distantly
related members of the armadillo family include
non-junctional proteins, such as the importins,

Fig. 1 Overview of cadherin-mediated cell adhesion and the Wnt signaling pathway. Schematic representation 
of classical and desmosomal cadherins showing extracellullar cadherin repeats and Ca++ binding sites, and 
cytoplasmic interaction partners (the latter being depicted in the left cell only). The cadherin zipper, which is 
made up of consecutive cis- and trans-dimers is indicated. The basic outline of the Wnt pathway is shown in the 
right cell. LRP (lipoprotein receptor-related protein) is a coreceptor for Wnts. PG, plakoglobin, PP, plakophilin.
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which are involved in nuclear protein import, and
the tumor suppressor APC. p120ctn is the found-
ing member of a subfamily of armadillo proteins
that include the plakophilins- 1 and 2, ARVCF and
the nervous system specific δ-catenin; the latter
two bind to the same region of cadherins as
p120ctn. Interestingly, the p120ctn related proteins
are also found in the cell nucleus, but their func-
tion in this compartment is not known. The
desmosomal cadherins also associate with pla-
koglobin but not with β-catenin, and in addition
they bind to plakophilins. Plakoglobin and plako-
philins connect desmosomal cadherins to the
desmosome specific component � desmoplakin,
which links the complexes to the intermediate fila-
ment network (mainly � cytokeratins  in epithe-
lial cells).

The cytoplasmic domains of protocadherins
are unrelated to those of classical cadherins. They
do not bind catenins and it is not clear whether
they are associated with the cytoskeleton (1,3).
Some protocadherins interact with the c-src-
related kinase � Fyn, indicating a role in signal
transduction (see below).

.�	��*
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Several classical cadherin genes (e.g. E-, P-, VE-
cadherin and others) are found in a cluster on
human chromosome 16 or on the syntenic mouse
chromosome 8. The gene clustering is even more
pronounced in the case of the desmosomal cad-
herin, which are all located on human chromo-
some 18q12 in relatively close vicinity to each
other. Interestingly, the desmocollin and desmo-
glein genes (termed DSC and DSG) form two sub-
clusters that have opposite transcriptional orienta-
tion. Protocadherins show a particularly striking
genome organization. Subfamilies of protocadher-
ins can be defined that share a common intracellu-
lar domain but differ in their extracellular
domains. Each extracellular domain is encoded by
a single exon while the intracellular domain is
encoded by three exons. Generation of diverse
transcripts from these clusters may be achieved by
gene rearrangement and/or alternative splicing,
which is reminiscent of the mechanisms of diversi-
fication of immunoglobulins and T-cell receptors.
Which of these mechanisms is indeed relevant in
the generation of protocadherins remains to be
determined (1).

��	����	������
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Classical and desmosomal cadherins are constitu-
ents of different types of intercellular junctions. E-
cadherin, the classical cadherin of epithelial cells,
is part of the adherens junction (zonula adherens),
which is attached to a belt of actin via the catenins.
As the name suggests, desmosomal cadherins are
part of the desmosomes, which are rivet-like
structures that make focal connections between
cells. Desmosomes are characterized by a promi-
nent intracellular plaque structure, which serves
as an attachment point for intermediate filaments.

Functional studies have demonstrated the
adhesive role of cadherins (4). For example, cell-
cell adhesion in vitro can be blocked by treatment
of cultured cells with anti-cadherin antibodies,
resulting in dissociation of the cell monolayer.
Conversely, forced expression of cadherins by
cDNA transfection in cells lacking these mole-
cules leads to establishment of intercellular con-
tacts. Thus, cadherins act as an adhesive glue that
efficiently holds cells together. However, they may
also have signaling function, as several in vitro
studies show that cadherins influence differentia-
tion and growth of cells. Cadherins act in a very
specific manner. In vitro, cadherins can mediate
the sorting out of cells, i.e. cells transfected with
different cadherins separate from each other and
form homotypic aggregates. Accordingly, a main
function of cadherins might be in the delineation
of tissue boundaries. Gene knock-out experi-
ments have revealed essential and cell type specific
functions of cadherins in vivo. The knock-out of
the E-cadherin gene results in the dissociation of
cells of blastocyst-stage mouse embryos. The α-
catenin knock-out has a similar phenotype, while
loss of plakoglobin leads to defects in cell adhesion
of heart muscle cells. The knock-out of β-catenin
does not affect cell junctions but rather has a Wnt
signaling phenotype (see below), which is mani-
fested at early stages of embryonic development.
Apparently, plakoglobin which is also present in
the affected cells, can overtake the adhesive func-
tion of β-catenin under these circumstances. The
mutation of desmosomal cadherins frequently
leads to the disruption of skin layers. These phe-
notypes resemble those of the � pemphigus blis-
tering diseases in humans, which are caused by
autoantibodies against desmocollins and desmo-
plakins. E-cadherin appears to play a major role in
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cancer as its expression is frequently downregu-
lated in dedifferentiated, metastasizing tumors. E-
cadherin inhibits invasion of tumor cells in in
vitro systems and prevents tumor progression in
in vivo animal models. Moreover, loss-of-function
mutations of the E-cadherin gene occur in gastric
carcinomas and certain types of breast tumors.
The function of cadherins can be modulated by
signaling pathways involving tyrosine kinases,
which disrupt cell contacts. Moreover, cadherins
themselves might be signaling components as they
resemble ligand receptor pairs in many aspects.
However, a genuine signal transduction pathway
originating from cadherins has not been defined
in molecular terms so far (4).

It is not clear whether protocadherins are true
cell adhesion molecules since some of them show
only moderate activity in classical cell aggrega-
tion assays (3). However, in Xenopus embryos,
expression of a dominant-negative mutant of NF-
protocadherin leads to disruption of the embry-
onic ectoderm indicating a role of this protocad-
herin in maintaining tissue integrity. Biochemical
and embryological evidence indicates that proto-
cadherins also have a role in intercellular signal-
ling. A subfamily of protocadherins, termed CNRs
(cadherin-related neuronal receptors) associate
with � Fyn, a cytoplasmic tyrosine kinase related
to � c-src. The extracellular matrix protein
� reelin  binds to these CNRs and activates the Fyn
kinase, which leads to phosphorylation of a down-
stream signaling protein, mDAB. This pathway
appears to be important for certain steps in corti-
cal neuron development, as antibodies to the ree-
lin-binding domain of CNRs perturb the arrange-
ment of cortical neurons. Since there are so many
members of the protocadherin family, which are
mostly expressed in the nervous system, it has
been speculated that protocadherins play discrete
roles in setting up neuronal networks (1,3).

β
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Besides its role in cell adhesion β-catenin has an
important function as a central signal transduc-
tion component in the Wnt pathway (4,5). Wnts
are a family of secreted glycoproteins that regulate
a variety of developmental processes. Binding of
Wnts to Frizzled receptors, which are � seven
transmembrane span proteins, induces stabiliza-
tion of β-catenin. This pool of β-catenin is not

associated with cadherins but accumulates in the
cytoplasm and eventually enters the nucleus,
where it teams up with transcription factors of the
TCF family. TCFs bind to specific DNA sequences
in Wnt target promoters via an HMG box but lack
transactivation domains. In the absence of β-cat-
enin TCFs behave as transcriptional silencers, in
part because they bind to diverse transcriptional
repressors. β-Catenin lacks DNA binding activity
but contains strong transactivating sequences in
its N- and C-terminal domains. Thus, when β-cat-
enin binds to TCFs a bipartite transcription factor
is formed in which DNA binding and transactiva-
tion domains reside on separate molecules. The
TCF/β-catenin complexes can activate specific
Wnt-target genes involved in determining cell fate
and differentiation and inducing cancer (see
below).  For a l ist of Wnt target genes see
www.stanford.edu/~rnusse/wntwindow.html.

In the absence of Wnts, cytoplasmic “free” β-
catenin is targeted for degradation by a multipro-
tein complex containing the scaffold component
axin or the related protein conductin, the � tumor
suppressor APC (adenomatous polyposis coli) and
the serine/threonine kinase GSK3β. When β-cat-
enin binds to axin it becomes phosphorylated by
GSK3β. Hyperphosphorylated β-catenin is recog-
nized by the E3 ligase βTrCP/slimb, a component
of the ubiquitination machinery, becomes ubiqui-
tinated and finally degraded in proteasomes (4).
APC has several β-catenin and axin binding sites
and may function by sequestering free β-catenin
and delivering it to the axin complex (5). Thus,
APC acts as a safeguard to prevent aberrant accu-
mulation of β-catenin. Mutations of APC occur in
about 80% of all colorectal carcinomas and lead to
the formation of truncated APC proteins that are
no longer able to interact with axin/conductin and
to induce degradation of β-catenin. Therefore,
these mutations result in the stabilization of β-cat-
enin and in the formation of constitutive TCF/β-
catenin complexes, which activate transcription of
oncogenic target genes in a Wnt-independent
fashion. In some colorectal tumors, and more fre-
quently in other tumor types (e.g. hepatoblasto-
mas), stabilization of β-catenin occurs through
mutations of the critical serine or threonine resi-
dues normally phosphorylated by GSK3β. Thus
both genetically and functionally β-catenin
behaves as an oncogene and the Wnt pathway has
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a major role in tumorigenesis. Interestingly, the
Wnt-1 gene can be activated in mice by insertion
of the mouse mammary tumor virus LTR, which
leads to the formation of mammary tumors.

�
���

There are a several potential approaches for phar-
macological interference with the cadherin/cat-
enin system. The HAV peptides, often in circular
form, have been shown to disrupt cell-cell adhe-
sion in experimental systems. A potential thera-
peutic application could lie in the use of such com-
pounds to transiently loosen cell contacts, for
instance in order to regulate the permeability of
the blood-brain barrier. Drugs that upregulate E-
cadherin in tumors could be of potential benefit as
part of a differentiation strategy to “normalize”
epithelial cancers and to prevent metastasis for-
mation. Finally, drugs that affect components of
the Wnt patway, e.g. by blocking the interaction of
TCFs with β-catenin are candidates for interfer-
ence with tumor growth.
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cADP-ribose (cyclic ADP-ribose) has been shown
to trigger the release of calcium from the endo-
plasmic reticulum via � ryanodine receptors (cal-
cium release channels). Cyclic ADP-ribose is enzy-
matically formed and appears to act as a second

messenger, which mediates a sustained increase in
cytosolic calcium in various activated eucaryotic
cells including T lymphocytes.

��1

� cAMP- and cGMP-dependent Protein Kinases

�����	��
�	

� Immunosuppressive Agents
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Calcitonin is a peptide hormone which rapidly
inhibits osteoclast activity. The relevance of calci-
tonin in human calcium homeostasis is not well
understood. Calcitonin has been used for the
treatment of osteoporosis, although due to the
availability of more potent drugs with fewer side
effects and the lack of clear data on the anti-frac-
ture efficacy of calcitonin, its clinical use has been
steadily declining.

� Bone Metabolism

�������	�	�.�	��+�����'��� ��'�

Calcitonin gene related peptide (CGRP) is one of
the numerous peptides found in neurons and act-
ing as co-transmitters. It is derived from the gene
encoding calcitonin by alternative splicing of
mRNA and by proteolytic processing of a precur-
sor peptide. It is mainly found in sensory neurons
of the central nervous system. Its prime target is
the CGRP receptor, a member of the family of � G
protein-coupled receptors. In contrast to calci-
tonin, which is involved in calcium homeostasis
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and bone remodeling, CGRP causes vasodilata-
tion and vascular leakage. It is also expressed in C-
fiber sensory neurons. It works as a stimulatory
(pronociceptive) neurotransmitter when it is
released centrally, and as a proinflammatory
mediator when it is released peripherally. The cen-
tral role of CGRP in primary headaches has led to
a search for suitable antagonists of CGRP recep-
tors

�����'���	

Calmodulin is a protein that binds calcium and is
present in all cells having a nucleus. Calmodulin
controls the activity of many enzymes.
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� AMP, cyclic
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Cyclic AMP- and cGMP-dependent protein kinases
(syn.: cAKs, pKAs or cAMP kinases; cGKs, PKGs
or cGMP kinases) are enzymes activated by the
binding of cyclic AMP or cyclic GMP. When acti-
vated, cAKs and cGKs phosphorylate specific ser-
ine or threonine residues in target proteins and
thereby control the activity of these proteins.
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In the cAMP-bound conformation, cAMP-binding
guanine nucleotide exchange factors (cAMP-

GEFs) specifically bind to Ras-like small G pro-
teins and activate these proteins by profoundly
accelerating the exchange of GDP for GTP. 

� Small GTPases
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.)��

� cAMP-binding Guanine Nucleotide Exchange
Factors

� Small GTPases
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Campothecins (topotecan, irinotecan) are chemo-
therapeutic agents used for the treatment of can-
cer (ovarian cancer, lung cancer, colon cancer).
Campothecins bind to and inhibit topoisomerase
I, an enzyme that prevents DNA tangling during
replication by producing transient single-strand
breaks.
� Antineoplastic Agents
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Malignant tumor, malignant neoplasm
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Cancers are tumors that have acquired the ability
to invade and disrupt surrounding normal tis-
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sues. Such lesions can arise in any tissue of the
human body, and so cancers represent a heteroge-
neous group of diseases that have certain biologi-
cal features in common.

A tumor begins as an outgrowth of a clonal
population of cells that follows a loss of tissue
homeostasis, and progresses into a cancer as it
grows in size and becomes invasive. During the
later stages of cancer progression, cancer cells can
enter the bloodstream or lymphatic system and
grow in distant sites. This process is known as
metastasis. The invasive and metastatic properties
of cancers lead to the lethal destruction of normal
tissues.

� Antineoplastic Agents

�����������	����

Many anticancer agents currently in use, includ-
ing chemotherapeutic drugs and radiation, are
potent inducers of � apoptosis and � cell-cycle
arrest. It is believed that induction of these molec-
ular pathways is central to the efficacy of such
agents (1). Genetic and epigenetic alterations that
contribute to tumorigenesis often disable the
pathways that lead to apoptosis and growth arrest
and therefore affect the way that cancer cells
respond to therapy. Recent advances in the under-
standing of how cellular pathways of growth and
death work has led to insights as to how therapy
might be optimized.

The regulatory apparatus that controls the cell
division cycle is the frequent target of inactivating
mutations, and some of these mutated genes can
be inherited in cancer-prone families. Similarly,
mutations can affect apoptotic pathways. Many
cancer-derived cell lines demonstrate a resistance
to experimental apoptotic stimuli and recent evi-
dence supports the idea that alterations in geneti-
cally defined apoptotic pathways are actively
selected for during tumor development. It thus
appears that inactivation of the pathways that lead
to cell-cycle arrest and apoptosis confer a selec-
tive growth advantage.

The relative contributions of cell-cycle arrest
and apoptosis to the death of tumor cells following
therapy remain a point of controversy (2). In vitro,
cell death triggered by anticancer agents can occur
as a result of an immediate apoptotic program or,

alternatively, following a substantial delay as a
result of dysregulated cell-cycle arrest. These path-
ways and the drugs that trigger them have been
experimentally defined in a colon cancer cell sys-
tem (see Figure). At present it appears likely that
different pathways dominate in different cell types.
Furthermore, it is important to understand that
the experimental systems currently in use are
imperfect representations of tumors and these no
doubt fail to fully represent complex cellular
responses of human cancers. The development of
model systems that better emulate cancers in situ
will likely aid in understanding how death path-
ways can work in a clinical setting.

� � �����
A substantial amount of indirect evidence sup-
ports the contention that the induction of apopto-
sis in tumor cells is critical to successful therapy.
Cancer therapy might therefore be viewed as an
attempt to induce apoptosis in a population of
cells that have undergone selection for apoptotic
defects. If correct, this hypothesis would suggest
why cancer therapy is in many cases unsuccessful.
However, recent studies indicate that this funda-
mental problem can be circumvented. Progress in
the identification of molecules key to the cell death
pathways has led to a growing understanding of
how apoptosis occurs (3). It has become clear that
pathways to apoptosis are numerous and often
interconnected. A solution to the clinical problem
of therapeutic resistance, then, may lie in the fact
that there appears to be multiple ways that a cell
death program can be implemented.

Apoptosis occurs as a result of a cascade of pro-
teolysis that culminates in the destruction of the
cell. Apoptotic proteolysis is catalyzed by the
� caspase family of proteases and can occur via
the activation of one of two major pathways. In the
intrinsic, or mitochondrial apoptotic pathway, an
intracellular death signal causes the disruption of
mitochondria, which liberates into the cytoplasm
proteins that facilitate caspase activation. Proap-
optotic members of the Bcl2 family appear to play
a central role in the physical disruption of the
mitochondrial membranes. An extrinsic apop-
totic pathway uses the same downstream effector
proteases as the intrinsic pathway, but in this case
the death signal originates from the cell surface.
External death-inducing ligands bind a family of
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death receptors such as CD95 (also known as Fas
and Apo-1), tumor necrosis factor receptor 1 and
TRAIL (also known as DR5 and KILLER). Ligand
binding induces multimerization of these recep-
tors that results in caspase activation.

Negative regulation of apoptosis is effected by
Inhibitor of Apoptosis Proteins. Another means of
controling apoptosis is by altering the stabiliza-
tion of mitochondria, which is largely determined
by the interplay between the pro- and anti-apop-
totic members of the Bcl2 family (4).

Alterations to the P53 gene are the most com-
mon genetic defects known in cancer (5). The pro-
tein product of P53 is involved in a number of
pathways that directly and indirectly lead to apop-

tosis. Many genes that are involved in apoptosis
can be induced by this protein, which is a tran-
scriptional transactivator. The emerging hypothe-
sis is that p53 is a central node of a complex apop-
totic network that may function differently in
diverse cell types and tissues. For example, Bax,
the prototype proapoptotic member of the Bcl2
family, can be transcriptionally induced by p53 in
certain, but not all, cell types. Like p53, Bax can
modulate the extent to which cells are sensitive to
apoptosis caused by therapeutic agents.

����
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Ionizing radiation and radiomimetic drugs that
cause DNA damage are among the most frequently

Fig. 1 Cancer therapy and cell death.  There are at least two pathways by which therapeutic and preventive 
agents can cause the death of colon cancer cells. A. Antimetabolites and cyclooxygenase inhibitors can trigger 
apoptotic signals. The apoptotic signalling pathways can be disrupted in different stages by a number of cancer-
related gene mutations and overexpressed proteins, leading to relative therapeutic resistance. B. Therapeutic 
agents that damage chromosomal DNA can activate a signal transduction pathway that normally results in a 
protective arrest of the cell cycle. When disrupted by cancer-related mutations, this pathway can fail resulting in 
progression of the cell cycle, which leads to the dysregulated replication and segregation of damaged chromo-
somes. Cells that escape cell-cycle arrest are subsequently eliminated by apoptotic effector proteins, resulting in 
relative therapeutic sensitivity.
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used anticancer agents. In the presence of dam-
aged chromosomes, cellular pathways are trig-
gered which bring to the progression of the cell-
cycle to a halt, a status known as cell-cycle arrest.
Cell-cycle arrest is mediated by the activation of
checkpoints. Checkpoints block specific processes
that occur during cell growth. In this way, cells
with intact checkpoints prevent the replication
and segregation of damaged chromosomes. In
cells that have disrupted checkpoint pathways,
DNA damage can lead to the aberrant progression
of the cell-cycle, which can result in lethal redupli-
cation of genomic DNA and inappropriate timing
of cell division. Analysis of genetic alterations that
occur in hereditary cancers suggests that the G2
checkpoint, which prevents the entry of cells with
damaged chromosomes into mitosis, is a particu-
larly important target of mutational inactivation
during carcinogenesis.

In addition to its role as an mediator of apopto-
sis, the p53 protein is part of a checkpoint mecha-
nism that causes arrest of the cell-cycle. Whether
p53 activation causes apoptosis or cell-cycle arrest
depends upon the stimulus applied and upon the
cell type being observed (5). In response to DNA
damage, p53 can be activated by the Chk2 kinase,
which is in turn activated by the ATM (Ataxia Tel-
angiectasia Mutated) kinase. The checkpoint func-
tions of these tumor suppressor genes, which are
mutated in a broad spectrum of sporadic and
inherited cancers, supports the idea that the inac-
tivation of the G2 checkpoint is a frequent event
during carcinogenesis and that many tumors are
likely to be checkpoint defective. An understand-
ing of how cancer cells differ from normal cells in
their responses to DNA damage appears likely to
prove useful in devising therapy of maximal effi-
cacy.
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Most of the therapeutic anticancer agents cur-
rently in use were developed empirically, without
any prior knowlege of apoptotic or cell-cycle con-
trol mechanisms. Subsequently, it has become
apparent that apoptosis and cell-cycle arrest are
triggered upon exposure of tumor cells to these
agents. Recent advances in our understanding of
the molecular mechanisms of apoptosis and cell-

cycle regulation have illuminated the mode of
action of many of the common anticancer agents
and suggested why some cancers are resistant to
therapy.
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Many of the agents currently in use for the ther-
apy of cancer can trigger apoptosis in cancer cells.
Cancer-associated alterations of the genes that
regulate apoptosis would therefore be predicted to
affect sensitivity to these agents.

One commonly used agent  is  the
� antimetabolite  5-fluorouracil (5-FU), which is
frequently used as an adjuvant therapy in conjunc-
tion with surgical excision in the treatment of
solid tumors. p53 can directly trigger apoptosis in
cells exposed to 5-FU in vitro (1). In addition, there
is a substantial amount of clinical evidence that
suggests that p53 status may be predictive of the
response of patients to 5-FU therapy.

The pro- and anti-apoptotic members of the
Bcl2 family affect cellular sensitivity to apoptosis
and thus to many chemotherapeutic agents (4).
For example, overexpression of the anti-apoptotic
genes Bcl2 and Bcl-XL in some cell lines and
tumors can confer resistance to apoptosis trig-
gered by ionizing radiation. Conversely, overex-
pression of pro-apoptotic Bax in experimental
tumors can induce apoptosis directly or render
such tumors more sensitive to cisplatin and 5-FU.

Nonsteroidal anti-inflamatory drugs, such as
sulindac and indomethacin, are important chemo-
preventive agents for patients genetically predis-
posed to colorectal cancer. This class of com-
pounds,  which bind and inhibi t
� cyclooxygenases, have been found to cause
apoptosis in cultured gastrointestinal epithelial
cells. Strikingly, the experimental deletion of the
Bax gene in tumor-derived colon cancers has been
found to disrupt the apoptotic response to this
class of drugs, demonstrating the potential impor-
tance of this pathway in chemoprevention.
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While induction of apoptosis is the most well rec-
ognized molecular mechanism of action of anti-
cancer agents, it is becoming clear that many
agents can exploit the checkpoint defects that
often occur during cancer development. In fact,
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ionizing radiation and � radiomimetic drugs such
as doxorubicin and bleomycin that cause DNA
damage are among the most frequently used anti-
cancer agents.

Exposure of many types of normal cells to DNA
damaging agents result in the activation of cell-
cycle checkpoints, which implement a protective
cell-cycle arrest. In cancer cells that have check-
point defects, such treatment would be predicted
to lead to arrest failure, cell-cycle dysregulation,
and eventual cell death. The observed sensitivity
of cancer cells, then, is thought to result from their
failure to undergo a protective cell-cycle arrest in
response to treatment. Ultimately, the cell death
that follows cell-cycle dysregulation may occur
through apoptotic pathways, demonstrating a
complex relationship between these fundamental
processes.

Though DNA damage-based therapies have
been in use for many years, it has remained
unclear why such treatment often causes the selec-
tive death of tumor cells while sparing adjacent
normal tissue. The genetic alterations that occur
in cancers that alter the DNA damage reponse may
explain why such therapy can be efficacious.
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Group of G-protein coupled receptors which medi-
ate the effects of cannabinoids like ∆9-tetrahydro-
cannabinol (THC) as well as of endogenous can-

nabinoids (endocannabinoids) like anandamide or
2-arachidonylglycerol (2-AG).

� Endocannabinoid System
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Group of compounds which naturally occur in the
hemp plant, Cannabis sativa. Most of them are
unsoluble in water. The most abundant cannabi-
noids are ∆9-tetrahydrocannabinol (THC), its pre-
cursor cannabidiol and cannabinol, which is
formed spontaneously from THC. Cannabinoids
exert their effects through G-protein coupled can-
nabinoid receptors (CB1/CB2).

� Endocannabinoid System
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� Endocannabinoid System
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Capsaicin, also known as N-Vanillyl-8-methyl-6-
(E)-noneamide, is the most pungent of the group
of compounds called capsaicinoids: It is a common
ingredient in varieties of pepper such as haban-
ero, Thai, tabasco, cayenne etc. One target with
which capsaicin interacts is the capsaicin recep-
tor, an ion channel belonging to the superfamily of
TRP channels. Because of the structural relation to
other TRP channels and because the vanilloid
moiety is an essential component of capsaicin, the
capsaicin receptor is also called TRPV1 or vanil-
loid receptor (VR1). It is involved in heat and pain
perception.

� Nociception
� TRP Channels
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Digitalis
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Cardiac glycosides (CG) are potent and highly spe-
cific inhibitors of the intrinsic plasma membrane
Na+/K+-ATPase, also known as the sodium pump.
They modulate electrophysiological properties of
the heart and its contractile functions.

� Antiarrhythmic Drugs
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The molecular target of cardiac glycosides is the
Na+/K+-ATPase (EC 3.1.6.37), which maintains the
high sodium and potassium gradients across the
plasma membrane, coupled to the hydrolysis of
the high-energy phosphate ATP. The gradient is
required for the regulation of cell volume, active
transport of molecules or the creation and propa-
gation of the action or resting potential of electri-

cally excitable cells. Such are cardiac cells, with a
hi gh densi t y  of  Na+/K+-ATPase in the
� sarcolemma. While potassium is pumped into
the cytoplasm, sodium is transported into the
extracellular space in a stoichiometric ratio of
3Na+:2K+:1ATP.

Inhibition of the Na+/K+-ATPase leads to a loss
of potassium and an increase of sodium within the
cell. Secondary intracellular calcium is increased
via the Na+/Ca++-exchanger. This results in a posi-
tive inotropic effect in the myocardium, with an
increase of peak force and a decrease in time to
peak tension. Besides this, cardiac glycosides
increase vagal activity by effects on the central
vagal nuclei, the nodose ganglion and increase in
sensitivity of the sinus node to acetylcholine.
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Cardiac glycosides are found in several plants and
certain toads. Common to these substances is an
aglycone-portion (genine) with a steroid struc-
ture, a 17β-unsaturated lactone ring, a glycone-
portion (sugar) in 3β-position and an OH-group
in postion 14. Glycosides with a 5-numbered lac-
tone ring are classified as cardenolides, those with
a 6-numbered ring bufadienolides. The aglycone
portion is essential for pharmacological activity.
Its basic structure is a cyclopentanoper hydro-
phenandrene nucleus in a cis-trans-cis-configura-
tion that makes CG distinct from bile acids, sterol
or steroid hormones. Saturation of the lactone
ring attenuates activity.

The number of sugar residues linked to the
aglycone-portion (one to four) or the hydroxyla-

Fig. 1 Cardiac Glycosides  
– Schematic representa-
tion of the Na+/K+-
ATPase (6).  
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tion of the aglycone markedly influences water
and lipid solubility, protein binding, metabolic
disposition, duration of action and elimination
(Table 1).

Intestinal absorption of digoxin is less com-
plete compared to digitoxin. In order to improve
absorption, acetylated- and methylated digoxin
derivates were developed. Digitoxin is metabolised
in hepatic microsomal enzymes and can be
cleared independently from renal function. The
therapeutical serum level of digoxin is 0.5–2.0 ng/
ml and 10–35 ng/ml of digitoxin. Steady state pla-
teau of therapeutic plasma concentrations is
reached after 4–5 half-life times using standard
daily dosis [1].
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The pharmacological receptor of cardiac glyco-
sides is the sarcolemmal Na+/K+-ATPase
expressed on most eucaryotic membranes. It was
characterised biochemically in 1957 by J. Skou,

who was awarded with the Nobel Prize in chemis-
try 1997. The sodium pump belongs to a widely
distributed class of P-type ATPases forming a
phosphorylated aspartyl residue during the cata-
lytic process. Ions migrate through a narrow
‘access channel’, and are bound, occluded, and
transported by cycling between two different cat-
ion-dependent conformations.
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The sodium pump is an oligomer composed of
two major subunit polypeptides: A catalytic α-unit
(MW 110 kD) and a glycosylated β-unit (MW 40–
60 kD, depending on degree of glycosylation). The
α-unit spans the cell membrane 10 times. Both the
NH2- and the COOH-termini face the cytoplasm.
It is responsible for the catalytic and transport
characteristics of the ATPase. The α-unit contains
binding sites for cardiac glycosides, ATP, sodium
or potassium and the phosphorylation site. The β-
unit is a modulator of the transport characteris-
tics and proper membrane insertion of the Na+/
K+-ATPase and crosses the membrane once. The
COOH-terminus is located at the large ectodo-
main of the β-subunit. The NH2-terminus is
exposed to the cytoplasm. A third protein, termed
the γ-subunit, can modify the pump activity, yet
its physiological significance is unknown [4].

-����
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Na+/K+-ATPase is expressed as several isozymes
(4 α, 3 β subtypes) that are encoded, on different
genes. The degree of identity across different spe-
cies is ∼92% for α1 and α2 –� isoforms  and ∼96%
for the α  3-isoform. Within one species the
� homology  of α1-, α2- and α3-isoform is ∼87%. It
is 78% between the α4- and α1-isoform. The high-
est structural variability among the isoenzymes
occurs at the NH2-terminus, the ouabain-binding
site between transmembrane segments 1 and 2,
and the region between amino acids 403 and 503.
The greatest similarities exist in the cytoplasmic
middle region where the ATP binding and phos-
phorylation sites are located, in the transmem-
brane hydrophobic regions and in the carboxy-ter-
minal region. Canine vascular smooth muscle uti-
lizes alternative RNA processing of the α1- isoform
gene to express a structurally distinct 65 kD iso-
form, named α1-T (truncated) that lacks 40% of
the carboxy-terminal sequence, though retains the

Fig. 2 Cardiac Glycosides – Molecular structure of 
digoxin and ouabain. Digoxin contains an additional 
hydroxy group in position 12 compared to digitoxin 
(6).
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ATP binding and phosphorylation site. Short vari-
ants of the α1-peptide suggest a cation-selective
gate close to the NH2-terminus. In β-subunits,
inhibition of glycosylation by tunicamycin or
mutation of the β-subunit renders an active
enzyme with catalytically competent sodium
pumps and normal affinity for ouabain, yet
removal of disulfide bonds abolishes assembly of
α/β subunits. Truncated β-subunits have been
described. Different affinities of the isoenzymes
for cations and ATP may be essential in adapting
cellular Na+/K+-ATPase activity to specific physio-
logical requirements. Its expression of isoforms is
species- and tissue specific and can be altered dur-
ing development and by hormones. The α1/β1-
isoenzyme is expressed ubiquitously, whereas the
other isoenzymes may play tissue-specific roles. In
neuron cells α1- and α2-isoforms seem to main-
tain the basal ionic gradients. The α3-subunit,
because of its low affinity for cations, might serve
as a spare pump to help restore the resting mem-
brane potential. The significant role of certain iso-
forms remains to be established.

The reactivity of the sodium pump isoforms
toward ouabain can significantly differ between
certain isoenzymes. The α1-isoform from rat is
reported to be 100-fold more resistant to ouabain
than α2- or α3-isoform. In other species like rab-
bit, pig, dog or human these differences are not as
distinct as in rat, due to a more sensitive α1-iso-
form. At least two different types of ouabain bind-
ing sites are reported for the Na+/K+-ATPase [2].

Interactions with the cytoskeleton seem to be
responsible for the processing and the targeting of
the Na+/K+-ATPase to the appropriate compart-
ment structures. Protein kinases are considered to
play an essential role in modulation of the sodium
pump.
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The main clinical indications of cardiac glycosides
are tachyarrhythmic � atrial fibrillation or flutter,
as well as severe heart failure (NYHA III-IV) due
to systolic dysfunction. In atrial fibrillation or flut-
ter, the properties of digitalis are the reduction of
ventricular heart rate at rest by suppression of the
AV-node conduction. By this mechanism digitalis
is heart rate limiting, without converting atrial
fibrillation into � sinus rhythm. In heart failure,
digitalis leads to a reduction of enddiastolic filling
pressure and volume, decrease in myocardial wall
tension and oxygen consumption, with no evi-
dence of desensitisation or tachyphylaxis.
Whereas digitalis enhances vascular tone in
healthy subjects by direct action on smooth mus-
cle cells, in heart failure patients baroreflex
responsiveness is restored, sympathetic nerve
activity is decreased in skeletal muscle and vascu-
lar blood flow is increased. Furthermore, cardiac
glycosides decrease plasma norepinephrine and
renin activity [5].
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A decrease in exercise capacity, left ventricular
ejection fraction and increase in clinical symp-
toms after withdrawal of cardiac glycoside medi-
cation in patients with mild to moderate heart fail-
ure (NYHA II-III) could be shown in the RADI-
ANCE and PROVE trial. To investigate the digitalis
therapy in concern to mortality in patients with
chronic heart failure and sinus rhythm who were
receiving diuretics and an angiotensin-converting
enzyme inhibitor (ACE) the DIG (digitalis investi-
gation group) trial was started.

This trial includes about 6800 patients with
decreased cardiac ejection fraction (<45%). The
follow up was 37 months. As a result, there was no
difference in mortality in both groups, but fewer
hospitalizations in the digitalis arm, and a benefit
was observed in clinical symptoms in addition to
maximum therapeutic regime. A decrease in mor-

Tab. 1 Cardiac Glycosides 

Ouabain Digoxin Digitoxin

Intestinal 
absorption

3.00 % 60–80 % > 98 %

Protein 
binding

3.00 % 25 % 90–100 %

Renal 
elimination

> 90 % 70–80 % 60 %

Oral daily 
maintainance 
dose

-- 0.1–0.25 mg 0.07–0.1 mg

Disposition 
half-time

1.6 days 7–9 days
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tality in patients with severe heart failure was sug-
gested by subgroup analysis [3].
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Cardiac glycosides have a small ratio of toxic to
therapeutic concentration. Possible adverse effects
are nausea, vomiting, abdominal pain, diarrhoea,
fatigue, headache, drowsiness, colour vision dis-
turbances, sinus bradycardia, premature ventricu-
lar complexes, AV-block, bigeminy, atrial tachycar-
dia with AV-Block, ventricular fibrillation. There
are several mechanisms relevant for their toxic
action (Table 2).

Digoxin is more rapidly eliminated and
thereby, possible adverse or toxic effects last for a
shorter time.
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CART (cocaine- and amphetamine-regulated tran-
script) is a hypothalamic peptide that inhibits
both normal and starvation-induced feeding when
injected into cerebral ventricles of rats. CART is
co-localized with the anorexigenic peptide α-
melanocyte-stimulating hormone in neurons of
the arcuate nucleus. Secretion of CART is stimu-
lated by leptin and CART may be an endogenous
inhibitor of food intake.

Tab. 2 Cardiac Glycosides 

Increased digitalis effects Mechanism of action Reduced digitalis effects

Hypokalaemia Sodium receptor interaction Hyperkalaemia

Hypercalcemia Sodium receptor interaction Hypocalcemia

Hypomagnesia Sodium receptor interaction Hypermagnesia

Hypothyreosis Sodium receptor interaction Hyperthyreosis

Renal failure Reduced elimination,
electrolyte derangements

Diuretics, laxatives, 
diarrhea, emesis

Electrolyte derangements

Diminished resorption Cholestyramine

Diminished resorption Neomycin

Diminished resorption Sulfasalazine

Erythromycine,  tetracy-
cline

Increased resorption

Quinidine Diminished renal and nonrenal excretion

Verapamil, diltiazem, 
amiodarone

Diminished renal and nonrenal excretion
Induction of microsomal enzymes Phenytoin, rifampin
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� Appetite Control
� Psychostimulants
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Caspases (cystinoaspartic acid specific proteases)
are a family of cysteine proteases that cleave the
target proteins at aspartic acid residues in the
defined cascade sequence. Caspases have been
shown to be involved in the classical apoptotic
form of cell death, which involves both Stage I and
Stage II DNA fragmentation. Of the family of cas-
pases, caspases 3, 6 and 7 are considered effector
caspases and caspases 2,8,9 and 10 are activator
caspases. For example, caspase 9 increases the dif-
fusion limit of nuclear pores allowing the effector
caspase 3 to enter the nucleus by diffusion. 

� Apoptosis
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Catabolism is any metabolic process whereby cells
break down complex substances into simpler,
smaller substances such as amino acids.

� Glucocorticoids
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Catecholamines are biogenic amines with a cate-
chol (o-dihydroxy-benzol) structure. They are
synthesized in nerve endings from tyrosine and
include � dopamine, noradrenaline (norepine-
phrine) and � adrenaline (� epinephrine).

� Norepinephrine/Noradrenalin
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Abbreviations used: COMTase, COMT, EC 2.1.1.6
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Catechol O-methyltransferase (COMT) is a wide-
spread enzyme that catalyzes the transfer of the
methyl group of � S-adenosyl-L-methionine
(AdoMet) to one of the phenolic group of the cate-
chol substrate (Fig. 1). High COMT activity is
found in the liver, kidney and gut wall. A single
COMT gene codes for two separate enzymes, solu-
ble (S-COMT) and membrane bound (MB-COMT)
forms. S-COMT contains 221 amino acids. MB-
COMT has an additional amino-terminal exten-
sion of 43 (rat) or 50 (man) amino acids. The

Fig. 1 The basic function of COMT. Enzymatic O-
methylation of the catechol substrate to 3-methoxy 
(major route) or 4-methoxy (minor route) products in 
the presence of Mg2+ and S-adenosyl-methionine 
(AdoMet).
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hydrophobic 17 and 24 amino acid residues in rat
and man, respectively, form an α-helical trans-
membrane domain that serves as a membrane
anchor; otherwise the two proteins are similar.
Synthesis of recombinant S-COMT in E. coli and
MB-COMT in insect cells, using baculovirus vec-
tors, has helped to clarify the biochemistry, physi-
ology and pharmacology of COMT. The active site
of COMT consists of the AdoMet-binding domain
and the catalytic site. The catalytic site is formed
by a few amino acids that are important for the
binding of the substrate, water and Mg++, and for
the catalysis of O-methylation. The Mg++, which is
bound to COMT only after AdoMet binding,
improves  the  ionizat ion of  the  hydroxyl
groups.The lysine residue (Lys144), which accepts
the proton of one of the hydroxyls, acts as a gen-
eral catalytic base in the nucleophilic methyl
transfer reaction.

� α-Adrenergic System
� β-Adrenergic System
� Synaptic Transmission
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COMT O-methylates � catecholamines and other
compounds having a catechol structure including
catecholestrogens  (Fig. 2). The two isoforms of
COMT may have distinct roles: MB-COMT, a high-
affinity isoform of COMT, is supposed to be par-
tially responsible for the termination of dopamin-
ergic and noradrenergic synaptic neurotransmis-
sion. S-COMT, on the other hand, is a high capac-
ity enzyme isoform being mainly responsible for
the elimination of biologically active or toxic, par-
ticularly exogenous, catechols and some hydroxy-
lated metabolites. During the first trimester of
pregnancy, COMT present in the placenta protects
the developing embryo from hydroxylated com-
pounds. COMT also acts as an enzymatic detoxi-
cating barrier between the blood and other tis-
sues, shielding against the detrimental effects of
hydroxylated xenobiotics. COMT may serve some
unique or indirect functions in the kidney and
intestine tract by modulating the dopaminergic
tone. The same may be true in the brain: COMT
activity may regulate the amounts of active
dopamine and noradrenaline in various part of
the brain and therefore be associated with mood
and other mental processes.

Early COMT inhibitors, like gallates, tropolone
and U-0521 (3’,4’-dihydroxy-2- methyl-propiophe-
none) have � IC50 and � Ki values  in the micro-
molar range or higher but may still be practical in
vitro tools. However, owing to unfavourable
� pharmacokinetics and toxicity their clinical use
is not possible.

Second generation COMT inhibitors were
developed by three laboratories in the late 1980s.
Apart from CGP 28014, nitrocatechol is the key
structure of the majority of these molecules
(Fig. 3). The current COMT inhibitors can be clas-
sified as follows: 1) mainly peripherally-acting
nitrocatechol-type compounds (entacapone, nite-
capone, BIA 3-202), 2) broad-spectrum nitrocate-
chols having activity both in peripheral tissues
and the brain (tolcapone, Ro 41-0960, vinylphe-
nylketone), and 3) atypical compounds, pyridine
derivatives (CGP 28014, 3-hydroxy-4-pyridone and
its derivatives), some of which are not COMT
inhibitors in vitro but inhibit catechol O-methyla-
tion by some other mechanism. The common fea-
tures of the most new compounds are excellentFig. 2 Some substrates of COMT.
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potency, low toxicity and activity through oral
administration. Their biochemical properties have
been fairly well characterized. Most of these com-

pounds have an excellent selectivity in that they do
not affect any other enzymes studied.

Fig. 3 Chemical struc-
tures of some inhibitors 
of catechol O-methyla-
tion.
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Tolcapone and Ro 41-0960 are longer acting
than entacapone and nitecapone in in vivo studies
in rats. All types of COMT inhibitors prolong the
L-dopa-induced turning behaviour of rats having
unilateral nigral lesions (Fig. 4). This has generally
been used as a reliable rat model of � Parkinson’s
disease. It is noteworthy that the peripherally-act-
ing compound entacapone is practically as effec-
tive as the broad-spectrum compound tolcapone.
This suggest that the majority of the beneficial
action is peripheral in origin, evidently through
enhanced � bioavailability of L-dopa.
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The main clinical use of COMT inhibitors is as
adjunct (or additional adjunct) in the therapy of
Parkinson’s disease. The standard therapy of Par-
kinson’s disease is oral  L-dopa (as a drug
� levodopa) given with a � dopa decarboxylase
(DDC) inhibitor (e.g., carbidopa and benserazide),
which does not reach the brain. When the periph-
eral DDC is inhibited, the concentration of 3-O-
methyldopa (3-OMD), a product of COMT, in
plasma is many times that of L-dopa. Since the
� half-life of 3-OMD is about 15 h, compared to
about 1 h for L-dopa, the concentration of 3-OMD

remains particularly high during chronic therapy,
especially if new slow release L-dopa preparations
are used. A triple therapy (L-dopa plus DDC
inhibitor plus COMT-inhibitor) will evidently sub-
stitute the present double therapy in the coming
years.

COMT inhibitors rescue � L-dopa and improve
the brain entry of L-dopa by decreasing 3-OMD
formation in peripheral tissues. The dose of L-
dopa could be decreased, compared to the present
combination therapy. Dose interval of L-dopa
could also be prolonged. Further, COMT inhibi-
tors should decrease fluctuations of dopamine for-
mation in the brain.

Clinical studies, available only for entacapone
and tolcapone, support preclinical findings. A
dose-dependent (100–800 mg) inhibition of the
COMT activity of the erythrocytes can be seen
after nitrocatechols. However, effective and suffi-
cient dose levels of both entacapone and tolca-
pone, given concomitantly with L-dopa and DDC
inhibitors to patients with Parkinson’s disease,
appear to be 100–200 mg. However, the treatment
strategies of entacapone and tolcapone differ: ent-
acapone is a short-acting compound that is given
with each dose of L-dopa, and COMT activity may
even recover between the doses. Tolcapone, as a
longer-acting compound, is given three times a
day, and the aim is keep COMT inhibited most of
the time.

Since several � adrenergic drugs, having a cat-
echol structure, are also COMT substrates, it is
possible to prolong or even potentiate in some
cases their actions by COMT inhibitors. Such
drugs include bronchodilating compounds
(adrenaline, isoprenaline, rimiterol), dopamine
agonists  (dobutamide, fenoldopam, apomor-
phine) and antihypertensive drugs (α-methyl-
dopa). It is possible to potentiate interactions with
endogenous catecholamines during stress and
exercise and adverse drug interactions with, e.g.,
exogenous � noradrenaline and the drugs men-
tioned above. Fortunately, interaction studies in
animals and man have not been able to substanti-
ate this threat. Evidently, the capacity of S-COMT
in the peripheral tissues is so high that only a
minor general COMT inhibition can ever been
achieved. � Estrogens are easily hydroxylated to
catecholestrogens, which serve as COMT sub-
strates. The consequences of preventing the major

Fig. 4 Rat model of Parkinson’s disease. Comparison 
of entacapone, tolcapone and CGP 28014 in the rat 
turning model of Parkinson’s disease. 
Statistics: ∗ P < 0.05 and ∗∗ P < 0.01 vs. corresponding 
controls (data  from reference 6).
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metabolic pathway of catecholestrogens by COMT
inhibitors requires further studies; it is possible
that quinone-forming pathways are activated.

In patients having Parkinson’s disease, both
entacapone and tolcapone potentiate the thera-
peutic effect of L-dopa and prolong the daily ON
time by 1–2 h. In the clinic COMT inhibitors have
been well tolerated, and the number of premature
terminations has been low. In general, the inci-
dence of adverse events has been higher in tolca-
pone-treated patients than in entacapone-treated
patients. The main events have comprised of
dopaminergic and gastrointestinal problems.

Dopaminergic overactivity causes an initial
worsening of levodopa-induced � dyskinesia, nau-
sea, vomiting, orthostatic hypotension, sleep dis-
orders and hallucinations. Tolcapone has been
associated with diarrhoea in about 16–18% of
cases and entacapone in less than 10% of cases.
Diarrhoea has led to discontinuation in 5–6% of
patients on tolcapone and in 2.5% of those on ent-
acapone. Urine discolouration to dark yellow or
orange is related to the colour of COMT inhibitors
and their metabolites. Elevated liver transaminase
levels are reported in 1–3% of patients treated with
tolcapone but very rarely, if at all, in patients
treated with entacapone. Three cases of acute, fatal
fulminant � hepatitis have been described in asso-
ciation of tolcapone where more than 100,000
patients have been treated. In addition, a few
potentially fatal neurological adverse reactions,
including � neuroleptic-like malignant syn-
drome, have described. Because of these serious
adverse drug reactions, tolcapone marketing was
suspended in Europe and Canada in 1999. In early
2003, no restrictions of the use of entacapone have
been proposed.
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An additional benefit of COMT inhibitors can be
found in PET studies. In PET, using 6-[18F]-fluoro-
L-dopa (6-FD) to visualize the brain dopamine
metabolism, the peripheral formation of 3-O-
methyl-6-[18F]-fluoro-L-dopa (3-OMFD) by
COMT is harmful. 3-OMFD contaminates the
brain radioactivity analyzed since it, like 3-OMD,
is easily transported to the brain. COMT inhibi-
tion would reduce the formation of 3-OMFD and
improve PET analysis. Since 3-OMFD formation

continues in the brain, central COMT inhibition
may be assumed to offer a further advantage. 
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Cathepsins are intracellular proteinases that reside
within lysosomes or specific intracellular granules.
Cathepsins are used to degrade proteins or pep-
tides that are internalised from the extracellular
space. Some cathepsins such as cathepsin-G or
cathepsin-K may be released from the cell to
degrade specific extracellular matrix proteins. All
cathepsins except cathepsin-G (serine) and cathe-
psin-D (aspartyl) are cysteine proteinases.

� Non-viral Proteases
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Cell division cycle, cell proliferation, cell multipli-
cation
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The eukaryotic somatic cell cycle is defined by a
sequential order of events that are obligatory for
ordered cell division: the cell must grow, replicate
its DNA, segregate its chromosomes, and finally
divide. The cell cycle can be divided into four dis-
crete phases. � DNA replication is restricted to S
phase (DNA synthesis phase) and is preceded by a
gap phase called G1 and followed by a gap phase
called G2. During � mitosis (M phase) the sister
chromatids are segregated into two new daughter
nuclei and mitosis is completed by the division of
the cytoplasm, a process termed � cytokinesis
(Fig. 1).

� Ubiquitin/Proteasome System
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Upon mitogenic stimulation cells can enter the cell
cycle which lasts, in the case of a typical human
cell, about 20–50 hours. During a single cell cycle a
cell accomplishes growth, DNA replication, chro-
mosome segregation and cell division, of which
chromosome segregation during mitosis takes
only about 30 minutes. How a cell regulates the cell
cycle and how tumor cells can override these regu-
latory mechanisms is only partly understood and
still subject of intense research. However, it has
become clear in recent years that the basic mecha-
nisms mediating cell-cycle control are remarkably
conserved throughout evolution involving:

a) reversible protein phosphorylation
b) regulated ubiquitin dependent protein degrada-

tion
c) transcriptional control mechanisms
d) regulation by CDK inhibitors
e) checkpoint control mechanisms
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The early discovery of a dominant activity desig-
nated as the “mitosis (or maturation) promoting
factor“ (MPF) that drives interphase cells into
mitosis led to the idea that certain oscillating
activities are responsible for the initiation of mito-
sis and for driving the different phases of the cell
cycle. Biochemical purification of MPF from sea
urchin eggs, frog eggs and mammalian cells as
well as a large number of genetic experiments in
Saccharomyces cerevisiae and Schizosaccharomyces
pombe using the “cell division cycle (cdc)
mutants“ revealed that MPF represents a het-
erodimeric protein kinase consisting of a catalytic
subunit, a cyclin dependent kinase (CDK1, cdc2 or
p34cdc2), and a positive regulatory subunit, termed
cyclin B (1). The CDK1-cyclin B kinase represents
the key trigger for entry into mitosis. In G2 cyclin
B binds to CDK1, thus forming a pre-activated
kinase complex. This complex is immediately
inactivated by reversible phosphorylation of the
CDK1 moiety at residues threonine-14 and tyro-
sine-15 (in mammals) by the protein kinases Myt1
and Wee1, respectively. This inactive phosphor-
ylated CDK1-cyclin B complex is called the pre-
MPF and can be activated just prior to mitosis by
removing both inhibitory phosphorylations by the
action of the dual specificity phosphatase Cdc25C
(Fig. 2). The inactivating kinases Myt1 and Wee1 as
well as the activating phosphatase Cdc25C are
themselves part of a complex regulatory network
involving other important upstream kinases and
phosphatases including different MAP kinase
pathways. The activated CDK1-cyclin B kinase
finally phosphorylates a large number of proteins,
thus effecting the hallmarks of mitosis: chromo-
some condensation, nuclear envelope breakdown,
spindle assembly and chromosome segregation
(1).

Meanwhile at least ten different CDKs and at
least ten different cyclins are known, and most
members of these protein families play important
roles at different cell-cycle transitions (Fig. 1, also
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see below). CDKs can be seen as the key players in
cell-cycle regulation. Each CDK acts as a specific
kinase at different cell-cycle transition points.
However, many of the relevant target proteins
remain to be defined.
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Cyclins are positive regulatory subunits of CDKs.
They represent a family of oscillating proteins that
are able to bind to and activate specific CDKs in a
cell cycle phase-dependent manner. Each cyclin
has certain specificities to activate particular
CDKs. The expression of most cyclins is strictly
regulated in a phase-specific fashion. The oscillat-
ing protein concentrations result from regulatory
events at the level of transcription, translation,
mRNA stability and in particular protein stability.
The cyclin B gene is transcriptionally down-regu-
lated during G1 phase and becomes activated dur-
ing S and G2. Cyclin B protein accumulates contin-
uously throughout S and G2 phase, binds and acti-
vates CDK1 in late G2 and during the early stages

of mitosis (Fig. 2). Once metaphase to anaphase
transition is achieved, cyclin B levels drop dramat-
ically leading to an irreversible inactivation of
CDK1 which is required for exit from mitosis. This
decrease in cyclin B levels after metaphase to ana-
phase transition is due to regulated ubiquitin-
mediated protein degradation by the 26S proteas-
ome. The ubiquitination of cyclin B, as a prerequi-
site for its degradation, requires three enzymatic
activities: an ubiquitin-activating enzyme (E1), an
ubiquitin-conjugating enzyme (E2) and an ubiqui-
tin ligase activity (E3). The latter two provide the
substrate specificity of the ubiquitin pathway.
While the activity of E1, E2 and the proteasome are
not cell-cycle regulated, the activity of the E3
ligase is the cell-cycle regulated component
restricting ubiquitination of cyclin B to the M/G1
phase of the cell cycle. For cyclin B, the ligase
activity is part of a large 20S complex that is
termed the anaphase-promoting complex or
cyclosome (APC/C). Interestingly, the inactivation
of the APC/C leads not only to the stabilization of
mitotic cyclins but also to the stabilization of vari-

Fig. 1 Basic regulation of the cell cycle. The key regulators of the eukaryotic cell cycle are the cyclin-dependent 
kinases (CDKs), which consists of a catalytic (CDK) and a regulatory (cyclin) subunit. Different CDK complexes 
function at different transitions of the cell cycle. In G1 phase, cyclin D- and cyclin E-containing kinases phospho-
rylate the Rb protein, which releases active E2F transcription factor leading to the transcription of S phase genes 
required for entry into S phase.
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ous other mitotic target proteins, including pro-
teins regulating spindle structure and sister chro-
matid separation during anaphase (2).

In addition to protein proteolysis during mito-
sis, � ubiquitin-mediated protein degradation is
also required at the G1 to S transition and during S
phase. An ubiquitin ligase complex termed SCF
(Skp1-Cdc53-F box protein), which is distinct but
related to APC/C, ubiquitinates several substrate
proteins including the CDK inhibitor p27Kip1, cyc-
lin E and the transcription factor E2F-1. SCF-medi-
ated ubiquitination is essential for proper G1 to S
transition (2). It is thus clear that ubiquitin-medi-
ated protein degradation is an important regula-
tory mechanism throughout the cell cycle for an
irreversible inactivation of various cell-cycle regu-
lators, including cyclins, mitotic regulators, CDK
inhibitors and transcription factors.
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Although mitogenic growth factors are required
for cells to enter the cell cycle, their presence is no
longer required for completion of the cell cycle
once the cell has progressed beyond a certain stage
in late G1 – the restriction point, when the cell

becomes committed to enter S-phase. This transi-
tion is, at least in part, driven by G1 cyclins activat-
ing various CDKs (1). When cells enter the cell
cycle from quiescence (G0), D-type cyclins (D1,
D2, D3), cyclin E and cyclin A are synthesized
sequentially. Cyclins A and E activate preferen-
tially CDK2, whereas D type cyclins activate CDK4
and CDK6 (Fig. 1). Several of the regulatory prin-
ciples described for CDK1-cyclin B in G2/M also
apply to the cyclin-CDK complexes functioning at
the G1/S transition. For example, activation of cyc-
lin A/E-CDK2 and cyclin D-CDK4/6 complexes are
subject to two inhibitory phosphorylations that
are removed around the G1/S transition by the
cdc25C-related cdc25A phosphatase.

When cells enter the cell cycle cyclin D-
dependent CDK4 and CDK6 activity is first
detected in mid-G1 phase and increases when cells
approach the G1/S transition. The best understood
function of cyclin D-CDK complexes is phosphor-
ylation of the retinoblastoma protein (Rb). Rb
functions as a transcriptional repressor of the E2F
family of DNA-binding transcription factors
(E2F). E2F binding sites are found in the promot-
ers of many genes that are important for DNA rep-
lication and therefore for initiation of, and pro-

Fig. 2 Regulation of MPF by reversible phosphorylation. In late G2, CDK1 is phosphorylated by a CDK-activat-
ing kinase (CAK), followed by the binding of cyclin B. A pre-formed MPF complex is kept inactive by two inhib-
itory phosphorylations carried out the Wee1 and Myt1 kinases. Just prior to mitosis, MPF is activated through 
dephosphorylation of CDK1 by Cdc25C leading to different mitotic events. After anaphase, MPF is inactivated 
by APC/C-mediated ubiquitin-dependent proteolysis allowing exit from mitosis.
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gression through, S phase (e.g. cyclin E, DNA
polymerase α, dihydrofolate reductase, thymidine
kinase, thymidylate synthase). In early to mid-G1
phase Rb is hypophosphorylated and bound to
E2F, thereby repressing its transcriptional activity
and inhibiting entry into S phase (3). When G1
phase progresses, cyclin D-dependent CDK activ-
ity increases, followed by an induction of cyclin E-
dependent kinase activity. Both kinases act in con-
cert to effect the hyperphosphorylation of Rb. The
phosphorylated form of Rb can no longer bind to
E2F and its transcriptional activity is restored.
This leads to the activation of E2F target genes
allowing initiation of S phase (3, Fig. 1). Later in S-
phase, E2F activity is down-regulated by phospho-
rylation mediated by cyclin A-CDK2 complexes,
and transcription of E2F target genes required for
G1/S transition is turned off.

During S phase the genome must be replicated
completely and reliably and only once per cell
cycle in order to maintain genomic integrity.
Genomic DNA in eukaryotes is organized into
multiple chromosomes and replication initiates
from multiple origins on these chromosomes.
Replication initiates at specific DNA sequences,
referred to as autonomously replicating sequences
(ARS). According to a current model, a chromatin-
associated pre-replication complex including the
CDC6, ORC and MCM proteins is formed during
G1 phase. Upon entry into S phase the pre-replica-
tion complex is rearranged, chain elongation fac-
tors are recruited and replication forks are estab-
lished. DNA replication induces the dissociation of
MCM proteins from chromatin and their reload-
ing onto chromatin during S-phase progression is
blocked by CDK2 activity, thereby preventing a
second round of replication from the same origin
(1).
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The activity of cyclin-CDK complexes is controlled
by a family of negative cell-cycle regulators,
termed CDK inhibitors (CKIs). CKIs are small pro-
teins that can be subdivided into two distinct
groups: the INK4 proteins (inhibitors of CDK4)
include p16INK4a, p15INK4b, p18INK4c and p19INK4d,
which specifically bind to and inactivate the cata-
lytic subunit of CDK4 and CKD6 (4). The second
group of CKIs comprises the Kip/Cip family of
CDK inhibitors including p27Kip1, p21Cip1 and

p57Kip2 that display a broader range of substrate
specificity.

The signals that lead to induction of synthesis
of the INK4 proteins are only partly understood.
The ability of TGF-β to induce a cell-cycle arrest in
G1 is, at least in part, brought about by the induc-
tion of p15INK4b, a consequence of the TGF-β-
mediated inhibition of Myc recruitment to the p15
promoter. p16INK4a in turn accumulates during the
� senescence-associated G1 arrest, and p18INK4c

and p19INK4d may have functions during terminal
differentiation (4).

Kip/Cip proteins are induced by signals result-
ing from cellular damage, metabolic dysfunctions
or other stress that makes it necessary for the cell
to halt cell-cycle progression. The best studies
example in this context is the transcriptional acti-
vation of the p21Cip1 gene by p53 (see below). p53-
induced p21Cip1 binds directly to cyclin A- and cyc-
lin E-CDK2 and inhibits their activity leading to
an inhibition of G1/S transition (4).

Another quite different function of Kip/Cip
proteins has been recognized in a different sce-
nario. Kip/Cip proteins are instrumental for the
ability of INK4 proteins to induce a G1 arrest. In
this setting the Kip/Cip proteins do not act as CDK
inhibitors, but facilitate the formation of cyclin D-
CDK4/6 complexes. This leads to the sequestration
of the Kip/Cip protein in ternary cyclin CDK – CKI
complexes, thus preventing the Kip/Cip proteins
from inhibiting cyclin E and cyclin A containing
kinases . Upregulation of INK4 proteins is fol-
lowed by their binding to CDK4/6 kinases, inhibi-
tion of their activity and competition with the pre-
bound Kip/Cip proteins. This results in a release of
Kip/Cip inhibitors that then inhibit cyclin E and
cyclin A kinases. The inactivated cyclin D-CDK4/6
kinase can no longer phosphorylate Rb and hypo-
phosphorylated Rb inhibits E2F activity which is
essential for entry into S phase.

There is a growing body of evidence suggesting
that CKIs exert an essential role as tumor suppres-
sor proteins in human cells. Disruption of
p16INK4a is a common event in human cancer and
low levels of p27Kip1 caused by enhanced protein
degradation appear to be associated with poor
prognosis. This is also underscored by observa-
tions made with heterozygous p27Kip1 knockout
mice which show a haplo-insufficiency for tumor
suppression.
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The survival and integrity of cells is dependent on
their ability to transmit the genetic information
faithfully into two daughter cells, which involves
the completion of DNA replication during S phase,
the integrity of the genome during DNA replica-
tion and the equal distribution of the chromatids
during mitosis. The cell has therefore installed
checkpoints at different stages of the cell cycle that
can halt cell-cycle progression in case of, for
instance, incomplete DNA replication, DNA dam-
age or mitotic spindle damage. The best known
example is a checkpoint activated upon DNA dam-
age (5) that is, at least in part, dependent on the
tumor suppressor protein p53 (Fig. 3). After expo-
sure to DNA damaging agents, cells activate a
stress signaling pathway leading to the activation
of the ATM kinase. As a result, the checkpoint
kinases Chk1 and Chk2 are phosphorylated and
activated. Both, Chk and ATM kinases are able to
phosphorylate the transcription factor p53 leading
to its cellular accumulation and activation. p53

activates a large number of target genes including
p21Cip1, which is instrumental in halting the cell
cycle at both the G1/S and the G2/M transition by
inactivating CDK2 and CDK1 kinases, respec-
tively. p53 also induces the transcription of DNA
repair genes and genes responsible for the induc-
tion of � apoptosis. The latter guarantees that a
damaged cell will choose to die rather than trans-
mitting mutated DNA onto the next generation.
p53 plays an essential role as a genomic guardian
which is, for example, illustrated by the failure of
cells lacking functional p53 to undergo cell-cycle
arrest or apoptosis upon DNA damage (5).

The activation of ATM and Chk kinases also
results in a p53 independent cell-cycle arrest at G2/
M by directly phosphorylating and inactivating
the dual specificity phosphatase Cdc25C. The
phosphorylated Cdc25C phosphatase is bound by
14-3-3 proteins and thereby sequestered into the
cytoplasm (Fig. 3). As a result Cdc25C is unable to
dephosphorylate and activate CDK1 at G2/M, thus
causing a cell-cycle arrest prior to mitosis.

Fig. 3 Checkpoint control of the cell cycle upon DNA damage. After detection of DNA damage a kinase cascade 
including the ATM and Chk1 and Chk2 kinases are activated leading to the phosphorylation of p53 at multiple 
sites. These phosphorylations induce the labile protein to accumulate and activate its function as a transcrip-
tion factor (e.g. by the recruitment of transcriptional co-activators). A large number of proteins including 
p21Cip1 and 14-3-3 are induced resulting in cell-cycle arrest at G1 or G2 phases.
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Similarly, phosphorylation of Cdc25A upon
DNA damage leads to its inactivation mediated by
protein degradation resulting in an inability to
enter S phase (Fig. 3).

By activating the mitotic spindle assembly
checkpoint, cells monitor the correct alignment of
chromosomes during mitosis. If defects in proper
chromosome alignment or spindle structure are
detected cells will arrest in mitosis before segre-
gating their sister chromatids at the metaphase to
anaphase transition. This checkpoint involves the
function of several proteins localized to kineto-
chores (e.g. Mad1, Mad2, Bub1, BubR1, Bub3,
Cenp-E in mammalian cells). Once the checkpoint
is activated, APC/C activity is inhibited by a
poorly defined pathway, leading to a stabilization
of anaphase inhibitors and cyclin B and thereby to
a mitotic arrest prior to anaphase.
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A hallmark of cancer is the loss of cell-cycle con-
trol due to unconstrained CDK activities. A prom-
ising therapeutic strategy is, therefore, the inacti-
vation of CDK activities by small molecule drugs
(6). Prolonged cell-cycle arrest results in induction
of apoptosis and elimination of tumor cells.

In addition, cell-cycle checkpoints can be tar-
geted by anticancer drugs (6). Cells damaged by
genotoxic agents or spindle poisons activate one
or more checkpoints and halt the cell cycle until
the damage is repaired. When these checkpoints
are compromised, cells enter mitosis or S phase
inappropriately prior to repair of the genotoxic
damage leading to cell death. Drugs abrogating
cell-cycle checkpoints may therefore be able to
sensitize cells to chemotherapy and radiation.
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A prototype CDK inhibitor currently in clinical
trials is flavopiridol (6). Flavopiridol specifically
inhibits the activity of all known CDKs and arrests
cells at G1/S, S and G2/M, followed by the induc-
tion of apoptosis. Flavopiridol is tolerated by most
patients relatively well but its anti-tumor effects
have been rather modest when used in a mono-
therapeutic setting. In some tumor cell lines, fla-
vopiridol treatment does not lead to G1 arrest but
induces a delay in S phase followed by more effi-
cient apoptosis. Thus, it appears that failure to

arrest in G1 in response to CDK inhibitors result in
an enhancement of apoptotic responses. This find-
ing indicates that CDK inhibition during S phase
may be a more potent way of action for pharmaco-
logical CDK inhibitors. The combination of fla-
vopiridol with drugs that delay S-phase transit
(e.g. cisplatin, topoisomerase I and II inhibitors,
and alkylating agents) might therefore be a suita-
ble means to achieve enhanced cytotoxicity. First
clinical results confirm this notion.

A number of other CDK inhibitors, many of
them more specific for defined CDKs, have subse-
quently been discovered and are currently being
tested in preclinical models. It is hoped that that
more specific drugs will preferentially affect
tumor cells and thus show improved efficiencies as
anti-neoplastic agents.
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The induction of cell-cycle transition in the pres-
ence of genomic or spindle damage is one of the
most promising new approaches in anti-tumor
drug development. In tumor cells, the introduc-
tion of DNA damage by genotoxic agents leads to
the activation of the DNA damage checkpoint and
a cell-cycle block in G1 and G2. Overriding the
arrest and inappropriate induction of S phase and
mitosis, respectively, can result in cell death. Thus,
drugs abrogating checkpoint control might sensi-
tize cells to chemotherapy and radiation. One
prime target in this context is the ATM kinase,
which is activated upon DNA damage and is essen-
tial for p53-dependent and independent responses
to DNA damage. The inactivation of ATM by
methylxanthine-derived drugs (e.g. caffeine and
pentoxifylline) indeed leads to inappropriate entry
into S phase and mitosis after DNA damage
(Fig. 3), but the pharmacological side effects of
these compounds limit their use in patients.
Another drug, UCN-01, has been shown to com-
promise DNA damage checkpoints by inactivating
the Chk1 kinase, thereby inducing entry into mito-
sis in the presence of DNA damage (Fig. 3) (6).

The spindle assembly checkpoint is another
potentially interesting target with respect to chem-
osensitization. Chemotherapeutic agents like taxol
activate this checkpoint by damaging the mitotic
spindle, which might be counter-intuitive in a
therapeutic setting. It will be intriguing to design
small molecule drugs that inactivate the spindle
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checkpoint. It is anticipated that these drugs might
induce an inappropriate exit from mitosis followed
by apoptosis. However, the pathways and mecha-
nisms of spindle assembly checkpoint regulation
are only partly understood. It is therefore of para-
mount importance to identify the crucial compo-
nents of this checkpoint machinery which are
likely to provide new promising targets of future
cancer therapy.
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In a strict sense the term cellular immunity
describes the T-lymphocyte mediated arm of
adaptive immunity. T-lymphocytes recognize anti-
gens in form of peptides presented by cells on
major histocomaptibility antigens (MHC mole-
cules) indicating the phagocytosis of bacteria
(presentation of antigen on MHC class II) or infec-
tion of a cell by a virus (presentation on MHC
class I). T-lymphocytes become activated and
clonally expand to become T- helper cells which
can induce an inflammatory response via soluble
mediators (cytokines), which can activate the
phagocytic system or induce specific antibody
production. Alternatively, T-helper cells can acti-

vate cytotoxic T cells, which kill virus infected
cells or tumor cells. 

� Immune Defense
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In central diabetes insipidus a hypophysial mal-
function, caused by different diseases as well as
head injuries, neurosurgery, or genetic disorders,
leads toarginine vasopressin (AVP) hyposecre-
tion. This type of � diabetes insipidus can success-
fully be treated by the exogenous administration
of AVP or an AVP analogues (desmopressin). 

� Vasopressin/Oxytocin
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Centrosomes, also called the microtubule organiz-
ing center, are protein complexes which contain 2
centrioles (ringlike structures) and γ tubulin. They
serve as nucleation points for microtubular
polymerisation and constrain the lattice structure
of a microtubule to 13 protofilaments. 

� Cytoskeleton

�� ����� �
�	�

Like penicillins, cephalosporins are β-lactam anti-
biotics and interfere with bacterial cell wall syn-
thesis. A very large number of cephalosporins are
available for clinical use. They differ in their route
of administration and clinical use.

� β-lactam Antibiotics
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Channelopathies refer to a class of diseases caused
by ion channel dysfunction. Channelopathies can
be due to autoimmune, drug, toxic or genetic
mechanisms. Mutations in genes encoding ion
channel proteins that alter channel function are
common mechanisms underlying channelopa-
thies. Examples of channelopathy include some
forms of � Bartter’s Syndrome (Kir1.1), Andersen
syndrome (Kir2.1), Weaver Mouse Phenotype
(Kir3.2), Persistent Hyperinsulinemic Hypoglyc-
emia of Infancy (PHHI) (Kir6.2/SUR) and Long
QT Syndrome (� Voltage-dependent Na+ Chan-
nels  and � K+ Channels). 
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� Ion Channels
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� Molecular Chaperones
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A chemical library is a precisely defined collection
of different chemical compounds. Chemical librar-
ies can be either prepared by parallel synthesis or
by split-and-recombine synthesis.

� Combinatorial Chemistry
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Chemical neurotransmission is the way in which
neurons communicate by releasing chemical sub-
stances that are received by the receptors in the
next neuron (or the target) and excite or inhibit it.
About 50% or more of drug mechanisms are based
on modification of chemical neurotransmission. 

� Synaptic Transmission
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Chemoattractant receptors, chemokine receptors,
� G-protein-coupled Receptors
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Chemokine receptors are members of the G-pro-
tein coupled receptor (GPCR) superfamily (1). At
the latest count well over 600 members of this
GPCR superfamily have been identified and classi-
fied into families. Six CXC, ten CC and one CX3C
and XC chemokine receptors have been cloned so
far. Receptor binding initiates a cascade of intrac-
ellular events mediated by the receptor-associated
heterotrimeric G-proteins. These G-protein subu-
nits trigger various effector enzymes that leads to
the activation not only of � chemotaxis but also to
a wide range of functions in different leukocytes
such as an increase in the respiratory burst,
degranulation, � phagocytosis and lipid mediator
synthesis (1).

� Cytokines
� Immune Defense
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Chemokines belong to a large family of small,
chemotactic cytokines characterized by a distinc-
tive pattern of four conserved cysteine residues
(2). They are divided into two major (CXC and
CC) and two minor (C and CX3C) groups depend-
ent on the number and spacing of the first two
conserved cysteine residues. Although originally
identified on the basis of their ability to regulate
the trafficking of immune cells, the biological role
of chemokines goes well beyond this simple
description of their function as chemoattractants;

they have been shown to be involved in a number
of biological processes, including growth regula-
tion, hematopoiesis, embryologic development,
angiogenesis and � HIV-1 infection (2) (Fig. 1).

Chemokines have been shown to be associated
with a number of autoinflammatory diseases
including � multiple sclerosis, � rheumatoid
arthritis, atherosclerosis, dermatitis and organ
transplant rejection (3). Evidence, reviewed below,
is mounting that chemokines may play a major
role in the pathophysiology of these diseases and
thus chemokine receptor � antagonists could
prove to be useful therapeutics in treating these
and other pro-inflammatory diseases.

Fig. 1 Biological functions of chemokine receptors as exemplified by the chemokine receptor CXCR4.
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Although leukocytes continue to be the major site
of expression of chemokine receptors, several
studies have recently demonstrated chemokine
receptor expression on neurons in the CNS.

A number of chemokine receptors including
CXCR2, CXCR4, CCR1, CCR5 and DARC have been
demonstrated in either adult or fetal brain. Not
only were these receptors present on the cell sur-
face but they were also functional. Clearly, the role
of these receptors on CNS neurons must be very
different from their role on immune cells. Given
that human astrocytes can be stimulated with
cytokines to upregulate the expression of chemok-
ines, it is tempting to speculate that in vivo during
CNS development, chemokines secreted by astro-
cytes might engage specific receptors expressed on
neurons and may play a role in the directed migra-
tion of specific subsets of neurons to distinctive
regions of the brain.

Genetic mutations of receptors, both natural
and induced (by targeted gene disruption), can
help to unravel their biological roles. Nature has
been generous in this regard by providing us with
two naturally occurring examples of gene inactiva-
t ion for  chemokine receptors .  Humans
homozygous for inherited inactivating mutations
of the Duffy (DARC) gene and the CCR5 gene have
been identified and appear to be phenotypically
normal and healthy. Indeed, these gene inactiva-
tions appear to be beneficial to their hosts, render-
ing them resistant to certain infectious diseases.
For example, DARC-negative individuals are
resistant to malaria induced by Plasmodium vivax,
which utilizes DARC to attach to and enter eryth-
rocytes. CCR5-negative individuals are resistant to
HIV-1, which utilizes this chemokine receptor as a
co-receptor for invasion (see section role of recep-
tors in HIV infection).

Analysis of receptor-inactivated individuals
can also be useful in clarifying the role of these
receptors in disease. For example, it is known that
MIP-1a (CCL3) appears to play an important role
in multiple sclerosis. This chemokine is a potent
� agonist for both CCR1 and CCR5 receptors,
opening the possibility that either of these recep-
tors could be involved in mediating the develop-
ment of the pathophysiological changes seen in
this disease. However, analysis of a large group of
individuals, comprising both normal subjects and

those suffering from relapsing/remitting multiple
sclerosis, showed that there was no significant dif-
ference in the allele frequency of the CCR5 muta-
tion between the groups. These studies indicate
that CCR5 is not an essential component in the
expression of multiple sclerosis and implicates
CCR1 in the disease.
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Chemokines are potent chemoattractants that pro-
vide directional cues to summon leukocytes. Leu-
kocyte recruitment is a three-step process that
involves the formation of solid phase chemokine
gradients generated by the binding of chemokines
to extracel lular matrix proteins l ike g ly-
cosaminoglycans, which decorate the cell surface
of endothelial cells. These gradients then attract
immune cells that first undergo selectin-mediated
rolling along the endothelial cells. Chemokine-
mediated upregulation of CD11/18 complexes then
results in a much firmer adherence of immune
cells to the endothelium and this culminates in
diapedesis of leukocytes across the endothelial
space into tissues.

By regulating the movement of different sub-
sets of leukocytes from the peripheral blood to
extravascular sites such as organs, skin or connec-
tive tissue, chemokines play a critical role in the
maintenance of host defence as well as in the
development of the immune response. However,
sometimes these molecules can inappropriately
target immune cells to attack their own tissues and
organs leading to inflammation and cellular
destruction. Indeed, strong evidence supports the
idea that chemokines play an important role in the
pathogenesis of a number of autoimmune dis-
eases such as multiple sclerosis and rheumatoid
arthritis.

Rheumatoid arthritis is a chronic inflamma-
tory disease characterized in part by a memory T
lymphocyte and monocyte infiltrate. The interac-
tion of the same cell types also play a major role in
the demyelinating processes that culminate in
multiple sclerosis. Recent studies using neutraliz-
ing antibodies have provided strong in vivo con-
cept validation for a role of chemokines in animal
models of both diseases. For example, in an adju-
vant-induced arthritis (AIA) model in the rat,
antibodies to CCL5 were able to abrogate the
development of the disease by greatly reducing the
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infiltration of mononuclear cells into tissue joints.
Similarly, antibodies to CCL3 prevented the devel-
opment of both initial and relapsing paralytic dis-
ease as well as infiltration of mononuclear cells
into the central nervous system of a mouse experi-
mental autoimmune encephalomyelitis (EAE)
model of multiple sclerosis. These results strongly
suggest that chemokines play important roles in T-
cell mediated autoimmune diseases.

In contrast to the role of T cells and monocytes
in chronic inflammation, the primary hallmark of
acute inflammatory diseases, such as empyema,
acute lung injury, acute respiratory distress syn-
drome (ARDS) and dermatitis, is tissue infiltra-
tion by neutrophils. Thus, neutrophil-activating
CXC chemokines like CXCL8 are most often asso-
ciated with these diseases. Clear evidence for a
role of CXCL8 in acute lung injury and pleurisy
has been provided by the finding that antibodies
to CXCL8 dramatically increases the survival time
of rabbits in models of disease. Not only did the
antibodies increase the alveolar-arterial oxygen
difference of the animals, increasing the oxygena-
tion of the blood and therefore decreasing breath-
ing difficulties, but they also affected a significant
reduction in the infiltration of neutrophils into the
lung.

Based on the demonstrated role of chemokines
in disease, the generation of small molecule chem-
okine receptor antagonists have received great
interest from pharmaceutical companies as attrac-
tive therapeutic approaches. GPCR’s like chemok-
ine receptors have in the past been an extremely
fertile source of biological targets in the pharma-
ceutical industry, and compound library screen-
ing has proven successful in the discovery of
antagonists for a number of these receptors i.e.
CCK and neurotensin antagonists. Using similar
approaches several drug companies have now
identified potent small molecule antagonists of a
number of chemokine receptors, which should
find broad utility in a variety of acute and chronic
inflammatory diseases.
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Insight into the physiological and pathophysiolog-
ical roles of chemokine receptors have been pro-
vided by studies with potent receptor antagonists
for CCR1, CCR2, CCR3, CCR5, CXCR2, CXCR3 and

CXCR4, reviewed in Horuk and Ng (4). A number
of these antagonists, CCR1, CCR5 and CXCR4, are
in human clinical trials. For example, the CCR5
and CXCR4 antagonists are in phase I and II clini-
cal trials, respectively, for the treatment of AIDS.
In addition, the CCR1 antagonist is in phase I clini-
cal trials for multiple sclerosis.

The utility of chemokine receptor antagonists
as therapeutic agents in disease can be exemplified
by the CCR1 antagonist BX 471. BX 471 has been
shown to be a potent functional inhibitor specific
for CCR1 based on its ability to inhibit a number of
CCR1-mediated effects including CCL3- and CCL5-
mediated increases in Ca2+ mobilization and
extracellular acidification rate, CD11b expression
and leukocyte migration. In addition, BX 471 dem-
onstrates a greater than 10,000 fold selectivity for
CCR1 compared with 28 different GPCR’s. Phar-
macokinetic studies demonstrated that BX 471 was
orally active with a bioavailability of 60% in dogs.

In a rat EAE model of multiple sclerosis, BX 471
dose-responsively decreased the clinical score. At
the highest dose of 50 mg/kg, BX 471 reduced the
clinical score by around 50%. The much higher
doses of BX 471 that are required to be effective in
rat EAE are due to the fact that the compound has
an IC50 of 121 nM for inhibition of CCL3 binding
to rat CCR1, compared with an IC50 of 1–2 nM for
human CCR1. Based on these considerations, it is
likely that much lower doses of BX 471 (500 µg/kg
or less) would be required to be therapeutically
effective in treating multiple sclerosis in humans.

The CCR1 receptor antagonist BX 471 is also
efficacious in a rat heterotopic heart transplant
rejection model. Animals treated with BX 471 and
a sub-therapeutic dose of cyclosporin (2.5 mg/kg),
which is by itself ineffective in prolonging trans-
plant rejection, was much more efficacious in pro-
longing transplantation rejection than animals
treated with either cyclosporin or BX 471 alone.
Immunohistology of the rat hearts for infiltrating
monocytes confirmed these data. Three days after
transplantation the extent of monocytic graft infil-
tration was significantly reduced by the combined
therapy of BX 471 and cyclosporin. Thus, BX 471
given in combination with cyclosporin resulted in
a clear increase in efficacy in heart transplanta-
tion compared to cyclosporin alone. These data
were in line with the observed effects of BX 471 in
dose-responsively blocking the firm adhesion of
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monocytes triggered by CCL5 on inflamed
endothelium. Together, these data demonstrate a
significant role for CCR1 in allograft rejection. The
promise of highly specific therapies for a number
of devastating diseases is on the horizon thanks to
the identification of chemokine receptor antago-
nists, and we can look forward with anticipation
to the day when these drugs are finally marketed
as potent therapeutics.
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A number of viruses, including those in the Her-
pes and Pox families, express chemokine-like or
chemokine receptor-like molecules that presuma-
bly help them to survive immune attack and pro-
liferate. In addition to these strategies, chemoat-
tractant receptors have themselves been targeted
as vehicles of cellular invasion by a wide variety of
microbes. These range from the Duffy blood
group antigen, a promiscuous chemokine recep-
tor on human erythrocytes which serves as a bind-
ing protein for the malarial parasite Plasmodium
vivax, to the fractalkine receptor, CX3CR1, which
is a portal of entry for the respiratory synctial
virus, and the HIV-1 virus which utilizes the
chemokine receptors CXCR4 and CCR5 as core-
ceptors for cellular entry. CCR5 is an entry cofac-
tor for M-tropic isolates of HIV-1 and is important
in the early proliferative part of the disease, while
CXCR4 is a coreceptor for T-tropic isolates of HIV-
1 whose emergence in infected individuals usually
correlates with accelerated disease progression.

HIV-1 resistance exhibited by some exposed
but uninfected individuals is due, in part, to a 32
base pair deletion in the CCR5 gene (CCR5D32)
which results in a truncated protein that is not
expressed on the cell surface. About 1% of Cauca-
sians are homozygous for the CCR5D32 allele and
appear to be healthy with no untoward signs of
disease. In fact, recent findings suggest that
homozygosity for the CCR5D32 alleles confers
other selective advantages to these individuals,
rendering them less susceptible to rheumatoid
arthritis and asthma and prolonging survival of
transplanted solid organs.
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Chemokines are protein factors that have been
identified as attractants of different types of blood
leukocytes to sites of infection and inflammation.
They are produced locally in the affected tissues
and act on leukocytes through selective chemok-
ine receptors. Chemokines help to control leuko-
cyte maturation, traffic and homing of lym-
phocytes and the development of lymphoid tis-
sues.

� Chemokine receptors
� Inflammation
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The chemoreceptor trigger zone (CTZ) is a group
of neurons in the area postrema of the medulla.
Once stimulated, it activates the vomiting center,
which is also located in the medulla, thereby caus-
ing emesis. The CTZ is sensitive to a variety of
chemical stimuli. Syrup of ipecac (synonym ipe-
cacuanha) and apomorphine are direct stimula-
tors of the CTZ. Clinically they are used to provoke
emesis after oral ingestion of a poison. The CTZ is
also stimulated by other drugs, e.g. � cardiac gly-
cosides,  morphine (� opioid system) and
� antineoplastic agents.

� Emesis
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Clathrin coated vesicles mediate transport within
the late secretory and the endocytic pathways.
Their major coat constituents are clathrin and var-
ious adaptor complexes.

� Intracellular Transport

�!�

CLC is a gene family of CL-Channels. Originally
identified by the expression cloning of ClC-0 from
the electric organ of the marine ray Torpedo, CLC
genes are now known to be present in all king-
doms of life, with nine genes in humans alone.
CLC proteins have 17 helices in the membrane
plane, several of which, however, do not cross the
width of the membrane and therefore do not qual-
ify as transmembrane domains. In CLCs of higher
organisms (and also in some, but not all bacteria)
CLCs have a large cytoplasmic tail with two con-
served CBS domains of largely unknown function.
CLC channels function as dimers with two largely
independent pores (‘double-barreled’ channel).
Each pore is entirely contained within each mono-
mer, and not at the interface between these. All
CLC channels that could be functionally expressed
have a Cl>I conductance sequence. Gating is often
voltage-dependent and depends on anions, result-
ing in a model in which anions serve as the gating
charge. 

� Cl- Channels
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Anion channels
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Chloride channels are membrane proteins that
allow for the passive flow of anions across biologi-
cal membranes. As chloride is the most abundant
anion under physiological conditions, these chan-
nels are often called chloride channels instead of
anion channels, even though other anions (such as
iodide or nitrate) may permeate better.

� Table appendix: Membrane Transport Proteins
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Chloride channels are transmembrane proteins
with several transmembrane domains, which form
a pore that allows for the passive flow of anions
along their electrochemical gradient. Like other
channels, chloride channels can be opened or
closed by a process called gating. Gating can be
influenced by several factors, e.g. by the trans-
membrane voltage in voltage-gated chloride chan-
nels, by intracellular Ca in Ca-activated chloride
channels, by extracellular ligands such as glycine
or GABA as in ligand-gated chloride channels, by
cAMP-dependent phosphorylation, or by cell
swelling.

Chloride channels may be present in the
plasma membrane or in the membranes of intrac-
ellular organelles.

�������������	��������
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Chloride channels can be classified by their bio-
physical characteristics (e.g. single-channel con-
ductance), regulation (e.g. voltage-dependent, lig-
and-gated, swelling-activated, Ca-activated), or by
their sequence (gene families). The latter classifi-
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cation is the most logical one. However, many
classes of chloride channels characterized in
native tissues have not yet been cloned, raising the
possibility that entire gene families of chloride
channels remain to be discovered. Therefore, a
molecular classification does not yet cover all
chloride channels.

.�	������������������
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There are three well established molecular classes
of chloride channels: � CLC chloride channels, lig-
and-gated chloride channels (GABA- and glycine-
receptors), as well as � CFTR, the Cystic Fibrosis
Transmembrane Conductance Regulator which
belongs to the ABC-transporter family. Other pro-
posed gene families include the CLIC proteins and
the CaCC proteins, whose function as chloride
channels, however, has not yet been proven.

CFTR is the only member of the very large
ABC-transporter gene family that is known to
function as a chloride channel. Most other mem-
bers of this gene family (like mdr) probably func-
tion as ATP-dependent pumps and not as chan-
nels. CFTR is regulated by intracellular ATP and
cAMP. cAMP acts through phosphorylation by
protein kinase A, resulting in a cAMP-activated
chloride channel. CFTR is expressed in many epi-
thelia, e.g. in apical membranes in the lung, pan-
creas and intestine. Mutations in CFTR underlie
cystic fibrosis, a potentially lethal disease with
transport defects in the lung, pancreas and colon.
In addition to working as a chloride channel, sev-
eral other important functions (such as the regula-
tion of other ion channels) have been attributed to
CFTR. CFTR has 12 transmembrane domains and
may function as a monomer.

GABAA- and glycine receptors are ligand-gated
chloride channels that belong to a gene super-
family that also includes cation channels (e.g. nic-
otinic acetylcholine receptors). These ion channels
are involved in synaptic transmission and are
mostly inhibitory in the adult due to the direction
of the chloride concentration gradient. These lig-
and-gated channels are important pharmacologi-
cal targets, but cannot be discussed in detail here.
These channels function as pentamers of identical
or homologous subunits, with four transmem-
brane spans each.

CLC chloride channels form a large gene family
with members in bacteria, archae and eukaryotes.

Many CLCs gate in a voltage-dependent manner.
In mammals, there are nine different CLC genes.
CLC channels are present in the plasma membrane
and in intracellular organelles. They function as
dimers, with each monomer having its own pore
(‘double-barreled’ channels). The structure of a
bacterial CLC protein has recently been deter-
mined by X-ray crystal structure analysis. Some
CLC channels have accessory β-subunits.

�����!����������������
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There are nine different CLC genes in mammals.
Based on homology, they can be classed into three
branches. The first branch includes channels that
reside predominantly in the plasma membrane.
This includes ClC-1, a skeletal muscle chloride
channel, ClC-2, a very broadly expressed channel,
and ClC-Ka and ClC-Kb, which are expressed pre-
dominantly in the kidney but also in the ear.

The physiological roles of these channels are
apparent from human diseases or mouse models
in which these genes are disrupted.

Mutations in ClC-1 lead to � myotonia, a mus-
cle stiffness that is associated with a hyperexcita-
bility of the muscle plasma membrane. Thus, the
high resting chloride conductance in muscle is
necessary for its electrical stability. ClC-1 shows a
distinct voltage-dependence and is activated by
depolarisation. It is blocked in a voltage-depend-
ent manner by iodide.

The disruption of ClC-2 in mice leads to male
infertility and blindness, and was attributed to a
defect in transepithelial transport in these tissues.
ClC-2 yields currents that slowly activate upon
hyperpolarization. It is also activated by cell swell-
ing and by extracellular acidification. Structural
determinants that are essential for these types of
activation were identified by mutagenesis.

Mutations in ClC-Kb lead to � Bartter’s syn-
drome, a disease associated with severe renal salt
loss. This demonstrates that ClC-Kb is essential for
the basolateral efflux of chloride from cells of the
renal thick ascending limb of Henle. The disrup-
tion of ClC-K1 (the species orthologue of ClC-Ka)
in mice leads to a syndrome resembling nephro-
genic diabetes insipidus, and it was shown that it
is essential for the establishment of high osmolar-
ity in kidney medulla. ClC-Kb and ClC-Ka need
barttin, a protein with two transmembrane
domains, as a β-subunit for functional expression.

Cl- Channels



248

Mutations in barttin lead to Bartter syndrome
with deafness. It has been shown that barttin asso-
ciates with ClC-Ka and ClC-Kb in the basolateral
membrane of the stria vascularis of the inner ear.
In this tissue, ClC-K/barttin heteromeric channels
are necessary for the basolateral recycling of chlo-
ride that is taken up by a basolateral NaK2Cl
cotransporter. Barttin mutations lead to deafness
because K-secretion by the stria into the scala
media of the cochlea is impaired. In the kidney,
ClC-Ka/barttin channels are present in the thin
limb of Henle’s loop, while ClC-Kb/barttin is
present in the thick ascending limb of Henle’s loop
and some more distal segments (e.g. acid-secret-
ing intercalated cells). Currents of both ClC-Ka/
barttin and ClC-Kb/barttin show a rather linear
voltage-dependence, are augmented by raising
extracellular Ca, and inhibited by extracellular
acidification. Given the important role of ClC-K/
barttin in renal salt and fluid reabsorption, they
are attractive candidate targets for the develop-
ment of diuretics. In contrast to diuretics that tar-
get channels or transporters of apical membranes
of the nephron (such as amiloride or furosemide),
drugs inhibiting ClC-K/barttin may also be useful
in conditions of renal failure.

All members of this CLC branch have a Cl->I-

permeability and conductance sequence.
ClC-3, -4 and -5 form the second branch of the

CLC gene family. These proteins are 80% identical,
and with the exception of ClC-5, which is most
highly expressed in kidney and intestine, show a
broad expression pattern. ClC-3 to ClC-5 reside in
intracellular membranes of the endocytotic path-
way. Disruption of ClC-5 leads to a defect in endo-
cytosis in mouse models as well as in human
Dent’s disease, a disorder associated with pro-
teinuria and kidney stones. ClC-5 currents are nec-
essary to balance the current of the electrogenic
proton pump of endosomes. Therefore, the dis-
ruption of ClC-5 leads to a defect in endosomal
acidification, which impairs endocytosis. The
defect in proximal tubular endocytosis leads to
secondary changes in calciotropic hormones, lead-
ing to tertiary changes such as hyperphosphaturia,
hypercalciuria and kidney stones.

Similar to ClC-5, ClC-3 is present in endo-
somes. It is also found in synaptic vesicles. In both
instances, and similar to ClC-5, it is necessary for
the efficient intravesicular acidification. The acidi-

fication of synaptic vesciles is particularly impor-
tant as their uptake of neurotransmitters depends
on the electrochemical proton gradient. Surpris-
ingly, the disruption of ClC-3 in mice resulted in a
drastic degeneration of the hippocampus and the
retina. Much less is known about ClC-4, which,
however, also appears to be present in endosomal
compartments.

All three members of this branch give currents
with a NO3

->Cl->I- conductance sequence. Cur-
rents are very strongly outwardly rectified (open-
ing at voltages more positive than +20 mV), which
is enigmatic as this voltage range seems not to be
attained in vivo. Their currents can be inhibited by
extracellular (intravesicular) acidification. The
fact that currents can be obsreved shows that ClC-
3, -4 and -5 are not exclusively present in endo-
somes, but can also come to the surface upon het-
erologous expression. It is currently unclear
whether this occurs under physiological condi-
tions as well.

ClC-6 and ClC-7 define the third branch of the
CLC family. These proteins are only about 45%
identical to each other and are very broadly
expressed; in fact, are probably expressed in every
cell, although to different extents. It proved impos-
sible to obtain plasma membrane chloride cur-
rents with either ClC-6 or ClC-7. This is due to the
fact that both channels reside in intracellular
organelles under most circumstances.

ClC-6 is still poorly understood. Much more is
known about ClC-7. It is expressed in late endo-
somal/ lysosomal compartments, where it proba-
bly contributes to their acidification. The disrup-
tion of ClC-7 in mice and man leads to severe
� osteopetrosis and retinal degeneration. ClC-7 is
highly expressed in osteoclasts. In these cells, it is
inserted together with the proton pump into the
specialized plasma membrane (‘ruffled border’)
that faces the reabsorption lacuna. � Osteoclasts
are still present in ClC-7 knockout mice and can
still attach to bone. However, they cannot acidify
their reabsorption lacuna, resulting in a severe
defect of bone resorption. Thus, similar to the
roles of other intracellular CLCs, ClC-7 is essential
for acidification of certain compartments by elec-
trically balancing the current of the proton pump.
This accounts entirely for the osteopetrotic pheno-
type observed upon ClC-7 disruption. ClC-7 may
be an interesting target for the treatment of

Cl- Channels
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� osteoporosis as its partial inhibition might
increase bone mass. This notion is indirectly sup-
ported by the observation that patients that are
heterozygous for dominant negative ClC-7 muta-
tions (a situation expected to lead only to a partial
inhibition of ClC-7) present with a milder form of
osteopetrosis in which retinal degeneration is
absent.

�
���

Unfortunately, the pharmacology of chloride
channels is poorly developed. Specific and highly
useful inhibitors or modulators (e.g. strychnine,
picrotoxin, diazepams) are only available for lig-
and-gated chloride channels (but these are cov-
ered in a different chapter). There are several
‘chloride channel inhibitors’ such as the stilbene-
disulfonates DIDS and SITS, 9-antracene-carboxy-
lic acid (9-AC), arylaminobenzoates such as DPC
and NPPB, niflumic acids and derivates, sulfonylu-
reas, and zinc and cadmium. All of these inhibi-
tors, however, are not very specific. Several of
these inhibitors (e.g. DIDS) inhibit many chloride
channels only partially even at millimolar concen-
trations.

Tamoxifen and DIDS have been used to inhibit
endogenous swelling-activated chloride channels
whose molecular identity is still unclear. Gliben-
clamide has been used to inhibit CFTR, which is
quite resistance to DIDS. Endogenous (probably
not yet cloned) Ca-activated chloride channels are
often sensitive to fenamates such as flufenamic
acid and niflumic acid. CLC channels are quite
insensitive to DIDS, but can often be inhibited by
zinc or cadmium in a submillimor range. 9-AC is a
quite specific inhibitor for the muscle channel
ClC-1, and its inhibitor binding site has been
mapped recently by mutagenesis. ClC-1 can also be
inhibited by clofibric acid derivates.

+���
�	���

1. Jentsch TJ, Stein V, Weinreich F, Zdebik AA (2002)
Molecular structure and physiological function of
chloride channels. Physiological Reviews 82(2):503-
68

2. Piwon N, Günther W, Schwake M, Bösl MR, Jentsch
TJ. (2000) ClC-5 Cl- channel disruption impairs en-

docytosis in a mouse model for Dent’s disease. Na-
ture 408:369–373

3. Stobrawa SM, Breiderhoff T, Takamori S, Engel D,
Schweizer M, Zdebik AA, Bösl MR, Ruether K, Jahn
H, Draguhn A, Jahn R, Jentsch TJ (2001) Disruption
of ClC-3, a chloride channel expressed on synaptic
vesicles, leads to a loss of the hippocampus. Neuron
29:185–196

4. Kornak U, Kasper D, Bösl MR, Kaiser E, Schweizer
M, Schulz A, Friedrich W, Delling G, Jentsch TJ
(2001) Loss of the ClC-7 chloride channel leads to
osteopetrosis in mice and man. Cell 104:205–215

5. Dutzler R, Campbell EB, Cadene M, Chait BT,
MacKinnon R (2002) X-ray structure of the ClC
chloride channel at 3.0 Α resolution: molecular ba-
sis of anion selectivity. Nature 415:287–294

����
�	��

Clearance is defined as the volume of plasma
cleared of a substance in unit time. It is used to
quantify the rate of drug elimination. Routinely,
renal clearance is used. It can be calculated from
the plasma concentration of a substance, its uri-
nary concentration and the rate of flow of urine.

� Pharmacogenetics
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T- and B-lymphocytes are the only cells in the
body which carry antigen receptors on their
plasma membrane. Each individual lymphocyte
possesses one type of antigen receptor with specif-
icity for one antigen, which has been created dur-
ing ontogeny of the cell by irreversible random
genetic rearrangement of certain sequences of the
DNA. Thus a very large diversity of antigen speci-
fities (possibly > 108) is generated, which allows
the specific immune system to cope with all poten-
tially harmful pathogens or substances in the envi-
ronment. Pathogens invading an organism ‘select’
(are recognized by) one of the millions of lym-
phocytes which is then activated in a tightly con-
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� Carbon Monoxide
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� Transcriptional Co-activators
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Blood clotting, hemostasis, vessel occlusion
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Coagulation summarizes the mechanisms
involved in stopping bleeding due to an injured or
defective vessel wall. Coagulation is characterized
by procoagulatory and anticoagulatory factors
that are in balance under normal conditions. Ves-
sel injuries are occluded by the coagulation system
and spontaneous vessel occlusions dissolved by
the fibrinolytic cascade.

Thrombosis is an imbalance towards the clot-
ting capacity of the blood that leads to vessel
occlusion by a clot. The clot prohibits further
blood flow and can so cause pathological sequelae
dependent on its localization.

� Anticoagulants
� Antiplatelet Drugs
� Fibrinolytics
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The different pro- and anticoagulatory systems are
complex regulated cascades involving blood cells
(platelets, monocytes, endothelial cells), enzymes,
cofactors, phospholipids and calcium, which inter-
act with each other and are further influenced by
physical conditions such as blood flow velocity,
turbulences or viscosity.
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Coagulation factors are glycoproteins named by
roman numbers (the numbers being ascribed at
the time of the components’ definition, not
sequence of activation) (Table 1). Besides von Will-
ebrand factor (vWF), the coagulation factors are
synthesized in the liver. They have very different
half-lifes and different concentrations in the
plasma. Several coagulation factors are stored in
platelets and endothelial cells and can be released
during activation of these cells, which can result in
a much higher local concentration of the respec-
tive factor (e.g. vWF).

Fig. 1 Coagulation/Thrombosis 

Fig. 2 Coagulation/Thrombosis
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Besides FXIII, all clotting enzymes are serine
proteases (FII, FVII, FIX, FX, FXI, FXII). They
usually circulate in their inactive form (proen-
zyme) and become only activated during clotting.
In this respect, FVII is an exception as about 1% of
FVII circulates in its active form, FVIIa, in plasma
without activation of the clotting cascade. Its enzy-
matic activity is strongly enhanced by binding to
its cofactor tissue factor, which under normal con-
ditions is not exposed on cells having direct con-
tact with blood. FV and FVIII are not enzymes but
they are required as cofactors to form complexes
with activated factors X and IX, respectively.

FVIII circulates in blood complexed to vWF. In
the absence of vWF, or in case of impaired binding
to vWF, FVIII is degraded.
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During activation of the coagulation cascade, coag-
ulation factors form multimolecular (often trimo-
lecular) complexes. The appropriate sterical
orientation of the complex partners is usually pro-

vided by a surface of negatively charged phosphol-
ipids. The complexes consist of the enzyme, its
cofactor and the respective substrate.
The FVIIa/TF-complex is the main activator of the
clotting cascade. Under normal conditions TF is
not exposed on the surface of cells being in contact
with blood but is expressed in high concentra-

Tab. 1 Coagulation/Thrombosis

Name Abbreviation Molecular 
Weight

Plasma 
Concentration 

[mg/l]

Plasma 
Concentration 

[mmol/l]

Fibrinogen - 340,000 3000 8800

Prothrombin - 72,000 100 1400

Factor X FX 56,000 10 180

Factor IX FIX 56,000 5 90

Factor VII FVII 50,000 0.5 10

Factor VIII FVIII 330,000 0.1 0.3

Factor V FV 330,000 10 30

Factor XI FXI 160,000 5 30

Factor XII FXII 80,000 30 400

Von-Willebrand-factor vWF 225,000a 10 40

Tissue factor TF 37,000 0.0 -

High molecular 
kininogen

HK 110,000 70 600

Prekallikrein PreKK 88,000 40 500
a  : molecular weight of the smallest subunit

Fig. 3 Coagulation/Thrombosis
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tions by all other cells. When flowing blood comes
into contact with TF-bearing cells, TF binds the
already circulating FVIIa (Fig. 1). This complex
activates the serine proteases FX and FIX, and
autocatalyzes activation of FVII (Fig. 2). On the
surface of negatively charged phospholipids FXa
together with its cofactor Va and the zymogen
prothrombin (FII) form the prothrombinase com-
plex, which results in the generation of FIIa
(thrombin) (Fig. 3). Within this complex, the
activity of FXa to generate FIIa is 300,000×
enhanced as compared to the activity of uncom-
plexed FXa. As activated platelets provide a phos-
pholipid surface rich in negatively charged phos-
pholipids, and as platelets release the reaction
determining FV during activation, platelets and
clotting factors both contribute to the amplifica-

tion of the clotting cascade. Activated FIX
enhances the initial activation of the clotting cas-
cade by formation of a FX-activating complex
together with its cofactor VIII. The importance of
this amplifier loop is demonstrated by the bleed-
ing tendency of patients showing inherited FVIII-
(hemophilia A) or FIX-deficiencies (hemophilia
B). Thrombin by itself contributes to its self-
amplifying loop by activating FXI, FVIII and FV.

Formerly, the clotting cascade had been
divided into an extrinsic and intrinsic pathway.
Although useful for didactic purposes, both path-
ways are not separated but linked by tissue factor/
FVIIa activation (Fig. 4).

While the extrinsic pathway starts with FVIIa
binding to TF, the intrinsic pathway is character-
ized by activation through binding of contact fac-
tors (Factor XII, Prekallikrein, high molecular
weight kininogen) to negatively charged surfaces.
This leads to a conformational change and activa-
tion to FXIIa and kallikreine. Factor XIIa is a ser-
ine protease that activates FXI to FXIa (Fig. 5).
This system is not of physiologic relevance since
patients with hereditary deficiencies of factor XII,
prekallikrein, and high-molecular weight kinino-
gen do not present with bleeding symptoms.
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Factors VII, IX, X, and II belong to the group of
vitamin K-dependent coagulation enzymes. This
group of enzymes binds to phospholipid surfaces
via Gla-domains, which are generated in the mole-

Fig. 4 Coagulation/
Thrombosis

Fig. 5 Coagulation/Thrombosis
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cule by γ-carboxylation of glutamic acid residues
(Fig. 6). This molecular mechanism explains the
therapeutic principle of vitamin K-antagonists,
such as warfarine or other coumarines. However,
the synthesis of the anticoagulant proteins C and S
is also vitamin K-dependent (for clinical conse-
quences see paragraph protein-C-pathway).
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Fibrin is a high molecular polymer. The liver syn-
thesizes its precursor, the protein fibrinogen. It
consists of three peptide chains (α-, β-, γ-chain).
Catalyzed by thrombin, the N-terminal fibri-
nopeptides A and B are cleaved from the α- and β-
chain. The remaining peptide chains undergo a
conformational change that allows end-to-end-
polymerisation of the fibrin monomers. Stabiliza-
tion of the fibrin monomers requires cross-link-
ing by the formation of covalent links between the
γ- and the α-chains. These links are catalyzed by
the transglutaminase factor XIIIa (FXIIIa). FXIIIa
is generated from FXIII by thrombin. Fibrin is also
linked by FXIIIa to subendothelial proteins like
collagen and fibronectin and to adhesive proteins
such as vWF and vitronectin. Both, the covalent
crosslink within the polymer and the interaction
of the fibrinpolymer with the vessel wall provide a
stabile clot. Noteworthy, patients with a FXIII defi-
ciency present with an intact primary haemosta-
sis but bleeding complications after a time delay of
several hours due to instable clot formation.

+��������	��������������	���
�����
Without effective control mechanisms, the basic
principle of self-enhancing amplification loops
within the clotting cascade would lead to com-
plete vessel occlusions (thrombosis) once a vessel
wall defect occurs, or activated clotting factors
would be transported from the side of a vessel
injury with the blood stream to other areas caus-
ing unwanted clotting there. The anticoagulant
mechanisms controlling the clotting process either
inactivate clotting factors directly (e.g.: FXa, FIIa),
or inactivate cofactors (e.g.: FVa).
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Primarily, tissue factor pathway inhibitor (TFPI)
binds to and inactivates FXa. In a second step
TFPI/FXa complexes bind to and neutralize tissue
factor/FVIIa complexes, the key starting point of
the extrinsic clotting cascade (see above) (Fig. 7).
Heparin is able to enhance this reaction by direct
binding to the complex and by releasing TFPI
from the unaltered vessel wall, which then can
access the TF-exposing surface.
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Antithrombin (AT) is synthezised by the liver. It
forms 1:1 complexes with FXa and FIIa (Fig. 8).
Although AT binds to the active centre of the clot-
ting factors FXa and FIIa (thrombin) it is not
degraded by these proteases, but forms covalently
linked complexes (pseudosubstrate). These AT-
clotting factor complexes are degraded in the
reticulo-endothelial system. Under physiological
conditions, AT is catalyzed by endothelial-cell-sur-
face-bound heparansulfate, which binds to AT.

Fig. 6 Coagulation/Thrombosis

Fig. 7 Coagulation/Thrombosis
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Catalyzation of AT is the major priciple of anti-
coagulatory treatment with heparin. The length of
high molecular weight heparins (>18 glucose
units) allows formation of a trimolecular complex
of AT and FIIa (thrombin) or FXa in which
heparin is binding to both molecules, catalyzing
thrombin inactivation. Smaller heparin molecules
(low molecular weight heparins or the even
smaller pentasaccharide) bind only to AT. This still
enables inactivation of FXa but no longer inactiva-
tion of thrombin.

Besides AT, heparin cofactor II (HCII) is an
anticoagulatory protein enhanced by heparin.
HCII inactivates thrombin and the non-clotting-
enzymes cathepsin-G and chymotrypsin.

Whereas patients with AT deficiency present
clinically with a high risk for thrombosis, HCII
deficient patients do not.

�
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The protein-C pathway is one of the most impor-
tant anticoagulant mechanisms. It is activated by
thrombin. Thrombin binds to a cofactor in the
membrane of endothelial cells, thrombomodulin
(TM). TM bound thrombin no longer activates
clotting factors or platelets but becomes an effec-
tive protein C (PC) activator. Activated PC (APC)
forms a complex with Protein S, which inactivates
FVIIIa and FVa. Hereby generation of FIIa by the
prothrombinase complex is inhibited (Fig. 9).
Thus, the PC-pathway controls thrombin genera-
tion in a negative feed-back manner.

In about 30–40% of patients with suspected
inherited thrombophilia the PC-pathway is dis-
turbed by a mutation of FV (FV-Leiden). The FV-
Leiden mutation affects one of the APC cleavage

sites within the FV molecule. As a consequence,
mutated FVa becomes resistant to rapid APC inac-
tivation (APC resistance). About 4–7% of the mid-
dle European population carry this polymor-
phism of FV. Inborn deficiencies of Protein-S or
Protein-C are much less frequent (<<1% and 0.2–
0.4%, respectively).

Iatrogenic PC deficiency always occurs at the
beginning of oral anticoagulation with vitamin-K
antagonists. Due to the short half-life of PC, its
plasma concentrations decline within one day,
whereas the procoagulatory clotting factors are
still present in high concentrations. This makes it
mandatory to start vitamin K-antagonist treat-
ment only under parallel parenteral anticoagula-
tion with heparin for about 5 days (Fig. 10).

A new aspect of the PC-pathway is the efficacy
of recombinant-APC in reducing mortality in
patients with septic schock. Whether this is related
to the inhibition of thrombin generation or due to
other biological activities of APC is currently
under investigation.
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Lysis of clots is another system for regulation of
the clotting system. Plasmin is the key enzyme of
the fibrinolytic system. Its proenzyme plasmino-
gen is synthesized by the liver as a one-chain pro-
tein. Tissue-type plasminogen activator (t-PA) and
urokinase-type plasminogen activator (u-PA) acti-
vate plasminogen by cleavage. The remaining two
chains are linked by disulphide bounds and
undergo auto-catalytic cleavage at the N-termi-
nus; thus, plasmin self-enhances its fibrinolytic
activity.

Fig. 8 Coagulation/Thrombosis

Fig. 9 Coagulation/Thrombosis



256 Coatomer

Plasmin cleaves fibrin at different positions. Of
high clinically practical relevance is the cleavage of
the fibrin γ-chain that results in D-Dimers
(Fig. 11). D-Dimers are specific for fibrin-cleavage
by plasmin. They can easily be detected by com-
mercially available assays and are used to exclude
a thrombosis. A negative test for D-Dimer has a
high negative predictive value for a thrombosis.
Therapeutically t-PA and urokinase are the most
important drugs for fibrinolytic therapy (myocar-
dial infarction, stroke, massive pulmonary embo-
lism). This treatment is associated with an
enhanced risk of bleeding complications.
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Generation of plasmin is inhibited by the plasmin-
activator inhibitor (PAI). PAI is secreted by

endothelial cells. It neutralizes t-PA and u-PA by
forming 1:1 complexes.

Non-fibrin bound, free plasmin is inactivated
by α2-anti-plasmin by an irreversible, covalent 1:1
complex.
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Coatomer is the major coat component of COPI
vesicles. The Coatomer complex consists of seven
different subunits (α-ζ COP). 

� Intracellular Transport
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� CART
� Appetite Control
� Psychostimulants
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A co-dominant is a heritable trait in which both
alleles of a polymorphism are expressed and are
reflected in the phenotype. The phenotype of het-
erozygous carriers is in between the phenotypes of
the two homozygous genotypes.

� Pharmacogenetics

Fig. 10 Coagulation/Thrombosis

Fig. 11 Coagulation/Thrombosis
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Coenzyme Q10 (ubiquinone) is a coenzyme in the
mitochondrial respiratory chain. It has a side
chain made up of 10 isoprene units. Its synthesis
can be inhibited by HMG-CoA reductase inhibi-
tors (statins). This effect has been suggested to
account for some of the side effects of statins like
myositis or rhabdomyolysis.

� HMG-CoA Reductase Inhibitors
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Coincidence detection describes the ability of the
NMDA receptor to function as a sensor for syn-
chronous activity states of the pre- and postsynap-
tic cell. Around resting membrane potential,
NMDA receptors contribute little to fast signal
transmission, due to a Mg2+ block of the channel
pore, this block is released in depolarized cells and
the channel can be fully activated.

� Ionotropic Glutamate Receptors
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Colitis is inflammation of the colon often involv-
ing ulceration of the mucosa.

� Immunosuppressive Agents
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Collagen is a major component of connective tis-
sue that becomes exposed at the subendothelium
of injured blood vessels. It contributes to platelet
adhesion and also plays a role in platelet activation

by binding to several receptors on platelets such as
integrin α2β1 or glycoprotein VI (GP VI).

� Antiplatelet Drugs
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Colony-stimulating factors (CSFs) belong to the
group of cytokines, and function as haematopoi-
etic factors [e.g. GM-CSF (filgrastim, lenogras-
tim), GM-CSF (molgramostim, sargramostim)].
Colony-stimulating factors stimulate the growth
and differentiation of haematopoietic progenitor
cells. 

� Hematopoietic Growth Factors
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A combination oral contraceptive contains both an
estrogenic and a progestational component to
achieve contraception.

� Contraceptives
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Concepts and Methods for Tasks of Molecular
Optimisation.
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Combinatorial chemistry constitutes a branch of
the molecular sciences, providing an array of con-
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cepts and methods to solve molecular optimisa-
tion problems (in drug research and beyond)
more rapidly and efficiently than classical syn-
thetic approaches.

� High-throughput Screening
� NMR-based Ligand Screening
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Combinatorial chemistry started with an attempt
to mimic biological evolution cycles of synthesis
and selection in the chemical laboratory. Since
specific molecular interactions between proteins
and their ligands have been recognized as the
molecular basis of most biological processes
including disease, it became possible to study and
optimise the interactions between drugs and their
target proteins on a molecular level. Thus, drug
development has turned into a systematic and
rational task of optimisation. During the 1990s in
the pharmaceutical industry, synthetic chemistry
became evident as the major bottleneck in drug
development. Combinatorial chemistry was the
answer of the synthetic chemistry community. The
term `combinatorial` is derived from the mathe-
matical discipline combinatorics dealing with the
statistics of element combinations. Combinatorics
are employed in chemistry to calculate the number
of possible combinations of m chemical building
blocks in n synthetic cycles (nm, see Fig. 1). For
example, the 20 native amino acids can be com-
bined to form 206 different linear hexapeptides.

Centerpieces of combinatorial concepts include
the synthesis of compound libraries instead of the
preparation of single target compounds. Library
synthesis is supplemented by approaches to opti-
mise the diversity of a compound collection
(diversity-oriented synthesis) and by efforts to
create powerful interfaces between combinatorial
synthesis and bioassays.

These conceptual goals are attained by several
combinatorial methods and tools. Characteristic
for combinatorial chemistry is the synthesis on
solid support or by polymer-supported synthesis,
allowing for much higher efficiency in library pro-
duction. Synthesis can be conducted either in
automated parallel synthesis or by � split-and-
recombine synthesis. Centerpieces of combinato-
rial methods further include specific analytical

methods for combinatorial chemistry and compu-
ter-aided methods for combinatorial chemistry.
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Precisely defined collections of different chemical
compounds are denominated as chemical librar-
ies that can be efficiently prepared by methods of
combinatorial chemistry. Each chemical com-
pound owes specific structural, steric, and elec-
tronic properties that determine all possible inter-
actions of the small molecule with a given protein
or receptor. The molecule’s properties are based
on the steric arrangement of functional groups,
including the conformations that can be attained
by a specific structure.

Complex optimisation of the ligand-protein
interactions require to scan large areas of the
property space. Thus, the combinatorial chemist
aims not at the preparation of single compounds
but of chemical libraries. Chemical libraries can be
produced as collections of single compounds or as
defined mixtures.
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An important criterion of a compound library is
its chemical diversity, a term describing the simi-
larity or dissimilarity of all library compounds.
Thus, chemical diversity expresses how well a
library represents all chemical possibilities of the
theoretical library. A library with low chemical
diversity contains molecules that are relatively
similar, thus covering a small area of the accessible
property space. On the contrary, a library with a
large chemical diversity will contain relatively dis-
similar molecules, covering a large volume of the
property space. The diversity of a library is a
major criterion of its quality and its possible appli-
cations. Large diversity is required mainly in the
early stages of drug development (lead search),
whereas defined small diversity (focussed librar-
ies) is needed for lead optimisation. Even a large
library, however, cannot contain all possible com-
binations of building blocks as it is impossible to
synthesize all individual compounds. Thus, in any
case the choice of synthesized compounds has to
be considered in order to optimize the diversity.
Contrary to classical organic synthesis which was
directed at the preparation of a single target com-
pound, diversity-oriented synthesis aims at pro-
viding libraries with defined chemical diversity,
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with the help of combinatorial methods and tools
described herein.
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The evolution of combinatorial methods was
closely linked to the development of polymer-sup-
ported synthesis, which opened efficient access to
diversity-oriented synthesis. In � solid phase syn-
thesis, forming the backbone of most combinato-
rial methods, insoluble organic or inorganic

matrices are employed as carriers for the con-
struction of product molecules. Using insoluble
polymer supports is advantageous, strongly facili-
tating the isolation of intermediates and products
attached to the polymer support. By-products
formed in each stage of the synthesis are easily
removed by washing the polymer support, thus
each isolation step is reduced to simple filtration.
By employing reagents in high excess, complete
conversion can be attained on the solid phase in
reactions that form mixtures in solution. The rela-
tive isolation of reactive sites on the polymer sup-
ports can be exploited for specific synthetic effects
such as favouring cyclisation and the reduction of
by-products. Finally, the compartmentalised
structure of polymers supports allows for split-
and-recombine synthesis.

Under certain condition, however, reactions
are still preferably conducted in solution. This is
the case e.g. for heterogeneous reactions and for
conversions, that deliver complex product mix-
tures. In the latter case, further conversion of this
mixture on the solid support is not desirable. In
these instances, the combination of solution chem-
istry with polymer-assisted conversions can be an
advantageous solution. Polymer-assisted synthe-
sis in solution employs the polymer matrix either
as a scavenger or for polymeric reagents. In both
cases the virtues of solution phase and solid sup-
ported chemistry are ideally combined allowing
for the preparation of pure products by filtration
of the reactive resin. If several reactive polymers
are used sequentially, multi-step syntheses can be
conducted in a polymer-supported manner in
solution as well. As a further advantage, many
reactive polymers can be recycled for multiple use.
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If small or medium libraries for lead optimisation
are demanded and all synthetic products are to be
screened individually, most often parallel synthe-
sis is the method of choice. Parallel syntheses can
be conducted in solution, on solid phase, with pol-
ymer-assisted solution phase syntheses or with a
combination of several of these methods. Prefera-
bly, parallel syntheses are automated, either
employing integrated synthesis robots or by auto-
mation of single steps such as washing, isolation
or identification. The latter concept often allows a

Fig. 1 Combinatorial chemistry provides an array of 
concepts and methods to solve molecular optimisa-
tion problems. Chemical libraries are prepared either 
by parallel synthesis or by the split-and-recombine 
method. In the latter case, coupling m building blocks 
in n synthetic cycles on a beaded polymer carrier gen-
erates a combinatorial library with mn individual 
compounds and one compound per bead.
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more flexible and less expensive automation of
parallel synthesis.
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If large or very large libraries are demanded and if
a powerful interface to a subsequent bioassay is
available, split-and-recombine synthesis can be
the method of choice. Split-and-recombine syn-
thesis is mostly conducted on solid phase. During
each coupling step the resin is divided into one
reactor for each coupled building block (split).
Following the coupling reaction with m building
blocks, all resin beads are pooled and mixed
(recombine) (see Fig. 1). Consequently, after n
coupling steps mn different compounds are
obtained in theory, the real number of individual
compounds is only limited by the number of avail-
able resin beads. As in each coupling step only one
building block is coupled per reaction vessel, in
the end on every bead only one compound is pro-
duced (one bead-one compound).

Introduced in the early 1990s, the split-and-
recombine concept contributed much to the early
success of combinatorial chemistry. Often, all
combinatorial methods were identified with this
concept. Split-and-recombine synthesis offered
easy access to large numbers of individual com-
pounds in few steps. If conducted on polymer
beads, these are easily separated mechanically and
can be identified subsequent to a screening step.

Though split-and-recombine techniques make
available many compounds in few steps, the con-
cept possesses significant limitations as well. A
well-defined synthesis requires employing reliable
reactions for all of the different starting materials.
This requirement is fulfilled only for few reaction
types, such as acylations of amines, reductive ami-
nations, substitution of α-halogeno carbonyl com-
pounds. If however, the products of a split-and-
recombine synthesis are not obtained purely, it
becomes increasingly difficult to ascribe a biologi-
cal signal unambiguously to an individual com-
pound.
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Essential prerequisites for the evolution of combi-
natorial methods was the progress in reaction
monitoring and analytics. Of specific importance
was the analytics of structures attached to a poly-

meric support (� on-resin-analysis) as well as the
analytics of cleaved compounds in solution (off-
resin-analysis).

For on-bead analysis vibrational spectroscopy
(� IR-spectroscopy) can be employed; attenuated
total reflection is a method allowing fast and non-
destructive on-bead analysis of small samples
(single bead analysis) without significant sample
preparation. Solid phase � NMR  is the method of
choice if complex structural analysis is intended
on the support. Spatially resolved analysis on the
resin is possible with microscopic techniques.

For off-bead analysis, coupling between chro-
matographic separation and mass spectrometric
detection has proven especially powerful. The
combination between high performance liquid
chromatography (HPLC) and � electrospray ioni-
sation mass spectrometry has the advantage that
purity of product mixtures can be coupled on-line
with the product identification.

-	���
����	���������	���
������	��������	'���
��	�	�
The potency of combinatorial chemistry is opti-
mally exploited by efficiently integrating combina-
torial synthesis with a subsequent bioassay. This
integration is especially yielding if large libraries
of synthetic compounds can be screened simulta-
neously. If the synthetic chemistry is controlled
well, it becomes possible through the integration
of synthesis and screening to first select the most
active compounds, analyse and resynthesise them
for verification. By this method the enormous
effort necessary for the screening of large libraries
is significantly reduced. This concept was espe-
cially successful for the on-bead screening of split-
and-recombine libraries. Hits (i.e. the most active
compounds) are preferably visualized by fluores-
cence or colour, can be separated by manual or
automated selection and subsequently analysed.
Identification of hits is effected by non-covalent
binding of fluorophor-labelled proteins or, in the
case of polymer-based protease inhibitor assays,
by a fluorescent dye that is formed dependent on
the inhibitor activity. Identification of hit struc-
tures is facilitated by tagging of the beads with
easily detectable structures that code for the syn-
thesized molecule on one individual bead.
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Until the 1980s rational drug design was propa-
gated as the method of choice of medicinal chem-
istry. One reason for the initial popularity of com-
binatorial methods was the dissatisfaction with
and the limited success of rational molecular
design. Meanwhile, it has been recognized that
combinatorial chemistry can profit strongly from
computer-aided methods. It became obvious that
all possible combinations of building blocks can-
not be prepared synthetically due to limited physi-
cal resources and for cost reasons. Thus, the chem-
ist has devised criteria for selecting prepared com-
pounds from a theoretically available virtual
library.

In the easiest case, these criteria are provided
by filters that were constituted by statistically ana-
lysing all orally available drugs accessible in the
word drug index. Similarity filters are usually
applied in the early stages of drug development.

During advanced stages of the drug develop-
ment, especially for the synthesis of focussed
libraries, a number of computer-aided methods
are available that exploit the acquired information
about the target protein and/or the tested com-
pounds. Starting from protein structures or a
structural model of the protein binding site, varia-
tions of the lead structure can be evaluated by vir-
tual docking. Alternatively, de-novo  design of
potential ligands with the help of a virtual binding
site is possible.
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Combinatorial chemistry is the branch of the
molecular sciences providing concepts and meth-
ods for solving problems of molecular optimisa-
tion fast and efficiently.Since drug development
has turned into a systematic and rational task of
optimising molecules and their interactions with
proteins, cells, and organisms, combinatorial
chemistry has become a significant part of this
endeavour. Combinatorial methods are mainly
employed in the initial (preclinical) stages of drug
development.
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A compartment is an anatomical space in the body
into which a drug or metabolite, or a chemical
derivative or metabolite formed from the parent
drug may distribute.

� Pharmacokinetics
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By definition, competitive antagonists compete
with the agonist for the same binding domain on
the receptor. Therefore, the relative affinities and
the relative concentrations of the agonist and
antagonist dictate which ligand dominates. Under
these circumstances, the concentration of agonist
can always  be raised to the point where the con-
comitant receptor occupancy by the antagonist is
insignificant. When this occurs, the maximal
response to the agonist is observed, i.e. surmount-
able antagonism results.  

� Drug-receptor Interaction
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The complement system is a cascade of proteins of
the immune response that can be triggered by
antigen-antibody complexes and by the innate
immune system (eg exposure to microbial
polysaccharides) to raise the immune response.
Complement proteins can detect and bind to for-
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� Drug-Receptor Interaction
� Inverse Agonist
� Histaminergic System
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Contact inhibition is observed in the process of
wound healing and describes the ability of a tissue
to stop cell proliferation again after cellular multi-
plication has filled up the defect caused by a
wound.

� Antineoplastic Agents
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Hormonal contraceptives, oral contraceptives
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Hormonal contraceptives belong to the most
widely prescribed and most efficacious drugs that
have a profound impact on western societies since
their inauguration in the 1960s. In women, oral
hormonal contraceptives are used to prevent ferti-
lization or implantation in cases of unplanned
pregnancies. Apart from these primary objectives,
there are significant additional medical benefits
contributing to a substantial improvement of
reproductive health in women.

� Selective Sex-steroid Receptor Modulators
� Sex Steroid Receptors
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The most frequently used oral contraceptives are
composed of varying combinations of � estrogens
and � progestins, which belong to the large family
of � steroid hormones. Steroids interact with
intracellular receptors functioning as ligand-acti-
vated transcription factors to control the expres-
sion of a wide array of specific genes. The recep-
tors for estrogens and progestins are members of a
superfamily of approximately 150 structurally
related nuclear receptors that bind ligands such as
steroid hormones, retinoids, vitamin D3, eicosa-
noids and thyroid hormones (1). Members of this
receptor superfamily share a common architec-
ture of mainly four conserved functional domains:
The N-terminal transactivation domain (activa-
tion function, AF-1) is the most variable in the
superfamily of receptors. The subsequent DNA-
binding domain also participates in receptor
dimerization, whereas nuclear localization is
determined by the neighbouring hinge region. The
C-terminal hormone-binding domain comprises a
ligand-dependent transcriptional activation func-
tion (AF-2) and provides the sites for the binding
of chaperones like heat shock proteins that prevent
dimerization and DNA binding of unliganded
receptors.

Upon hormone binding, steroid hormone
receptors undergo a conformational change, dis-
sociate from heat shock proteins and translocate
into the nucleus where they interact as dimers
with specific DNA regulatory sequences of target
genes. The transcriptional regulation by steroid
hormone receptors is mediated by co-regulatory
proteins that either positively (� co-activators) or
negatively (� co-repressors) influence steroid hor-
mone-induced transcriptional activity. A comple-
mentary mode of steroid hormone receptor action
relies on direct protein-protein interactions with
other transcription factors such as AP-1, Sp-1, and
NF-κB, thus providing an explanation for the well
known observation that steroid hormone recep-
tors are able to regulate genes lacking consensus
response elements in their non-coding 5′ region
(2).

Most nuclear receptors are phosphoproteins,
and their function can be influenced by phosphor-
ylation events that are initiated by membranous
receptors like receptor tyrosine kinases or G-pro-
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tein-coupled receptors. Thus, steroid hormone
receptors are embedded in complex signalling net-
works that may give rise to ligand-independent
activation of nuclear receptors. In addition to the
well-understood nuclear events set in motion by
steroid hormones, rapid non-genomic effects have
been reported for estrogens and progesterone.
These rapid effects of sex steroids that are often
initiated at the plasma membrane, may result from
receptor-independent alterations of plasma mem-
brane fluidity or from steroid effects on membra-
nous receptors other than classical steroid hor-
mone receptors. In particular, the rapid engage-
ment of the MAP kinase cascade by estrogen has
been studied in great detail, and it is quite likely
that cardinal estrogenic effects like cell prolifera-
tion and survival are not primarily brought about
by genomic actions of classical nuclear receptors
but by rapid, non-genomic mechanisms (3).

At present, two distinct nuclear estrogen recep-
tors, ERα and ERβ, are known. The receptors dif-
fer in their tissue distribution, ligand binding pro-
file and transcription activation functions in that
ERβ is devoid of AF-1. In cells that express both
estrogen receptors, ERβ appears to oppose the
transcriptional activity of ERα. Due to two dis-
tinct estrogen-dependent promoters in the single
progesterone receptor (PR) gene, two isoforms of
the progesterone receptor, PR-B and the N-termi-
nally shortened PR-A, are generated. The biologi-
cal activities of PR-A and PR-B are distinct and
depend on the target tissue in question. In the
reproductive system, progesterone acting through
its respective nuclear receptors, PR-A and PR-B,
serves the role of a physiological negative regula-
tor of estrogen action by causing depletion of
estrogen receptors. In addition, the major role of
PR-A may be to inhibit transcriptional activity of
other steroid receptors like ERα. Although one
aspect of the biological relationship between
estrogen and progesterone may be called func-
tional antagonism, a concerted, sequential action
of estrogen and progesterone is required in repro-
ductive tissues like the endometrium and the
breast to yield the desired complex biological
response.

Estrogen and progesterone play a central role
in the neuroendocrine control of the female men-
strual cycle. In the early follicular phase estrogen
exerts an inhibitory effect on the pulsatile secre-

tion of � gonadotropins  from the pituitary
(Fig. 1). Thus, the gradual increase in the periph-
eral estradiol concentration during the follicular
phase is accompanied by a reduced release of lutei-
nizing hormone (LH) and follicle-stimulating hor-
mone (FSH) from the gonadotropes. At midcycle,
a different set of regulatory interactions becomes
dominant. A sustained elevation of estradiol (150
to 200 pg/ml for approximately 36 hours) induces
a positive feedback on the anterior pituitary to
trigger the ovulatory surge of LH. The underlying
mechanism is a sensitisation of the pituitary gona-
dotropes towards hypothalamic gonadotropin-
releasing hormone (GnRH). Progesterone
decreases the frequency of GnRH release from the
hypothalamus resulting in a marked decrease of
the frequency of gonadotropin pulses in the luteal
phase (Fig. 1). At the same time, progesterone
increases the amount of LH released per pulse (i. e.
the pulse amplitude).

The main mechanism of  ac t ion of  a
� combination oral contraceptive is to prevent
ovulation by inhibiting gonadotropin secretion via
an effect on both pituitary and hypothalamic cent-
ers. The progestational component primarily sup-
presses the surge-like LH release required to
induce ovulation, while the estrogenic agent sup-
presses FSH secretion and thus prevents selection
of a dominant follicle. Therefore, both estrogenic
and progestational components of an oral contra-
ceptive synergistically contribute to the contracep-
tive efficacy. However, even if follicular growth
were not sufficiently inhibited, the progestational
agent alone would suffice to abrogate the ovula-
tory LH surge. The estrogenic component, how-
ever, serves at least two other important purposes.
It  i s  responsible  for  the  s tabi l i t y  of  the
endometrium, thus minimizing events of irregu-
lar and unwanted breakthrough bleeding. In addi-
tion, estrogen action provides for a sufficient con-
centration of progesterone receptors. In aggre-
gate, a small pharmacologic estrogen level is
necessary to maintain the efficacy of the combina-
tion oral contraceptive.

As under most circumstances progesterone
action will hold primacy over estrogenic effects,
the cervical mucus, endometrium, and probably
the fallopian tubes reflect progestational stimula-
tion. The cervical mucus becomes thick and vis-
cous and thus impervious to spermatozoa. The
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endometrium is in a state that is not receptive for
implantation of a fertilized egg. Probably, the pro-
gestational impact on the secretory activity and
peristalsis in the fallopian tubes also assists the
general contraceptive effect. It is difficult, how-
ever, to assess the relative contribution of the vari-
ous effects to the contraceptive efficacy, because
combination oral contraceptives suppress ovula-
tion very effectively.

The progestin-only minipill contains a small
dose of a progestational agent which is sufficient
to block ovulation in only 60–80% of cycles. The
contraceptive effect is largely dependent on
endometrial and cervical mucus effects, as gona-
dotropins are not reliably suppressed. Because of
the low dose of progestins, the minipill must be

taken every day at the same time with great accu-
racy.

Long-acting methods of hormonal contracep-
tion are even more effective than oral methods.
Two effective systems are available: a sustained-
release method of levonorgestrel using implanted
steroid-permeable silastic tubing and depot injec-
tions of medroxyprogesterone acetate. The mecha-
nism of action is similar to the progestin-only
minipill. However, in addition, the long-acting
methods yield progestin plasma levels high
enough to prevent ovulation in basically all
patients.

Large doses of estrogen to prevent implanta-
tion were used for emergency postcoital contra-
ception. It was soon appreciated that the extremely
large estrogen doses used (25–50 mg/day of
diethylstilbestrol or ethinyl estradiol) entailed a
high rate of gastrointestinal untoward effects.
Clinical trials have ushered the use of combination
oral contraceptives for emergency postcoital con-
traception. In principle, high-dose oral contracep-
tives are adiministered within 72 hours of inter-
course, followed by a second dose 12 hours later.
Such a regimen reduces the risk of pregnancy by
approximately 75%. Multiple mechanisms appear
to contribute to the treatment efficacy, for instance
inhibition of ovulation, endometrial receptivity,
cervical mucus composition, and tubular trans-
port of spermatozoa. It is important to note that
emergency contraceptives are not used as medical
abortifacients to interrupt an established preg-
nancy defined to begin with implantation.

���	�����%���&�	��#���'���������(

After the seminal observation by Gregory Pincus
and colleagues in the 1950s that progestins pre-
vented ovulation in women, initial trials on
humans were conducted using progestins like
norethynodrel that were contaminated with about
1% mestranol. When subsequent efforts to pro-
vide a more pure progestin lowered the estrogenic
component but provoked breakthrough bleeding,
it was decided to keep the estrogen. Thus, the
principles of combined estrogen-progestin oral
contraception were established.

A major obstacle to the use of naturally occur-
ring estrogens for the purpose of contraception
was extensive first-pass hepatic metabolism and

Fig. 1 Regulation of hypothalamic and pituitary func-
tion by ovarian steroid hormones. Estrogen exerts a 
negative feedback on the pituitary and decreases the 
secretion of follicle-stimulating hormone (FSH) and 
luteinizing hormone (LH) during most of the men-
strual cycle. Yet, it triggers the LH surge at midcycle 
by sensitising the pituitary to hypothalamic gonado-
tropin-releasing hormone (GnRH). Progesterone 
increases the amplitude of gonadotropins released 
from the pituitary and at the same time decreases the 
GnRH pulse frequency at the level of the hypothala-
mus. These feedback controls give rise to fairly fre-
quent LH pulses of low amplitude during the follicular 
phase of the cycle and less frequent pulses with a 
higher amplitude in the luteal phase.
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hence inactivation of the compounds when given
orally. The addition of an ethinyl group at the 17
position made estradiol orally active. Ethinyl
estradiol is a potent oral estrogen and represents
one of the two forms of estrogens used in oral con-
traceptive pills. The other estrogenic compound is
the 3-methyl ether of ethinyl estradiol, mestranol
which is converted to ethinyl estradiol in the body.

The progestins used in oral contraceptives are
19-nor compounds of the estrane and gonane
series (Fig. 2). Each compound possesses various
degress of androgenic, estrogenic and antiandro-
genic activities, thereby determining the scope of
side effects. Animal and human studies showed,
however, that only norethindrone, norethynodrel,
and ethynodiol diacetate have estrogen activity.
Replacement of the 13-methyl group of norethin-
drone with a 13-ethyl moiety gives rise to the
gonane norgestrel, which is a potent progestin
with reduced androgenic activity (Fig. 2). More
recently developed compounds like desogestrel
(Fig. 2), norgestimate and gestoden display the
least androgenic characteristics when compared
with other 19-nor substances. Although norgesti-
mate is a “newer” progestin, its activity is believed
to be largely mediated by levonorgestrel or related
metabolites. Therefore, epidemiologists do not
generally include combination contraceptives con-
taining norgestimate in the group of third genera-
tion compounds.

In epidemiologic studies, all products contain-
ing less than 50 µg ethinyl estradiol per pill are
summarized as � low-dose oral contraceptives.
The first generation of oral contraceptives includes
products with 50 µg or more of ethinyl estradiol.
The second generation of oral contraceptives com-
prises formulations of norgestrel (0.3–0.5 mg), lev-
onorgestrel (0.1–0.15 mg), norgestimate (0.25 mg),
ethynodiol diacetate (1 mg) and other members of
the northethindrone family in conjunction with 30
or 35 µg ethinyl estradiol. Desogestrel (0.15 mg) or
gestodene (0.075 mg) are progestins in third gen-
eration contraceptives that are combined with 20
or 30 µg ethinyl estradiol. Most notably, the first
oral contraceptive available contained 150 µg
mestranol and 10 mg norethynodrel. It is nowa-
days commonly believed that the formulations of
third generation oral contraceptives are very close
to the lowest hormone levels which can be used
without sacrificing contraceptive efficacy.

Combination oral contraceptives are the most
frequently used agents and are characterized by a
high therapeutic efficacy. Carefully controlled
clinical studies with highly motivated subjects
achieve an annual failure rate of 0.1%. The typical
use effectiveness, however, amounts to 97 to 98%.
Combination oral contraceptives are used as
monophasic, biphasic, triphasic, and sequential
preparations. In � monophasic preparations
(Fig. 3), a fixed estrogen/progestin combination is
present in each pill which is administered daily for
21 consecutive days followed by a 7-day hormone-
free period (usually the pills for the last 7 days of a
28-day pack contain only inert ingredients). In the
bi- and triphasic preparations (Fig. 3) varying
amounts and ratios of estrogen to progestin are
present in order to mimic most closely the sex
steroid levels throughout a normal menstrual
cycle. In addition, the total amount of steroids
administered can be reduced when taking mul-
tiphasic oral contraceptives. � Sequential prepara-
tions (Fig. 3) contain only estrogens for the first 7
to 11 days followed by a fixed estrogen/progestin
combination in the remainder of the 21-day hor-
mone application period. Phasic and sequential
preparations were developed mainly to reduce the
amount of progestins due to their untoward effects
on the cardiovascular system.

Progestin-only contraceptives (Fig. 3) contain
low doses of progestins (e. g. 350 µg norethindrone
or 75 µg norgestrel) that have to be administered
daily without interruption. The lowest expected
failure rate during the first year of use is 0.5%,
while the typical failure rate amounts to 3%. Sub-
dermal implants of norgestrel (216 mg) for sus-
tained release provides for long-term (for up to 5
years) contraceptive effects characterized by fail-
ure rates of only 0.05%. Reliable contraception for
3 months can be achieved by an intramuscular
injection of a crystalline suspension of 150 mg
medroxyprogesterone acetate (Fig. 2) (failure rate
0.3%).

The main purpose of healthy women taking
oral contraceptives is to prevent unwanted preg-
nancies. “Primum non nocere” applies particu-
larly to preventive health care measures and there-
fore, untoward effects of oral contraceptives have
to be monitored and assessed with great scrutiny.
Shortly after the introduction of oral contracep-
tives approximately 40 years ago they soon
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became one of the most widely used drugs
throughout the world. Hence, it is not surprising
that reports on adverse effects began to appear
rather quickly. Most of the untoward effects
appeared to be dose-dependent, thus spurring on

researchers to develop the current low-dose prepa-
rations. The most worrying adverse effects can be
summarized in two main categories: the cardio-
vascular system and cancer.

Fig. 2 Examples of pro-
gestins derived from pro-
gesterone (pregnanes), 
19-nortestosterone 
(estranes), and norgestrel 
(gonanes).
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Synthetic estrogens like ethinyl estradiol have a
profound effect on the production of fibrinogen
and clotting factors VII, VIII, X, and XII in the
liver. In parallel, the concentrations of anticoagu-
lation factors like protein C, S, and antithrombin
III are diminished. This procoagulatory effect
leads to an increased risk of thromboembolism in
healthy women taking oral estrogens. In 1995 sev-
eral studies reported on a two-fold increase in the
risk of venous thromboembolism when third gen-
eration oral contraceptives containing desogestrel
and gestoden were compared with older prepara-
tions mostly containing levonorgestrel. This
highly contentious issue was finally resolved when
further analyses were able to explain the divergent
results by confounding variables.

The effects of oral contraceptives on thrombo-
sis can be surmised as follows: All low-dose oral
contraceptives, regardless of the type of progestin,
have an increased risk of venous thromboembo-
lism. Smoking has no effect on the risk of venous

thrombosis. However, smoking and estrogen
administration have an additive effect on the risk
of arterial thrombosis. Oral contraceptive-induced
hypertension was previously observed in users of
higher dose pills. An increased risk of clinically
significant hypertension, however, has not been
reported for low-dose oral contraceptives, includ-
ing those containing the third generation pro-
gestins. Preexisting hypertension is an important
additive risk factor for stroke in oral contraceptive
users. Most notably, recent clinical studies fail to
find any substantial risk of myocardial infarction
or stroke in healthy, non-smoking women, regard-
less of age, who take low-dose oral contraceptives.
The vast majority of myocardial infactions and
strokes in oral contraceptive users occur when
women over the age of 35 and cardiovascular risk
factors take high-dose products (more than 50 µg
ethinyl estradiol per pill). By meticulous screen-
ing for the presence of smoking and cardiovascu-
lar risk factors, especially hypertension, in older
women, the risk of thromboembolic disease asso-
ciated with low-dose oral contraceptives can virtu-
ally be annihilated.

In 1996 a metaanalysis of 54 epidemiologic
studies indicated that women had a slightly
increased risk of breast cancer while taking oral
contraceptives when compared to non-users (rela-
tive risk = 1.24). The increased risk diminished
steadily after cessation of medication and was not
found elevated 10 years after discontinuation.
However, a recent population based case-control
study of more than 4,500 women with breast can-
cer and nearly 4,700 controls showed no associa-
tion between past or present use of oral contracep-
tives (4). Due to the large study, subgroups of
women, e.g. those taking a formulation with a
high estrogen content, duration of oral contracep-
tive use, initiation of use during adolescence, his-
tory of breast cancer in a first-degree relative,
could be analysed. None of these subgroups had a
significantly increased risk of breast cancer. In
light of these reassuring data, one has to conclude
that oral contraceptive use is not associated with
an increased risk of breast cancer. Such a conclu-
sion contrasts sharply with the outcome of the
Women’s Health Initiative (WHI), the first ran-
domised primary prevention trial on the effect of
combined estrogen plus progestin (0.625 mg con-
jugated equine estrogen and 2.5 mg medroxypro-

Fig. 3 Principal composition of various forms of oral 
contraceptives.
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gesterone acetate per day) on healthy postmeno-
pausal women. The latter study was terminated
early, chiefly because women receiving the active
drug had an increased risk of breast cancer and
the overall assessment was that the treatment was
causing more harm than good (5). It is therefore
important to note that because of differences in
doses and specific agents used, it is not justified to
extrapolate adverse side effects of hormone
replacement therapy to oral contraceptives or vice
versa.

Thus, our attention should shift from the con-
cern of potential adverse effects to the health ben-
efits imparted by hormonal contraceptives. The
use of oral contraceptives for at least 12 months
reduces the risk of developing endometrial cancer
by 50%. Furthermore, the risk of epithelial ovarian
cancer in users of oral contraceptives is reduced by
40% compared with that on nonusers. This kind of
protection is already seen after as little as 3 to 6
months of use. Oral contraceptives also decrease
the incidence of ovarian cysts and fibrocystic
breast disease. They reduce menstrual blood loss
and thus the incidence of iron-deficiency anemia.
A decreased incidence of pelvic inflammatory dis-
ease and ectopic pregnancies has been reported as
well as an ameliorating effect on the clinical course
of endometriosis.

Future efforts should be directed at optimising
current formulations to finally come up with an
ideal oral contraceptive which would reduce the
risk of breast, ovarian and endometrial cancer
whithout any cardiovascular complications.
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Contracture is muscular contraction without
accompanying action potential.

� Ryanodine Receptor
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Convulsant drugs are a group of drugs, which can
induce seizures. These drugs include antagonists
of glycine receptors (e.g. strychnine) and antago-
nistst of the GABAA-receptor (e.g. bicuculline,
picrotoxin).

� Glycine Receptor
� GABAA-Receptor
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� Seizures
� Antiepileptic Drugs
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An allosteric ligand has an effect on a receptor
protein mediated through the binding of that lig-
and to the allosteric binding domain. The intensity
of that effect, usually a change in the affinity of the
receptor for other ligands or the efficacy of a lig-
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� CREB
� Antidepressant Drugs
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Cyclic nucleotides (cAMP and cGMP) are formed
enzymatically from the corresponding triphos-
phates. As ubiquitous second messengers, they
mediate many cellular functions which are initi-
ated by first (extracellular) messengers. Their
prime targets in eucaryotic cells are protein
kinases (cyclic AMP-dependent protein kinase,
cyclic GMP-dependent protein kinase) and ion
channels.

� Adenylyl Cyclases
� Cyclic Nucleotide-gated Channels
� Guanylyl Cyclases
� Transmembrane Signalling
� AMP, cyclic
� GMP, cyclic
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In cyclic nucleotide-regulated channels, the cyclic
nucleotide-binding domain (CNBD) serves as a
high-affinity binding site for 3’-5’ cyclic mono-
phosphates. The CNBD of channels has signifi-
cant sequence similarity to the CNBDs of most
other classes of eukaryotic cyclic nucleotide recep-
tors and to the CNBD of the prokaryotic catabolite
activator protein (CAP). The primary sequence of
CNBDs consists of approximately 120 amino acid
residues forming three α-helices (αA-αC) and
eight β-strands (β1-β8). 

� Cyclic Nucleotide-regulated Cation Channels
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CNG channels and HCN channels
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Cyclic nucleotide-regulated cation channels are
ion channels whose activation is mediated by the
binding of cyclic AMP or cyclic GMP to a cyclic
nucleotide-binding domain (CNBD)in the chan-
nel protein. Two families of channels regulated by
cyclic nucleotides have been identified, the cyclic
nucleotide-gated (CNG) channels (1,2) and the
hyperpolarization-activated cyclic nucleotide-
gated (HCN) channels (3–5). CNG channels
require the obligatory binding of a cyclic nucle-
otide in order to be activated. In contrast, HCN
channels are activated by membrane hyperpolari-
zation. Cyclic nucleotides enhance HCN channel
activity by affecting the voltage-dependence of
channel activation.

� Table appendix: Membrane Transport Proteins
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Cyclic nucleotides exert their cellular effects by
binding to four major classes of cellular receptors:
� cAMP- and cGMP-dependent protein kinases,
cGMP-regulated phosphodiesterases, cAMP-bind-
ing guanine nucleotide exchange factors and cyclic
nucleotide-regulated cation (CNG and HCN)
channels. Cyclic nucleotide-regulated cation chan-
nels are unique among these receptors because
their activation is coupled to the influx of extracel-
lular cations into the cytoplasm and to the depo-
larization of the plasma membrane. Unlike HCN
channels which conduct only monovalent cations
CNG channels pass both Na+ and Ca2+ ions. By
providing an entry pathway for Ca2+, CNG chan-
nels control a variety of cellular processes that are
triggered by this cation.

CNG and HCN channels belong to the super-
family of � voltage-gated cation channels. The
proposed structure of the channels is shown in
Fig. 1. The transmembrane channel core consists
of six α-helical segments (S1–S6) and an ion-con-
ducting pore loop between the S5 and S6. The
amino- and carboxy-termini are localized in the
cytosol. CNG and HCN channels contain a posi-
tively charged S4 helix carrying three to nine regu-
larly spaced arginine or lysine residues at every
third position. In HCN channels, as in most other
members of the channel superfamily, the S4 helix
functions as “voltage-sensor” confering voltage-
dependent � gating. In CNG channels, which are
only slightly voltage-dependent, the specific role of
S4 is not known. In the carboxy-terminus, CNG
and HCN channels contain a CNBD that is homol-
ogous to CNBDs of cAKs, cGKs and cAMP-GEFs.
In CNG channels, the binding of cGMP or cAMP
to the CNBD initiates a sequence of allosteric tran-
sitions that lead to the opening of the ion-conduct-
ing pore (2). In HCN channels, the binding of
cyclic nucleotides is not required for activa-
tion.However, cyclic nucleotides shift the voltage-
dependence of channel activation to a more posi-
tive membrane potential and thereby facilitate
voltage-dependent channel activation. Native CNG
and HCN channels are tetramers consisting either
of identical (homomeric channels) or different
(heteromeric) subunits.

�2.����		���
CNG channels are expressed in retinal photore-
ceptors and olfactory neurons and play a key role
in visual and olfactory signal transduction. In
addition, CNG channels are found at low density
in some other cell types and tissues such as brain,
testis and kidney. While the function of CNG
channels in sensory neurons has been unequivo-
cally demonstrated, the role of these channels in
other cell types where expression has been
observed remains to be established. Based on their

Fig. 1 Phylogenetic tree and structural model of cyclic 
nucleotide-regulated cation channels. The CNG chan-
nel family comprises six members, which are classi-
fied into α subunits (CNGA1-4) and β subunits 
(CNGB1 and CNGB3). A “CNGB2” subunit does not 
exist. The HCN channel family comprises four mem-
bers (HCN1-4). CNG and HCN channels share the 
same transmembrane topology, consisting of six 
transmembrane segments (1–6), a pore loop and a 
cyclic nucleotide-binding domain (CNBD). CNG 
channels conduct Ca2+ and Na+ whereas HCN chan-
nel conduct Na+ and K+but not divalent cations. CNG 
channel are activated in vivo by binding of either 
cAMP (cA) or cGMP (cG), depending on the channel 
type. HCN channels activate on membrane hyperpo-
larization (∆V), and are enhanced by binding of 
cAMP. The positively charged amino acid residues in 
the S4 segment of HCN channels are indicated by 
+ symbols. CL, C-linker involved in activation gating 
of CNG and HCN channels.
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phylogenetic relationship, the six CNG channels
identified in mammals are divided in two sub-
families, the A-subunits (CNGA1-4) and the  B-
subunits (CNGB1 and CNGB3). When expressed in
� heterologous expression systems, A-subunits,
with the exception of CNGA4, form functional
homomeric channels. In contrast, B-subunits do
not give rise to functional channels when
expressed alone. However, together with CNGA1–3
they confer novel properties (e.g. single channel
flickering, increased cAMP sensitivity) that are
characteristic of native CNG channels. In native
tissues, CNG channels are heterotetramers with
different heteromers displaying distinct nucleotide
sensitivity, ion selectivity and modulation by Ca2+.
The physiological role and subunit composition is
known for three native channels: the rod and cone
photoreceptor channels and the olfactory chan-
nel. The CNG channel of rod outer segment con-
sists of the CNGA1 subunit and a long isoform of
the CNGB1 subunit (CNGB1a). The cone photore-
ceptor channel consists of the CNGA3 and the
CNGB3 subunit. CNG channels control the mem-
brane potential and the calcium concentration of
photoreceptors. In the dark both channels are
maintained in the open state by a high concentra-
tion of cGMP. The resulting influx of Na+ and Ca2+

(“dark current”) depolarizes the photoreceptor
and promotes synaptic transmission. Light-
induced hydrolysis of cGMP leads to the closure of
the CNG channel. As a result the photoreceptor
hyperpolarizes and shuts off synaptic glutamate
release. Mutations in human CNG channel genes
have been linked to retinal diseases. Mutations in
the CNGA1 and CNGB1 subunits have been identi-
fied in the genome of patients suffering from
� retinitis pigmentosa. The functional loss of
either the CNGA3 or the CNGB3 subunit causes
total color blindness (achromatopsia) and degen-
eration of cone photoreceptors.

The olfactory CNG channel consists of three
different subunits: CNGA2, CNGA4 and a short
isoform of the CNGB1 subunit (CNGB1b). The
channel is activated in vivo by cAMP which is syn-
thesized in response to the binding of odorants to
their cognate receptors. The olfactory CNG chan-
nel almost exclusively conducts Ca2+under physio-
logical ionic conditions. The increase in cellular
Ca2+ activates a Ca2+-activated Cl¯channel which
further depolarizes the cell membrane. Ca2+ is not

only a permeating ion of the olfactory CNG chan-
nel, it also represents an important modulator of
this channel. By forming a complex with calmodu-
lin, which binds to the CNGA2 subunit, Ca2+

decreases sensitivity of the CNG channel to cAMP.
The resulting inhibition of channel activity is the
principal mechanism underlying odorant adapta-
tion.

"�2����		���
A cation current that is slowly activated by mem-
brane hyperpolarization (termed Ih, If or Iq) is
found in a variety of excitable cells including neu-
rons, cardiac pacemaker cells and photoreceptors.
The best understood function of Ih is to control
heart rate and rhythm by acting as “pacemaker
current” in the sinoatrial (SA) node. Ih is acti-
vated during membrane hyperpolarization follow-
ing the termination of an action potential and pro-
vides an inward Na+ current that slowly depolar-
izes  the plasma membrane.  Sy mpathet ic
stimulation of SA node cells raises cAMP levels
and increases Ih by a positive shift of the current
activation curve, thus accelerating diastolic depo-
larization and heart rate. Stimulation of mus-
carinic receptors slows down heart rate by the
opposite action. In the brain Ih fulfills diverse
functions: (1) controls the activity of spontane-
ously spiking neurons (“neuronal pacemaking“),
(2) is involved in the determination of resting
potential, (3) provides, in photoreceptors, rebound
depolarizations in response to pronounced hyper-
polarizations, (4) is involved in the transduction of
sour taste and (5) is involved in the control of syn-
aptic plasticity and the integration of synaptic
inputs.

HCN channels represent the molecular corre-
late of the Ih current. In mammals, the HCN chan-
nel family comprises four members (HCN1–4) that
share about 60% sequence identity to each other
and about 25% sequence identity to CNG chan-
nels. The highest degree of sequence homology
between HCN and CNG channels is found in the
CNBD that is also highly conserved in cAKs, cGKs
and cAMP-GEFs. When expressed in heterologous
systems all four HCN channels generate currents
displaying the typical features of native Ih: (1) acti-
vation by membrane hyperpolarization, (2) per-
meation of Na+ and K+ with a permeability ratio
PNa/PK of about 0.2, (3) positive shift of voltage-
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dependence of channel activation by direct bind-
ing of cAMP, (4) channel blockade by extracellular
Cs+. 

HCN1-4 mainly differ from each other with
regard to their speed of activation and the extent
by which they are modulated by cAMP. HCN1 is
the fastest channel, followed by HCN2, HCN3 and
HCN4. Unlike HCN2 and HCN4, whose activation
curves are shifted by about +15 mV by cAMP,
HCN1 is only weakly affected by cAMP (shift of
less than +5 mV). 

Site-directed mutagenesis experiments have
provided initial insight into the complex mecha-
nism underlying dual HCN channel activation by
voltage and cAMP. Like in other voltage-gated cat-
ion channels, activation of HCN channels is initi-
ated by the movement of the positively charged S4
helix in the electric field. The resulting conforma-
tional change in the channel protein is allosteri-
cally coupled by other channel domains to the
opening of the ion-conducting pore. Major deter-
minants affecting channel activation are the intra-
cellular S4–S5 loop, the S1 segment and the extra-
cellular S1–S2 loop. The CNBD fulfils the role of an
auto-inhibitory channel domain. In the absence of
cAMP the cytoplasmic carboxy-terminus inhibits
HCN channel gating by interacting with the chan-
nel core and, thereby, shifting the activation curve
to more hyperpolarizing voltages. Binding of
cAMP to the CNBD relieves this inhibition. Differ-
ences in the magnitude of the response to cAMP
among the four HCN channel isoforms are largely
due to differences in the exent to which the CNBD
inhibits basal � gating. It remains to be deter-
mined if the inhibitory effect of the CNBD is con-
fered by a direct physical interaction with the
channel core domain or by some indirect path-
way. There is initial evidence that the so-called C-
linker, a peptide of about 80 amino acids that con-
nects the last transmembrane helix (S6) to the
CNBD plays an important role in this process. The
C-linker was also shown to play a key role in the
gating of CNG channels, suggesting that the func-
tional role of this domain has been conserved dur-
ing channel evolution (2).

HCN channels are found in neurons and heart
cells. In mouse and rat brain all four HCN iso-
forms have been detected. The expression levels
and the regional distribution of the HCN channel
mRNAs vary profoundly between the respective

channel types. HCN2 is the most abundant neuro-
nal channel and is found almost ubiquitously in
the brain. In contrast, HCN1 and HCN4 are
enriched in specific regions of the brain such as
thalamus (HCN4) or hippocampus (HCN1). HCN3
is uniformly expressed throughout the brain, how-
ever at very low levels. HCN channels have also
been detected in the retina and some peripheral
neurons such as dorsal root ganglion neurons. In
SA node cells, HCN4 represents the predominantly
expressed HCN channel isoform. In addition,
minor amounts of HCN2 and HCN1 are also
present in these cells.

�
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Several drugs have been reported to block CNG
channels, although not with very high affinity. The
most specific among these drugs is L-cis diltiazem
which blocks CNG channels in a voltage-depend-
ent manner at micromolar concentrations. The D-
cis enantiomer of diltiazem, which is an impor-
tant therapeutic blocker of the L-type calcium
channel, is much less effective than the L-cis enan-
tiomer in blocking CNG channels. High affinity
binding of L-cis diltiazem is only seen in hetero-
meric CNG channels containing the CNGB1 subu-
nit. CNG channels are also moderately sensitive to
blockage by some other inhibitors of the L-type
calcium channel (e.g. nifedipine), the local anaes-
thetic tetracaine and calmodulin antagonists.
Interestingly, LY83583 [6-(phenylamino)-5,8-quin-
olinedione] blocks both the soluble guanylyl
cyclase and some CNG channels at similar concen-
trations. H-8 [N-2-(methylamino)ethyl-5-isoquin-
olinesulfonamide], which has been widely used as
a non-specific cyclic nucleotide-dependent protein
kinase inhibitor, blocks CNG channels, though at
significantly higher concentrations than needed to
inhibit protein kinases. Thus, a careful pharmaco-
logical analysis will be required to dissect proc-
esses mediated by the activation of CNG channels
from those mediated by cyclic nucleotide-depend-
ent protein kinases or soluble guanylyl cyclase.

�
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Given the key role of HCN channels in cardiac
pacemaking, these channels are promising phar-
macological targets for the development of drugs
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used in the treatment of cardiac arrhythmias and
ischemic heart disease. HCN channels are not
expressed in vascular and airway smooth muscle.
As a consequence, specific HCN channel blockers
are expected to have no side effect on the periph-
eral resistance. Most importantly, unlike the well-
established β-adrenoceptor blockers, HCN chan-
nel blockers would not impair pulmonary func-
tion in patients with asthma or obstructive pulmo-
nary disease. The most extensively studied blocker
of native Ih is the drug ZD7288 [4-(N-ethyl-N-phe-
nylamino)-1,2-dimethyl-6-(methylamino)pyri-
midinium chloride]. ZD7288 blocks Ih in the low
micromolar range and reduces heart rate in a vari-
ety of species including man. Unfortunately, ZD
7288 also blocks Ih in photoreceptors and thereby
induces visual disturbances that have prevented
therapeutic use of the drug. Another blocker of Ih
is the drug ivabradine (S16257). Like ZD7288,
ivabradine is a bradycardic agent, but seems to
have much less pronounced, if any, side effects on
vision. Ivabradine is currently under investigation
in clinical trials. Studies with expressed HCN
channels indicate that ivabradine preferentially
blocks the HCN4 channel that is highly enriched
in pacemaker cells of the SA node. Two other
blockers of Ih, alinidine and zatebradine, show
insufficient specificity and selectivity, and have
not been introduced as therapy.
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Cyclooxygenase (COX) is the enzyme that cataly-
ses the conversion of arachidonic acid to the
highly active group of lipid mediators, the prostag-
landins and thromboxane. These end products are
involved in a multitude of diverse pathophysiolog-
ical processes ranging from the induction of the
vascular inflammatory response to tissue damage
or infection, fever, pain perception, � haemostasis,
cytoprotection of the gastric mucosa from the ero-
sive effects of gastric acid, the induction of labour
and the regulation of kidney function. Thus, inhi-
bition of COX can result in alleviation of the symp-
toms of many diseases, particularly inflammatory
joint disease such as � rheumatoid arthritis. How-
ever, this often occurs with the generation of
severe side effects, such as gastrotoxicity due to
the inhibition of physiological functions.

In 1971 inhibition of COX was established as the
mode of action of the archetypal non steroid anti-
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inflammatory drug (NSAID) aspirin, thus resolv-
ing an enigma that had puzzled researchers since
the synthesis of salicylate in the mid-nineteenth
century. The realisation that inhibition of COX was
the general mode of action of the large number of
marketed NSAIDs also explained why the com-
mon toxic effects of these drugs, such as gastro-
and nephrotoxicity, prolongation of bleeding time
and delayed labour, could not be divorced from
their beneficial analgesic, antipyretic and anti-
inflammatory actions.

� Inflammation
� Non-steroidal Anti-inflammatory Drugs
� Prostanoids

���������
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COX possesses two catalytic sites. The cyclooxyge-
nase active site converts arachidonic acid sub-
strate, mobilised from membrane phospholipid by
a phospholipase, to the prostaglandin endoperox-
ide, PGG2. The endoperoxide is then converted by
a peroxidase active site to form prostaglandin H2

(PGH2). PGH2 is then acted upon by various syn-
thases to form the active � prostanoids, the most
important of which are prostaglandin E2 (PGE2),
thromboxane A2 (TXA2 ), prostacyclin (PGI2),
prostaglandin D2 (PGD2) and prostaglandin F2α
(PGF2α). COX is widely distributed in tissues;
indeed, prostanoids can be synthesised and
released by any mammalian cells except erythro-
cytes. The stages in the production of the prosta-
noids are summarised in Fig. 1. The main actions
of these mediators are listed in Table 1.

By the late 1980s it became obvious that there
were two forms of COX, one that was constitutive,
i.e. permanently present in many tissues, and a
second form that could be induced over time by
mitogens or pro-inflammatory agents; this induc-
tion being inhibited by anti-inflammatory ster-
oids such as dexamethasone. In 1991 it was estab-
lished that there were in fact two distinct COX
enzymes encoded by two distinct genes. The con-
stitutive enzyme was designated COX-1, the induc-
ible enzyme COX-2. In general, COX-1 is responsi-
ble for the synthesis of PGs that serve physiologi-
cal or so-called “house-keeping” functions,

Fig. 1 Pathways for the Formation of Prostanoids from Arachidonic Acid. Arachidonic acid is converted by 
cyclooxygenase to endoperoxides, which are acted upon by various synthesases to form the prostanoids. Prosta-
cyclin and thromboxane are relatively unstable and break down rapidly to form the inactive metabolites 6-oxo-
PGF1α and thromboxane B2 respectively.
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whereas COX-2 synthesises PGs involved in patho-
logical processes which are responsible for symp-
toms such as the swelling and pain of inflamma-
tory conditions.

The two isozymes are both homodimers com-
posed of approximately 600 amino acids and pos-
sess approximately 60% homology. The three-
dimensional structures of COX-1 and COX-2 are
very similar. They each consist of three independ-
ent units; an epidermal growth factor-like domain;
a membrane binding section and an enzymatic
domain. The catalytic sites and the residues imme-
diately adjacent are identical but for two small but
crucial variations that result in an increase in the
volume of the COX-2 active site, enabling it to
accept larger inhibitor molecules than could be
accomodated in the COX-1 molecule.

The identification of the two COX isozymes
explained why some NSAIDs had the same effi-
cacy as other drugs, but apparently were margin-
ally less likely to produce the common side effect
of gastrotoxicity manifested by perforations,
ulcers or bleeding from the gastric mucosa. Of
greater significance, the establishment of differ-
ences in the volume of the active site of COX-2 also
raised the possibility of the synthesis of inhibitors
tailor-made to fit the COX-2 site without the
capacity to inhibit COX-1. Such drugs would pre-
vent the formation of PGs responsible for pain,
fever and inflammatory reactions, with minimal
or no action on the synthesis of the beneficial or
“housekeeping” PGs (Fig. 2).

�
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Aspirin has been remarkably successful in the
treatment of the pain and swelling of inflamma-
tory disease. Indeed, an estimated 45,000 tons are
consumed each year. This success resulted in the
synthesis of many other “aspirin-like drugs”, now
referred to as NSAIDs. Aspirin however, continues
to have a unique use in the prevention of thrombo-
sis. Since it produces irreversible inhibition of
COX-1 by acetylation of serine at position 530 in
the active site, a low daily dose of aspirin will
cause a cumulative inhibition of COX-1 in platelets
in the portal circulation. A gradual inhibition of
platelet aggregation occurs, reducing the possibil-
ity of occlusion of coronary or cerebral vessels by
platelet thrombi. However, there are no systemic

toxic effects since the small dose of aspirin is
destroyed by hepatic metabolism.

NSAIDs are used as the first-line treatment of
rheumatoid arthritis, � osteoarthritis, systemic
lupus erythematosis and other inflammatory dis-
eases, and are thus amongst the most widely used
drugs in the developed world. This widespread use
inevitably entailed a considerable associated mor-
bidity, in particular a high incidence of gastric
toxicity. In the USA alone perforations, ulcers and
bleeds lead to the hospitalisation of 100,000
patients per year, and about 15% of these die in
intensive care

NSAIDs are of diverse chemical structures: sal-
icylates (aspirin, sulphasalazine), indole acetic
acids (indomethacin, etodolac), heteroaryl acetic
acids (diclofenac), arylpropionic acids (ibuprofen,
naproxen), anthranilic acids (mefenamic acid) and
enolic acids (piroxicam, meloxicam).

Tab. 1 Actions of the common prostanoids.

Actions of the common prostanoids

PGE2 Vasodilatation (decrease in blood pressure); 
inhibits platelet aggregation; decreased 
gastric secretion; bronchodilatation; hyper-
algesia; fever; contraction of intestinal and 
uterine smooth muscle. (Mediates inflam-
mation, fever, pain, protects gastric mucosa)

PGI2 Vasodilatation (decrease in blood pressure); 
inhibits platelet aggregation; decreased
 gastric secretion; bronchodilatation; 
hyperalgesia. (Mediates pain, protects gastric 
mucosa, antithrombogenic)

PGF2α Vasodilatation/vasocostriction; broncho-
constriction; contraction of intestinal and 
uterine smooth muscle. (Important 
functions in ovulation and parturition)

PGD2 Vasodilatation; inhibits platelet aggregation; 
decreases fever; relaxes intestinal smooth 
muscle. (Released mainly in brain and mast 
cells, induces sleep)

TXA2 Increases blood pressure; platelet aggregation; 
vasoconstriction; bronchoconstriction. 
(Important in haemostasis)

Putative pathophysiological functions placed in parenthesis
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The identification of COX-2 as the enzyme
responsible for the synthesis of PGs involved in
pathology led to the examination of the relative
activities of the established NSAIDs on COX-1 and
COX-2. Various test systems have been used for
this purpose and it is now generally accepted that
the whole blood assay (3) is the preferred method
since it uses the human enzymes in platelets
(COX-1) and activated mononuclear cells (COX-2)
in the presence of the plasma proteins, thus allow-
ing for the participation of protein binding that is
significant for some NSAIDs.

Three established NSAIDs were found to
inhibit COX-2 in lower concentrations than those
required to inhibit the constitutive enzyme. These
were nimesulide, etodolac and meloxicam. Epide-
miological studies showed that at therapeutic
doses these drugs induced less gastro-intestinal

toxicity than NSAIDs such as indomethacin,
naproxen and ketorolac, which are more potent at
inhibiting COX-1 compared to COX-2. The proof
that selective inhibitors of COX-2 are efficacious
antiinflammatory agents with minimal or no toxic
side effects stimulated several commercial groups
to develop, through knowledge of the differences
in the shape of the catalytic sites of the isozymes,
highly selective inhibitors of COX-2, some of
which are 1000-fold more potent against COX-2
than COX-1.

Two such compounds, celecoxib and rofecoxib
have been marketed and subjected to in depth
clinical trials. Both compounds are as effective as
standard NSAIDs in rheumatoid arthritis, osteoar-
thritis and for pain following orthopaedic or den-
tal surgery. Gastro-intestinal side effects were far
fewer than with comparator drugs and in fact were

Fig. 2 Mechanism of the therapeutic and toxic actions of NSAIDs. The induced cyclooxygenase (COX-2) pro-
duces the pro-inflammatory prostaglandins responsible for the swelling and pain associated with inflammation. 
COX-1 produces the prostanoids responsible for protective physiological actions: thromboxane A2 (TX)A2 
causes platelet aggregation, PGI2 prevents intravascular aggregation and is protective for the gastric mucosa, and 
PGE2 maintains renal blood flow (from Botting, 1999, with permission).
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no more common with the � coxibs  than with pla-
cebo treatment.
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#���The possibility of prolonged use of COX-2
inhibitors in the absence of marked toxicity, and
the recent focus on the pathophysiological signifi-
cance of this enzyme have exposed possible fur-
ther indications for these drugs. Epidemiological
observations have shown that regular aspirin users
have a lower incidence of colon cancer. COX-2, but
not COX-1, is expressed in human and animal
colon cancer cells, and COX-2 levels are high in
human colon adenocarcinomas but are absent in
adjacent normal tissue. Patients with the inher-
ited condition familial adenomatous polyposis
(FAP), who develop many colorectal polyps that
eventually progress to tumours, have their polyp
number considerably reduced by the NSAID,
sulindac. In the mutant Apc mouse, an animal
model of FAP, the development of polyps is mark-
edly reduced in COX-2 gene deleted mice or those
on prolonged treatment with a COX-2 selective
NSAID. This evidence strongly suggests that selec-
tive COX-2 inhibitors may have a use in colon can-
cer prevention. A clinical trial of celecoxib in
patients with FAP has shown a 30% reduction in
polyps, and this indication for the drug has been
allowed by the Food and Drug Administration,
USA. COX-2 overexpression has recently been
demonstrated in cancer tissue of the breast, pros-
tate, pancreas, liver and stomach, indicating that
COX-2 selective inhibitors may have a major use in
general cancer prophylaxis.

��$�����
@���������#���Development of � Alzheimer’s
disease is less in regular NSAID users than in the
general population. Post mortem studies reveal
that mRNA for COX-2 is higher in brains of Alzhe-
imer’s disease patients than in control groups. Tri-
als are therefore ongoing with selective COX-2
inhibitors in patients with minimal cognitive
impairment to examine if COX-2 selective NSAIDs
may be valuable in prophylaxis against Alzhe-
imer’s disease.
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#���Labour i s  induced par t ly
through the uterotonic effect of PGs synthesised
presumably by COX-2, since mRNA for COX-2

increases in the amnion and placenta before and
during labour. The COX-2-selective nimesulide
has been used successfully to treat premature
labour and prevent miscarriage. Non-selective
NSAIDs such as indomethacin also delay prema-
ture labour but are contraindicated for this condi-
tion since they also cause early closure of the duc-
tus arteriosus through inhibition of COX-1 which
is responsible for synthesis of PGs maintaining
patency of the ductus.
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 CYP is also known as P450 or cytochrome P450. 

� P450 Mono-oxygenase System

�A��)	$���

CYP enzymes are cytochrome P-450 isozymes, a
superfamily of monooxygenases, which are mostly
found in liver. There are many subfamilies such as
CYP1A, CYP2B, CYP2C, CYP3A and CYP2D. These
enzymes oxidize various chemicals. Depending on
the chemical structure, each enzyme subfamily
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No true synonyms. Related terms/subgroups: lym-
phokines, monokines, interleukins, chemokines,
interferons, growth factors
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Cytokines are a large and heterogenous group of
small polypeptides, most of them with an Mr
between 8–30 kD. They are mostly soluble extra-
cellular mediators (some exist in membrane-asso-
ciated form) and function through high affinity
cell surface receptors. Released by cells of hemat-
opoietic origin (reflected in the terms “lym-
phokines“ and “monokines“) as well as by a wide
variety of non-hematopoietic cells, cytokines are
critical for the normal functioning of the immune
defence, which they coordinate by communicat-
ing between participating cells.

“My private metaphor was that of a zoo of fac-
tors in a jungle of interactions surrounded by deep
morasses of acronyms and bleak deserts of syno-
nyms“ (4).

� Chemokine Receptors
� Immune Defense
� JAK-STAT Pathway
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Historically, many cytokines were discovered by
means of their immunoregulatory properties,
hence the term interleukins. However, cytokines
regulate not only functions of the specific immune
system, but also many aspects of infection and
inflammation. At the cellular level they control
proliferation, differentiation, functional activity
and apoptosis. As a whole, they are synthesized by
a broad variety of different cell types. This also
holds true for many cytokines individually (e. g.

IL-6, IL-8, IFN-β, for further information on indi-
vidual cytokines see ref. 4), whereas synthesis of
others is restricted to one or few cell types (e. g.
IL-2, IL-4, IFN-γ). In general, their biosynthesis is
rapidly and highly inducible by changes in the cell
microenvironment. Cytokines often have a short
half-life and production is restricted to potentially
pathological conditions. Uncontrolled synthesis
results in chronic inflammatory or other diseases.
All cytokines act locally in an autocrine or para-
crine manner, but some may also act systemically.
Examples for the latter are the induction of fever
by IL-1 and � TNF, and the induction of acute
phase proteins in the liver by IL-6. Cytokines can
therefore also be regarded as hormones. Cytokines
are pleiotropic, i.e. they control multiple biological
responses. There is considerable functional over-
lap between certain cytokines (e.g. TNF and IL-1).
In general, activation of a cell by a cytokine results
in reprogramming of the cell’s gene expression
profile.
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Most cytokines – in particular the ones that are in
clinical use – bind to high affinity receptors on the
plasma membrane. These receptors fall into differ-
ent classes, those with enzymatic tyrosine kinase
activity (e. g. the receptors of certain hematopoi-
etic growth factors (M-CSF, SCF), G-protein-cou-
pled receptors (chemokine receptors) and several
groups that bind to other intracellular adaptor
proteins (IL-1-, TNF-, interferon- and hematopoi-
etic cytokine receptor families). Ligand-dependent
receptor clustering activates several intracellular
signalling patwhays. These pathways consist of
consecutive interactions between protein compo-
nents that in part involve enzymatic activities. The
activity of many proteins in a given cytokine-acti-
vated pathway is regulated by reversible phosphor-
ylation. The � MAP kinase cascades and the
� JAK/STAT  pathways are intensively studied
examples. Certain receptors (of the TNF-R family)
can activate caspases; a family of proteases that
executes programmed cell death. Other protein
synthesis-independent effects of cytokines include
cytoskeletal changes and modulation of cell sur-
face receptors and adhesion molecules. Most
cytokine-activated intracellular pathways ulti-
mately turn on expression of genes whose prod-
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ucts change the biological function of the same or
a neighbouring cell. These include cytokines
(hence the term “cytokine network“), cell surface
receptors and adhesion molecules, enzymes
involved in degradative processes (e. g. colla-
genases) and in formation of small molecular
weight mediators (e. g. cyclooxygenase II, induci-
ble NO-synthase).

������	����	'����
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Knowledge on cytokines has been exploited to
improve the therapy of many diseases, basically in
two ways:
1. Application of cytokines as drugs. Several ex-

amples will be given below. In general, treat-
ment with cytokines turned out to be
problematic due to their pleiotropic nature of
function. Thus tumor necrosis factor, apart
from its antitumoral effect, has severe systemic
side effects as manifestations of its activity,
which largely precludes its use as anticancer
drug. Similar toxicity has been observed for
several other inflammatory cytokines. Recom-
binant cytokines can be used to boost immune
reactions during infection and cancer (inter-
leukin-2, interferons) or to substitute cytokine
deficiencies (hematopoietic growth factors,
erythropoietin).

2. Interference with cytokine action. Inhibition of
cytokine synthesis has turned out to be a major
component of the activity of anti-inflammatory
drugs, glucocorticoids being a prominent ex-
ample. Because for many cytokines the molecu-
lar mechanisms of their actions have been
worked out in detail, rational strategies for in-
terfering with their biological activities have
been or are being developed. The action of cy-

tokines can be suppressed pharmacologically
by different means: 1. Inhibition of their synthe-
sis by drugs (cyclosporin-IL-2 synthesis); 2.
Prevention of their interaction with cell surface
receptors by soluble receptors (TNF-RI extra-
cellular domain), anti-cytokine or -cytokine re-
ceptor-antibodies (anti-TNF, anti-IL-2R
antibodies), or natural antagonists (IL-1R an-
tagonist); 3. Blockade of specifc events in the in-
tracellular signalling pathways (protein kinase
inhibitors). Clinically used cytokines or cy-
tokine antagonists are proteins. Repeated appli-
cation, especially for those of non-human
origin, bears the risk of recognition by the im-
mune system and antibody production against
them with subsequent loss of efficacy. Therefore
the proteins are often genetically engineered,
i.e. humanized (see Humanized Monoclonal
Antibodies) to be as homologous as possible to
human proteins.
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�	�#���Interferon alfacon-1 (Inferax®), inter-
feron alfa-2b (IntronA®) and interferon alfa-2a
(Roferon®-A) are effective in the treatment of
chronic hepatitis B and C and some malignancies,
especially hairy cell leukemia. IFN-α proteins
induce the expression of antiviral, antiproliferative
and immunomodulatory genes.

Interferon beta-1a (AVONEX®), interferon
beta-1b (Betaferon®) and interferon beta
(Fiblaferon®) are applied for the treatment of
severe viral infections and of multiple sclerosis to
reduce both frequency and severity of disease inci-

Tab. 1 Structural/functional groups of cytokines (examples).

Interferons IFN-α, β, γ

Hematopoietic cytokines/colony-
stimulating factors

IL-3, IL-5, IL-6, IL-7, erythropoietin, GM-CSF, G-CSF, M-CSF, 
thrombopoietin

IL-1 family IL-1α, IL-1β, IL-18, IL-1RA

TNF family TNF-α, TNF-β, CD40 ligand, CD95 ligand, TRAIL

Chemokines IL-8, MIP-1-α, RANTES

Immunoregulatory cytokines IL-2, IL-4, IL-10, IL-12
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dents. IFN-β proteins modulate the destruction of
myelin in the cause of the autoimmune reaction.

Interferon gamma-1b (Imukin®) is effective in
the treatment of chronic granulomatosis by an
unknown mechanism.

Common side effects of interferons are flu-like
symptoms, fever, myelosuppression and skin-reac-
tions.
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Molgramostim (rhu GM-CSF, Leucomax®), Fil-
grastim (r-metHuG-CSF, Neupogen®), and
Lenograstim (rHuG-CSF, Granocyte®) promote

the differentiation of pluripotent bone marrow
stem cells to leukocytes. GM-CSF induces prolifer-
ation in cells of the macrophage, neutrophil and
eosinophil lineages, while G-CSF acts primarily on
neutrophil precursors. They are effective in treat-
ment of congenital and aquired neutropenias dur-
ing chemotherapy of cancer or bone marrow
transplantation. Side effects include bone pain,
fever and myalgia.

Interleukin 2 (Aldesleukin, Proleukin®) is a
major growth factor and activator of cytotoxic and
other T-lymphocytes. It is applied in the therapy
of metastasing renal carcinoma and melanoma.
Side effects include hypotension, arrhythmias,
edema, pruritus, erythema, central nervous symp-
toms, fever and many others.

Erythropoietin (Eprex®) is physiologically pro-
duced in the kidney and regulates proliferation of
committed progenitors of red blood cells. It is
used to substitute erythropoietin in severe ane-
mias due to end stage renal disease or treatment of
cancer with cytostatic agents. Side effects include
hypertension and increased risk of thrombosis.

-	������
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Inhibition of hematopoietic growth factors: Imat-
inib (Glivec®) is applied to treat chronic myeloic
leukemia in Philadelphia-chromosome positive
patients. In these patients translocation of parts of
chromosomes 9 and 22 results in the expression of
a fusion protein with increased tyrosine kinase
activity, called Bcr-Abl. Imatinib is a small Mw
inhibitor selective for the tyrosine kinase activity
of Bcr-Abl. Thereby, it inhibits the Bcr-Abl-
induced cell-cycle progression and the uncon-
trolled proliferation of tumor cells.

Inhibition of immunomodulatory cytokines
(Fig. 1): Anti-T-cell receptor antibodies: Murom-
onab (OKT3, Orthoclone®) binds to the CD3 com-
plex of the T-cell receptor and induces depletion of
T-lymphocytes. It is applied to prevent acute rejec-
tion of kidney, liver and heart allografts. Rapid
side effects (within 30–60 min) include a cytokine
release syndrome with fever, flu-like symptoms
and shock. Late side effects include an increased
risk of viral and bacterial infections and an
increased incidence of lymphproliferative diseases
due to immunosuppression.

Humanized recombinant anti-IL-2 receptor
antibodies (Basiliximab, Simulect® and Daclizu-

Fig. 1 Inhibition of cytokine synthesis during activa-
tion of the specific immune system. The monoclonal 
antibodies Muromonab and Basiliximab are specific 
for the CD3 complex of the T-cell receptor, and for the 
IL-2 receptor on lymphocytes, respectively. 
Cyclosporin and Tacrolimus inhibit activation of cyto-
plasmic NF-AT, a transcription factor essential for 
activation of the IL-2 gene. Sirolimus interferes with 
mTOR signaling and inhibits IL-2 dependent prolifer-
ation. Red: pharmaka, blue: target proteins.
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mab Zenapax®). These antibodies bind with high
affinity to the IL-2 receptor on T-lymphocytes and
prevent activation and clonal expansion of anti-
allograft T-lymphocytes by endogenous IL-2. They
are used to prevent kidney allograft rejection. The
main side effect is immunosuppression.

Intracellular inhibition of interleukin-2 pro-
duction and activity: The immunosuppressants

Ciclosporin (Sandimmune®), Tacrolimus (Pro-
graf®) and Sirolimus (Rapamune®) are used for
the prophylaxis of allograft rejection. Ciclosporin
binds to the intracellular protein cyclophilin,
Sirolimus binds to the intracellular protein
FKBP12. The resulting complexes inhibit a serine-
threonine phosphatase, calcineurin, which is
required for T-lymphocyte activation and for IL-2

Fig. 2 Cytokines.   Strategies directed against TNF or IL-1 in anti-inflammatory therapy. A. TNFRI-IgGFc fusion 
proteins or monoclonal anti-TNF antibodies capture TNF and prevent its binding to cell surface receptors. B. The 
IL-1 receptor antagonist (IL-1Ra) is a natural ligand that occupies the IL-1 receptor type I (IL-1RI). Thereby it 
prevents the IL-1-induced formation of a signal-inducing heterodimeric complex with the IL-1 receptor accessory 
protein (IL-1RAcp).
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gene expression. Sirolimus also binds to FKBP12,
however the complex inhibits a different enzyme,
the protein kinase mTOR (mammalian target of
rapamycin); thereby it inhibits IL-2-dependent
progression of activated T-lymphocytes through
the cell cycle. All three drugs suppress clonal
expansion of antigen-activated T-lymphocytes.
Ciclosporin and Tacrolimus are nephrotoxic, and
Sirolimus causes hyperlipidemia. For further
details see � Immunosuppressive Agents.

Inhibition of inflammatory cytokines (Fig. 2):
Humanized monoclonal anti-TNF antibodies (Inf-
liximab, Remicade®) bind with high selectivity to
human TNF-α and neutralize its activity. Thereby,
Infliximab decreases the effects of enhanced TNF
levels during inflammatory disease such as pro-
duction of proteases, chemokines, adhesion mole-
cules, cycloxygenase products (prostaglandins)
and pro-inflammatory molecules such as inter-
leukin-1 and - 6. It is used to treat Crohn’s disease
and rheumatoid arthritis. Side effects include
immunosuppression and increased risk of infec-
tions.

Recombinant soluble TNF-RI-IgG1 fusion pro-
tein (Etanercept, Enbrel®). This is a chimeric mol-
ecule consisting of the extracellular domain of the
TNF receptor I (TNF-RI) and the Fc portion of
human IgG1. Two Fc domains are bound to each
other via disulfide-bonds, thereby yielding dimers
with two binding sites for the TNF trimer. Etaner-
cept binds with high affinity to extracellular TNF
and reduces TNF activity. Indications and side
effects are as for Infliximab.

Recombinant human IL-1 receptor antagonist
(Anakinra, Kineret®): Anakinra blocks the biolog-
ical activity of interleukin-1 by competitively
inhibiting IL-1 binding to the interleukin-1 type I
receptor (IL-1RI), which is expressed in a wide
variety of tissues and organs. Thereby it reduces
the pro-inflammatory activities of IL-1 including
cartilage destruction and bone resorption. Side
effects include an increased risk of infections and
neutropenia.
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Cytokinesis is the division of the cytoplasm at the
end of mitosis after re-establishment of the cell
nuclei, resulting in two independent daughter
cells.

� Cell-cycle Control
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F-actin = actin filaments = microfilaments
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� Microtubules, � F-actin  (microfilaments) and
� intermediate filaments form the cytoskeleton.
These polymeric structures are highly dynamic
and respond to extracellular signals. Thus, they
mediate the adaptation of the cellular architecture
to functional changes. They are essential for cell
attachment, motility and proliferation, and organ-
ize the intracellular transport and compartments.
In addition, cytoskeletal elements anchor recep-
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tors and ion channels in the cell membrane and
organize the subsequent signal transduction path-
ways. Several drugs are known that specifically
affect microtubules and microfilaments, whereas
the specific pharmacological manipulation of
intermediate filaments is presently not possible.
Therefore, the present chapter will not deal with
intermediate filaments.

� Bacterial Toxins
� Small GTPases
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The globular polypeptides α and β �  tubulin have
molecular weights of about 50 kD. Whereas both
tubulins bind GTP, only the GTP bound by β tubu-
lin is exchangeable. Higher eukaryotes have up to
7 isoforms of α and β tubulin, which are encoded
by different genes. α and β tubulins associate to
heterodimers that polymerise head to tail to form
protofilaments, 13 of which make up a hollow tube
of 25 nm diameter, a microtubule (MT) (Fig. 1A).
These polarized structures have GTP binding β
tubulins at the plus ends and α tubulins at the
minus ends. β tubulins within the protofilament
are in the GDP binding state. Heterodimers can be
added or released during processes called
“dynamic instability” and “treadmilling”.
Dynamic instability is characterized by abrupt sto-
chastic transitions among phases of growing,
shortening and pause, whereas treadmilling is a
net addition of tubulin heterodimers at the plus
end and the balanced net loss from the minus end.

MT associated proteins (MAPs) are attached to
MTs in vivo and play a role in their nucleation,
growth, shrinkage, stabilization and motion. Of
the MAPs, the tau family proteins have received
special attention as they are involved in the patho-
physiology of Alzheimer’s disease.

MTs are stabilized at their minus ends by the
� centrosome (also called microtubule organizing
center, MTOC). Centrosomes are protein com-
plexes containing among other proteins 2 centri-
oles (ring-like structures) and α tubulin. Centro-
somes serve as nucleation points for microtubular
polymerisation and constrain the lattice structure
of an MT to 13 protofilaments. Centrosome-inde-
pendent nucleation is possible and may be

induced by DNA or proteins such as cadherin. At
the plus end, capping proteins such as mDIA can
stabilize MTs. Stable MTs often are acetylated at
lysine-40 of α tubulin and detyrosinated at the C-
terminal of the β tubulin.

� Motor proteins  move along MTs in an ATP-
dependent manner. Members of the superfamily of
kinesin motors move only to the plus ends and
dynein motors only to the minus ends. The respec-
tive motor domains are linked via adaptor pro-
teins to their cargoes. The binding activity of the
motors to MTs is regulated by kinases and phos-
phatases. When motors are immobilized at their
cargo binding area, they can move MTs.

MTs extend from the centrosome throughout
the cytoplasm to the plasma membrane, where

Fig. 1 Cytoskeleton – see text for further explanation.



292 Cytoskeleton

they are stabilized by caps. Sliding along the MTs,
kinesin and dynein motors transport their car-
goes between the center and the periphery of the
cell. MTs present in the axons of neurons are
extended not only by addition of heterodimers to
the plus ends but also by use of short MTs that ini-
tiate in the centrosome. Their axonal transport is
mediated by dynein motors that are passively
moved along actin filaments. Once formed in the
axon, MTs serve as tracks for the fast axonal trans-
port ,  i .e . ,  the movement of  membranous
organelles and membrane proteins to the nerve
ending.
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Some specialized eukaryotic cells have cilia that
show a whiplike motion. Sperm cells move with
one flagella, which is much longer than a cilium
but has a nearly identical internal structure called
axoneme. It is composed of nine doublet MTs that
form a ring around a pair of single MTs. Numer-
ous proteins bind to the MTs. Ciliary dynein
motors generate the force by which MTs slide
along each other to cause the bending of the
axoneme necessary for motion.

The membrane tubules and lamellae of the
endoplasmic reticulum (ER) are extended in the
cell with the use of MTs and actin filaments.
Kinesin motors are required for stretching out the
ER, whereas depolymerization of microtubules
causes the retraction of the ER to the cell centre in
an actin-dependent manner. Newly synthesized
proteins in the ER are moved by dynein motors
along MTs to the Golgi complex (GC), where they
are modified and packaged. The resulting vesicles
move along the MTs to the cell periphery trans-
ported by kinesin motors. MTs determine the
shape and the position also of the GC. Their depo-
lymerization causes the fragmentation and disper-
sal of the GC. Dynein motors are required to
rebuild the GC.

When cells enter mitosis, the interphase array
of MTs is dismantled. The centrosome duplicates,
and the daughters move to opposite poles of the
nucleus. After disassembly of the nuclear enve-
lope, MTs emanating from both centrosomes show
pronounced dynamic instability. They grow and
shorten and thus probe the cytoplasm until they
find attachment sites at the condensed chromo-
somes, the � kinetochores. Dynein motors are

involved in the attachment and in the subsequent
segregation of the two sets of chromosomes. In
some cells, spindles are formed in the absence of
centrosomes. Here, microtubular nucleation is ini-
tiated at the kinetochores by DNA itself with the
help of the GTPase Ran and/or the microtubule-
destabilizing factor stathmin. Kinesin and dynein
motors then bundle and focus the MTs at their
minus ends (1).
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Globular actin (� G-actin) has a molecular weight
of about 42 kD. In higher vertebrates 6 isoforms of
G-actin are expressed in a cell specific manner and
contain 374/375 residues. They are present in stri-
ated muscle cells (skeletal and cardiac isoforms),
smooth muscle cells (vascular and visceral iso-
forms) and in non-muscle cells (2 isoforms). All
isoforms are N-terminally acetylated and bind
ATP/ADP. F-actin is a double-stranded, right-
handed helix with 14 actin molecules per strand
and turn. F-actin has a diameter of 8 nm and is
polarized with a pointed (minus) and a barbed
(plus) end. The length of F-actin is regulated by
dynamic instability and treadmilling (Fig. 1B).
Within the F-actin polymer the ATP of an actin
protomer is hydrolysed to ADP. Once the inor-
ganic phosphate is dissociated from the actin-ADP
complex, the actin molecule will ultimately disso-
ciate from the pointed end. After exchange of ADP
to ATP G-actin binds to the protein profilin and is
ready for the next cycle (Fig. 1C).

Numerous � actin binding proteins (ABPs)
influence the turnover of F-actin. They are regu-
lated in their activity via membrane receptors and
thus transmit extracellular stimuli to the actin
cytoskeleton (3). The small GTPases of the Rho
family RhoA, Rac1 and Cdc42 are important medi-
ators in the signal transduction pathway (Fig. 1C).
Upon stimulation they activate proteins of the
WASP/Scar family that bind to and activate the
Arp2/3 complex. Subsequently ATP-G-actins
bound to profilin are nucleated, i.e., two ATP bind-
ing G-actins self–assemble side by side and further
G-actins are added in a head to tail fashion
(Fig. 1C). Alternatively, branches may be formed
on existing actin filaments. Capping proteins that
bind to the barbed end can block further elonga-
tion. Proteins of the ADF/cofilin family can sever
and depolymerize ADP actin filaments (4).
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The interaction with myosin motors enables F-
actin to transport molecules as well as to change
or maintain the shape of the cell by exerting ten-
sion. Thus, myosin-I motors move to the barbed
end and can transport cargoes such as vesicles.
When immobilized at the cargo site they can move
actin filaments. Two myosin-II motors can assem-
ble in an antiparallel manner. Attached to antipar-
allel F-actin, they can slide the actin filaments over
each other and thus cause contractions. Such acto-
myosin interactions are essential for skeletal mus-
cle contraction. Also, the contractile ring formed
in the telophase of the cell cycle is an actomyosin
structure that separates the filial cells during cyto-
kinesis. In addition, actomyosin interactions play
critical roles in the regulation of the morphology,
adhesion and migration of non-muscle cells. Obvi-
ously, drugs that destroy F-actin have profound
effects on cell shape and proliferation. In addi-
tion, F-actin plays an important role in cell adher-
ence and motility.

�
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The alkaloids vinblastine and vincristine extracted
from the plant Catharantus roseus (also called
Vinca rosea) and the semisynthetic derivatives
vindesine, vinorelbine, and vinflunine can block
mitosis and are clinically used for cancer treat-
ment. When used at micromolar concentrations,
the alkaloids bind with 1:1 stochiometry to β-tubu-
lin in a region between residues 175 and 213. The
bound disassembled tubulin heterodimers can no
longer polymerize to MTs and form paracrystal-
line tubulin-Vinca alkaloid arrays. Pre-existent
MTs are subsequently depolymerised. Chromo-
somes are no longer separated but dispersed or
clumped in the cytoplasm. The cells undergo
apoptosis. When used at nanomolar concentra-
tions, Vinca alkaloids may block mitosis at the
metaphase-anaphase transition by inhibiting the
dynamic instability and treadmilling of MTs, with-
out affecting microtubular mass (2). The cytostatic
agent estramustin has similar effects. It blocks het-
erodimer polymerisation at micromolar concen-
trations and inhibits dynamic instability at
nanomolar concentrations.

In contrast, paclitaxel (from the bark of the
Western yew tree) and its more potent analogue
docetaxel bind to microtubules when used at
nanomolar concentrations. By attaching to β-
tubulin between amino acids 239 and 254, the
agents block the release of heterodimers from MTs
and prevent the dynamic instability necessary for
the capturing of chromosomes without affecting
microtubular mass. Both taxols are used for cancer
treatment. Labelled paclitaxel is also used for the
immunocytochemical localization of MTs.

The alkaloid colchicine  (from Colchicum
autumnale) blocks tubulin polymerisation by
binding to heterodimeric β-tubulin between
amino acids 239 and 254. Since it inhibits the MT-
dependent migration of granulocytes into areas of
inflammation and their MT-dependent release of
pro-inflammatory agents, it is used to treat attacks
of gout. Its antimitotic effect in the gastrointestinal
system induces diarrhoea. Nocodazole competes
for the binding site of colchicine and has similar
effects on heterodimeric β-tubulin.

In addition to their clinical use, the drugs are
excellent experimental tools for the analysis of the
cellular role of MTs.
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Several agents affect the turnover of F-actin. They
are not used therapeutically but serve as experi-
mental tools to study the role of F-actin in cell
function.

The � cytochalasins A, B, C, D, E, and H are
found in various species of mould. Mainly cytoch-
alasin B and D are used as experimental tools.
Cytochalasin D is 10 times more potent, acting at
concentrations between 2 and 35 nM in cell free
systems. Cytochalasins bind to the barbed end of
F-actin and block the addition as well as dissocia-
tion of G-actin at that end. At micromolar concen-
trations, cytochalasin D can bind to G-actin and
actin dimers and thus block additional polymeri-
zation. When applied to cultured cells, micromo-
lar concentrations of cytochalasins remove stress
fibers and other F-actin structures.

Swinholide A, isolated from the marine sponge
Theonella swinhoei, sequesters actin dimers and
induces their formation. One molecule of swin-
holide A binds to one dimer. In addition, swin-
holide A can sever F-actin by binding to the neigh-
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bouring protomers. Increased depolymerization
of F-actin has been also reported.

Latrunculins A and B are macrolides from the
sponge Latrunculia magnifica. Latrunculin A
(≥50 nM) binds close to the nucleotide binding site
of G-actin and blocks the assembly with F-actin
without promoting disassembly.

Phalloidin and phallacidin are cyclic peptides
from the mushroom Amanita phalloides that sta-
bilize F-actin. Phalloidin binds to residues 114–118
of an actin protomere and blocks nucleotide
exchange without interfering with nucleotide
hydrolysis. It enhances the rate of nucleation as
well as that of elongation. It slowly penetrates the
cell membrane and is used for immunocytochemi-
cal localization of F-actin.

In contrast, jasplakinolide, a cyclodepsipep-
tide from the marine sponge Jaspis johnstoni, rap-
idly penetrates the cell membrane. It competes
with phalloidin for F-actin binding and has a dis-
sociation constant of approximately 15 nM. It
induces actin polymerization and stabilizes pre-
existing actin filaments. Dolastatin 11, a depsipep-
tide from the mollusk Dolabella auricularia,
induces F-actin polymerisation. Its binding site
differs from that of phalloidin or jasplakinolide.
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� Antineopolastic Agents
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Cytotoxic T-cells, or cytolytic T-cells (CTLs), are
effector cells of the immune system that carry the
CD8 surface marker. These cells are able to recog-
nize autologous cells expressing foreign antigens
(e.g. virus infected cells). Recognition is depend-
ing on the recognition of the MHC-I molecule by
the T-cell receptor present on CTLs. This interac-
tion of CTLs and target cells can lead to the lysis of
the target cell.

� Immune Defense
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Dihydroorotate dehydrogenase (DHOD) repre-
sents the key enzyme in the de novo pyrimidine
nucleotide biosynthesis that is required for the
proliferation of activated lymphocytes.
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� Dihydropyridine Receptor
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Obese people are predisposed to diabetes and car-
diovascular disease. The term diabesity (some-
times referred to as ‘syndrome X’ or ‘metabolic
syndrome’) reflects the intricate association
between these disorders.

� Diabetis Mellitus

���������!��������

Diabetes insipidus is a disease in which the kid-
ney is unable to concentrate urine. It is character-
ized by hypostenuria, polyuria and polydipsia.
There are two mayor forms of diabetes insipidus,
central and nephrogenic. This type of diabetes is
not related to diabetes mellitus (insulin deficiency
or resistance), where large amounts of urine and
glucose are excreted by the kidney. Other types of
diabetes insipidus are the dipsogenic (neurologi-
cal origin) and gestational diabetes insipidus (dur-
ing pregnancy).

� Vasopressin/Oxytocin
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Diabetes mellitus is defined as hyperglycemia
(fasting >7 mM and/or 2 h postprandial >11.1 mM)
due to absolute or relative lack of insulin. The
most common forms are type 1 diabetes (preva-
lence 0.25%), with absolute lack of insulin, and
type 2 diabetes (prevalence 4–6%) which is due to
the combination of insulin resistance and insuffi-
cient insulin secretion.

� Appetite Control
� Glucose Transporters
� Insulin Receptor
� Oral Antidiabetic Drugs
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Type 1 diabetes (previously insulin-dependent dia-
betes mellitus, IDDM, or juvenile diabetes): Pro-
gredient destruction of insulin-secreting β-cells by
an autoimmune mechanism during a period of
several years (1). The diagnosis is confirmed by
detection of antibodies against β-cell proteins
(glutamic acid decarboxylase, tyrosine phos-
phatase IA-2, insulin). Islet cell destruction is
probably mediated by activated T lymphocytes.
The pathogenesis has a polygenic basis; seven sus-
ceptibility loci (Iddm1-7) have been mapped. How-
ever, genetic and epidemiological data indicate a
strong environmental factor in the pathogenesis.
An unknown viral infection has been implicated
in the triggering of the autoimmune process, but is
not proven.

Type 2 diabetes (previously non insulin-
dependent diabetes mellitus, NIDDM): Type 2 dia-
betes is a frequent consequence of the � metabolic
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syndrome  (obesity, insulin resistance, dyslipi-
demia, hypertension). Obesity causes insulin
resistance that is initially compensated by hyper-
insulinemia. In the course of insulin resistance, the
β-cell function deteriorates and insulin secretion
is reduced, leading to relative insulinopenia. In
particular, the initial response (first phase) of the
pancreas to a glucose load is impaired during the
first stages of the disease. Fasting hyperglycemia is
preceded by a variable period of impaired glucose
tolerance (IGT) during which secondary complica-
tions (micro- and macrovascular) start to develop.
Thus, in most type 2 diabetics, secondary compli-
cations can be diagnosed at the time of the detec-
tion of hyperglycemia; these are accelerated and
aggravated by other components of the metabolic
syndrome (dyslipidemia, hypertension).

Obesity and insulin resistance appear to be due
to a heterogenous combination of genes involved
in the control of appetite and thermogenesis
(� Thrifty Gene Constellation). Several genes have
been identified that are involved in the regulation
of food intake and of body weight (e.g. leptin, the
leptin receptor, melanocortin receptors; see chap-
ter on appetite control). However, the genes
responsible for polygenic obesity are largely
unknown. Data obtained from rodent models
indicate that islet cell failure is produced by a dif-
ferent set of genes; obesity is a necessary condition
for their effects on the pancreas (2). This coopera-
tion of two different genetic constellations (obes-

ity and diabetes genes) explains the heterogeneity
of the type 2 diabetes with regard to its association
with body weight.

The molecular pathology of the β-cell destruc-
tion in the course of insulin resistance is largely
unknown. It has been suggested that the constant
hyper-stimulation of the β-cell by glucose (‘glu-
cose toxicity’) or elevated fatty acids (‘lipotoxic-
ity’) may lead to cell damage.
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Type 1 diabetes always requires treatment with
insulin. The preferred therapeutic regimen is the
‘intensified conventional therapy’ (ICT) that com-
bines 1–2 daily injections of a retarded insulin
(usually NPH insulin) with 3–4 injections of a
short-acting insulin (e.g. regular insulin) at meal-
times. ICT requires 4–5 daily blood sugar determi-
nations and adjustment of the dose to (prepran-
dial) blood sugar and (estimated) carbohydrate
content of meals. If the complicated ICT regimen
is not feasible, a conventional regimen (CT) may
be employed that comprises two daily injections of
a combination of NPH with regular insulin (two
thirds of the daily dose before breakfast, one third
before dinner). CT usually applies constant doses
of insulin and requires a stricter adherance to the
diet than ICT, i.e. meals that contain a controlled
carbohydrate content and are timed according to
the profile of the insulin injections.

Tab. 1 Pharmakokinetic characteristics of the most commonly used insulin 
preparations and analogs.

Onset of action: Maximum: Duration of action:

Short acting insulins:

Insulin lispro 15 min 1 h 2–5 h

Insulin aspart 15 min 1 h 2–5 h

Regular insulin 30 min 2–4 h 6–8 h

Intermediary insulin:

NPH insulin 30–60 min 2–9 h 16–20 h

Long acting insulin:

Insulin glargine 60 min 4–12 h >22 h
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Insulin preparations (Table 1): Recombinant
human insulin obtained from genetically engi-
neered E. coli or yeast is used predominantly.
Retarded preparations are generated by addition
of protamine (NPH-insulin, neutral protamine
Hagedorn) that may provide the ‘basal’ supply in
both ICT and CT. Three insulin analogs with
altered amino acid sequence and different phar-
macokinetic characteristics are available: insulin
lispro (swap of B28 proline and B29 lysine) and
insulin aspart (exchange of B29 lysine for aspar-
tate) exhibit a more rapid onset and a shorter
duration of action because of a faster dissociation
of the hexameric insulin-zinc-phenol complex.
Insulin glargine is a long acting analog that is sol-
uble at low pH because of two additional arginines
at B31 and B32. After injection, the analog precipi-
tates from its solution and forms a long-acting
depot; its absorption kinetics appears to be stead-
ier than that of NPH insulin.

Mechanism of insulin action: Binding of insu-
lin to its receptor stimulates receptor autophos-
phorylation and phosphorylation of substrates
(IRS1, IRS2) on tyrosine residues. Subsequently,
� PI 3-kinase is activated by binding to the phos-
phorylated IRS, and generates phosphatidyl inosi-
tol phosphates that activate PDK1. The serine
kinase PDK1 phosphorylates and activates � PKB/
Akt. Some effects of insulin on gene expression are
then triggered by PKB-dependent phosphoryla-
tion of the transcription factor FKHR and of its
subsequent export from the nucleus; this effect
leads to repression of genes encoding gluconeo-
genic enzymes. PKB also phosphorylates and inac-
tivates glycogen synthase kinase; these two effects
represent the molecular basis of the reduction of
glucose output from the liver. In adipose and mus-
cle tissue, activation of PKB/Akt triggers the trans-
location of vesicles containing the glucose trans-
porter GLUT4 from an intracellular pool to the
plasma membrane (3). Proteins that are thought to
be involved in docking and fusion of the vesicles
are VAMP2, SNARE, syntaxin 4, SNAP23, and
Synip (Fig. 1). Insulin appears to release Synip
from its binding to syntaxin 4, thereby presumably
initiating the fusion process.

Type 2 diabetes: After clinical diagnosis, weight
normalization by hypocaloric, low fat diet and
exercise may normalize glucose homeostasis for a
period of several years. Accordingly, this interven-

tion markedly delays the onset of overt hyperglyc-
emia when employed at the stage of IGT. Because
the ‘lifestyle changes’ are difficult to maintain, and
because of the progression of the islet cell failure,
pharmacological intervention will usually become
inevitable and has to be intensified throughout the
course of the disease. Initially, normalization of
blood sugar can be accomplished with oral antidi-
abetics. Lateron, a combination of oral antidiabet-
ics with insulin or insulin alone (preferably ICT)
will be required.

β-Cytotropic agents: These agents enhance the
effect of glucose on the secretion of insulin (4).
Commonly used drugs are sulfonylurea derivatives
and the more recently introduced benzoic acid
derivatives repaglinide and nateglinide. Their
receptor  i s  a  membrane prote in (SUR,
� Sulfonyurea Receptor) that regulates the activ-
ity of the ATP-dependent potassium channel of the
pancreatic β-cell (Kir 6.2). Binding of ATP or a sul-
fonylurea to SUR reduces the potassium current
and causes membrane depolarization, subse-
quently opening voltage-gated calcium channels,
and calcium-stimulated exocytosis of insulin-con-
taining granules (Fig. 2). Lack-of-function
mutants of SUR are chacterized by an increased
secretion of insulin (congenital hypoglycemia).
The effect of the β-cytotropic agents on the chan-
nel is antagonized by the ‘potassium channel
openers’ diazoxide and minoxidil.

Two isotypes of SUR have been cloned, SUR1
and SUR2. In addition, 2 splicing variants of SUR2,
distinguished by 42 C-terminal amino acids, have
been identified. SUR1 is mainly expressed in β-
cells. SUR2B is expressed in vascular smooth mus-
cle, heart, skeletal muscle and brain, whereas
expression of SUR2A is restricted to heart and
skeletal muscle. Sulfonylureas exhibit a higher
affinity for SUR1. Block of SUR2 by minoxidil or
diazoxide produces vasodilation, stimulation of
SUR2 by high, non-therapeutic concentrations of
glibenclamide produces vasoconstriction. A
potential effect of sulfonylureas on the cardiac
SUR2, producing cardiac arrhythmia in particular
under ischemic conditions, has been a matter of
debate. However, clinical studies failed to demon-
strate an increased cardiac mortality in patients
treated with glibenclamide or chlorpropamide.

To date, the commonly used sulfonylureas are
the long-acting derivatives glibenclamide (US syn-
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onym: glyburide) and glimeripide. Glimepiride is
believed to have a somewhat longer duration of
action than glibenclamide, and to exert additional
extrapancreatic effects. The mechanism of these
potential extrapancreatic effects is not defined and
their clinical relevance is unclear. The non-sulfo-
nylurea potassium channel blockers repaglinide
and nateglinide have been shown to act by the
same mechanism of action as the sulfonylureas.
The duration of action of repaglinide and nategli-
nide is short because of their rapid metabolism
and/or excretion. These pharmakokinetic parame-
ters are thought to allow a specific reduction of
postprandial glucose excursions. However,
because the effects of the potassium channel open-

ers largely depend on plasma glucose levels, both
long- and short-acting agents mainly stimulate a
postprandial insulin secretion. A potential advan-
tage of the short-acting derivatives might be a
reduced risk of hypoglycemias.

Metformin: The biguanide metformin lowers
blood sugar mainly by the inhibition of glucose
output from the liver. It is generally accepted that
this effect reflects a marked inhibition of glucone-
ogenesis, presumably through reduction of pyru-
vate transport into the mitochondria. The ‘recep-
tor’ of metformin and its specific molecular func-
tion is unknown. Other effects of metformin
(stimulation of glucose transport in muscle, inhi-
bition of intestinal glucose absorption) require

Fig. 1 Mechanism of insulin action. The binding of insulin to its receptor initiates phosphorylation of the insu-
lin receptor, recruitment and phosphorylation of the insulin receptor substrates IRS1 and 2, and activation of PI 
3-kinase. The subsequent 3-phosphorylation of phosphinositides recruits and activates PDK1, which then 
phosphorylates and activates PKB/Akt. Activation of PKB/Akt results in the translocation of GLUT4-containing 
vesicles to the plasma membrane. VAMP2 (a vesicle (v) SNARE) is present in the GLUT4 vesicles and partici-
pates in the formation of a fusion complex with the plasma membrane targets (t) SNAREs, syntaxin 4 and 
SNAP23. Under basal conditions, syntaxin 4 interacts with Synip, and is released from this complex upon stim-
ulation with insulin. Activated PKB/Akt phosphorylates the transcription factor FKHR, stimulates its transloca-
tion to the cytoplasm, which results in repression of insulin-controlled genes. PKB/Akt also phosphorylates and 
inactivates glycogen synthase kinase-3 (GSK3), leading to the dephosphorylation and activation of glycogen 
synthase.
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higher concentrations and appear to contribute lit-
tle to the in-vivo effect.

Under certain circumstances, and very rarely,
the inhibition of gluconeogenesis by metformin
may suppress lactic acid metabolism and precipi-
tate a potentially fatal lactic acidosis. Impairment
of renal function, liver disease, alcoholism, condi-
tions that give rise to increased lactate production
(e.g. congestive heart failure, infections) are there-
fore contraindications for the application of met-
formin.

Oral formulations of metformin are rapidly
and completely absorbed. The agent is poorly
bound to plasma proteins; its duration of action is
determined exclusively by renal elimination.
Higher concentrations of metformin than in most
tissues are found in the intestinal mucosa, giving
rise to common side effects (irritation, diarrhea).

Acarbose and Miglitol: These agents are spe-
cific inhibitors of intestinal glucosidases and
reduce the conversion of sucrose and starch to glu-
cose. Their main effect is a delay, not a complete
inhibition, of the absorption of carbohydrates.
Postprandial blood sugar excursions are effec-
tively reduced. Because a small portion of the car-
bohydrates enters the colon, their microbial degra-
dation frequently causes flatulence or meteorism.

Acarbose produces a somewhat lower reduction of
HbA1c levels than glibenclamide and metformin,
but may enhance the effect of these agents. Inter-
estingly, when given to patients with impaired glu-
cose tolerance, acarbose reduces the progression
of the disease to overt hyperglycemia by 30%.

Thiazolidinediones (PPARγ-agonists): Thiazo-
lidinediones lower blood glucose levels in animal
models of insulin resistance and also in insulin
resistant patients. They enhance the effect of insu-
lin, reduce serum insulin levels, and are therefore
considered ‘insulin sensitizers’ (5). Clinically used
agents are rosiglitazone and pioglitazone; earlier
derivatives (ciglitazone or troglitazone) have not
been introduced into the clinic or were withdrawn
because of unacceptable side effects.

The � peroxisome proliferator-activated recep-
tor γ (PPARγ) is a transcription factor that controls
the expression of enzymes and proteins involved
in fat and glucose metabolism. More importantly,
stimulation of this receptor induces differentia-
tion of preadipocytes to adipose cells. It is believed
that the formation of additional, small fat cells
lowers free fatty acids, thereby correcting insulin
resistance. Such a mechanism is based on the
assumption that insulin resistance is mainly due to
the effect of fatty acids on glucose metabolism.

Fig. 2 Mechanism of insulin secretion from pancreatic β-cell.  Glucose enters the β-cell via GLUT2, is phospho-
rylated by glucokinase, and generates ATP. A rise in the ATP-ADP ratio results in closure of ATP-dependent K+ 
channels, membrane depolarization and opening of voltage-gated Ca2+ channels. The Ca2+ influx activates the 
exocytosis of insulin-containing secretory granules. The ATP-dependent K+ channel consists of Kir6.2 (a K+ 
inward rectifier) and SUR (sulfonylurea receptor). Sulfonylureas block the ATP-dependent K+ channels by 
enhancing the effect of ATP.
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Diacylglycerol is glycerol esterified to two fatty
acids at the sn-1 and sn-2 positions.  It is a product
of phospholipase C action and an activator of
� protein kinase C. It is also an intermediate in the
biosynthesis of triacylglycerol, phosphatidyleth-
anolamine and phosphatidylcholine.

� Phospholipases
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Dicer represents the key enzyme in the RNAi path-
way. Dicer is also known as Helicase with RNAse
motif, heRNA, Helicase-moi, K12H4.8-like, or
KIAA0928. Dicer cleaves long double stranded
RNA into small pieces of about 21-23 nucleotides.
These so-called siRNA duplexes produced by the
action of action of Dicer contain 5’-phosphates
and free 3’-hydroxylgroups.

� Antisense Oligonucleotides

� RNA Interference
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DICR (depolarization-induced Ca2+ release) is
Ca2+ release triggered by depolarization of the sar-
colemma. In skeletal muscle, conformational
change in the voltage sensor (α1S subunit of the
dihydropyridine receptor) in the T-tubule is
directly transmitted to the ryanodine receptor
(RyR1), resulting in Ca2+ release through RyR1.
Ca2+-induced Ca2+ release  (CICR) in the skeletal
muscle is too slow to make a significant contribu-
tion to DICR. In cardiac muscle, in contrast, Ca2+

influx through the α1C subunit of DHPR triggers
CICR. Consistently, contraction of skeletal muscle
is independent of the external Ca2+, whereas car-
diac muscle contraction is dependent on it.

� Ryanodine Receptor
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Differential display is a method for identifying dif-
ferentially expressed genes, using anchored oligo-
dT, random oligonucleotide primers and polymer-
ase chain reaction on reverse-transcribed RNA
from different cell populations. The amplified
complementary DNAs are displayed and compari-
sons are drawn between the different cell popula-
tions.

� Gene Expression Analysis
� Microarray Technology
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Dihydrofolate reductase is required for the sythe-
sis of tetrahydrofolate, a co-factor required for the
transfer of single carbon groups. Inhibition of
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and can thereby facilitate action potential genera-
tion in these target cells (at excitatory synapses) or
impede action potential generation (inhibitory
synapses).
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The dissociation constant (Kd) is the concentra-
tion of free ligand that results in occupancy of 50%
of the receptors for this ligand available in the sys-
tem.

� Drug-receptor Interaction
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Dissociative anesthetic is a term applied to phen-
cyclidine and ketamine which induce a peculiar
subjective state of dissociation from the environ-
ment, together with sedation, immobility, amne-
sia, analgesia, and ultimately coma.

� Psychotomimetic Drugs
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� Pharmacokinetics
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Natriuretics, antinatriferics
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Diuretics promote the urinary excretion of sodium
(Na) and water by inhibiting the absorption of fil-
tered fluid across the renal tubular epithelium.
The ensuing reduction in Na reabsorption reduces
the Na content of the body, the critical determi-
nant of extracellular and plasma fluid volumes.
Thus, the use of diuretics is primarily indicated in
the treatment of edematous diseases and of arte-
rial hypertension.

� Antihypertensive Drugs
� Epithelial Na+ Channel
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The mammalian kidney generates its excretory
product, the urine, in a two-step process where fil-
tration of a large volume of plasma-like fluid
across the glomerular blood capillaries is fol-
lowed by the absorption and secretion of solutes
and water across the tubular epithelial cell wall.
Transcellular absorption of filtered Na is achieved
by apical Na uptake along a favorable electro-
chemical gradient, and by basolateral Na extrusion
through the energy consuming action of Na/K-
ATPase. The renal tubule is cytologically and func-
tionally heterogeneous along its longitudinal axis.
One expression of the functional heterogeneity is
the type of transport protein responsible for api-
cal Na uptake. As a general rule, currently availa-
ble diuretics inhibit a specific apical Na trans-
porter, and their action therefore displays tubule
segment-specificity.

Na uptake in the proximal tubule, a segment in
which about 2/3 of the filtered Na is reabsorbed, is
mediated by a Na/H exchanger (NHE3) and a
number of other transporters that typically carry a
second solute in a Na-dependent cotransport
mode. Along the thick ascending limb of the loop
of Henle Na uptake occurs mostly through the
electroneutral  � Na/K/2Cl-cotransporter
(NKCC2) in a process that accounts for roughly
25% of total renal Na absorption. Na uptake in the
distal convoluted tubule is mediated by a � NaCl
cotransporter (NCC), and this segment accounts
for about 5% of Na absorption. Finally, electro-
genic Na absorption through the � epithelial Na
channel (ENaC) is the uptake mode across the cor-
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tical collecting duct, a process that may be respon-
sible for 2–3% of Na absorption. Na transport
through ENaC is regulated by the adrenal gland
steroid aldosterone.

$��*�"�������������������
Inhibition of � carbonic anhydrase (CA) causes
inhibition of NaHCO3 absorption in the proximal
tubule. Apical Na uptake through NHE3 requires
the delivery of H ions to the intracellular binding
site of the transporter and of HCO3 to the basola-
teral 3Na/ HCO3 cotransporter. The generation of
H and HCO3 at appropriate rates from H2O and
CO2 is dependent upon catalysis by intracellular
carbonic anhydrase (type II CA). In addition, car-
bonic acid dehydration in the tubular lumen is cat-
alyzed by a CA located in the luminal membrane
of proximal tubules (type IV CA). Both enzymes
must be functional for reabsorption of Na HCO3 in

the proximal tubule to proceed at normal rates.
CA inhibitors (acetazolamide, benzolamide, meth-
azolamide and others) cause Na HCO3 absorption
to decrease by about 40–80% and urinary Na
HCO3 excretion to increase by about 25–30%. Effi-
cacy of CA inhibitors is reduced by a consistent
reduction in � glomerular filtration rate.

-����������������������
The so-called loop diuretics (sulfonamide deriva-
tives like furosemide, bumetanide, torsemide and
others, and phenoxyacetic acid derivatives like
ethacrynic acid) augment the excretion of NaCl
through inhibition of the electroneutral NKCC2
cotransporter in the apical membrane of the thick
ascending limb of the loop of Henle. Loop diuret-
ics directly interact with the transport protein,
presumably by binding to a region that is also crit-
ical for binding of a chloride ion. By collapsing the

Fig. 1 Schematic representation of four cells representative for the proximal tubule, the thick ascending limb of 
the loop of Henle, the distal convoluted tubule, and the collecting duct. The upper diagrams show the normal 
functional state of these cells whereas the lower diagrams show the effect of the segment-specific diuretics. Cir-
cles indicate transport proteins, and double lines represent channels. Arrows indicate the normal direction of 
net transport, and the boldness of the arrows is a qualitative index of transport rate. Only those cellular features 
are shown that are relevant to understanding the action of the diuretic agents. CA carbonic anhydrase; MR Aldo 
mineralocorticoid receptor aldosterone complex.
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normally lumen-positive transepithelial potential
difference, loop diuretics abolish the electrical
driving force that is responsible for the paracellu-
lar absorption of Na and other cations such as Ca
and Mg. Since NaCl transport across the TAL
causes the accumulation of medullary solutes,
loop diuretics lead to a dissipation of the
� cortico-medullary solute gradient, and thereby
disable the urinary concentrating mechanism.
Renal blood flow and glomerular filtration rates
are usually not affected by loop diuretics. While
some of the natriuretic actions of loop diuretics is
due to direct inhibition of NKCC2, another part is
the secondary consequence of simultaneous stim-
ulation of PGE2 production. Blockade of cyclooxy-
genases, particularly of cyclooxygenase-2, has
been shown to reduce loop diuretic-induced
natriuresis by about 50% through mechanisms
that are not fully understood. Since PGE2 gener-
ated by cyclooxygenase-2 under conditions of
reduced NaCl transport is also a main factor in
macula densa stimulation of renin secretion, loop
diuretics are typically associated with an increase
in renin secretion and greatly elevated plasma
renin levels. Loop diuretics act from the luminal
aspect of the tubule. Because of their intense pro-
tein binding, these agents are not filtered effec-
tively, and gain access to the tubule lumen by
secretion. Loss-of-function mutations in the
NKCC2 gene are the cause of � Bartter syndrome
type I, and the symptoms of this disease are com-
parable to those caused by loop diuretics including
salt and water loss, calciuria, magnesiuria,
hypokalemia, metabolic alkalosis, hyperrenine-
mia and hyperprostaglandinuria.
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Electroneutral NaCl transport in the distal convo-
luted tubule is inhibited by the class of thiazide
diuretics (chlorothiazide, hydrochlorothiazide,
metolazone, chlorthalidone and others). Thi-
azides interfere with the Cl binding site of NCC
and cause a relatively small increase in Na excre-
tion. Inhibition of NCC is not associated with per-
sistent and marked changes in renal hemodynam-
ics. Like the loop diuretics, thiazides act from the
luminal side and gain access to it by tubular secre-
tion. Loss-of-function mutations in the NCC gene
have been identified as the cause of � Gitelman’s
syndrome, an electrolyte disorder characterized

by hypokalemic metabolic alkalosis, magnesium
wasting, and hypercalcemia.
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Na uptake through ENaC in cortical and probably
also in inner medullary collecting ducts is inhib-
ited by the so-called K-sparing diuretics (amilo-
ride and triamterene). The natriuretic effect of this
class of diuretics is small, commensurate with the
small fraction of filtered Na normally absorbed
along the collecting duct. Clinically more impor-
tant than their natriuretic effects is the inhibition
of K secretion that results from a reduced Na flux
through ENaC. Inhibition of electrogenic Na
absorption causes a hyperpolarization of the api-
cal membrane and therefore a reduction in the
electrochemical driving force for K secretion. The
result is a reduction in K secretion and K excretion
since the tubular site of ENaC expression overlaps
with that of the K channel responsible for the
secretory cell to lumen K flux. Loss-of-function
mutations in the ENaC gene are the cause of
� pseudohypoaldosteronism  type I, a salt losing
nephropathy, and gain-of-function mutations
cause � Liddle’s syndrome, a salt retaining state
with severe hypertension.

A second diuretic acting along the collecting
duct is spironolactone, a steroid that antagonizes
the action of aldosterone. Spironolactone com-
petes with aldosterone for the mineralocorticoid
receptor and prevents the nuclear translocation of
the receptor-ligand complex that is required for its
genomic actions. Like amiloride, spironolactone
causes mild natriuresis and a reduction in K secre-
tion.

���������.��
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The use of CA inhibitors as diuretics is limited by
their propensity to cause metabolic acidosis and
hypokalemia. Their use can be indicated in
patients with metabolic alkalosis and secondary
hyperaldosteronism resulting for example from
aggressive use of loop diuretics. Furthermore, CA
inhibitors are effective drugs to produce a rela-
tively alkaline urine for the treatment of cystine
and uric acid stones as well as for the accelerated
excretion of salicylates. Perhaps the most com-
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mon use of CA inhibitors is in the treatment of
glaucoma.
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Loop diuretics are the drugs of choice for the
treatment of edematous patients with congestive
heart failure, cirrhosis of the liver, and nephrotic
syndrome. Excretion of Na is helpful only to the
extent that some of the excess interstitial fluid is
mobilized and shifted into the intravascular space.
Aggressive diuretic therapy is only necessary in
pulmonary � edema  resulting from left ventricu-
lar heart failure. In all edematous conditions, the
diuretic treatment addresses a symptom, not the
cause of the disease, and it is therefore not the
therapeutic mainstay. Other clinical situations
where loop diuretics are indicated include hyper-
calcemia, hyperkalemia and hypermagnesemia.
Loop diuretics have also been found to be advanta-
geous in the treatment of asthma.

Adverse side effects of loop diuretics are
mainly the consequence of the altered absorptive
function along the loop of Henle. The most com-
mon side effect of diuretic treatment is the loss of
potassium that may result in � hypokalemia. K
loss is a consequence of malabsorption along the
TAL due to the direct inhibition of NKCC2, and of
increased K secretion due to the increased tubular
fluid flow along the K secreting cortical collecting
duct, and to the increase in plasma aldosterone
that results from diuretic-induced hypovolemia.
Furthermore, loop diuretics can cause metabolic
alkalosis and the urinary loss of calcium and mag-
nesium. Presumably because NKCC2 is involved in
maintaining the ionic composition of the endol-
ymph, loop diuretics, especially ethacrynic acid,
can cause hearing impairment that is typically
reversible, but can also lead to permanent deaf-
ness.
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Interference with Na absorption in the distal con-
voluted tubule by thiazide-like diuretics is effective
in the therapy of arterial hypertension. On aver-
age, about half of patients with essential hyperten-
sion respond to thiazide monotherapy with a
blood pressure reduction of more than 10%. While
the initial reduction in blood pressure appears to
be a consequence of a reduced plasma volume,
venous return and cardiac output, the prolonged

effect of thiazides to reduce blood pressure is
related to a reduction in total peripheral resist-
ance. The cause for this long term adjustment is
multifactorial. The hypotensive effect of thiazides
is enhanced by a low NaCl diet, and by combina-
tion with other blood pressure lowering drugs.
Often in combination with loop diuretics, thi-
azides are also used in the treatment of edematous
diseases. Like loop diuretics, thiazides can cause K
loss and hypokalemia, hyponatremia and urinary
magnesium wasting, while they usually reduce the
excretion of calcium. This characteristic feature to
stimulate Ca absorption makes thiazides a useful
drug in the prevention of calcium stone formation
in idiopathic hypercalciuria. Thiazides have also
been described to diminish the occurrence of bone
loss, hip fractures and osteoporosis.

�� �����#����#�
Amiloride, triamterene or spironolactone are typi-
cally not used to augment the excretion of Na but
to counteract the kaliuretic effect of loop diuretics
and thiazides as an alternative to dietary K supple-
ments. Thus, K-sparing drugs often accompany
treatment with loop diuretics and are useful in
other K-wasting states such as primary hyperal-
dosteronism or Bartter’s syndrome. Another bene-
ficial effect of amiloride is a stimulation of calcium
and magnesium absorption along distal tubules
and collecting ducts, an action that counteracts
the Ca and Mg wasting of loop diuretics and the
Mg wasting of thiazides. Spironolactone requires
functional adrenal glands and is most effective in
patients with elevated plasma aldosterone levels
such as those with cirrhosis of the liver and
ascites. Interestingly, spironolactone has been
found to have beneficial effects as an adjuvant
therapy in the treatment of heart failure.
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DNA fragmentation occurs in two stages. Firstly,
endonucleolytic activity cleaves the DNA into high
molecular weight fragments leading to the mor-
phological picture of chromatin condensation
characteristic of apoptosis. The second stage
involves a calcium-magnesium endonuclease
which catalyses the further fragmentation of the
DNA into oligonucleosomal fragments, which give
rise to the pattern of DNA base pairing which
shows up as the classical DNA ladder pattern by
electrophoresis. In several populations of lym-
phocytes, namely B lymphocyte populations in
the germinal centre of lymph nodes, immature
thymocytes, and cytotoxic T lymphocytes, it has
been noted that only the first stage of DNA frag-
mentation is occurring.

� Apoptosis
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In higher eukaryotes, most of the chromosomal
DNA carries 5-methyl-cytidine residues located in
CpG sequence motifs. There is a close correlation
between transcriptional inactivation and methyla-
tion. Moreover, considerable evidence shows that
regions of DNA that are actively engaged in tran-
scription lack 5-methylcytidine nucleotides in
CpG motifs. Hence DNA methylation is a means
by which cells regulate gene expression. 
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DNA replication is DNA synthesis during the S
phase of the cell cycle which results in a doubling
of the genomic DNA. Replication can be subdi-
vided into three distinct phases: initiation, elonga-
tion and termination.

� Cell-cycle Control
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DNA response elements are generally found a
short distance upstream of promoters in selected
genes. They are specific for selective transcription
factors and thereby control the expression of genes
regulated by these factors.  The response elements
often consist of small sequence repeats (or
inverted repeats) separated by a variable number
of DNA base pairs.

� Glucocorticoids
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A domain is a part of a larger protein which has
distinctive structural or functional properties.
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Dopa decarboxylase is an enzyme catalyzing the
synthesis of dopamine from L-dopa or of serot-
onin (= 5-hydroxytryptamine) from L-tryptophan.
Inhibitors of this enzyme, which do not pass
through the blood-brain barrier (e.g. carbidopa),
reduce the toxicity and peripheral side-effects of
L-dopa during treatment of Parkinson’s disease.

� Antiparkinson Drugs
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Dopamine is a neurotransmitter in dopaminergic
nerves as well as being a precursor for the synthe-
sis of noradrenaline.

� Dopamine System
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Dopamine hydroxylase synthesizes norepine-
phrine (Nor-adrenalin) from dopamine.

� α-Adrenergic System
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Dopamine: 3,4-dihydroxyphenylethylamine
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The dopamine system constitutes the cellular and
biochemical network that is involved in the syn-
thesis, release and response to dopamine. In gen-
eral this involves cells that express significant lev-
els of � tyrosine hydroxylase (TH) and limited
amounts of  dopamine β -hydroxylase (1) .
Dopamine-responsive cells express receptors spe-
cifically activated by this neurotransmitter, which
are known as dopamine D1, D2, D3, D4 and D5
receptors (2, 3).

� Anti-parkinson Drugs
� Antipsychotic Drugs

� Neurotransmitter Transporters
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Dopamine is one of the main neurotransmitters in
the central nervous system (CNS), but has also
been reported to play a role in the periphery. In
the CNS, dopamine-synthesizing neurons have
been found in a number of discreet cell groups in
the mid- and forebrain, designated as A8-A10
(mid brain areas), A11-A15 (hypothalamic areas),
A16 (olfactory bulb) and A17 (retina). The main
dopaminergic neurons are found in the substantia
nigra pars compacta and in the ventral tegmental
area, which are also designated as the A9 and A10
cell groups and constitute the nigrostriatal and
mesocortical/mesolimbic systems, respectively.

The nigrostriatal system is predominantly
involved in motor control, which is particularly
evident in � Parkinson’s disease (PD), where a
progressive loss of these neurons results in loss of
motor function. In the early stages of the disorder,
the motor impairment can be reversed by the
administration of the dopamine precursor � L-
DOPA  (L-3,4-dihydroxyphenylalanine), which
bypasses the need for TH in dopamine synthesis
(1). The mesocortical and mesolimbic systems play
important roles in reward, emotion and cogni-
tion. This is exemplified by the addictive proper-
ties of dopamine stimulants, such as cocaine and
amphetamine, as well as the therapeutic proper-
ties of drugs that block the D2 class of dopamine
receptors, which control the psychotic symptoms
of � schizophrenia  (see below). Dopaminergic
hypothalamic neurons in the arcuate nucleus
(A12) and A14 cell groups form the tuberoin-
fundibular system. These neurons project to the
median eminence and control the release of prol-
actin through the hypophysial portal system. More
dorsally located dopamine neurons in the hypoth-
alamus (A11, A13) project to autonomic areas of
the lower brain stem and preganglionic sympa-
thetic neurons of the spinal cord. Dopamine in the
retina has been found in the amacrine and inter-
plexiform cells, and is involved in light and dark
adaptation.

In the periphery, potential physiological roles
of dopamine are less well established. The main
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roles for peripheral dopamine appear in the con-
trol of blood pressure. Dopamine affects vasodila-
tion by sympathetic and renal mechanisms involv-

ing hemodynamic and direct effects on the neph-
ron as wel l  as effects on renin secret ion.
Furthermore, dopamine can modulate the secre-

Fig. 1 Dopamine synthesis and metabolism in humans. The enzyme tyrosine hydroxylase (TH) catalyzes the 
formation of L-DOPA from tyrosine in presynaptic catecholaminergic neurons. L-DOPA (L-3,4-dihydroxyphe-
nylalanine) is converted to dopamine by AADC (aromatic amino acid decarboxylase) and taken up by vesicles 
through the vesicular monoamine transporter (VMAT). After the release of vesicular dopamine into the syn-
apse, signaling is terminated by the reuptake of dopamine into the presynaptic terminal by the dopamine trans-
porter (DAT). Dopamine that leaves the synapse is primarily inactivated by the sequential action of monoamine 
oxidase (MAO) B and catecholamine-O-methyl transferase (COMT), which catalyze the formation of DOPAC 
(3,4-dihydroxyphenylacetic acid) and HVA (homovanillic acid), respectively. MAO B also catalyzes the forma-
tion of the neurotoxin MPP+ from MPTP. Although MAO A can also oxidize dopamine, it does not appear to 
carry out this role in humans. In the periphery, dietary dopamine is primarily inactivated by the action of the 
phenyl sulfotransferase SULT1A3. Dopamine sulfate (DA-SO4) is the predominant form of dopamine in human 
plasma. In Parkinson’s disease patients, L-DOPA treatment results in a large increase in peripheral dopamine 
metabolites such as DA-SO4 and 3-OMD (3-O-methyldopa). Drugs such as carbidopa, benserazide, tolcapone 
and entacapone are used clinically to increase the brain availability of L-DOPA. The selective MAO B inhibitor 
deprenyl is used to delay the progression of PD symptoms and enhance the effectiveness of L-DOPA therapy.
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tion of aldosterone from the adrenals. Peripheral
dopamine is also postulated to function in the gas-
trointestinal system. In this respect, it is impor-
tant to note the antiemetic effects of the peripheral
D2 class blockers, such as domperidone. These
drugs presumably act via interaction with recep-
tors in the chemoreceptor trigger zone. The origin
of peripheral dopamine is not entirely resolved.
Most of the dopamine in the circulation is in an
inactivated form conjugated to sulphate or glu-
curonide. Origins of peripheral dopamine are
thought to be from the sympathetic neurons,
mesenteric organs and adrenals.

Genetic disruption of dopamine synthesis in
mice lacking TH shows that dopamine is not
essential for development. However, dopamine
deficient mice do not survive long after weaning
unless treated with L-DOPA. These mice display
severe aphagia and adipsia and loss of motor func-
tion. While these mice have a major reduction in
dopamine levels some residual dopamine can be
detected that is generated through the action of
tyrosinases.

����"���� �������������'��������"
The rate-limiting step in dopamine biosynthesis is
the conversion of L-tyrosine to L-DOPA by the
enzyme tyrosine hydroxylase (TH) (1). TH is
expressed in catacholaminergic neurons in the
brain, sympathetic ganglia and adrenal medulla.
The monoxygenase activity of TH is dependent on
the co-factor tetrahydropterin (BH4), and nigros-
triatal neurons are particularly sensitive to BH4
levels. Genetic mutation in GTP cyclohydrolase I,
which regulates production of BH4, is the cause of
HPD (hereditary progressive dystonia). In cate-
cholaminergic neurons, the enzyme aromatic
amino acid decarboxylase (AADC) (also known as
dopamine decarboxylase) catalyzes the formation
of dopamine from L-DOPA. Dopamine is taken up
into vesicles by the vesicular monoamine trans-
porter (VMAT). In humans, peripheral dopamine
formed from L-DOPA or absorbed intestinally is
rapidly converted to inactive dopamine sulfate by
the phenol sulfotransferase SULT1A3. In some spe-
cies such as rats, the major form of dopamine in
plasma is glucuronide conjugated (4).

The principal mechanism for terminating
dopamine signalling is reuptake by the presynap-
tic neuron via the dopamine transporter (DAT).

Dopamine that is not taken up is metabolized by
the enzymes � monoamine oxidase (MAO) and
� catechol-O-methyl transferase (COMT) (5, 6).
MAO is a FAD (flavin adenine dinucleotide)-
dependent enzyme with two distinct forms, MAO
A and MAO B. Both occur on the outer mitochon-
drial membrane but they have distinct localiza-
tion and substrate specificity. MAOs are involved
in inactivating neuroactive amines in the brain
and periphery as well as detoxification of xenobi-
otics. Low levels of MAO A have been observed in
dopaminergic neurons. However, dopamine oxi-
dation in humans occurs primarily through MAO
B, which is located in serotonergic neurons and
glial cells. The distinction between the sites of
dopamine biosynthesis and MAO B expression
suggests that its role is to prevent dopamine from
affecting non-dopaminergic neurons. MAO A is
select ive ly  inhibi ted by c lorg yl ine and
moclobemide while MAO B is blocked by the
reversible inhibitor deprenyl. Deprenyl also pro-
tects nigrostriatal neurons from the PD-like effect
of the drug MPTP (1-methyl-4-phenyl-1,2,3,6-tert-
rahydropyridine). MAO B activity is required to
catalyze the formation of neurotoxic MPP+ (1-
methyl-4-phenylpyridinium ion), which is selec-
tively taken up by nigrostriatal neurons resulting
in Parkinsonism. MAO B activity increases with
aging, and deprenyl has been shown to delay the
progression of PD, although its precise mechanism
of action is currently unknown.

MAO converts dopamine to DOPAC (3,4-dihy-
droxyphenylacetic acid), which can be further
metabolized by COMT to form HVA (homovanillic
acid). HVA is the main product of dopamine
metabolism and the principal dopamine metabo-
lite in urine. Increased neuronal dopaminergic
activity is associated with increases in plasma con-
centrations of DOPAC and HVA. COMT preferen-
tially methylates dopamine at the 3’-hydroxyl posi-
tion and utilizes S-adenosyl-L-methionine as a
methyl group donor. COMT is expressed widely in
the periphery and in glial cells. In PD, COMT has
been targeted since it can convert L-DOPA to inac-
tive 3-OMD (3-O-methyl-dopa). In the presence of
an AADC inhibitor such as carbidopa, 3-OMD is
the major metabolite of L-DOPA treatment.
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To date, 5 different dopamine receptors have been
identified in and cloned from mammalian organ-
isms (2, 3). These are classified as dopamine D1
(D1a), D5(D1b), D2, D3 and D4 receptors. The
genes for the D1 and D5 receptors have 2 exons and
are intronless in the coding sequence, while the
D2, D3 and D4 receptors have eight, six and four
exons, respectively. Through alternative splicing of
the sixth exon (fifth in coding sequence) the
human D2 receptor gene can generate two forms
of the receptor, which are called D2long (D2L,
D2(443)) and D2short(D2S, D2(414)).  The
dopamine receptors belong to the superfamily of
� G protein-coupled receptors (GPCR). Most
structural data on dopamine receptors has been
derived from mutagenesis studies, by analogy with
the structure of other catecholamine receptors and
from structural information on the protoypic class
I GPCR, rhodopsin. Critical amino acid residues
for dopamine binding and receptor activation are
an aspartate in transmembrane domain three,
which serves as counterion for the primary amine
of dopamine, and the two serine residues in trans-
membrane domain five, which are involved in
hydrogen bonding with the hydroxyl groups of the
catechol ring. Dopamine has access to these resi-
dues through a hydrophilic pocket that is presum-
ably formed through the counter-clockwise orien-
tation of the transmembrane domains. To date
there are no crystal lographic data on the
dopamine receptors. As with other GPCR, it has
been shown that dopamine receptors, particularly
D2 receptors, can form homo- and hetero-oligo-
meric structures. Whether the receptor exists as
monomeric or oligomeric form in vivo, or whether
this is regulated in a functionally dynamic fashion
is still unknown.

Functionally, the D1-like receptors (D1, D5) are
coupled to the G protein Gαs and thus can stimu-
late adenylyl cyclase. The D2-like receptors (D2,
D3 and D4) couple to pertussis toxin sensitive � G
proteins (Gαi/o), and consequently inhibit adeny-
lyl cyclase activity. While the D1-like receptors
almost exclusively signal through Gαs-mediated
activation of adenylyl cyclase, the D2-like recep-
tors have been reported to modulate the activity of
a plethora of signalling molecules and pathways.
Many of these actions are mediated through the
Gβγ subunit. Some of these molecules and path-

ways include the calcium channels, potassium
channels, sodium-hydrogen exchanger, arachi-
donic acid release and mitogen-activated protein
kinase pathways.

Direct interactions of dopamine receptors with
signalling, regulatory and structural molecules
have also been reported. This includes the interac-
tion of D1 receptors with calcyon, D5 receptors
with GABAa channel subunits, D2 receptors with
spinophilin and actin-binding protein (ABP-280)
and D2-like receptors with SH3 domain-contain-
ing proteins. Dopamine receptors may be sub-
strates for GPCR kinases (GRK) and arrestins, reg-
ulating the activity of the receptors through GRK-
mediated phosphorylation and subsequent
increased affinity for arrestins. Repeated and/or
extended activation of many GPCRs, including
dopamine receptors, results in reduced respon-
siveness. This desensitization process is mediated
by the association of arrestin to GPCR. Regulation
of dopamine receptors by GRK and arrestins is
shown for D1 and D2 receptors, but not yet exten-
sively studied. Most of the functional activities
have been examined in vitro and in heterologous
expression systems using recombinant receptors.
The particular use of any signalling pathway/mol-
ecule in vivo is largely dependent on the cellular
phenotype of these cells.

Dopamine receptors are widely expressed in
the brain. The main areas of D1 receptor expres-
sion are the caudate nucleus, putamen and
accumbens, with lower levels in the neocortex,
hippocampus and amygdala. The D5 receptor is
expressed at very low levels in the brain, predomi-
nantly in limbic areas. The D2 receptor is also
expressed highly in the caudate nucleus, putamen,
accumbens and islands of Calleja. D2 receptor lev-
els in the neocortex, amygdala and hippocampus
are in the same order of magnitude as D1 receptor
levels. Expression of the D2 receptor in the
dopamine neurons of the substantia nigra and
ventral tegmental indicate that it serves as a so-
called dopamine autoreceptor. Unlike the D1
receptor, the D2 receptor is expressed in the pitui-
tary gland, most notably in the mammotrophic
cells of the anterior pituitary. It has been reported
that the alternatively spliced short form (D2S) is
preferentially expressed in the dopaminergic neu-
rons of the substantia nigra, while the long iso-
form (D2L) is expressed in postsynaptic areas. The
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D3 receptor is expressed at intermediate levels in
brain, most notably in the shell region of the
accumbens and Islands of Calleja, and at lower
levels in dopaminergic neurons. The D4 receptors
are widely expressed through the brain at interme-
diate to low levels. D4 receptor expression has
been observed in the retina, neocortex, hippocam-
pus and amygdala.

Clearly, the highest levels of expression of D1
and D2 receptors are seen in the striatum. The lev-
els of expression are at least one order of magni-
tude higher than in any other brain region or for
any of the other receptors. The D1 and D2 recep-
tors are expressed in the medium spiny neurons of
this region. The majority of these receptors are not
co-localized in this region and form, respectively,
the so-called direct and indirect pathways to the
output neurons of the basal ganglia. In cortical
areas, dopamine receptors are found in the pyram-
idal neurons and interneurons. D2 receptors have
also been found in cortical astroglia. The
dopamine receptors are found in the terminal
fields of dopaminergic projections and a signifi-
cant proportion of dopamine-mediated modula-
tion is via “volume-control”.

In the periphery, dopamine receptor levels are
generally lower than those observed in brain, par-
ticularly in comparison to striatal dopamine
receptor levels. Due to these low levels, knowledge
of receptor distribution in the periphery is not yet
comprehensive. Nevertheless, D1-like receptors
have been reported in the parathyroid gland and
in the tubular cells of the kidney. D2-like
dopamine receptors have also been observed in
the kidney. In addition, dopamine D2 and D4
receptors have been found in the adrenal cortex,
where they modulate aldosterone secretion. The
dopamine D4 receptor has been detected at rela-
tively high levels in the cardiac atrium. Further-
more, D1- and D2-like receptors have been
reported in various arterial beds (including renal,
coronary, pulmonary, and cerebral arteries), the
carotid body, sympathetic neurons and the gas-
trointestinal tract.

The physiological roles of the different
dopamine receptors in the CNS have been investi-
gated by pharmacologic and genetic means. Phar-
macologically, D1 and D5 receptors cannot be dis-
tinguished. However, D1-like receptor blockade
can induce catalepsy, while mice in which the D1

receptors are genetically ablated display only
minor motor control problems. However pharma-
cological and genetic evidence suggests a role for
D1 receptors in mediating the action of psychos-
timulants. D5-deficient mice have only been gen-
erated recently and no major phenotypes have yet
been reported.

Drugs that block D2 receptors and D2 receptor-
deficient mice have both demonstrated that these
receptors have a major role in motor control,
reward mechanisms and endocrine control. Clini-
cal pharmacological evidence indicates that the
majority of antipsychotic medications mediate
their effects through this receptor. While there are
several D3 receptor preferring ligands, no truly
selective ligands for this receptor have been identi-
fied to date. Nevertheless, pharmacological and
genetic studies do not indicate a major role for this
receptor in motor control, although a possible role
in the response to psychostimulants is emerging.
Similarly, the D4 receptor appears to play no
major role in motor control. However, pharmaco-
logical evidence combined with the use of mice
deficient for D4 receptors indicate that D4 recep-
tors are involved in the response to psychostimu-
lants and novel stimuli. Human genetic studies
have provided evidence that the D3 receptor gene
is a factor in the development of neuroleptic-
induced tardive dyskinesia, while D4 receptors
may be a genetic factor contributing to the devel-
opment attention deficit hyperactivity disorder
(ADHD). D1 and D3-deficient mice develop hyper-
tension, indicating a role for dopamine receptors
in blood pressure control.

$���"�����#�)����#���������������.���

The dopamine D1-like receptor family has prefer-
ential affinity for ligands of the benzazepine class.
Currently, there are no � antagonists  or agonists
that can distinguish between D1 and D5 receptors.
However, the antagonist SCH23390 and agonist
SKF38393 are selective for the D1-class of recep-
tors, although no major clinical applications for D1
receptor-selective ligands have been identified.

The antipsychotic activity of � neuroleptics
(D2-like receptor antagonists) has led to the devel-
opment of many different ligands for the D2 recep-
tor. These drugs are used to control the psychosis
that is seen in schizophrenia, as well as Hunting-
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ton’s disease and Alzheimer’s disease. The major
drug classes are the phenothiazines, butyrophe-
nones and benzamides, of which chlorpromazine,
haloperidol and sulpiride are examples frequently
used in the clinic. Many of the so-called classic
neuroleptics display an increased propensity for
motor side effects (Parkinsonian-like effects), par-
ticularly when used at too high doses (over 80%
D2 receptor  occupanc y) .  At y pical
� antipsychotics, like clozapine, risperidone and
olanzapine, display a limited propensity for motor
side effects. These drugs have a more complex
pharmacological profile that includes antagonism
of 5HT, muscarinic and α-adrenergic receptors, as
well as D2 receptor block. Most of the common
antipsychotics also block the D3 and D4 receptors,
but the antipsychotics raclopride and sulpiride
have a poor affinity for D4 receptors. Selective lig-
ands for D3 and D4 receptors have been devel-
oped, but have no clinical use thus far. D2-like
receptor blockers that cannot cross the blood-
brain barrier, like domperidone, are frequently
used as antiemetic/prokinetic to combat nausea
and dyspepsia.

Dopamine D2-like receptor � agonists  include
quinpirole, bromocryptine and pergolide. Selec-
tive agonists, like bromocryptine, are used in the
control of prolactinomas and its associated hyper-
prolactinaemia. Dopamine agonists like pergolide
are used in the treatment of PD. Because of their
vasodilatory and renal effects, dopamine receptor
agonists, including dopamine itself, have been
used in the treatment of heart failure.

The dopamine precursor L-DOPA (levodopa) is
commonly used in th treatment of the symptoms
of PD. L-DOPA can be absorbed in the intestinal
tract and transported across the blood-brain bar-
rier by the large neutral amino acid (LNAA) trans-
port system, where it taken up by dopaminergic
neurons and converted into dopamine by the
activity of TH. In PD treatment, peripheral AADC
can be blocked by carbidopa or benserazide to
increase the amount of L-DOPA reaching the
brain. Selective MAO B inhibitors like deprenyl
(selegiline) have also been effectivly used with L-
DOPA therapy to reduce the metabolism of
dopamine. Recently, potent and selective nitro-
catechol-type COMT inhibitors such as entaca-
pone and tolcapone have been shown to be clini-
cally effective in improving the bioavailability of

L-DOPA and potentiating its effectiveness in the
treatment of PD.
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� Drug-Receptor Interaction
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Double stranded (ds) RNA is not a constituent of
normal cells but is produced during replication of
many RNA and DNA viruses either as an obliga-
tory intermediate or as a side product. As a foreign
molecule, double stranded RNA induces the secre-
tion of interferon (IFN) from lymphocytes, neu-
trophils and fibroblasts.

� Interferons
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Drug addiction is defined as a syndrome in which
drug use (e.g. psychostimulants, opiates, alcohol)
pervades all life activities of the user. Life becomes
governed by the drug and the addicted patient can
lose social compatibility (e.g. loss of partner and
friends, loss of job, crime). Behavioural character-
istics of this syndrome are compulsive drug use,
� craving  and chronic relapses that can occur
even after years of abstinence.

Drug addiction is a pathological behavioural
syndrome that has to be strictly separated from
� physical dependence. An individual can be phys-
ically dependent on a drug without being addicted
to it and vice versa. Transient neuroadaptive proc-
esses  underl ie  physical  dependence and
� tolerance  to a drug, whereas persistent changes
within specific neuronal systems underlie addic-
tive behaviour.

� Ethanol
� Psychostimulants
� Psychotomimetic Drugs
� Tolerance and Desensitization

(�����'�������"�
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The � mesolimbic system is thought to serve as a
final common neural pathway for mediating drug
reinforcement  and reward processes (1). Drugs of
abuse have different primary pharmacological tar-
gets (e.g. monoamine transporters, opioid recep-
tors, cannabinoid receptors) but ultamitely they all
activate dopamine neurons. Although drug-
induced activation of mesolimbic dopamine neu-
rons has an important function in the acquisition
of behaviour reinforced by drug stimuli, the sub-
jective rewarding actions of drugs of abuse are

more likely to be mediated via activation of opioi-
dergic systems. Thus a variety of drugs of abuse
including alcohol and psychostimulants stimulate
endorphin release in the nucleus accumbens (2).

$��������"������5���Both d-amphetamine and
cocaine elevate extracellular dopamine concentra-
tions in the terminal region of midbrain dopamine
neurons, especially in the nucleus accumbens.
Microdialysis experiments examining the
dopaminergic response to cocaine in self-adminis-
tering rats with high-time resolution demonstrate
that responses to cocaine are regulated by changes
in extracellular dopamine levels in the nucleus
accumbens. Since cocaine-induced increases in
extracellular dopamine concentrations are due to
the blockade of presynaptic dopamine transport-
ers (DAT), disruption of DAT should attenuate the
reinforcing effects of cocaine; however, DAT
knockout mice acquire self-administration of
cocaine. Thus, the reinforcing actions of cocaine
do not depend solely on cocaine-induced increases
in synaptic dopamine. It has been found that sero-
tonin transporters (SERT) are also involved in
acute reinforcement processes of cocaine.

&������5���In vivo microdialysis data demonstrate
that acute systemic or intracerebroventricular
administration of µ- or δ-opioid receptor agonists
increase dopamine release in the nucleus
accumbens. Opioid agonists increase extracellular
dopamine levels within the nucleus accumbens by
inhibiting GABA interneurons in the ventral teg-
mental area. Activation of µ-opioid receptors on
GABAergic interneurons hyperpolarizes these
interneurons and concomitantly inhibits
dopamine cell firing. These inhibitory actions of
opioid receptor agonists are restricted to the ven-
tral tegmental area since direct application of µ-
opioid receptor agonists into the midbrain
increases mesolimbic dopamine activity whereas
intra-nucleus accumbens infusions do not alter
extracellular dopamine levels in this structure.
Opiate reward as measured by the � conditioned
place preference method depends on midbrain
dopamine mechanisms. Microinjections of opioid
receptor agonists into the ventral tegmental area,
but not nucleus accumbens, induce conditioned
place preference.
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,������5���Alcohol given intravenously increases fir-
ing of dopamine neurons in the ventral tegmental
area, and acute administration of alcohol results in
preferential release of dopamine from the nucleus
accumbens shell region. Similar to opioid-induced
stimulation of dopamine release, alcohol is
thought to decrease the activity of GABAergic
neurons in the ventral tegmental area which leads
to a inhibition of mesolimbic dopamine neurons.
However, alcohol might also have some local
effects in the nucleus accumbens. Indeed, the acti-
vation of dopamine neurons by ethanol may
involve an interaction with endogenous opioids in
the ventral tegmental area since the suppression of
alcohol intake by non-selective opioid receptor
antagonists has been linked to interference by
these agents with the dopamine-stimulatory
actions of ethanol. Rats will self-administer etha-
nol directly into the ventral tegmental cell body
region of mesolimbic dopamine neurons, and both
dopamine D1 and D2 antagonists administered
either systemically or locally into the nucleus
accumbens decrease home cage drinking and
operant responding for alcohol showing that alco-
hol reinforcement depends on the mesolimbic sys-
tem.

	5�'���������'�������"�����$������������������
Chronic administration of opiates and alcohol
leads to physical dependence; a phenomenon
which is only weakly expressed following chronic
administration of psychostimulants. Physical
dependence results from neuroadaptive intracellu-
lar changes to an altered pharmacological state.
Abstinence from chronic opiate or alcohol use
leads to a variety of physiological and psychologi-
cal withdrawal symptoms based on these adapta-
tions of the neuronal system.

&������5���The opiate withdrawal symptoms in
humans and experimental animals are generally
the same: Elevation of temperature and blood
pressure, alteration of pulse rate, restlessness,
diarrhoea, weight loss, anxiety and depression.
Most of the physiological aspects of opiate with-
drawal are based upon an over-excitability of the
noradrenergic system. The locus coeruleus is the
major noradrenergic nucleus in the brain and is
thought to be involved in physical dependence.
Chronic opiate exposure results in an up-regula-

tion of the cAMP system. This up-regulated or
“hypertrophied” cAMP system in the locus coeru-
leus and other brain stem nuclei is a compensa-
tory, homeostatic response to the inhibition from
chronic opiate treatment. cAMP up-regulation
results in the activation of the transcription factor
cAMP response binding element (CREB). The up-
regulated cAMP system has been shown to con-
tribute to the increase in the electrical excitability
of locus coeruleus neurones associated with opi-
ate withdrawal, and transgenic mice deficient in
CREB exhibit attenuated withdrawal signs com-
pared to wild-type mice.

,������5���Chronic administration of ethanol leads
to a variety of adaptive responses within the cen-
tral nervous system that become uncovered during
withdrawal. Especially, hyperexcitability and sus-
ceptibility to seizures during withdrawal are
thought to be due to adaptive responses within the
glutamatergic system in the hippocampus. Assum-
ing that acute ethanol induces a reduction in
glutamate release, adaptive responses such as
changes in the number and affinity of synaptic
glutamate receptors and glutamate transporters
occur in order to keep physiological homeostasis
of the glutamatergic system (3). During with-
drawal these adaptive responses become visible.
Indeed, microdialysis studies within the nucleus
accumbens and the hippocampus, which were per-
formed in alcohol-dependent rats after with-
drawal, show that glutamate levels increase 2–
3 fold approximately 6 h after withdrawal, which is
the time associated with the commencement of
seizures and hyperexciatbility, and reach a peak at
12 h then decline to baseline values at 24 to 36 h
from the interruption of the chronic alcohol treat-
ment. It is important to note that these changes in
glutamate are observed in occurrence with overt
physical withdrawal signs.

65�'���������'�������"�����,���������(��������
Chronic  dr ug use and abuse leads to
� sensitization  processes within the mesolimbic
system. In the case of psychostimulants and opio-
ids, in vivo measurements of extracellular
dopamine levels provide direct evidence that these
drugs, when administered under an intermittent
injection schedule, can lead to a more pro-
nounced increase in dopamine levels as compared
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to acute administration of these drugs. A major
hypothesis postulates that the activation of a sen-
sitized dopaminergic system by conditioned stim-
uli is directly involved in drug craving. Changes
within the mesolimbic dopaminergic system and
behavioural abnormalities that characterize drug
addiction are long lasting, and it is thought that
regulation of neural gene expression is involved in
the process by which drugs of abuse cause a state
of addiction. The transcription factor ∆FosB rep-
resents one mechanism by which drugs of abuse
can produce relatively stable changes in the brain
that contribute to drug-induced sensitization
processes and � reinstatement  of drug-seeking
behaviour in mice and rats (4). ∆FosB, a member
of the Fos family of transcription factors, accumu-
lates within a subset of neurons of the nucleus
accumbens after repeated administration of many
kinds of drugs of abuse. Thus, ∆FosB can be seen
as a “molecular switch” that gradually converts
acute drug responses into relatively stable adapta-
tions that may contribute to the long-term neural
and behavioural changes underlying addiction.

$��������"�����������&������5���Dopaminergic mech-
anisms also play a role in relapse as measured by
reinstatement of cocaine and heroin self-adminis-
tration after extinction. Selective dopamine recep-
tor antagonists attenuate reinstatement of heroin
self-administration induced by heroin priming
injections but failed to attenuate stress-induced
reinstatement of heroin self-administration. This
finding argues against a role of dopamine in
stress-associated heroin-seeking behaviour and
shows that different molecular pathways are
involved in relapse behaviour.

,������5���The neurobiological and molecular basis
of alcohol craving and relapse is still not well
understood, however, preclinical as well as clini-
cal data strongly imply that craving and relapse for
alcohol can be induced through different mecha-
nisms. A first pathway may induce alcohol craving
and relapse due to the mood enhancing, positive
reinforcing effects of alcohol consumption. This
pathway seems to involve opioidergic and
dopaminergic systems in the ventral striatum. The
role of the dopaminergic system may lie in the
direction of attention towards reward-indicating
stimuli, while the induction of euphoria and posi-

tive mood states may be mediated by opioidergic
systems. Associative learning may, in turn, trans-
form positive mood states and previously neutral
environmental stimuli into alcohol-associated
cues that acquire positive motivational salience
and induce reward craving. A second and poten-
tially independent pathway may induce alcohol
craving and relapse by negative motivational
states, including conditioned withdrawal and
stress. This pathway seems to involve the glutama-
tergic system and the corticotropin releasing hor-
mone (CRH)-system. Chronic alcohol intake leads
to compensatory changes within these systems.
During withdrawal and abstinence increased
glutamatergic excitatory neurotransmission as
well as increased CRH release leads to a state of
hyperexcitability that becomes manifest as crav-
ing, anxiety and autonomic dysregulation. Moreo-
ver, cues associated with prior alcohol intake that
are not followed by actual drug consumption may
induce � conditioned withdrawal.

$���"�����#�����
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Treatment of drug addicts can be separated into
two phases: detoxification and relapse prevention.
Detoxification programs and treatment of physi-
cal withdrawal symptoms, respectively, is clinically
routine for most drugs of abuse. However, phar-
macological intervention programs for relapse
prevention are still not very efficient.

45�����*���������

,������5���Cessation of prolonged heavy alcohol
abuse may be followed by alcohol withdrawal or
life-threatening alcohol withdrawal delirium. Typ-
ical withdrawal symptoms are autonomic hyperac-
tivity, increased hand tremor, insomnia and anxi-
ety, and are treated with benzodizepines and thia-
mine. Alcoholism is the most common cause of
thiamine deficiency and can lead in its extreme
form to the � Wernicke’s syndrome that can be
effectively treated by high doses of thiamine.

&������5���Opiate overdose is a medical emergency
that can result in respiratory and CNS depression.
The opioid receptor antagonist naloxone immedi-
ately reverses cardiorespiratory depression. How-
ever, repeated naloxone administration is
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required, since the effects of naloxone last for
30 minutes, while opioid agonists can remain at
potentially lethal blood levels for several hours.

	5�
�������$���������

,������5���Anti-relapse compounds have recently
been registered for relapse prophylaxis in weaned
alcoholics in various European countries and in
the United States. Acamprosate, the Ca2+ salt of N-
acetyl-homotaurinate, interacts with the glutama-
tergic system in various brain regions and reduces
Ca2+ fluxes through voltage-dependent ion chan-
nels. The opioid receptor antagonist naltrexone
interferes with alcohol-induced reinforcement via
blockade of opioid receptors. Ondansetron, a

selective 5-HT3-antagonist, shows promise for
decreasing drinking and increasing abstinence
rates among early onset alcoholics who respond
poorly to psychosocial treatment alone. In the
future low-affinity, non-competitive NMDA-recep-
tor antagonists such as memantine are seen as a
new generation of anti-relapse compounds (5).

It is important to note that only a small per-
centage of alcoholic patients can be effectively
treated with these compounds indicating that
there are different neurobiological phenotypes
involved in alcoholism. Thus specific medications
in combination might further enhance the effec-
tiveness of relapse prevention as has been recently
demonstrated with a naltrexone/acamprosate
combination.

Fig. 1 Actions of drugs of abuse on dopaminergic neurons. Acute and long-lasting effects of alcohol, opioids 
and psychostimulants on mesolimbic dopaminergic neurons. Nicotine, cannabinoids and other drugs of abuse 
also affect these neurons in order to produce their reinforcing and long-lasting effects. Note that all drugs of 
abuse enhance either directly or indirectly dopamine release in the nucleus accumbens. Activation of neurons 
within the nucleus accumbens by chronic drug use leads to long-lasting changes in gene expression (e.g. pro-
dynorphine gene) as indicated by accumulated ∆FosB isoforms (small inlet). 
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&������5���Some opiate addicts might benefit from
naltrexone treatment. One idea is that patients
should undergo rapid opiate detoxification with
naltrexone under anaesthesia which then allows
further naltrexone treatment to reduce the likeli-
hood of relapse. However, the mode of action of
rapid opiate detoxification is obscure. Moreover, it
can be a dangerous procedure and some studies
now indicate that this procedure can induce even
more severe and long-lasting withdrawal symp-
toms as well as no improvement in relapse rates
than a regular detoxification and psychosocial
relapse prevention program.
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Drug discovery is the identification and optimiza-
tion of compounds for further development of
drugs.

� High-throughput Screening
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Drug-drug interaction, pharmacokinetic and/or
pharmacodynamic interaction, pharmacokinetic
and/or pharmacodynamic consequence of multi-
ple drug therapy.

����������

Drug interactions can occur when two drugs are
administered together, one affecting the pharma-
cological and/or adverse effects of the other. One
or both of the drugs could be affected leading to
either clinically beneficial interactions (e.g.
increased pharmacological effects or reduced
adverse effects) or harmful interactions (e.g.
reduced pharmacological effects or increased
adverse effects).

� Drug-Receptor Interaction
� Pharmacokinetics

(�����'�������"�

$���"�����������!�����������
Interactions resulting from a change in the
amount of drug reaching the site of action are
called � pharmacokinetic  interactions (Fig. 1). A
co-administered drug can affect any of the proc-
esses of absorption, distribution, metabolism, and
excretion of the original drug, which are determi-
nants of its pharmacokinetic profile (1–3).

���#�!�����������������#�,���������

����#������7������������������5���Fol low ing oral
administration, drug molecules in their lipophil-
lic non-ionic form are more easily absorbed by
� simple diffusion  through the gastrointestinal
mucosa. Therefore, the alteration in the fraction of
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non-ionic form caused by gastrointestinal pH
changes due to co-administered drugs, such as
antiacids, can lead to a change in drug absorption.

,���������)�����������������"���*�0��"�����5���Char-
coal, which is used as a detoxicant in overdosage
etc., is able to adsorb drugs, thereby causing a
reduction in drug absorption. Absorption of new
quinolone antibiotics is reduced by forming an
insoluble chelate with secondary or tertiary cati-
ons, such as Mg2+ or Al3+, found in many antiac-
ids. The cholesterol lowering agent, cholesty-
ramine, which is an anion-exchange resin, reduces
the absorption of drugs like warfarin by binding to
them.

����#������7����������������'�������5���Because the
majority of orally administered drugs are
absorbed mainly from the upper part of the small
intestine, an alteration in � gastric emptying rate
caused by co-administered drugs can lead to alter-
ations in drug absorption. For example, anti-
cholinergic drugs such as propantheline delay gas-
tric emptying by reducing gastrointestinal motil-
ity, causing the reduced absorption rate of
acetaminophen etc., while metoclopramide has the
opposite effect.


����������������������5���� P-glycoprotein  (P-gp)
works as a transporter at the intestinal mucosa to
pump drugs out into the lumen. Absorption of P-

gp substrates, such as digoxin, cyclosporine etc.,
can be increased by inhibitors of P-gp and reduced
by inducers.

���#�!�����������������#�������������

��������"�������"�$���"��$�������(�����#� ����5���In
general, only the free molecules which are not
bound to plasma proteins, such as albumin and
α1-acid glycoprotein, cross biological membranes
and exhibit pharmacological effects. Therefore,
displacement from plasma protein binding sites by
co-administered drugs can cause an increase in
the unbound fraction of the original drug in
plasma, possibly leading to increased pharmaco-
logical effects.


����������������������5���The tissue distribution of
substrates of P-gp, which regulates the uptake of
drugs into the brain, tumor cells etc., and those of
other transporters involved in the � active trans-
port into or out of tissues can be affected by the
co-administration of inhibitors and/or inducers of
such transporters.

���#�!�����������������#�'��������"


���"��!���������5���Following concurrent adminis-
tration of two drugs, especially when they are
metabolized by the same enzyme in the liver or
small intestine, the metabolism of one or both

Fig. 1 Increase in drug 
concentration caused by 
pharmacokinetic interac-
tions. Shadow represents 
the therapeutic range.
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drugs can be inhibited, which may lead to ele-
vated plasma concentrations of the drug(s) and
increased pharmacological effects. The types of
enzyme inhibition include reversible inhibition,
such as � competitive or noncompetitive inhibi-
t ion,  and irreversible inhibit ion,  such as
� mechanism-based inhibition. The clinically
important examples of drug interactions involv-
ing the inhibition of metabolic enzymes are listed
in Table 1 (1,4).


���"��!��������5���The co-administration of drugs
that induce the metabolic enzymes in the liver or
small intestine can reduce the plasma concentra-
tions of drugs which are substrates of the enzyme,
leading to reduced drug effects. For example, the
plasma concentrations of many drugs that are sub-
st rates  of  the  enzy me CYP3A4,  such as
cyclosporine, are decreased by co-administration
of rifampicin, which is an inducer of CYP3A4.

���#�!�����������������#�
*�������

����#����������������5���As in  gast rointest inal
absorption, the lipophillic non-ionic form of a
drug is more susceptible to re-absorption from the

renal tubules by simple diffusion. Therefore, re-
absorption of weakly acidic drugs can be
enhanced (or inhibited) by co-administration of
drugs that reduce (or elevate) the urinary pH,
leading to elevated (or reduced) plasma concen-
trations. The opposite effects are observed for
weakly basic drugs.


���������������������������������5���The co-adminis-
tration of drugs that inhibit the transporters
involved in renal tubular secretion can reduce the
urinary excretion of drugs which are substrates of
the transporter, leading to elevated plasma con-
centrations of the drugs. For example, probenecid
increases the plasma concentration and the dura-
tion of effect of penicillin by inhibiting its renal
tubular secretion. It also elevates the plasma con-
centration of methotrexate by the same mecha-
nism, provoking its toxic effects.


�������������������*�������5���The co-administration
of drugs that inhibit the transporters involved in
biliary excretion can reduce the biliary excretion
of drugs which are substrates of the transporter,
leading to elevated plasma concentrations of the
drugs.

Tab. 1 Examples of clinically important drug interactions due to enzyme inhibition.

Substrate Inhibitor Inhibited enzyme Possible clinical outcome

Theophylline Ciprofloxacin, 
Fluvoxamine etc.

CYP1A2 Theophylline toxicity

Phenytoin Chloramphenicol, 
Isoniazid etc.

CYP2C9, CYP2C19 Phenytoin intoxication

Tolbutamide Sulfaphenazole CYP2C9 Hypoglycaemia

Warfarin Fluconazole, 
Metronidazole etc.

CYP2C9 Haemorrhage

Astemizole, 
Terfenadine

Ketoconazole, 
Erythromycin etc.

CYP3A4 Ventricular Arrhythmia

Cyclosporine, 
Tacrolimus

Ketoconazole, 
Erythromycin etc.

CYP3A4 Cyclosporine/tacrolimus 
toxicity

Lovastatin, 
Simvastatin

Ketoconazole, 
Erythromycin etc.

CYP3A4 Rhabdomyolysis

Azathiopurine, 
Mercaptopurine

Allopurinol Xanthine oxidase Azathiopurine/
mercaptopurine toxicity
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� Pharmacodynamic  interactions are drug inter-
actions involving alterations in drug effects follow-
ing co-administration of drugs, without altera-
tions in the drug concentrations at the site of
action. They include direct interactions, such as
two drugs exhibiting their pharmacological effects
via binding to the same receptor, and indirect
interactions, in which the drug effects are affected
by biochemical or physiological changes due to the
co-administered drug.

,������������ Synergistic Interactions5���When two
drugs with similar pharmacological and/or
adverse effects are administered simultaneously,
an additive or synergistic increase  in their effects
can be observed. These include the increased sed-
ative effects seen in the central nervous system fol-
lowing co-administration of alcohol and benzodi-
azepine hypnotics/anxiolytics and the increased
risk of bleeding following co-administration of the
anticoagulant, warfarin, and the non-steroidal
anti-inflammatory drug, aspirin.

,���#��������!�����������5���The pharmacological
and/or adverse effects of a drug can be reversed by
co-administration of drugs that compete for the
same receptor. For example, an opioid receptor
antagonist naloxone is used to reverse the effects
of opiates. Drugs acting at the same site with
opposite effects also can affect each other e.g. the
reduction in the anticoagulant effect of warfarin
by vitamin K.

$���"�����#�����
��������

Drug interactions can cause serious problems in
clinical practice especially when the affected drug
has the potential to be highly toxic. Furthermore,
pharmacokinetic interactions are clinically impor-
tant if the affected drug has a narrow therapeutic
range (i.e. small difference between the minimum
effective concentration and the toxic concentra-
tion; Fig. 1) and a steep concentration-response
curve (i.e. significant alterations in pharmacologi-
cal and/or adverse effects caused by small changes
in blood concentration).

Although drug interactions involving plasma
protein binding and drug metabolism are often
evaluated in in vitro studies, the interactions

observed in vitro are not necessarily observed in
vivo or are clinically relevant. For example, even
when the plasma unbound fraction of a drug is
increased by protein binding displacement, kinetic
theory (clearance concept) indicates that the
steady-state plasma unbound concentration may
not change because the unbound drug is subject to
metabolism and excretion. Therefore, this type of
drug interaction is unlikely to be clinically signifi-
cant unless a high clearance drug is administered
intravenously. However, a transient increase in the
plasma unbound concentration can be observed
under non-steady-state conditions, especially for
drugs with small volumes of distribution. It should
be taken into account that such a transient
increase may cause some side effect of drugs.

In the case of drug interactions involving meta-
bolic inhibition, little increase in the substrate
concentration is expected when the inhibition
constant (Ki) determined in in vitro studies using
human liver samples is larger than the inhibitor
concentration in vivo. Various approaches have
been adopted using mathematical models in
attempts to quantitatively predict in vivo drug
interactions from in vitro data (5).
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The metabolism of foreign compounds (xenobiot-
ics) often takes place in two consecutive reactions,
classically referred to as phases one and two.
Phase I is a functionalization of the lipophilic
compound that can be used to attach a conjugate
in Phase II. The conjugated product is usually suf-
ficiently water-soluble to be excretable into the
urine. The most important biotransformations of
Phase I are aromatic and aliphatic hydroxylations
catalyzed by cytochromes P450. Other Phase I
enzymes are for example epoxide hydrolases or
carboxylesterases. Typical Phase II enzymes are
UDP-glucuronosyltransferases , sulfotransferases ,
N-acetyltransferases and methyltransferases e.g.
thiopurin S-methyltransferase.

� P450 Mono-oxygenase System

���#�
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In its reinforcing capacity, a drug of abuse
increases the frequency of preceding responses,
and accordingly is called a reinforcer. All drugs of
abuse are primary reinforcers and lead to self-
administration.

� Drug Addiction/Dependence
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Drug Receptor Theory, Quantification of Drug
Effect

����������

Mathematical models of the interaction between
drugs and � receptors, based on � Michaelis-
Menten  enzyme kinetics, are utilized to create the
quantitative tools currently used in receptor phar-
macology to quantify drug effect in biological sys-
tems. Such tools are necessary since drugs almost
always are tested in surrogate systems until they
are known to be sufficiently active and safe for
therapeutic use. The aim of receptor pharmacol-
ogy is to define the molecular properties of
� affinity and � intrinsic efficacy of drugs; these
can be used to predict drug effect across different
biological systems.

� Drug Interactions
� G-protein-coupled Receptors
� Tolerance and Desensitization

(�����'�������"�

A basic premise in receptor pharmacology is that
all drugs have affinity for receptors (the chemical
property that unites the drug with the receptor),
and some drugs have efficacy, the chemical prop-
erty that causes the receptor to change its behavior
toward its host cell. Drugs that have efficacy pro-
duce concentration-dependent responses in physi-
ological systems, characterized by a concentra-
tion-response curve (also often referred to as a
dose-response curve).

Drugs that produce pharmacological activation
of a system are called agonists, those that inhibit
activation of a receptor system are called antago-
nists, and those that reverse spontaneously active
receptor systems (� Constitutive Receptor Activ-
ity) are called inverse agonists (Fig. 1). This latter
class of drugs reduce elevated basal responses.
Agonism is the observed effect of a ligand produc-
ing stimulus to a receptor. The host cellular system
processes that stimulus and yields an observable
response.

The common currency of drug receptor phar-
macology is the dose-response curve, as it defines
the relationship between concentrations of drug
and the resulting effect. Dose-response curves
have three basic properties with which they can be
described: threshold abscissal value, slope and
maximum asymptote. The location parameter of
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the dose response characterizes drug potency;
most often this is quantified as the EC50 or the
molar concentration of drug producing half the
maximal effect. Given tissue systems have maxi-
mal capabilities to return drug response. When an
agonist produces a maximal response that is equal
to the system maximal response it is referred to as
a full agonist (Fig. 1). If an agonist produces a sub-
maximal system response it is called a partial ago-
nist (Fig. 1). While the potency of an agonist is
quantified by the location parameter of the dose-
response curve (EC50), a reflection of (but not a
direct measure of) the intrinsic efficacy of an ago-
nist is given by its maximal response.

The inhibition of agonist response is termed
antagonism. The effect that a given antagonist has
on the dose-response curve to an agonist can be a
clue to the mechanism of action of that antago-
nists’ interaction with the receptor. In the presence
of an antagonist, more agonist must be present in
the receptor compartment to produce a response
than would be necessary in the absence of the
antagonist. A singular characteristic of an antago-
nist is its effect on the maximal capability of an

agonist to overcome the presence of the antago-
nist and produce the system maximal response. If
enough agonist can be added to produce the ago-
nist maximal response in the presence of the
antagonist, the antagonism is referred to as sur-
mountable antagonism (see Fig. 2). If no amount
of agonist will produce the maximal response, the
antagonism is referred to as insurmountable (see
Fig. 2).

A basic concept in receptor pharmacology is
the idea of orthosteric and allosteric interaction.
Orthosteric interaction occurs when two mole-
cules compete for a single binding domain on the
receptor. With allosteric interactions two mole-
cules each have their own binding domain on the
receptor and the two interact through effects on
the protein (conformational change). Thus, with
orthosteric interactions only one molecule may
occupy the receptor at any one instant whereas
with allosteric interactions both molecules can
bind to the receptor at the same time. There are
implications for pharmacological activity, espe-
cially for antagonists, that arise from these two
molecular mechanisms (vide infra).

There are certain molecular mechanisms of
antagonism associated with these observed pat-
ter ns  on dose-response cur ves .  Thus ,
� competitive antagonists produce parallel shifts
to the right of agonist dose-response curves with
no diminution of maximal response through an
orthosteric interaction of antagonist and agonist
(Fig. 2A). Theoretically, there is no limit to the
degree of dextral displacement a given competitive
antagonist can produce on a dose-response curve.
� Schild analysis is used to measure the affinity of
competitive antagonists. This same pattern of
response also can occur with � allosteric modula-
tors (Fig. 2B) but in this case the shift of the ago-
nist dose-response curve is limited to a maximal
value defined by the molecular � co-operativity
factor of the antagonist. Thus, a hallmark of allos-
teric inhibition is that it is saturable and reaches a
maximal asymptotic value. In some cases,
� irreversible antagonists can produce parallel
shifts to the right of dose-response curves if there
is a � receptor reserve for the agonist (Fig. 2C).
This latter mechanism can be detected with
increasing concentrations of irreversible antago-
nist since these eventually cause depression of the
maximal response.

Fig. 1 Dose-response curves to drugs that have direct 
effects on physiological systems. A drug that pro-
duces the maximal effect capable from the system is a 
full agonist. A sub-maximal effect is produced by a 
partial agonist. Drugs may not produce directly 
observable effects but may be present on the receptor 
to produce antagonism (see Fig. 2). If a system is con-
stitutively active and shows an actively elevated basal 
response, then a drug that reduces this is termed an 
inverse agonist.
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In cases where insurmountable antagonism is
observed, this can be evidence of � non-competi-
tive antagonism. This can result from an inhibii-
ton of receptor function (either orthosteric or
allosteric) or be due to antagonist-mediated modi-
fication of receptor reactivity to the agonist

(Fig. 2E). The method of Gaddum (� Gaddum,
Method of) is used to measure the affinity of non-
competitive antagonists for receptors. Parentheti-
cally, similar effects on dose-response curves are
produced by irreversible antagonists when there is
no receptor reserve for the agonist.

Fig. 2 Various patterns of antagonism of drug effect. Antagonism is classified according to effects on the dose-
response curve to the agonist (blue lines). Two general classifications are surmountable antagonism (maximal 
response to the agonist retained-top left panel) or non-surmountable antagonism (depressed maximal response 
to the agonist-top right panel). These general patterns can be the result of different molecular mechanisms. A) 
Orthosteric competition between the agonist and antagonist for the same binding site on the receptor. B) Bind-
ing of an allosteric modulator to its own binding site to modify the affinity or efficacy of the agonist in a satura-
ble manner. C) Irreversible blockade of receptors in a system with receptor reserve (parallel shift to the right 
followed by depression of the maximal response at higher concentrations of antagonist). D) Blockade of recep-
tor function or access of agonist to the receptor either orthosterically or allosterically in a system with little 
receptor reserve for the agonist. E) Saturable allosteric modulation of receptor function by an antagonist in a 
system with little receptor reserve for the agonist. 
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An important tenet of receptor pharmacology
states that the molecular properties of a drug,
namely affinity and intrinsic efficacy, are inter-
preted and reflected by physiological systems and
that this process controls what is observed as drug
effect. For example, a physiological system
requires a certain sensitivity to return response
from stimulation by a weak agoinst, i.e. the recep-
tor coupling of that system must be of sufficient
efficiency to amplify the stimulus into an oberva-
ble response. When the same weak agonist is
tested in a physiological system of lower sensitiv-
ity, it might be an antagonist. Thus, it can be seen
that the monikers of agonist and antagonist can be
system dependent and unreliable as molecular
labels for drugs. In the same manner that a system
must be of sufficient sensitivity to detect efficacy
and return response, it also can be overloaded by a
strong stimulus. When this occurs, the system
returns the system maximal response and the ago-
nist demonstrates full agonism. A series of ago-
nists of differing intrinsic efficacy may all over-
load a given system and all return the same (sys-
tem) maximal response (all be full agonists); this
does not imply that these agonists are of equal effi-
cacy but only that the system was unable to dis-
cern different efficacies beyond a certain level. For
this reason, the labels of full and partial agonist
are also system dependent and not useful for
molecular characterization of drugs.

Since drugs are tested in many surrogate sys-
tems, it is necessary to develop methods to quan-
tify drug effect in a system-independent manner.
Absolute scales are not practical, or in some cases,
even possible, in this process. As discussed previ-
ously, while an absolute potency for an agonist can
be determined by the EC50, the magnitude of this
value depends on the sensitivity of the particular
measuring system and thus it cannot be extrapo-
lated to other systems. Rather, the relative potency
of agonists (ratios of EC50 values) is used to quan-
tify agonist power to induce response. This proc-
ess utilizes the null method and isolates only the
intrinsic ability of the agonists to produce
response at the receptor level. This allows for the
resulting potency ratios to be a measure of rela-
tive agonist activity that is comparatively inde-
pendent of the system in which the measurement

is made. This ratio transcends the particular sys-
tem in which it is measured and is applicable to all
systems in which the agonists produce maximal
response. Under optimal conditions, the therapeu-
tic profile of the standard agonist will be known in
humans, therefore the agonist potency ratio can be
used to gauge the expected activity of the experi-
mental agonist in the therapeutic arena.

In the case of antagonists, absolute measures of
potency are theoretically possible since these are
chemical terms describing the affinity of the drugs
for receptor protein. However, physiological sys-
tems can also control the observed antagonism.
For example, a non-competitive antagonist will
produce a diminution of the maximal response to
an agonist in a system where the response is line-
arly related to the receptor occupancy (Fig. 2D).
However, if the receptors in a system are coupled
with high efficiency and the agonist has high effi-
cacy, then maximal responses may be achieved
with less than maximal agonist receptor occu-
pancy, i.e. there may be a � receptor reserve for
the agonist. Under these circumstances the agonist
may still produce the maximal response even
when the antagonist completely inactivates a por-
tion of the receptors. When this occurs the antago-
nism resembles competitive antagonism at low
concentrations and non-competitive antagonism
at higher concentrations (resembling the profile in
Fig. 2C). This would be system dependent and not
necessarily indicative of the molecular mecha-
nism of the antagonist.

Another example of where the setpoint of the
physiological system can change the observed
behavior of drugs is the absence of direct effects of
inverse agonists in non-constitutively active recep-
tor systems. A receptor system must be constitu-
tively active (elevated basal response) to detect
inverse agonism (Fig. 1). In non-constitutively
active receptor systems, inverse agonists behave as
simple competitive antagonists.

In general, receptor theory uses indirect math-
ematical models to estimate descriptors of drug
effect. These descriptors still must be used with
the proviso that biological systems may still mod-
ify drug effect in a system-dependent manner and
thus predictions of therapeutic effect must be
made with caution across different systems.
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� Depolarization-induced Suppression 
of Inhibition

� Endocannabinoid System
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� Delayed Type Hypersensitivity Reaction
� Allergy
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Dyskinesias are abnormal movements, usually
caused by neurological diseases or by drugs used
to treat neurological (e.g., levodopa) or psychiatric
diseases (e.g., neuroleptics).

� Anti-parkinson Drugs
� Antipsychotic Drugs
� Tardive Dyskinesia
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Dyslipidemia is change in the normal lipid con-
centrations in the blood. In particular, hypercho-
lesterolemia is a major cause of increased athero-
genic risk, leading to atherosclerosis and athero-
sclerosis-associated conditions, such as coronary
heart disease, ischemic cerebrovascular disease
and peripheral vascular disease. Both genetic dis-
orders and diets enriched in saturated fat and cho-
lesterol contribute to the elevated lipid levels in a
considerable part of the population of developed
countries. Hypertriglyceridemia, when severe,
may cause pancreatitis. Moderately elevated levels
of triglycerides are often associated with a syn-
drome distinguished by insulin resistance, obes-
ity, hypertension and substantially increased risk
of coronary heart disease.  Hypercholesterolemia,
especially, requires treatment either by diet and/or
with lipid-lowering drugs (e.g. statins, anion
exchange resins).

� Statins
� Anion Exchange Resins 
� Fibrates
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� Antiarrhythmic Drugs
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Electrospray ionization mass spectrometry (ESI-
MS) is an analytical method for mass determina-
tion of ionised molecules. It is a commonly used
method for “soft” ionization of peptides and pro-
teins in quadrupole, ion-trap, or time-of-flight
mass spectrometers. The ionization is performed
by application of a high voltage to a stream of liq-
uid emitted from a capillary. The highly charged
droplets are shrunk and the resulting peptide or
protein ions are sampled and separated by the
mass spectrometer.
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� Half-life /Elimination Half-life
� Pharmacokinetics
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The elimination of a drug is its removal from the
body, either by chemical modification through
metabolism or by removal from the body through
the kidney, the gut, the lungs or the skin.

� Pharmacokinetics
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Vomiting
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Emesis is the forceful involuntary expulsion of the
stomach contents through the mouth. It is a reflex
response that may be initiated by a number of
stimuli.

Nausea is an unpleasant sensation of a desire to
vomit or of an impending vomiting episode. When
prolonged it may occur in waves and may not
always be followed by vomiting.

Retching is the process of emesis but without
the actual expulsion of any of the stomach con-
tents.

� Dopamine System
� Histaminergic System
� Muscarinic Receptors
� Serotoninergic System
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The vomiting reflex is controlled by the vomiting
centre, a diffuse area in the medullary region of
the brainstem. There are a number of ways to initi-
ate the reflex (Fig. 1), including stimulation of sen-
sory receptors in the alimentary canal, activation
of the chemoreceptor trigger zone (CTZ) in the
� area postrema and excessive motion or other
disturbances of the labyrinth. Pregnancy, exposure
to radiation, psychological or visual stimuli and
various disease states such as migraine, diabetes
or uraemia may also cause vomiting.

In the gastrointestinal tract, drugs or toxins as
well as mechanical stimulation induce emesis by
activation of sensory receptors on afferent neu-
rons in the vagus and sympathetic nerves. Infor-
mation is relayed to the vomiting centre via the
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nucleus  t ractus  sol i tar ius  (NTS)  in  the
medulla.The area postrema lacks a � blood-brain
barrier and is accessible to emetogens in the
bloodstream. Neuronal pathways extend from the
CTZ to the NTS and the vomiting centre.

Impulses from the vestibular apparatus in the
labyrinth are conducted via the vestibular nucleus
and cerebellum to the vomiting centre. Abnormal
stimulation of the vestibular apparatus is involved
in motion sickness and emesis associated with
Ménière’s disease.

Nausea and vomiting may also be induced by
stimuli affecting higher centers of the brain, pre-
sumably the cortex, from unpleasant sights and

smells as well as pain. Anticipatory vomiting also
may occur during cancer chemotherapy. The act of
� vomiting involves contraction of the diaphragm
and abdominal muscles to increase intragastric
pressure. Also, retroperistaltic contractions of the
intestine move the contents back into the stom-
ach. Relaxation of the oesophagus and the cardiac
sphincter at its lower end then allows the stomach
contents to be vomited. The role of the stomach is
passive, as active contraction is inhibited preced-
ing emesis.

Nausea is often assumed to be a low level stim-
ulation of the vomiting reflex. However, vomiting
occurs without nausea in intestinal obstruction

Fig. 1 Afferent pathways 
involved in vomiting. 
Some stimuli for initia-
tion of vomiting from the 
various locations are 
shown in the boxes. The 
presence of receptors at a 
particular location does 
not imply that they are 
necessarily involved in 
normal transmission of 
the vomiting reflex.
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and in space motion sickness. Elevated plasma
levels of � vasopressin as well as tachygastria may
play a role in nausea development.

Several neurotransmitters and � autacoids are
involved in initiating and conducting the vomit-
ing reflex, including � acetylcholine, � dopamine,
� histamine, � serotonin (vomiting), � substance
P and possibly � prostaglandins. Receptors for the
neurotransmitters are known to occur in many
central areas associated with pathways for initiat-
ing emesis (Fig. 1). However the presence of recep-
tors may not always be indicative of their involve-
ment. For example, muscarinic receptors in the
area postrema are probably not involved in
motion sickness since all muscarinic receptor
antagonists that are active as antiemetics have a
non-quaternary structure suggesting that they
must be capable of crossing the blood-brain bar-
rier. Dopamine D2 receptors are involved in some
emetic responses, but recent studies have also sug-
gested that activation of D3 receptors in the area
postrema may either produce vomiting or enhance
that elicited by D2 receptor activation.

Release of serotonin from enterochromaffin
cells in the gastrointestinal tract with activation of
serotonin 5-HT3 receptors on vagal afferents has
an important role in the initiation of vomiting by
anticancer drugs, exposure to radiation and in
postoperative vomiting after abdominal surgery,
and may cause the vomiting seen on oral inges-
tion of hyperosmolar solutions of sodium chlo-
ride or after intravenous injection of erythromy-
cin. Peripheral as well as central sites may also be
involved in the emetic action of substance P. It is
present in sensory nerves in the gut as well as
being co-localised with serotonin in some entero-
chromaffin cells.
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in treating cases of acute poisoning, but usually
nausea and vomiting induced by a drug are
unwanted effects occurring in addition to its ther-
apeutic action.
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The most widely used emetic is syrup of ipecac,
which contains the alkaloids emetine and
cephaëline. Emetine induces vomiting by activa-

tion of sensory neurons in the vagus and sympa-
thetic nerves to the stomach and centrally in the
medulla, possibly at the CTZ. The release of serot-
onin may be involved as 5-HT3 receptor antago-
nists prevent emesis induced by ipecacuanha. The
use of syrup of ipecac in the treatment of poison-
ing is declining as activated charcoal is equally or
more effective with fewer complications.
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The incidence of vomiting in cancer chemother-
apy is variable; the highly emetogenic cisplatin
affects >99% of patients but some with low eme-
togenic potential such as vincristine affect <25%.
The time course of emesis also varies; cyclophos-
phamide induces a single phase that persists for
24 h whereas cisplatin produces a biphasic pat-
tern; an acute phase peaking at 6 h and a less
intense second phase peaking at day 2–3. Patients
on repeated courses of chemotherapy often
develop anticipatory vomiting and nausea, com-
mencing several hours before treatment is given,
subsequent to the initial course. This appears to be
due to associative learning together with psycho-
logical stress from the drug regimen. Cytotoxics
cause cellular damage and the release of serotonin
and other mediators from enterochromaffin cells.
There is conflicting evidence as to whether 5-HT3
receptors in the medulla are activated during
chemotherapy and contribute to production of
emesis. Currently the weight of evidence favours
peripheral 5-HT3 receptors with minor involve-
ment of central receptors. Cytotoxics also cause an
elevation of dopamine levels in the area postrema
in animal studies and may release prostaglandins
and inhibit enzymes such as enkephalinases to
allow increased levels of enkephalins to activate
opioid δ receptors on dopaminergic nerves. The
delayed phase of vomiting with cisplatin may
involve the release of substance P.
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Parkinsonian patients receiving the dopamine
precursor levodopa, or dopamine receptor ago-
nists such as bromocriptine and apomorphine
may experience nausea and vomiting due to stim-
ulation of dopamine D2 receptors in the CTZ.
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Opioids act on the area postrema and/or the NTS
via µ or δ receptors to produce emesis. Also,
ambulatory patients receiving opioids are more
affected than those confined to bed, suggesting a
vestibular component in the effect. The emetic
action of opioids is complicated by an antiemetic
action, possibly involving µ2 receptors at the NTS
or the vomiting centre.
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Morning sickness is experienced by many expect-
ant mothers during the first 3 months of gestation.
Symptoms usually consist of nausea and retching
rather than vomiting but a few women experience
protracted vomiting (hyperemesis gravidarum).
The basis for morning sickness is not known but
has been variously considered to involve psycho-
somatic, endocrine, allergic and metabolic
aspects. It may be a protective mechanism against
ingestion of toxins or harmful chemicals in food-
stuffs. Endocrine studies show hyperemesis gravi-
darum is associated with elevated serum levels of
human chorionic gonadotrophin.
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Motion sickness arises in the vestibular appara-
tus. Stimulation of the semicircular canals or the
utricles by unfamiliar accelerating movement may
cause a mismatch between the sensory informa-
tion reaching the brain centres controlling bal-
ance and posture, with that anticipated. Motion
sickness may be avoided by reducing ‘sensory con-
flict’; fixing vision on a stable reference point such
as the horizon may be effective. Cortical centers
may also contribute; memories of previous travel
or the sight and sounds of others being affected
often increases susceptibility.
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The incidence of postoperative nausea and vomit-
ing is variable depending on a number of factors
including the nature of the operation, the sex and
age of the patient, women and children being
more prone, the anaesthetic and other drugs used.
For example, opioid administration increases the
incidence. Intra-abdominal operations and eye,
ear, nose or throat surgery have a high likelihood
of nausea and vomiting. Overall incidence has
recently been estimated as ca 20–30%.
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Several D2-like receptor antagonists are used as
anti-emetics. They include phenothiazines
(metopimazine, perphenazine, prochlorperazine,
thiethylperazine), butyrophenones (droperidol,
haloperidol), metoclopramide and domperidone.
Metoclopramide also raises tone in the lower
oesophagus and increases gastrointestinal motil-
ity, and in high concentrations causes blockade of
serotonin 5-HT3 receptors. Domperidone does not
readily cross the blood-brain barrier. It is particu-
larly useful in controlling emesis associated with
levodopa and dopamine receptor agonists used in
Parkinsonism as it will not affect their beneficial
action in the basal ganglia. The D2-like receptor
antagonists are useful in emesis occurring postop-
eratively and for cancer chemotherapy or radio-
therapy but are not effective in motion sickness.
Metoclopramide used in high doses is more effec-
tive than other D2 receptor antagonists in emesis
due to cancer chemotherapy but its usefulness is
limited by � extrapyramidal effects. It is effective
in vomiting associated with migraine and urae-
mia but its value in postoperative nausea and vom-
iting is variable. Metoclopramide and domperi-
done also reduce nausea and vomiting associated
with diabetic gastroparesis.
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Several histamine H1 receptor antagonists are
effective in treating motion sickness, Ménière’s
disease, morning sickness, uraemia and postoper-
ative vomiting. They are not effective against cyto-
toxics. Antagonists with piperazine-based struc-
tures (chlorcyclizine, cinnarazine, cyclizine,
meclozine) or ethanolamine-based (dimenhydri-
nate, diphenhydramine, doxylamine) as well as
promethazine are effective and appear to depend
on central inhibition of histamine H1 receptors
and possibly also on an ability to inhibit mus-
carinic receptors. The non-sedating H1 receptor
antagonist, astemizole, is not effective in motion
sickness. There has been considerable controversy
as to whether H1 receptor antagonists pose a tera-
togenic risk when used to treat morning sickness
but a recent meta-analysis concluded that they can
be used safely in pregnancy if nausea and retching
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cannot be controlled adequately by dietary modifi-
cation.
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These include atropine, scopolamine (hyoscine),
trihexyphenidyl (benzhexol) and benzatropine.
They block central muscarinic receptors involved
in various afferent pathways of the vomiting reflex
(Fig. 1). They have been used to control motion
sickness, emesis in Ménière’s disease and postop-
erative vomiting. Currently, hyoscine is largely
restricted to the treatment of motion sickness
where it has a fast onset of action but a short dura-
tion (4–6 h). Administration of hyoscine by
transdermal patch produces a prolonged, low level
release of the drug with minimal side effects. To
control postoperative vomiting, it should be
applied >8 h before emesis is anticipated.
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Steroids, usually dexamethasone or methylpred-
nisolone, are useful in cytotoxic-induced vomit-
ing, possibly by inhibiting central prostaglandin
formation. They are used either alone for low eme-
togenic risk chemotherapy or in combination with
5-HT3 receptor antagonists to improve control for
moderate to highly emetogenic chemotherapy.
Steroids been found useful in the delayed as well
as acute phase of cisplatin-induced emesis. They
can also be combined with metoclopramide and
other dopamine receptor antagonists to enhance
control of cytotoxic-induced vomiting. Combina-
tion with ondansetron, but not with droperidol or
metoclopramide, has improved control of postop-
erative vomiting.
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Dronabinol (tetrahydrocannabinol), the active
principle from cannabis and synthetic cannabi-
noids, nabilone and levonantradol are effective in
treating nausea and vomiting in cancer chemo-
therapy. The mode of action is unclear but appears
to involve cannabinoid CB1 receptors. Cannabi-
noids have been shown to reduce acetylcholine
release in the cortex and hippocampus and have
been suggested to inhibit medullary activity by a
cortical action. Inhibition of prostaglandin syn-
thesis and release of endorphins may also be
involved in the antiemetic effect. A recent review
of trials of dronabinol, nabilone or levonantradol

concluded that while the cannabinoids were supe-
rior to placebo or dopamine receptor antagonists
in controlling emesis due to moderate emetogenic
cancer chemotherapy, they produced harmful
adverse effects more frequently.
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The benzodiazepine lorazepam acts allosterically
on GABAA receptors to facilitate the actions of
GABA. Lorazepam has some antiemetic activity in
cancer chemotherapy but is currently used only in
combination therapy where it does not appear to
add to antiemetic control but may contribute to a
reduction in anxiety.
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Pyridoxine is used in morning sickness. Its mech-
anism of action remains unclear and several
reviews of the use of pyridoxine have failed to find
conclusive evidence of effectiveness. A recent dou-
ble blind trial found pyridoxine to be of benefit in
reducing nausea only. Some clinicians use pyri-
doxine as the first drug on the basis that it is the
least likely to be toxic to the foetus.
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Those developed for clinical use as antiemetics
include dolasetron, granisetron, ondansetron and
tropisetron. They are the most effective antiemet-
ics for vomiting induced by cytotoxics and are also
effective against radiation-induced and postopera-
tive vomiting. Preliminary evidence suggests they
may also limit binge-vomiting in bulimics, and
ondansetron has been shown to reduce nausea fol-
lowing intraduodenal infusion of lipids. The 5-HT3
receptor antagonists are ineffective against motion
sickness.
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Animal studies have shown that non-peptide
selective NK1 receptor antagonists (CP-99994, CP-
122721, GR205171, L-758298, MK-869) inhibit eme-
sis produced by the neurokinin, substance P and
other emetogens such as apomorphine, mor-
phine, ipecacuanha, cytotoxics and radiation.
They have a central site of action but a new pep-
tide NK1 antagonist, sendide, appears to act via a
peripheral site. Clinical trials with the non-peptide
antagonists have relieved nausea and vomiting
after gynaecological surgery and after cisplatin,
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especially for the delayed phase of vomiting. Com-
bination of NK1 receptor antagonist with a 5-HT3
receptor antagonist and steroid produced the most
effective control of both acute and delayed emesis
after cisplatin.
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Derivatives of the hemp plant Cannabis sativa
such as marijuana, hashish, bhang etc. have been
used medicinally and recreationally for thousands
of years. The identification of ∆9-� Tetrahydro-
cannabinol (∆9-THC) as the main active com-
pound led to the synthesis of high-affinity cannab-
inoid ligands which in turn enabled the identifica-
tion of cannabinoid receptors. The discovery of
∆9-THC and its receptors also suggested the pres-
ence of an endogenous signalling system that uti-
lizes these widely expressed receptors. Several ara-
chidonic acid derivatives that activate the cannabi-
noid receptor  were  i solated,  including

arachidonylethanolamide (anandamide) and 2-
arachidonylglycerol (2-AG). The formation of
these endogenous cannabinoids (endocannabi-
noids) is stimulated by calcium. The formation of
anandamide in response to elevated intracellular
calcium concentration is likely to proceed from
breaking up a phospholipid precursor, N-
arachidonylphosphatidylethanolamine (NAPE), by
phospholipase D (PLD). Newly formed anandam-
ide is released from the membrane to outside the
cell. 2-AG, which occurs also in the brain and
which shares many properties with anandamide, is
formed through a biosynthetic pathway distinct
from that producing anandamide and possibly
involves phospholipase C and diacylglycerol
lipase. Moreover, cells can actively take up endo-
cannabinoids using a hitherto unknown transport
system. Both anandamide and 2-AG are cleaved by
the intracellular enzyme fatty-acid amide hydro-
lase (FAAH).

The physiological effects of cannabinoids are
mediated by specific receptors that belong to the
group of 7-transmembrane domain G-protein-
coupled receptors. The highest levels of cannabi-
noid binding in the vertebrate brain are found in
basal ganglia, cerebellum, hippocampus, and cor-
tex. The cannabinoid receptor which is promi-
nently expressed in the central nervous system has
been termed the CB1 receptor. A second cannabi-
noid receptor, mainly expressed in the immune
system and absent from the neuronal system,
became known as the CB2 receptor. On the cellu-
lar level, CB1 receptors are mainly found in presy-
naptic fibres and terminals. In contrast, CB1
expression is not as prominent in the cell bodies
and dendrites of neurons. Outside the nervous
system, CB1 receptor expression has been
described in the adrenal gland, bone marrow,
heart, lung, prostate, testes, thymus, tonsils, and
spleen. The CB2 receptor has been described to be
expressed in spleen, thymus, tonsils, bone marrow,
pancreas, splenic macrophage/monocyte prepara-
tions, mast cells and in peripheral blood leuko-
cytes. Recent data suggest that there may be a
third cannabinoid receptor (“CB3”), based on the
finding that some of the cannabinoid effects in the
central nervous system are still present in CB1-
deficient mice.

Receptor-mediated actions of cannabinoids in
the central nervous system include the inhibition
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of both N-type and P/Q-type calcium channels
and the activation of G-protein coupled inward
rectifier K+ (GIRK) channels through G-proteins
of the Gi/Go family. Actions of cannabinoids are
predicted to have an inhibitory effect on neurons
in most cases. Whereas the inhibition of presynap-
tic calcium channels reduces neurotransmitter
release, the activation of postsynaptic potassium
channels, suppresses action potential firing.

In contrast to classical neurotransmitters,
endogenous cannabinoids can function as retro-
grade synaptic messengers. Released from postsy-
naptic neurons they travel backwards across syn-
apses, activate CB1 receptors on presynaptic axons
and suppress neurotransmitter release. Cannabi-
noids may affect memory, cognition, and pain
perception (see below) by this cellular mechanism.

The retrograde signalling property of cannabi-
noids has recently been linked to a phenomenon
called � depolarization-induced suppression of
inhibition (DSI) (fig) which occurs following
depolarization of a postsynaptic neuron and is
characterized by a transient presynaptic suppres-
sion of inhibitory postsynaptic currents (IPSC).
DSI appears to be triggered in response to a rise in
postsynaptic calcium levels and involves a retro-
grade messenger that is released by the postsynap-
tic cell. In many cases this appears to be an endo-
cannabinoid-like substance e.g. anandamide.
Endocannabinoid signalling, therefor, appears to
provide a temporarily distinct feedback mecha-
nism to regulate the synaptic strength. Although
retrograde signalling by endocannabinoids has so
far only been described in the cerebellum and hip-

Fig. 1 Retrograde signalling by endocannabinoids like anandamide. Postsynaptic depolarization results in Ca2+ 
influx. Ca2+ stimulates the synthesis of endocannabinoids which are released and activate presynaptic CB1 recep-
tors leading to the inhibition of neurotransmitter release. This rapid retrograde suppression of synaptic trans-
mission may underly phenomena like “depolarization-induced suppression of inhibition” (DSI). See text.
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pocampus it most likely occurs also in other brain
regions.

Cannabinoids have been shown to affect a vari-
ety of physiological and pathological processes
which most likely involve the endocannabinoid
system. Cannabinoid agonists are, for example,
effective in a wide range of acute and chronic pain
models including thermal and chemical-induced
nociception. Cannabinoid receptors are located in
the trigeminal ganglion, the dorsal horn, capsai-
cin-sensitive and large-diameter primary afferent
fibres, and non-primary afferent fibres. Cannabi-
noid receptors are also present in the periaque-
ductal gray area and dorsal raphe nucleus, areas
critical for nociceptive signalling. It is currently
not clear whether the endocannabinoid system
tonically controls sensory perception or whether it
is only activated under pathophysiological condi-
tions. It has long been recognized that marijuana
consumption in humans as well as in laboratory
animals strongly affects cognitive functions and
can produce disturbances in various aspects of
learning and memory. Most consistantly it has
been shown that the activation of CB1 receptors
leads to the disruption of short-term memory
while long-term memory is largely unaffected.
There is little question that CB1 receptors located
in the hippocampus are crucially involved in can-
nabinoid actions on cognition and that other fore-
brain areas are also likely to be involved. However,
it remains an open question whether endocannab-
inoids tonically modulate the neural pathways that
underly cognition. There are also many reports
describing anticonvulsant effects of cannabinoids
which can be explained on the basis of the inhibi-
tory effects exerted by cannabinoids in the central
nervous system (see above). There are also ample
clinical data that demonstrate antiemetic effects of
cannabinoids. It is, however, not clear whether
endocannabinoids are primary mediators of eme-
sis or whether they have a modulatory influence
on the processes underlying nausea and vomiting.
One of the most prominent effects of cannabis and
synthetic cannabinoids is their stimulatory effect
on appetite. Activation of cannabinoid receptors
has clearly been shown to result in a stimulation of
food intake. Again, it is currently not clear
whether the endocannabinoid system plays an
active role in the regulation of feeding behaviour.
Finally, cannabinoids produce vasodilatation,

hypotension, and tachykardia in humans. Vascu-
lar dilation in response to cannabinoids may be
due to the inhibition of transmitter release from
sympathetic nerve terminals, direct effects on vas-
cular smooth muscle cells or effects on endothe-
lial cells.

Cannabinoids have a well established clinical
value in the treatment of nausea and emesis, ano-
rexia and weight loss especially in tumour
patients. Relatively well established are their
effects in the treatment of pain, spasticity, asthma,
and glaucoma, while many other suggested indica-
tions are less well established. Cannabinoids such
as THC are relatively safe in overdose, producing
drowsiness and confusion, but no respiratory or
cardiovascular effects that threaten life. Already at
low doses, however, cannabinoids produce eupho-
ria and drowsiness which are sometimes accompa-
nied by sensory distortion and halluzinations.
These effects, together with the legal restrictions
on the use of cannabinoids, preclude the wide-
spread therapeutic use of cannabinoids. THC has
been reported to produce teratogenic and muta-
genic effects in animals and to affect endocrine
functions in humans. There is ongoing contro-
versy about the question whether cannabinoids
are of medicinal value in terminally ill patients
suffering from pain, nausea/emesis and anorexia.
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Endogenous opioid peptides are the wide variety
of endogenous peptides isolated since 1975 which
are the natural ligands for the opioid receptors.
The peptides derive from three precursor mole-
cules (proopiomelanocortin, proenkephalin, pro-
dynorphin). each encoded by a separate gene. The
discovery of the endomorphins, two amidated
tetrapeptides which do not derive from the three
precursor molecules, indicate the existence of
additional opioid peptide genes which, however,
have not yet been identified.

� Opioid System
� Analgesics
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The endoplasmic reticulum (ER) is a system of
membrane enclosed cisternae in the cytoplasm.
The ER is continuous with the outer membrane of
the nuclear envelope. The part of the ER coated
with ribosomes is called rough ER, the other part
is called smooth-surfaced ER. The rough ER is the
first compartment of the secretory pathway. Here,
membrane proteins are integrated into and secre-
tory proteins translocated across the ER mem-
brane. Furthermore, protein folding is established
and checked by a quality control system. From the
ER, proteins are delivered in vesicles to the endo-
plasmic reticulum/Golgi intermediate compar-
ment (ERGIC).

� Protein Trafficking and Quality Control
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Endorphins belong to the group of � endogenous
opioid peptides.

� Analgesics
� Opioid System
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Endothelial cells are the cells in the inner intimal
layer of blood vessels.
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Endothelin COncerting Enzymes (ECEs) belong to
the family of metalloproteases that catalyze the
proteolytic activation of big endothelins.

� Endothelins
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Freie Universität Berlin and Forschungsinstitut 
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Endothelins comprise a family of three vasoactive
isopeptides of 21 amino acids that have an essen-
tial role in the regulation of the vascular and bron-
chiolar tone and the control of natriuresis in the
kidney.

� Blood Pressure Control
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Endothelin and endothelin-converting enzymes.
In 1985 a peptide was described in the superna-
tants of endothelial cells that mediated vasocon-
striction. This peptide, was isolated, sequenced
and the was cDNA cloned. According to its origin
from endothelial cells it was named endothelin.

To date, three endothelin isoforms are known
(ET1, ET2, ET3), encoded by different genes.
Endothelins are synthesized as prepropolypep-
tides of approximately 200 amino acids (Table 1).
The biological active endothelins are generated in
a two-step proteolytic process (Fig. 1). In the first
step, � furin-like proteases generate big-endothe-
lins (big-ETs) of 38 to 41 amino acids that are bio-
logically inactive. In a second step specific
� endothelin-converting enzymes (ECEs) specifi-
cally cleave big-ETs between tryptophan 21 and
valine/isoleucine 22, thereby producing the mature
endothelins. Big-ET1 was also found to be cleaved
by mast cell � chymase and � matrix metallopro-
teinase 2 (gelatinase A) resulting in biologically
active ET1(1–31) and ET1(1–32), respectively
(Fig. 1).

ECEs are � metalloproteinases  that are homol-
ogous to the � neutral endopeptidase (NEP, E-
24.11, neprilysin); unlike NEP, however, they form
disulfide-bonded homodimers. In man, with ECE-
1 and ECE-2, two isoforms are known, which are
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encoded by two separate genes. For ECE-1 four dif-
ferent variants have been identified (ECE-1a–d),
which are generated by the use of alternative pro-
moters (Table 2). For ECE-2, a single gene product
has been described in man, whereas in mouse and
calf two splice variants have been identified. In
calf, an ECE-3 isoform has been isolated from iris
microsomes and the choroid plexus, which is spe-
cifically involved in the conversion of big-ET3 to
ET3. A human homologue of bovine ECE-3 has not
yet been identified.

The ECE isoforms show different subcellular
distributions and enzymatic characteristics
(Table 2). ECE-1a and ECE-1c are mainly expressed
at the plasma membrane, whereas ECE-1b, ECE-1d
and ECE-2 are expressed intracellularly. Plasma
membrane-bound ECE cleaves bigET1 circulating
in the blood, whereas intracellular ECE isoforms
are involved in the generation of mature endothe-
lins.

Human umbilical vein endothelial cells
(HUVEC) express the isoforms ECE-1a, -1b,-1d and
ECE-2. In these cells, ET1 is secreted via both a
constitutive and a regulated pathway. The ratio of
released ET1:big ET1 is 4:1. About 80% of the ET1 is
secreted at the abluminal membrane of endothe-
lial cells. ECE-isoforms are abundantly expressed
on the cell surface of endothelial cells and to a
lower level also on vascular smooth muscle cells.
In atherosclerotic lesions of vessels, however, ECE
expression in smooth muscle cells is upregulated.
It is likely that the ECE-isoforms expressed in
smooth muscle cells contributes significantly to
the generation of mature ET in normal and in par-
ticular atherosclerotic vessels.

Endothelial cells are the major source of ET1-
synthesis. ET1 is also produced by astrocytes, neu-
rons, hepatocytes, bronchial epithelial cells, renal
epithelial and mesangial cells. Physiological stim-
uli of ET1-synthesis in endothelial cells are angi-

Fig. 1 Processing of prepro-ET1. ET1 is generated as a preprohormone consisting of 212 amino acids. Amino 
acids 53 to 90 represent big-ET1, amino acids 53 to 73 mature ET1. Amino acids that vary between the three 
endothelin isoforms are depicted by hatched circles (only variant amino acids of the mature ET1 moiety and of 
the ECE-cleavage site are indicated). The amino acids present in ET2 and ET3 are depicted by light or dark grey 
circles respectively. The signal peptide (grey cylinder) is cleaved off in the endoplasmic reticulum by the signal 
peptidase. Big-ET1 is generated by proteolytical processing (furin-like proteases), which recognize dibasic 
amino acids motifs. Mature ET1 is formed after processing through the endothelin converting enzyme. Mast 
cell chymase and matrix metalloprotease-2 (MMP-2) also generate biologically active peptides. 
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otensin II, catecholamines, thrombin, growth fac-
tors, insulin, hypoxia and shear stress. Inhibitors
of ET1 synthesis are atrial natriuretic peptide, ET3,
prostaglandin E2 and prostacyclin. ET2 is mainly
synthesized in kidney, intestine, myocardium and
placenta and ET3 is predominantely produced by
neurons, astrocytes and kidney epithelial cells.

Endothelin receptors. Endothelins exert their
diverse actions via two G protein-coupled recep-
tors named endothelin A (ETA) and endothelin B
(ETB) receptor, which share an identity of about
64% in their amino acid sequences. Both recep-
tors display a signal peptide that is required for the
correct biogenesis. After the N terminus is accessi-
ble in the ER lumen, the signal peptide is cleaved
off (comprises 20 and 26 amino acids in ETA and
ETB receptors, respectively). Further post-transla-
tional modifications are � Asn-linked glycosyla-
tion of the extracellular N terminus (hETA: Asn29,
Asn 62; hETB Asn 59) and � palmitoylation  of
cysteine residues in the intracellular C terminus.
Mass spectometry of the bovine ETB receptor
revealed that cysteine residues 402 and 404 are
palmitoylated. The palmitoylation of endothelin
receptors is essential for the activation of G pro-
teins, since palmitoylation-deficient ETA and ETB
receptors fail to stimulate Gq/11 and Gi proteins,
respectively. The significance of the N-terminal
glycosylation for receptor function remains elu-
sive. Disulfide bonds between the highly con-
served cysteine residues of the 1st (ETA: Cys158,
ETB: Cys174) and the 2nd extracellular loop (ETA:
Cys239, ETB: Cys255) are also likely. Whether
cysteine residues in the extracellular N terminus
(ETA: Cys69, ETB: Cys90) and the 3rd extracellular
loop (ETA: Cys341, ETB: Cys359) also form
disulfide bonds has not been clarified.

The endothelin receptor subtypes show differ-
ences in their signal transduction, ligand binding
and tissue distribution. The ETA receptor is iso-
peptide-selective and binds ET1 and ET2 with the
same and ET3 with 70–100 fold lower affinity. The
ETB receptor binds all three isoforms with the
same affinity. Pharmacological studies provided
evidence for two subtypes of ETA (ETA1, ETA2)
and ETB receptors (ETB1, ETB2), although genetic
studies revealed only two different genes. Thus,
the additional receptor subtypes may be derived
from i) alternative splicing, ii) differences in post-
translational processing or iii) protein-protein-
interactions. For the ETB receptor splice variants
have been described. However, these isoforms
most likely do not account for the postulated sec-
ond receptor subtype. One splice variant harbours
10 additional amino acids in the 3rd intracellular
loop and has normal binding characteristics and
functional activity (IP and cAMP formation). The
second splice variant, which carries a completely
altered intracellular C terminus, has normal bind-
ing properties but lacks functional activity.

The ETA receptor activates G proteins of the
Gq/11 and G12/13 family. The ETB receptor stimulates
G proteins of the Gi and Gq/11 family. In endothelial
cells, activation of the ETB receptor stimulates the
release of NO and prostacyclin (PGI2) via pertus-
sis toxin-sensitive G proteins. In smooth muscle
cells, the activation of ETA receptors leads to an
increase of intracellular calcium via pertussis
toxin-insensitive G proteins of the Gq/11 family and
to an activation of Rho proteins most likely via G
proteins of the G12/13 family. Increase of intracellu-
lar calcium results in a calmodulin-dependent
activation of the myosin light chain kinase
(MLCK, Fig. 2). MLCK phosphorylates the 20 kD
myosin light chain (MLC-20), which then stimu-

Tab. 1 Human endothelin isoforms.

Number of Amino Acids in    Chromosome Diseases

prepro-ET1            big ET1

hET1 212          38    6p23-24

hET2 178         38    1p34

hET3
238         41

   20q13.2-13.3 Hirschsprung’s disease,
Waardenberg syndrome, type 4
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lates actin-myosin interaction of vascular smooth
muscle cells resulting in vasoconstriction. Since
activated Rho inhibits the myosin light chain
phosphatase via Rho-kinase, the dephosphoryla-
tion of the MLC-20 is blocked. The dual action of
the ETA receptor signaling on MLC-20 results in a
robust vasoconstriction of vessels. Beside the
short-term effects such as vasodilation and vaso-
constriction, endothelin receptors also stimulate
long-term events (cell growth and differentia-
tion). Both endothelin receptor subtypes activate
ERK1/2 and thereby mediate mitogenic responses
as shown for cardiomyocytes, cardiac fibroblasts,
vascular smooth muscle cells and renal mesangial
cells.

ET1 also stimulates anti-apoptotic signal cas-
cades in fibroblasts, vascular smooth muscle and
endothelial cells (via phosphatidylinositol-3-
kinase and Akt/protein kinase B). In prostate,
ovarial and colorectal cancer, upregulation of
endothelin synthesis and ETA receptors has been
associated with a progression of the disease. The
inhibiton of ETA receptors results in a reduced
tumor growth. In malignant melanoma, ETB
receptors are associated with tumor progression.
Endothelins can also stimulate apoptosis in
stretch-activated vessels via the ETB receptor,
which contrasts the above mentioned effects. The
molecular basis for these differential anti- and

pro-apoptotic reactions mediated by endothelins
remains elusive.

Activation of matrix metalloproteinases
(MMP) is also involved in vascular and cardiac
remodelling. For example, the fibrillar collagen
matrix of the heart maintains the shape of the left
ventricle. If the delicate balance between matrix
deposition and degradation is altered, cardiac
fibrosis (increase of collagen synthesis) or left ven-
tricular remodelling (increase of degradation)
occurs. Activation of ETA receptors leads to a
stimulation of MMP-1,-2 and -9 in isolated myo-
cytes and in the myocardium. The endothelin-
mediated activation of MMPs is essentially
involved in ventricular remodeling after myocar-
dial infarction in the rat: inhibiton of ETA recep-
tors by the selective ETA receptor antagonist sitax-
sentan prevents MMP activation and conse-
quently left ventricular dilation.

Sites of endothelin receptor expression. ETA
receptors are expressed in the smooth muscle cells
of the vascular medial layer and the airways, in
cardial myocytes, lung parenchyma and airway
epithelial cells. ETB receptors are expressed in
endothelial cells, in airway smooth muscle cells,
vascular smooth muscle cells of certain vessels
(e.g. saphenous vein, internal mammary artery),
in the renal proximal and distal tubule, the renal
collecting duct and in the cells of the atrioven-
tricular conducting system.

Tab. 2 Properties of the different isoforms of endothelin-converting enzymes. 

Subcellular
Localization

pH Optimum Amino Acids
(in human)

Species

ECE1a pm 6.8-7.2 758 human, bovine, rat

ECE1b i.c. 6.8-7.2 770 human, bovine, rat

ECE1c pm
late endosomes / multivesicular bodies

6.8-7.2 754 human

ECE1d i.c.
recycling endosomes

6.8 767 human, rat

ECE2a i.c. 5.5 787 human, mouse, bovine

ECE2b ? ? - mouse/bovine

ECE3 ? 6.6 - bovine

pm: plasma membrane, i.c.: intracellular
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In addition, ETB receptors are upregulated in
vessels with atherosclerotic lesions and in pulmo-
nary vessels of patients with severe pulmonary
hypertension. The upregulation can be attributed
to increased ETB receptor expression in smooth
muscle cells and to ETB receptors expressed on
infiltrating macrophages.

In the vascular system, endothelial ETB recep-
tors mediate a transient vasodilation, whereas ETA
receptors cause a long-lasting vasoconstriction.
The role of ETB receptors expressed on smooth
muscle cells remains elusive. In some vessels, ETB
receptor stimulation causes vasoconstriction
which is, however, only of transient nature and
quantitatively much lower than that following ETA
receptor activation. In the kidney, ETA receptors,
which are almost exclusively expressed in vessels,
regulate renal circulation, whereas ETB receptors,

expressed in the proximal and distal tubule and in
the collecting duct are involved in natriuresis and
diuresis. The main natriuretic action occurs most
likely via the inhibition of  the � amiloride-sensi-
tive sodium channel (ENaC). In the lung, endothe-
lin causes long-lasting vaso- and bronchoconstric-
tion. The contribution of each receptor subtype to
the endothelin-evoked pulmonary responses is
still controversial. The current data suggest that in
the healthy lung ETA receptors are involved prima-
rily in pulmonary vasoconstriction and ETB recep-
tors in bronchoconstriction. In the central nervous
system, ETA receptors are expressed on smooth
muscle cells of large and small cerebral arteries. In
addition, ETA receptors were also found to be
expressed on endothelial cells isolated from capil-
laries and larger microvessels of the brain, but the
physiological need for the ETA receptor expression

Fig. 2 Summary of short-term signaling events mediated by endothelin. In endothelial cells (EC) the activation 
of the ETB receptor leads to the formation of prostacyclin (PGI2) and NO and mediates vasodilation of vessels. 
In vascular smooth muscle cells activation of the ETA receptor results in a robust vasoconstriction by a dual 
regulation of the 20 kD myosin light chain (MLC-20). AA: arachidonic acid, AC: adenylyl cyclase, ATP: adenos-
ine triphosphate, CaM: Calmodulin, cAMP: cyclic adenosine monophosphate, DAG, diacyl glycerol, eNOS: 
endothelial NO synthase, IP3: inositol-3,4,5-phosphate, MLC-20: 20 kD myosin light chain, MLCP: myosin light 
chain phosphatase, Rho-GEF: Rho-guanine nucleotide exchange factor, SER: smooth endoplasmic reticulum, 
IP3R: IP3 receptor, PKA: protein kinase A, PKC: protein kinase C, PLA: phospholipase A, PLC: phospholipase C, 
PLD: phospholipase D.
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in endothelial cells in the brain remains elusive.
Neurons, particular those of the level III and IV of
the cortex predominately express ETB receptors.
In isolated astrocytes, both receptor subtypes were
found to be expressed at the cell surface.
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Mice homozygous for an ETA receptor gene dis-
ruption show  craniofacial malformations, such as
clef t  palate,  micrognathia ,  microt ia and
microglossia. ETA (-/-) mice die shortly after birth
due to respiratory failure. Mice with an ET1-null
mutation show the same cranciofacial malforma-
tions and, in addition, cardiovascular disorders
(e.g. septal defects, abnormal cardial outflow tract,
aortic arch and subclavian arteries).

Mice with a disruption of the ET3 or the ETB
receptor gene display pigment disorder and a
megacolon. The former resembles the congenital
megacolon (Morbus Hirschsprung) associated
with pigment disorders and cochlear hearing
problems (Waardenberg syndrome) or the isolated
congenital megacolon (Hirschsprung’s disease)
observed in man. Hirschsprung’s disease and
Waardenberg syndrome can be caused by several

different gene mutations, among others inactivat-
ing mutations in the ET3 and the ETB receptor
gene (about 5% of the patients with Hirschs-
prung’s disease have ETB receptor mutations). The
lack of ET3/ETB receptor results in the absence of
parasympathic ganglionic neurons in the mye-
nteric plexus (Auerbach). Mice with an ET3/ETB
receptor disruption die within two weeks after
birth. In transgenic mice, in which the expression
of the ETB receptor is driven by the dopamine-β-
hydroxylase promoter, normal myenteric plexus
are present and no enteric disorder develops.
These mice, however, show a salt-sensitive hyper-
tension, which can be efficiently treated with ami-
loride, indicating that ETB receptors are involved
in the regulation of natriuresis via the amilorid-
sensitive sodium channel ENaC.

The genetically engineered disruption of the
ECE1 gene causes craniofacial and cardiovascular
malformations (ET1/ETA receptor phenotype),
congenital megacolon and pigment disorders
(ET3/ETB receptor phenotype). The ECE-2 (-/-)
mice do not display any abnormality, indicating
that ECE-1 is of crucial importance in embryonic
development. Strikingly, ECE-1 (-/-) mice and

Tab. 3 Summary of clinical trails with endothelin receptor antagonists or ECE-inhibitors. 

Drug Company Antagonist/Inhibitor of Approval/Clinical study

Bosentan 
(Tracleer®)

Actelion, Switzerland ETA / ETB receptor pulmonary hypertension 
(approved in USA); CHF (III)

TBC11251
(Sitaxsentan®)

Texas Biotechnology, USA ETA receptor pulmonary hypertension (IIb/III)

Ro-61-0612 
(Tezosentan®)

Actelion, Switzerland ETA / ETB receptor AHF (III)

ABT-627
(Atrasentan®)

Abbott Laboratories, USA ETA receptor prostate cancer (III)

LU135252 
(Darusentan®) 

Aventis, Germany ETA receptor CHF (III, discontinued)

S-0139 Shionogi, Japan ETA receptor Cerebrovascular ischemia 
(II, Japan)

BSF208075
(Ambrisentan®)

Myogen, USA ETA receptor CHF (II), CRF (II), 
pulmonary hypertension (II)

SLV306 Solvay, Germany NEP/ECE (dual inhibitor) CHF (II), hypertension (II)

AHF: acute heart failure, CHF: chronic heart failure, CRF: chronic renal failure, NEP: neutral endopeptidase, ECE: 
endothelin converting enzyme.
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ECE-1 (-/-)/ECE-2 (-/-) mice still have about 60%
of wild-type ET1 levels. This result indicates that
alternative pathways in the generation of mature
ET1 exist (e.g. NEP). This alternatively generated
ET1, however, cannot compensate for the embryo-
genic defects.
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As endothelins mediate potent vasoconstrictor
effects, ECE-inhibitors and endothelin receptor
antagonists were developed for the treatment of
cardiovascular diseases, such as acute and chronic
heart failure, pulmonary hypertension and sub-
arachnoid hemorrhage. In addition, ETA recep-
tors have potent mitogenic responses and are
upregulated in ovarial and prostate cancer. Thus
ETA receptors are also considered as a potential
targets for anti-tumor activity.

A great number of ECE-inhibitors and mixed
and selective ETA and ETB receptor antagonists
have been developed in the past. For specific
inhibitors of ECE, however, only very limited
effects on the endothelin system were found. The
limited potency of ECE inhibition might be due to
the generation of mature ET1 from big-ET1 by
other proteases such as neutral endopeptidase or
other currently unidentified proteases.

In the case of receptor antagonists, it is still
unknown whether mixed antagonism of endothe-
lin receptors or selective blockade of ETA recep-
tors is of greater benefit in the treatment of dis-
eases. Several clinical trials have been launched
involving the treatment of heart and renal failure,
pulmonary hypertension, subarachnoid hemor-
rhage and prostate cancer (Table 3). The majority
of the studies is performed with selective ETA
receptor antagonists. At present, however, only the
mixed endothelin receptor antagonist Tracleer
(Bosentan) is approved for treatment (pulmonary
hypertension).
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Endotoxins are the lipopolysaccharides (LPS) of
the outer membrane of Gram-negative bacteria.
They trigger inflammatory reactions in the
infected organism, activate complement and cause
fever or even a septic shock. They act on � toll-like
receptors.
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Enkephalins belong to the group of � endogenous
opioid peptides.

� Analgesics
� Opioid System
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Entamoeba histolytica is an anaerobic rhizopod
that occurs in tropical and subtropical areas. It can
cause intestinal and extraintestinal manifestations.
It is transmitted orally by ingestion of cysts that
develop into trophozoites in the large intestine.
Amebic trophozoites release several cytolytic fac-
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Epithelial calcium channel 1 (ECaC1), synonym
TRPV5, is a member of the TRP family of ion
channels, implicated in vitamin D-dependent
transcellular Ca2+ transport in epithelial cells of
the kidney, placenta and the intestine.

� TRP Channels
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The epithelial Na+ channel (ENaC or amiloride-
sensitive Na+ channel) is the highly selective
sodium channel expressed in epithelia. The ENaC
channel is a heteromeric channel made of homolo-
gous α β γ ENaC subunits. The human genes
encoding the α β γ ENaC named SCNN1A,SCNN1B
andSCNN1G are located in chromosomes 12 (α)
and 16 (β γ), respectively. The mouse genes encod-
ing the α  β  γ  ENaC named Scnn1a ,Scnn1b
andScnn1g are located on chromosomes 6 (α) and
7 (β γ), respectively (1).

� Table appendix: Membrane Transport Proteins
� Diuretics
� Voltage-dependent Na+ Channels
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ENaC belongs to a recently discovered family of
ionic channels that include, in mammals, the neu-
ronal acid-sensing ion channels (ASICs) and, in
the worm,C.elegans, the degenerin channel family
(Mec4, Mec10), involved in mechanosensation (2).
The homologous α β γ subunits of ENaC are made
of two transmembrane domains and arranged

The ENaC is located in the apical membrane of
polarized epithelial cells where it mediates Na+

transport across tight epithelia (3). The most
important tight epithelia expressing ENaC include
the distal nephron of the kidney, the respiratory
epithelium and the distal colon. The basic func-
tion of ENaC in polarized epithelial cells is to allow
vectorial transcellular transport of Na+ ions. This
transepithelial Na+ transport through a cell basi-
cally involves two steps, as illustrated in Fig. 1. The
large electrochemical gradient for Na+ ions exist-
ing across the apical membrane provides the driv-
ing force for the entry of Na+ into the cell. Active
Na+ transport across the basolateral membrane is
accomplished by the � Na+/K+-ATPase.

ENaC mediates Na+ entry from the tubular
lumen at the apical membrane and the Na+/K+

ATPase extrudes Na+ at the basolateral side. K+

channels are present on the basolateral and apical
membrane. K+ channels at the apical membrane
mediate K+ secretion into the tubular lumen.

Fig. 1 Transepithelial ion transport in a principal cell 
of the cortical collecting duct (CCD). ENaC mediates 
Na+ entry from the tubule lumen at the apical mem-
brane and the Na+/K+ ATPase extrudes Na+ at the 
basolateral side. K+ channels are present on the baso-
lateral and apical membrane. K+ channels at the api-
cal membrane mediate K+ secretion into the tubular 
lumen.

Epithelial Na+ Channel
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In the distal nephron, ENaC activity controls
Na+ absorption, in order to balance urinary Na+

excretion with the daily intake. The Na+ absorp-
tion in the distal nephron is coupled to K+ secre-
tion via K+ channels (ROMK2) located at the api-
cal membrane. ENaC activity is under the control
of � aldosterone and � vasopressin that are
secreted in response to stimuli such as extracellu-
lar volume contraction, dehydration or hyperkale-
mia. Aldosterone binds to intracellular mineralo-
corticoid receptors (MR receptors); the ligand-
receptor complex is translocated to the nucleus
and induces the expression of ENaC and the Na+/
K+-ATPase proteins via aldosterone-induced tran-
scripts (AITs) and/or aldosterone-repressed tran-
scripts (ARTs). Vasopressin binds to the G-pro-
tein-coupled V2 receptor and activates ENaC via
the c-AMP-dependent pathway.

The role of ENaC is crucial for the maintenance
of the extracellular fluid volume and blood pres-
sure (4). The recent identification of mutations in
genes encoding the epithelial sodium channel
(ENaC), the mineralocorticoid receptor (MR) and
the � 11β-hydroxysteroid dehydrogenase (11β-
HSD-2) that causes monogenic forms of hyperten-
sion, strongly supports this notion. Mutations of
ENaC associated with an increased Na+ absorp-
tion in the distal nephron leading to a low aldos-
terone and low plasma renin hypertension
(� Liddle syndrome or pseudoaldosteronism), are
activating mutations. These mutations remove a
conserved proline-rich motif in the intracytoplas-
mic region of ENaC, important for channel endo-
cytosis and degradation. Conversely, loss of func-
tion mutations causes Na+ losing nephropathy
with dehydration, hyperkalemia, elevated plasma
renin and aldosterone levels characteristic of the
recessive form of pseudohypoaldosteronism Type
1 (recessive PHA-1).

In the lung, ENaC is important for the ionic
composition and the clearance of the airway sur-
face liquid (ASL) (5). The activity of ENaC is
inversely coupled to that of Cystic Fibrosis Trans-
membrane Regulator (� CFTR), responsible for
chloride secretion at the apical membrane or air-
way epithelium. In cystic fibrosis, CFTR activity is
lost and ENaC activity enhanced, causing an
increased fluid reabsorption of ASL and increased
mucous viscosity, preventing a normal mucocili-
ary clearance. Conversely, loss of function muta-

tions of ENaC, as observed in recessive PHA-1,
causes an increase of mucociliary clearance and a
decrease in mucous viscosity. ENaC activity in the
lung is developmentally regulated and plays a crit-
ical role at birth for a rapid and normal fluid reab-
sorption from the lung which turns from a secre-
tory (fetal) to a reabsorptive (adult) mode. Respi-
ratory distress syndrome (RDS) observed in
premature newborn can, in part, be due to ENaC
immaturity. In the fetal lung, ENaC maturation is
controlled by glucocorticoids and, at birth, by
sympatheticomimetics and pO2. In the adult dis-
tal lung, ENaC activity is primarily controlled by β
�  adrenergic agonist and pO2. It plays an impor-
tant role in the pathophysiology of high altitude
pulmonary edema (HAPE), which can be greatly
prevented by administration of β adrenergic
drugs.

In the skin, ENaC is expressed in keratinocytes
of the epidermis and in hair follicles. It could play
a role in terminal differentiation by modulating
keratinocyte calcium signaling. The skin expresses
MR, GR and 11βHSD2, but the role of aldosterone
and glucocorticoids on ENaC activity and kerati-
nocyte differentiation is not yet understood.

In the tongue, ENaC is expressed in taste bude-
pithelial cells. The expression of α, β and γ subu-
nits at the apical membrane of taste buds is
observed under low salt diet, known to greatly
increase plasma aldosterone. This observation
suggests that ENaC could play a significant role in
the transduction of salt sensation.

In the inner ear, ENaC is expressed in support-
ing cells surrounding hair cells and is postulated
to play a role in the low sodium concentration of
endolymph, critical for proper mechano-transduc-
tion and hearing.
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ENaC is blocked from the tubular lumen of the
distal nephron by amiloride at a submicromolar
concentration. By blocking ENaC activity at the
apical membrane of the target cell of the distal
nephron, the electrochemical gradient favoring
the passive secretion of potassium through
ROMK2 (or other apically located K channels) is
dissipated and potassium secretion blocked.
Unlike loop diuretics (furosemide and analogues)
or distal convoluted diuretics (i.e. thiazide diuret-

Epithelial Na+ Channel
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ics), which cause potassium secretion and
� hypokalemia, amiloride and analogues cause
potass ium retent ion (and ult imately
� hyperkalemia) and are currently used as K+-
sparring diuretics. Spironolactone, a competitive
antagonist of aldosterone for the mineralocorti-
coid receptor, inhibits epithelial sodium transport
and potassium secretion and belongs to the same
class of diuretic. Obviously, it is mostly effective
when plasma aldosterone is elevated (� Primary
or Secondary Aldosteronism), whereas amiloride
is effective even in the presence of low circulating
aldosterone. The biophysical characteristics of the
block of ENaC by amiloride including voltage-
dependence, competitive interaction with per-
meant cations, such as Na+ or Li+ ions, strongly
suggest that amiloride is a pore blocker which,
upon binding to its receptor on the channel, physi-
cally occludes the ion permeation pathway. The
binding site for amiloride is located in the extra-
cellular vestibule of the channel pore close to the
ion selectivity filter and involves specific amino
acid residues on each of the extracellular domain
of the α β γ ENaC subunits. Amiloride shares its
binding site on ENaC with triamterene which
blocks the channel with a lower affinity.

Since the distal nephron under physiological
conditions reabsorbs less than 10% of the filtered
load of sodium, blockade of ENaC results only in a
slight increase in urinary excretion of sodium.
Consequently, amiloride is usually used in associa-
tion with other diuretics. As suggested by genetic
forms of hypertension associated with ENaC gain
of function mutations, amiloride should be effi-
cient in the treatment of low-renin, salt-sensitive
hypertension but, unfortunately, its potency is
markedly lowered by salt intake. The development
of “non-competitive” antagonists of ENaC (i.e.
potent in the presence of high luminal sodium)
would be a useful addition to the drugs available
today.

The development of amiloride analogues tar-
geted to block selectively ENaC in the lung could
be useful in the treatment of � cystic fibrosis (CF)
patients or more generally of patients suffering
from chronic bronchitis, a condition in which an
increased mucociliary clearance is highly desira-
ble. Channel activators are presently not available
but will be useful for the treatment of RDS in the

newborn or HAPE in the adult, or, eventually, lung
edema in congestive heart failure.
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� Extrapyramidal Side Effects
� Antipsychotic Drugs
� Dopamine System
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A postsynaptic potential or PSP is the voltage
response of a postsynaptic neuron to a neuro-
transmitter released by a nerve terminal. The
response may be depolarizing, in which case the
voltage shift is in a positive direction causing an
excitatory effect or EPSP, or hyperpolarizing, in
which case the voltage shift is in a negative direc-
tion causing an inhibitory effect or IPSP.

� Ionotropic Glutamate Receptors
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Erythropoietin is a growth factor produced by
interstitial cells of the kidney in response to
hypoxia. Erythropoietin stimulates haematopoie-
sis in the bone marrow. Recombinant human
erythropoietin is used to treat anemias, e.g. ane-
mia caused by chronic renal failure and anemia in
AIDS and cancer patients.

� Hematopoietic Growth Factors
� Cytokines
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� Electrospray Ionization Mass Spectrometry 
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An EST is a short DNA sequence usually repre-
senting the most terminal regions of a cDNA
clone.

� Microarray Technology
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The estrogen receptor (ER) is the nuclear receptor
for the hormone estrogen.

� Sex Steroid Receptors
� Selective Sex-Steroid Receptor Modulators
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� Hormone Replacement Therapy
� Selective Sex-Steroid Receptor Modulators
� Sex Steroid Receptors
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Estrogens are 18-carbon steroids based on the
estrane nucleus. In the non-pregnant female, they
are mainly produced in the ovary.

� Sex Steroid Receptor
� Contraceptives
� Selective Sex-Steroid Receptor Modulators
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Ethyl alcohol
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C2H5OH, � ethanol is formed by bacteria in the
gastrointestinal tract in low amounts. Most of the
ethanol of bacterial source is metabolized during
the first liver passage yielding acetaldehyde and
subsequently acetic acid.

� Drug Addiction/Dependence
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The main target structures in the brain that are
affected by ethanol are � GABAA-receptors and
glutamate- � NMDA receptors. The action of the
neurotransmitter γ-amino-butyric acid  (� GABA)
is facilitated, and the function of the NMDA-recep-
tor is reduced by physiologically relevant concen-
trations of ethanol (10–50 mM). Therefore, this
essay focuses on GABA and glutamate. Somewhat
higher doses of ethanol affect other neuronal sys-
tems, among them endogenous opioids, dopamine
and serotonin. Furthermore, second messenger
and other intracellular mechanisms are altered
after both acute and chronic exposure. Chronic
ethanol abuse causes severe health problems. This
essay does not deal with these aspects.

� GABAA receptor: The inhibitory GABAAand
strychnine-sensitive glycine receptors are modu-
lated positively by ethanol. Site-directed mutagen-
esis techniques have identified amino acid resi-
dues important for this action. Mutation of a sin-
gle amino acid in specific transmembrane
domains (TM2 (Ser270) and TM3) of the α2 and β
subunits of GABAA and glycine (TM2) receptors
abolish the action of ethanol. Initial studies of
transgenic mice with a reduced sensitivity to etha-
nol as measured by loss of righting reflex revealed
an ethanol-resistant α1-subunit of the glycine
receptor (2). The corresponding mutations intro-
duced into the γ subunit of GABAA -R had less
effect. These findings indicate that in the GABAA
receptor, ethanol may bind in a cavity formed
between TM2 and TM3, and that binding to the α
or β subunit may be more critical than to the γ
subunit.

In an attempt to visualize the site of action of
ethanol, tryptophan mutation at position S270,
TM2 and TM3 domains of the GABAA α2 subunit
were modeled as antiparallel α-helices. The model
showed that the region between S270 TM2 and
TM3 contains a small cavity that may not be filled
by side chains of adjoining helices. In contrast, the
model of the S270W mutation demonstrated that
the side chain of tryptophan completely occupied
this cavity, which could eliminate occupation of
the putative cavity by ethanol.

These findings were unexpected because previ-
ous studies had demonstrated that the γ2 subunit
is required for potentiation of GABAA receptor

function by low concentrations of ethanol (2). The
γ2 subunit gene is located within a definitely
mapped quantitative trait locus (QTL) for acute
alcohol withdrawal on mouse chromosome 11 (1).
Allelic variation was genetically correlated with
acute alcohol withdrawal, ethanol-conditioned
taste aversion, ethanol-induced motor incoordina-
tion and ethanol-induced hypothermia (1).

Furthermore, the γ2 subunit of GABAA-R is the
most abundant subunit in the central nervous sys-
tem (CNS) and is required for localization to syn-
apses. The γ2 subunit exists as two spliced variants,
the long version (γ2L) containing an additional
eight amino acids in the large TM3/4 intracellular
loop, relative to the short version (γ2S). The
extrapeptide sequence contains a consensus
sequence for � protein kinase C (PKC) phosphor-
ylation. The γ2Lsubunit was at one time claimed to
be essential for ethanol modulation of GABAA-R
function, presumably related to the unique PKC
substrate on this subunit. Differential functions
for γ2L and γ2S might involve rapid regulation of
GABAA-R channels by PKC. Another possibility is
regulation of GABAA-R subcellular targeting, traf-
ficking, or turnover, presumably involving interac-
tions with other proteins. Chronic ethanol induced
a drop in the γ2L/γ2S ratio, e.g. lower levels of the
γ2L splice variant. This might favor production of
α4β2γ2S receptor composition. This subtype differs
markedly in various properties (compared to
α4βγ2L) including sensitivity to zinc inhibition,
channel kinetics, and possibly sensitivity to posi-
tive modulation by neurosteroids. PKC involve-
ment in ethanol pharmacology and interactions
with GABAA-R is also supported by changes in
ethanol sensitivity of mice lacking PKCγ and other
subtypes of PKC. PKCγ null mutant mice displayed
reduced sensitivity to the effects of ethanol on loss
of righting reflex and hypothermia, and abolished
the ethanol-enhancement of GABAA receptor ago-
nist muscimol stimulated 36Cl-uptake, demon-
strating at least the link between behavioral
actions of ethanol, PKC phosphorylation, and
GABA receptor function (2).

PKCε knockout mice are supersensitive to
acute low-dose hyperlocomotor and high-dose
sedative effects of ethanol and other drugs such as
diazepam and pentobarbital, which allosterically
activate GABAA receptors. In addition, these mice
voluntarily consume 75% less alcohol than wild-
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type mice when tested by using a two-bottle choice
paradigm. They also showed about 50% less alco-
hol-reinforced operant responses than wild-type
mice and reduced relapse drinking after a period
of alcohol deprivation. These findings were not
associated with metabolic changes of ethanol nor
with receptor binding affinity or density in cere-
bral cortex, striatum or cerebellum. These find-
ings suggest that PKCε regulates sensitivity to eth-
anol intoxication and thereby influences alcohol
consumption. GABAA receptors from PKCε-null
mice were more sensitive to activation by musci-
mol (GABA agonist) plus ethanol or flunitrace-
pam. PKCε might regulate sensitivity of GABA
receptors to allosteric activators possibly by phos-
phorylating the polypeptide.

Furthermore, PKCε  is required for nerve
growth factor-induced activation of mitogen-acti-
vated protein kinases and neurite outgrowth by
ethanol. It is also required for ethanol-induced
increases in N-type voltage-gated calcium chan-
nels in PC12 neural cells.

In several studies, chronic ethanol treatment
has been associated with PKC up-regulation. In
PC12 cells, increased levels of PKCδand ε were
found (25 to 200 mM ethanol, 2 to 8 days of treat-
ment) which was associated with increased PKC-
mediated phosphorylation.

The possibility that acute ethanol directly acti-
vates PKC would seem to be ruled out by the lack
of such effect occurring in various in vitro sys-
tems that have been studied. One possibility is the
activation of a phosphatase, others are the modu-
lation of the availability and type of activator. It is
also possible that ethanol could modify the sensi-
tivity of the ion channel to the effect of PKC phos-
phorylation or its proteolytic down-regulation.

Overall, our understanding of the precise loca-
tion and substrates for the different PKC isoforms
and protein-protein interactions involving PKC is
still in its infancy.

Subunit changes are other mechanisms that
alter the physiology of GABA synapses and
account for plastic changes seen following chronic
ethanol treatment.

Dependent on the various treatment regimes
(continuous administration, chronic intermittent
administration with multiple ethanol withdrawal,
CIE) chronic ethanol produced reduced GABAA-R
mediated synaptic inhibition, hyperexcitability

and seizure susceptibility. The α6 subunit
polypeptide was increased in cerebellum after
both regimes, although there was no significant
increase in α6 mRNA in CIE in contrast to contin-
uous ethanol paradigms and a decrease in α1 sub-
unit mRNA. A 20–30% increase in α4 subunit
mRNA was detected in hippocampal formation in
CIE treatment paradigm. Thus, the cerebellar
changes occur with chronic ethanol no matter
which paradigm is used and are transient. They
might contribute to short-term plasticity such as
tolerance to motor impairment. Reduced function
and altered pharmacological properties of GABA-
R in the hippocampus of CIE rats were more per-
sistent, lasting at least 2 days in some cases up to
40 days. Thus, the changes in this region such as
increased α4 and γ2S subunits might be more
important in the altered behaviour of CIE rats.
Continuous ethanol also produced an increase in
diazepam-insensitive binding (involving α4 and
α6 subunits) in the cortex (specifically α4 because
α6 is not found in cortex).

2"�&�

������������	���'���The other important
molecular target of ethanol is the � N-methyl-D-
apartate receptor (NMDA-R), which is acutely
inhibited although the mechanism is not clear. It
was speculated that at least in some brain region
the coactivating glycine sites are involved and/or
the coactivating polyamine sites. The receptors
containing the NMDA-R2B subunits are the most
ethanol-sensitive (4). The subunit has a fyn-kinase
phosphorylation site that may rapidly render
NMDA-R1 insensitive to ethanol during the devel-
opment of acute tolerance.

NMDA-R play a major role in various aspects
of chronic ethanol action, e.g. withdrawal and
drug-dependent reorganization of neural cir-
cuitry (5). Long-term potentiation (LTP) and long-
term depression (LTD) are important candidate
mechanisms for the drug-induced reorganization
of neural circuitry that occurs during addiction.
Both processes require activation of NMDA-R.
One exception is the dorsal striatum in which the
rise in Ca2+ mediates the LTD by the activation of
voltage dependent Ca2+ channels. It is interesting
to note that the numbers of both the NMDA-R and
the voltage-dependent Ca2+ channels (L-type,
PKCδ-dependent, N-type, PKCε-dependent) are
increased after chronic ethanol (4). This is paral-
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leled by an increase in NMDA-R function as meas-
ured by an NMDA-induced increase in [21Ca]
influx. These events are present after 7 days of
withdrawal and seem to be associated with low-
ered seizure threshold.

Distinct alterations in neural gene expression
of NMDA-R1 splice variants and the NMDA-R2B
subunit are observed after long-term ethanol
ingestion. Increased mRNA levels of the NMDAR1-
1 splice variant can be detected in all brain regions
that expressed this isoform. On the other hand,
the NMDA-R2B subunit decreases dramatically
both at the mRNA and protein levels. However,
24 hrs after onset of withdrawal NMDA-R2B
mRNA and hippocampal protein levels are ele-
vated dramatically. Furthermore, NMDAR1-4
splice variant expression of mRNA and protein are
elevated in the hippocampus 24 h after ethanol
withdrawal. One may speculate that cells that
express heterodimeric NMDA-R1/2B receptors are
highly susceptible to ethanol. Another study found
increases (∼35%) in NR1, NR2A, and NR2B pro-
tein levels in homogenates from the cortex and
hippocampus of rats exposed to intragastric infu-
sions of ethanol for 6 days. There are consistent
findings that during withdrawal, NMDA-Rs are
overactivated pathologically by increased gluta-
mate release and that this effect is accentuated by
the interaction of polyamines acting via the 2B
subunit.

AMPA receptor subunits GluR1, GluR2/3 and
the kainate receptor subunits GluR5, GluR6 and
KA2 are unaltered after 16 days of ethanol expo-
sure. No adaptive changes of NMDA-R subunits
are found in a recent study (6). Therefore mala-
daptive changes in brain ionotropic glutamate
receptor levels do not underlie, in all cases, the
neurobiological consequences of chronic ethanol
exposure.

*	�����	�	�����
� Opioid systems in the brain are important for
the reinforcing effects of ethanol. Selective µ-opi-
oid receptor antagonists reliably decrease ethanol
drinking in rats.

Chronic free-choice ethanol consumption
causes increased β-endorphine immunoreactivity
in the hypothalamus and septum of alcohol-pre-
ferring mice (C57BL/6), and Met-enkephalin in the
nucleus accumbens of ethanol-prefering AA rats.

Continuous-access ethanol consumption caused a
significant decrease in preproenkephalin mRNA
expression in the nucleus accumbens and olfac-
tory tubercle and a significant increase in mRNA
in nuclei of the amygdala of fawn-hooded rats.
Ethanol consumption had no significant effect on
preprodynorphin mRNA. Thus, ethanol seems to
negatively regulate enkephalin expression in vivo.
The increase of preproenkephalin mRNA in the
amygdala may be caused by the facilitating effect
of ethanol on gabaergic neurones.
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Acutely, ethanol has been shown to potentiate GS-
stimulated cAMP accumulation. Conversely, brain
tissue and cell culture treated chronically with eth-
anol have decreased levels of adenylyl cyclase
activity (5). Tolerance to chronic ethanol is accom-
panied by a fall in the levels of GαS-proteins and
GαS-mRNA in NG108-15 neuroblastomaxglioma
cells and an increase in Gαi2-proteins, in blood
platelets from alcoholics up to 6 months after eth-
anol withdrawal (3). However, the contention that
an increased level of Gαi and a reduced level of
GαS12 , respectively, are the cause of ethanol-
induced tolerance was disputed in recent studies.
Others have demonstrated a reduced catalylic
activity of the � adenylyl cyclase after 4 weeks eth-
anol in most but not all brain regions. The changes
were not reflected by altered levels of the enzyme
(3). Among the nine isoforms of adenylylcyclase,
the type VII was activated by acute ethanol
(50 mM) and prostaglandin E1 (10 µM) 2–3-fold
greater than that seen with the other tested adeny-
lyl cyclases. PKCδ is involved in ethanol modula-
tion of AC activity. Ethanol could promote a con-
formational change in AC that provides or
enhances availability of a site(s) for PKCδ-medi-
ated phosphorylation, or ethanol could promote
the association of AC with PKCδ within a transdu-
cisome complex. In the presence of ethanol the
more phosphorylated form of AC7 becomes more
sensitive to activated Gsα. The increased levels of
cAMP during such a signalling process will pro-
duce a greater effect of PKA and a greater modifi-
cation of downstream effectors dependent on
cAMP signalling (5).
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No clinical use, used in some medicinal drugs to
solubilize active compounds.
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Euglycaemia (normoglycaemia) is a blood glucose
concentration within the normal range, e.g. fast-
ing blood glucose 3.5–6.5 mmol/l; postprandial
blood glucose 5–11 mmol/l (reference ranges vary
between laboratories).

� Diabetes Mellitus
� Insulin Receptor
� Oral Antidiabetic Drugs
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The eukaryotic expression cassette is the part of
an expression vector that enables production of a
protein in a eukaryotic cell. The cassette consists
of an eukaryotic promoter for mRNA transcrip-
tion, the gene and a mRNA termination and
processing signal (Poly-A signal).
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Excitability refers to the capacity of nerves and
other tissues to generate and sometimes propagate
action potentials, i.e. signals that serve to control
intracellular processes, such as muscle contrac-
tion or hormone secretion. Examples of excitable
cells and tissues include neurons and glia, muscle
and endocrine tissues. Examples of non-excitable
cells and tissues include blood cells, most epithelia
and connective tissue.

� Ionotropic Glutamate Receptors
� Voltage-dependent Na+ Channels
� Inward Rectifier K+ Channels
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Excitation-contraction coupling (EC coupling) is
the mechanism underlying transformation of the
electrical event (action potential) in the sarco-
lemma into the mechanical event (muscle contrac-
tion) which happens all over the muscle. In other
words, it is the mechanism governing the way in
which the action potential induces the increase in
the cytoplasmic Ca2+ which enables the activation
of myofibrils.

� Ryanodine Receptor
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� Glutamate
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Excitotoxicity is the over-activity of the glutama-
tergic system responsible for the large number of
dead neurons observed after ischemia or epileptic
seizures. This neuronal death is due to an over-
excitation of the neurons and the massive Ca2+

entry resulting from the depolarization. Because
of their large Ca2+ permeability, the NMDA iGlu
receptors play a major role in the excitotoxic effect
of glutamate.

� Ionotropic Glutamate Receptors
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(Constitutive, regulated, neuronal) secretion
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Cellular secretion from (macro)-molecules medi-
ated by fusion of vesicles with the plasma mem-
brane

� Bacterial Toxins
� Intracellular Transport
� Small GTPases
� Synaptic Transmission
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During exocytosis, intracellular vesicles fuse with
the plasmalemma. As a consequence, the vesicle
components are incorporated into the plasma
membrane and the vesicle content is released into
the extracellular space. We distinguish constitutive
and regulated exocytosis.

Constitutive exocytosis/secretion takes place in
all eukaryotic cells and is essential for cell viabil-
ity and growth. Trafficking vesicles destined for
constitutive exocytosis originate from the trans
Golgi-network and contain secretory macromole-
cules derived from the biosynthetic pathway. They
are transported along microtubules to the cell sur-
face and fuse with the plasma membrane. Consti-
tutive secretion leads to the continuous release of
secretory products and to the incorporation of
membrane constituents into the plasmalemma.
Hence, constitutive cargo is not stored within the
cell. Excess plasma membrane is retrieved by
endocytosis. The balance between exocytosis and
endocytosis ensures ordered cell growth during
proliferation and maintains a constant surface
area in non-dividing cells. Proteins secreted by
constitutive exocytosis include immunoglobulins,
serum and milk proteins, and proteoglycans. In
addition to vesicles derived from the biosynthetic
route, recycling vesicles derived from endocytic
precursor organelles (mostly endosomes) also
fuse constitutively with the plasma membrane,
thus returning endocytosed membrane constitu-
ents to the surface.

Regulated exocytosis differs from constitutive
exocytosis in that secretion-ready vesicles are
stored in the cytoplasm, often in large numbers,
and that they require a stimulus for fusion with
the plasma membrane. Regulated secretory cells
include, for instance, exocrine and endocrine cells,
mast cells, platelets, large granular lymphocytes,
neutrophils and neurons. Depending on the cell
type, exocytosis can be triggered by a variety of
physiological stimuli that exert their action by
means of receptor activation or electrical excita-
tion. Release kinetics range from milliseconds in
neurons to many minutes in exocrine and certain
endocrine glands. All stimuli ultimately cause the
transient rise of an intracellular second messenger,
in most cases calcium. Calcium either directly
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activates exocytosis or it operates in conjunction
with cAMP and protein kinases that potentiate the
effect of calcium. In some systems, calcium ions
are only permissive, and the triggering stimulus
involves other second messengers and signaling
cascades. In electrically excitable cells, the intrac-
ellular calcium concentration rises after depolari-
zation by calcium entry through voltage-gated cal-
cium channels. In cells lacking regulated calcium
influx pathways, hormones, acting mostly through
G-protein-coupled receptors, cause the release of
calcium from intracellular stores. Regulated exo-
cytosis also differs from constitutive exocytosis in
that secretory products are often packaged at high
concentrations within the secretory vesicles. Thus
secretory cells are capable of rapidly discharging
large amounts of secretory products in a short
time without the need for concomitant product
biosynthesis.

In addition to secretory cells, many non-secre-
tory cells are capable of regulating exocytotic
fusion of transport vesicles that are derived from
endosomal precursors. For instance, vesicles
enriched in plasma membrane transport proteins

are incorporated in a regulated manner in order to
alter metabolite fluxes. Examples include the glu-
cose transporter GLUT-4 in muscle and fat tis-
sues, a key element in the control of serum glucose
levels, and the vacuolar proton ATPase and
aquaporins in the kidney that are essential for pH
and water homeostasis. Last not least, regulated
fusion of intracellular vesicles is used by many
cells to repair tears in the plasma membrane.
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Before exocytosis, the vesicle first moves from the
cytoplasm to the plasmalemma. Second, the vesi-
cle becomes attached to the plasma membrane, a
process often referred to as docking. Third, activa-
tion involving metabolic energy, also referred to as
priming, is required to achieve fusion competence.
Finally, the vesicle and plasma membranes merge
(see Figure). Each of these steps involves a multi-
tude of proteins that operate by complex protein-
protein and protein-phospholipid interaction net-
works. Although we are still far from a compre-
hensive molecular description, it is becoming
clear that these steps are mediated by sets of com-

Fig. 1 Model for protein-mediated membrane fusion in neuronal exocytosis. Syntaxin and SNAP-25 form a 
complex on the plasma membrane that interacts with synaptobrevin on the synaptic vesicle membrane. The 
assembly of the resulting ternary complex forces the opposing membranes into close apposition. Such complex 
assembly may be enough to induce constitutive exocytosis. For neuronal exocytosis, fusion requires calcium 
that enters the cell via voltage-gated calcium channels. Triggering of fusion involves probably Ca2+-induced 
interactions implicating synaptotagmin. A network of cytoskeletal elements controls the availability of secre-
tory vesicles at the plasma membrane, and targeting of synaptic vesicles to docking sites may be carried out by 
Rab-GTPases. Tetanus and Botulinum toxins block exocytosis by specifically cleaving the neuronal SNAREs.
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mon proteins that belong to evolutionary con-
served protein families. While these proteins
appear to operate in all intracellular fusion events
(probably with the exception of mitochondria and
peroxisomes), they are controlled by additional
factors specific for a given fusion event or a given
cell type.

Transport of vesicles occurs along microtubu-
lar tracks with the aid of kinesin motor proteins.
In contrast, interactions with the actin-based
microfilament network are thought to regulate the
availability of vesicles for fusion, and they are also
involved in certain types of vesicle movement. For
instance, in neurons synaptic vesicles are thought
to be attached to the actin cytoskeleton by cross-
bridges of synapsins that bind both to synaptic
vesicles and to actin. Upon activation, synapsins
are phosphorylated by calcium- and cAMP-
dependent protein kinases, resulting in a weaken-
ing of binding affinities and the release of the vesi-
cles from the cytoskeleton.

The initial contact between the vesicle and the
plasma membrane is mediated by protein com-
plexes that appear to be essential for ensuring that
only appropriate membranes fuse. While more is
known about the proteins involved in the “homo-
typic” docking of intracellular transport vesicles
than in docking of vesicles to the plasma mem-
brane, similar mechanisms may be involved. A key
role has been assigned to Rab proteins, a family of
Ras-related small GTPases. Apparently, each
fusion step is controlled by a specific family mem-
ber that resides on the vesicle membrane and
appears to play a key role in recruiting docking
proteins to the vesicle surface. Like ras, Rabs oper-
ate as molecular switches that are active in the
GTP-form and inactive in the GDP-form. Active
rabs recruit a variety of structurally diverse effec-
tor proteins to the vesicle that may then bridge the
membranes destined to fuse. Protein recruitment
may also be assisted by the phospholipid phos-
phatidylinositol bisphosphate (PIP2). Several Rab
effectors possess characteristic PIP2-binding
domains, and it is known that interference with
the metabolism of PIP2 inhibits exocytosis in
some systems.

Membrane fusion itself is probably the best
understood step in the sequence of events leading
to exocytosis, although many questions remain.
Essential for fusion are the � SNAREs, a super-

family of small membrane proteins. Appropriate
sets of three to four SNAREs spontaneously assem-
ble from unstructured precursors into tight α-hel-
ical complexes that need metabolic energy for dis-
assembly, and the assistance of the chaperone-like
ATPase � NSF, with additional cofactors for disas-
sembly. Different sets of SNAREs are required for
the various intracellular fusion steps. When
appropriate SNAREs on the membranes destined
to fuse contact each other, assembly is thought to
pull the opposing membranes tightly together, a
process that may suffice to initiate membrane
fusion (see Figure). After fusion, the spent SNARE
complexes are regenerated by ATP and NSF.

While the basic features of SNARE assembly
and disassembly provide a convenient framework
for explaining how membrane fusion works, both
the regulation of SNAREs and the molecular
details of fusion are not well understood. Most is
known about the neuronal SNAREs that mediate
regulated membrane fusion of synaptic vesicles
and of secretory granules in neuroendocrine cells.
They include synaptobrevin2, localized to the syn-
aptic vesicle, and SNAP25 (� SNAPs) and
syntaxin1A, both of which are localized to the
plasma membrane. Several proteins are known
that bind to these proteins and thus may regulate
their activity. They include Munc-18, a syntaxin-
binding protein, complexins that bind only to the
fully assembled SNARE complex, and tomosyn
which possesses a SNARE-like domain and com-
petes with synaptobrevin. Genetic and physiologi-
cal studies assign essential roles to these proteins
in exocytosis, although their mechanism of action
remains to be established.

While the steps described above are common
to all exocytotic events, regulated secretion is dis-
tinguished by an additional layer of control pro-
teins. Principally, each of the steps may be subject
to regulation and thus control the overall rate of
exocytosis, and there appears to be a large variety
of mechanisms that is reflected in a kinetic range
covering several orders of magnitude. Even for the
universal second messenger calcium there seems
to be no universal mechanism of action. In chro-
maffin cells and possibly also neurons, calcium
controls the rate of several distinct and consecu-
tive steps, the last being directly linked to mem-
brane fusion. A prime candidate for the neuronal
calc ium receptor  in the  las t  s tep i s
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� synaptotagmin, a transmembrane protein of
synaptic and secretory vesicles. Synaptotagmin
possesses two calcium-binding modules (referred
to as C2–domains) that interact in a calcium-
dependent manner both with phospholipids and
with SNAREs. Deletion of synaptotagmin largely
abolishes calcium-dependent exocytosis whereas
exocytosis can still be elicited by calcium-inde-
pendent pathways. In other cells, however, the
control of the exocytotic rate appears to occur at
an earlier stage, e.g. by regulating vesicle availabil-
ity through cytoskeletal interactions. Identifying
and characterising such control mechanisms
remains one of the most urgent tasks for future
research.

While recent attention has been largely on pro-
teins, it should be borne in mind that membrane
fusion ultimately involves the merger of phosphol-
ipid bilayers. However, little is known about the
specific membrane lipid requirements. When
membranes fuse, energetically unfavourable tran-
sition states are generated that may require spe-
cific lipids and lipid domains for stabilization.
Although there is some evidence for a specific
influence of lipids on exocytosis, it is still unclear
whether specific lipid metabolites are needed or
even generated at the site of membrane merger.
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Exocytosis represents the final step in a multistep
pathway involving vesicle formation and storage,
transport to the plasma membrane by microtubule
dependent transport, possibly involving additional
cytoskeletal elements (e.g. the actin-myosin sys-
tem), vesicle attachment to the plasma mem-
brane, vesicle activation (“priming”), and finally
membrane fusion. Each of these steps is probably
regulated, but the details of such regulation have
only been worked out in a few cases. Exocytosis
can be regulated by many membrane receptors,
dependent on the cell type, via second messen-
gers or by electrical activity. Accordingly, regu-
lated exocytosis can be controlled by appropiate
receptor agonists and antagonists, by drugs influ-
encing second messenger levels (e.g. Ca-channel
blockers) or by reagents interfering with the
cytoskeleton. However, most of the second mes-
senger targets in exocytosis remain to be identi-
fied, and it is conceivable that they may emerge as

attractive drug targets. For instance, there is evi-
dence that protein phosphorylation by protein
kinases potentiates calcium-dependent exocytosis
and in some cases suffices to induce exocytosis by
itself, but it is not known which of the phosphor-
ylated proteins are rate-limiting. Furthermore, the
release of calcium from internal stores by second
messengers may be an interesting point to control
exocytosis by externally applied drugs. For exam-
ple, hormones from pituitary gonadotropes are
secreted in response to gonadotropin-releasing
hormones. The gonadotropin releasing hormone
receptor couples to a G-protein, which activates
the phospholipase C cascade with production of
inositol trisphosphate and oscillatory release of
calcium from intracellular stores. Hormone secre-
tion may be controled by interfering specifically
with one of the steps in the cascade. Several bio-
logical toxins are known to directly affect exocyto-
sis. Best characterized are the botulinal and teta-
nus neurotoxins, proteinaceous AB-toxins with a
heavy chain mediating cell entry and a light chain
that carries the catalytic activity. All light chains
are proteases that cleave one of the three neuronal
SNAREs and some of their close relatives. As a
result, neuronal exocytosis is irreversibly inhib-
ited. While extremely toxic upon systemic applica-
tion, local application of botulinum neurotoxin A
has become the treatment of choice for blepharos-
pasm, hemifacial spasm, cervical dystonia and
laryngeal dystonia. The toxin also alleviates pain
and may be used in therapeutic trials for predic-
tion of the response to surgical elongation. New
toxin serotypes are now being tested. There are
also cosmetic uses of Botulinum neurotoxin A.
Local injections are used to diminish the undesira-
bly negative and expressive wrinkles of the face by
producing a reversible weakness of the hyperfunc-
tional mimetic muscles of facial expression. In
addition, several animal toxins block neurotrans-
mission but the mechanism is different. These tox-
ins cause massive exocytosis until the synaptic
vesicle pool is exhausted. Best studied among
these toxins is α-latrotoxin, the active ingredient
of black widow spider venom, and probably also
some snake toxins (e.g. crotoxin, taipoxin). Their
mechanism of action, however, is not understood.
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An exon is a length of DNA in a gene that is tran-
scribed into mRNA and translated into the final
protein product.

� Intron
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Exportins are transport receptors at the � nuclear
pore complex needed for the selective export of

proteins from the nucleus into the cytoplasm.
They recognize nuclear export signal sequences of
cargo proteins.

� Small GTPases
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Extrapyramidal side effects (EPS) are adverse
effects of D2-receptor antagonists acting on the
nigrostriatal system. EPS include parkinsonism
(stiffness, slow movements, stooped posture, and
tremor of extremities), akathisia (an inner sense of
restlessness or need to move), and dystonia
(spasm of a muscle group, most commonly involv-
ing the neck, extraocular muscles, and the
tongue). Dose adjustment is often sufficient in
managing these side effects, though use of other
medications such as beta blockers (e.g. pro-
pranolol for akathisia), anticholinergic medica-
tions (e.g. benztropine for dystonia and parkin-
sonism), and amantadine (for parkinsonism), may
sometimes be necessary.

� Antipsychotic Drugs
� Dopamine System
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� Coagulation/Thrombosis
� Fibrinolytics
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Fibrinogen is a 340 kD protein with an overall
homodimeric structure, that is present at high
concentrations in the plasma. Proteolytic cleavage
of 4 small peptides by thrombin results in its
polymerization to fibrin. The homodimeric struc-
ture allows fibrinogen to cross-bridge activated
integrin αIIbβ3 integrin molecules on adjacent
platelets, the crucial step in platelet aggregation.

� Coagulation/Thrombosis
� Fibrinolytics
� Antiplatelet Drugs
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� Fibrinolytics
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CHRISTOPHER F. TOOMBS
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ctoombs@amgen.com
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Thrombolytics
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Fibrinolytic agents manipulate the function of the
endogenous fibrinolytic system, which plays an
important role in the maintenance of hemostasis
by mediating the dissolution of � fibrin  clots and
� thrombus. The formation of fibrin clots and
thrombus are important hemostatic responses to

vascular injury that serve to prevent significant
blood loss. In settings where fibrin clot and
thrombus formation jeopardizes blood flow to a
critcal organ such as the heart, fibrinolytic drugs
can be used to dissolve the thrombus  and restore
blood flow.

� Anticoagulants
� Coagulation/Thrombosis

�
�������	��	������

In contrast to the function of � platelets  and the
� coagulation  cascade, the endogenous fibrino-
lytic system can prevent a hemostatic response
from both inappropriately propagating beyond the
site of injury and can also effect clot dissolution.
This occurs through the stimulation of the endog-
enous fibrinolytic system. The fibrinolytic system
utilizes the plasminogen  conversion into
� plasmin, whereby an inactive precursor mole-
cule (plasminogen) is converted into an active ser-
ine protease (plasmin), which is capable of proteo-
lytically degrading fibrinogen or fibrin into solu-
ble fragments. The plasmin that is recruited for
fibrinolysis may arise from either circulating- or
clot-associated plasminogen. As a result, fibrinoly-
sis can occur from within a clot and on its surface,
thereby effecting clot dissolution. Under physio-
logic conditions, the endogenous fibrinolytic sys-
tem is intimately involved in the maintenance of
vascular patency and the clearance of hemostatic
fibrin deposits, which occur with minor vascular
injury.

The endogenous fibrinolytic system can be
activated by any of several possible initiating
events. For instance, activation of the fibrinolytic
system can occur in response to vascular stasis, a
condition that can be recognized by the endothe-
lial lining of blood vessels. In response to stasis,
the endothelium can release an enzyme, known as
� tissue plasminogen activator or tPA, which is a
serine protease than can cleave plasminogen and
liberate plasmin. In addition, plasmin can be gen-
erated in reponse to the formation of activated fac-
tor XII (XIIa) or by kallikrein, both of which are
involved in the initiation of coagulation through
contact activtion.

The inhibitors of the endogenous fibrinolytic
system include α−2 antiplasmin, which forms a
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complex with and inhibits the activities of plas-
min. In addition, endogenous tPA can be inhib-
ited by plasminogen acivator inhibitor, of which
there are two isoforms (PAI-1 and PAI-2).

The specific fibrinolytic agents include those
derived from both bacterial and mammalian ori-
gin. For example, streptokinase is a natural prod-
uct of group C hemolytic streptococci and com-
mercial preparations of streptokinase are purified
forms of the protein. The name streptokinase is a
bit of a misnomer since an enzymatic activity is
implied by the suffix “-ase”. However, streptoki-
nase does not enzymatically activate plasminogen
to plasmin, rather, it forms a noncovalently associ-
ated (1:1) complex with plasminogen. While strep-
tokinase alone does not possess enzymatic activ-
ity, the complex it forms is referred to as the
“streptokinase:plasminogen activator complex”
because it is capable of generating plasmin.

Anistreplase is related to streptokinase and is a
commercial preparation of the streptokinase:plas-

minogen activator complex. The product is
derived from the combination of streptokinase
(from bacterial sources) and anisoylated lys-plas-
minogen (from human plasma). The anisoylation
of the plasminogen renders the streptokinase:plas-
minogen complex inactive. Upon administration,
anistreplase becomes active as spontaneous dea-
cylation of the complex occurs in vivo, liberating
an active streptokinase:plasminogen complex.

Among the first mammalian derived fibrino-
lytic agent is urokinase. Urokinase is produced in
the kidneys where it is normally responsible for
the dissolution of thrombus or fibrin clot that may
have formed in the renal vasculature. Urokinase
can be purified from urinary sources or can be
prepared from primary cell culture of fetal kidney
tissue.

Alteplase is the recombinant version of the tPA
that is released from the endothelium in the
endogenous fibrinolytic system. Alteplase is a
poor plasminogen activator on its own. However

Fig. 1 Plasminogen is the inactive precursor molecule that is converted into the active serine protease, plasmin. 
The plasminogen activators effect this conversion by promoting cleavage of plasminogen at an arginine-valine 
bond. The plasminogen activators can be antagonized by their endogenous inhibitor, plasminogen activator 
inhibitor 1 or 2 (PAI-1/2). Once formed, plasmin mediates the breakdown of insoluble fibrin clot into soluble 
fragments. However, plasmin can be antagoized by the actions of alpha-2 antiplasmin or alpha-2 macroglobulin.
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in the presence of fibrin, alteplase binds to fibrin
through an association at the finger domain of the
tPA molecule and, as a result, its enzymatic activ-
ity is greatly enhanced. The “fibrin specificity” of
alteplase was thought to be the basis of the added
clinical benefit obtained with alteplase (versus
streptokinase) in patients with acute myocardial
infarction as demonstrated in the landmark
GUSTO study (1).

Through molecular biology, mutations of tPA
have also been produced. Reteplase is a derivative
of alteplase, which involves deletion of the finger,
EGF and kringle-1 domains of the native tPA mole-
cule. In this deletion, the finger domain (fibrin
binding) and the EGF domain (hepatic binding)
are removed. This has the net effect of prolonging
the half-life of reteplase (due to reduced hepatic
clearance) while at the same time reducing the
fibrin specificity of the molecule.

Tenecteplase is a genetically engineered muta-
tion of alteplase where specific amino acid substi-
tutions have been made in three positions on the
native tPA molecule. Collectively, these amino acid
substitutions serve three purposes: 1) increasing
the circulating half-life of tenecteplase; 2) increas-
ing the fibrin specificity of tenecteplase, and 3)
reducing tenecteplase’s susceptibility to its princi-
pal inhibitor molecule, plasminogen activator
inhibitor (PAI-1).

Despite the modifications to reteplase and ten-
ecteplase, which alter the pharmacologic activity
of these agents, in large scale trials where these
agents have been compared with native tPA, the
efficacy results are very similar (2,3).
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Fibrinolytic agents are used clinically when disso-
lution of fibrin clot and thrombus is needed to
restore blood flow to a critical organ vascular bed.
One of the earliest uses of urokinase was for treat-
ment of massive pulmonary embolism (one or
more lobes affected) or where pulmonary embo-
lism is accompanied by hemodynamic instability.
Pulmonary angiography or lung scanning, prior to
the initiation of thrombolytic therapy is recom-
mended to confirm the diagnosis of pulmonary
embolism. In cases of successful lysis, thrombo-
lytic therapy can be expected to improve capillary
wedge pressure and improve ventilatory capacity.

The more widely practiced use of fibrinolytics
is in the treatment of acute myocardial infarction,
as shown in the GISSI trial (4) that evaluated
streptokinase. Over the past two decades, the ben-
efit of fibrinolysis in Q-wave myocardial infarc-
tion has been repeatedly demonstrated, using vir-
tually all of the available fibrinolytic drugs. As a
result, fibrinolysis is indicated for treatment of
acute myocardial infarction, and therapy should
be administered as soon as possible following the
onset of symptoms. Successful lysis can be
expected to improve ventricular function and
reduce the incidence of congestive heart failure
and mortality associated with acute myocardial
infarction.

More recently, fibrinolytics have gained an
indication for use in the management of acute
ischemic stroke, although alteplase is the only
agent approved in this indication. The diagnosis of
acute ischemic stroke must be confirmed by com-
puterized tomography (CT) scanning in order to
differentiate ischemic stroke from hemorrhagic
stroke, which might be worsened by the adminis-
tration of a fibrinolytic drug. Therapy should only
be initiated within the first 3 hours following the
onset of symptoms and where successful, fibrinol-
ysis is effective in improving neurologic recovery
and reducing the incidence of disability.

During pharmacologic induced fibrinolysis,
the endogenous inhibitors of the fibrinolytic sys-
tem are overwhelmed by pharmacologic dosages
of fibrinolytic agents. As a result, fibrinolytic
activity occurs throughout the entire cirulatory
system and often results in an excessive generation
of plasmin and the creation of a systemically fibri-
nolytic state, termed plasminemia. Unfortunately,
the plasmin cannot differentiate between a patho-
logic thrombus (such as one whcih has precipitat-
ing a myocardial infarction) and a thrombus that
is beneficial for the healing process following
minor trauma or injury. As a result, clot dissolu-
tion can occur systemically and this forms the
basis for the contraindication and side effects that
can occur with fibrinolytic therapy.

The absolute contraindications to fibrinolytic
therapy are generally consistent across the spe-
cific agents and are related to either the presence
of bleeding or a bleeding phenotype or any condi-
tions where, should bleeding occur, the outcome
would be catastrophic. Examples of the contrain-
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dications include: known bleeding diathesis, active
internal bleeding, history of cerebrovascular acci-
dent, recent intracranial or intraspinal surgery,
recent trauma, intracranial neoplasm, arteriov-
enous malformation, aneurysm or severe, uncon-
trolled hypertension.

The most common adverse reaction to throm-
bolytic therapy is bleeding. Bleeding is generally
classified as major or minor and is dependent
upon the location and severity of the bleeding
event. Examples of major bleeding events would
include intracranial hemorrhage, gastrointestinal
bleeding, genitourinary bleeding or retroperito-
neal bleeding. Examples of minor bleeding would
include minor hematoma formation or bleeding at
catheterization and recent venipuncture sites.

While bleeding is the principle complication of
thrombolytic therapy, other adverse events have
been observed. Anaphylactic reactions to throm-
bolytic agents are very rare but have been
reported. More moderate allergic reactions can
occur with streprokinase, anistreplase and uroki-
nase and can present as fever, chills and shaking.
The incidence of allergic-like reactions appears to
be greatly reduced for the tissue-type plasminogen
activator molecules.

During fibrinolytic therapy, significant altera-
tion of the hemostatic system occurs in order to
accomplish clot dissolution. The typical laboratory
findings can be expected to reveal several changes
in plasma and serum values, including decreased
coagulation factors (factors V, VIII, IX, XI and
XII), prolonged coagulation times, elevated plas-
min and consumption of fibrinogen.

Significant drug interactions are also possible
when using fibrinolytic therapy. The anticoagulant
agents such as heparin (unfractionated and low
molecular weight) and the vitamin K antagonists
are capable of causing bleeding when used by
themselves. In addition, antiplatelet agents such as
aspirin, dipyridamole, ADP receptor antagonists
and fibrinogen receptor antagonists are also asso-
ciated with an increased risk of bleeding. As such,
the concomitant use of anticoagulant and
antiplatelet agents can increase the risk of bleed-
ing associated with thrombolytic therapy. Careful
laboratory monitoring of hemostatic parameters is
warranted when these agents are used in combina-
tion with thrombolysis.
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Fibroblast growth factors (FGFs) are a group of
about 20 growth factors, which function through a
group of receptor tyrosine kinases (FGF-R-1, -2, -3
and -4). They play multiple roles in the morpho-
genesis and growth of higher organisms.

� Growth Factors
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First order kinetics describes the most common
time course of drug elimination. The amount
eliminated within a time-interval is proportionate
to the drug concentration in the blood.

� Pharmacokinetics
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� Gamma Aminobutyric Acid
� GABAergic System
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GABAA receptors are pentameric complexes on
the postsynaptic membrane with a central pore
with selectivity for chloride ions. Benzodi-
azepines increase the GABA-induced chloride cur-
rents, which lead to hyperpolarization of the post-
synaptic membrane.

� GABAergic System
� Table appendix: Receptor Proteins
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GABAB receptors mediate the slow and prolonged
physiological effects of the inhibitory neurotrans-
mitter GABA. Functional GABAB receptors are
comprised of two subunits, GABABR1 and
GABABR2. Both subunits are G-protein-coupled
receptors, which couple to the Gi/o family and are
densely expressed at spinal nociceptive synapses.

� GABAergic System
� Table appendix: Receptor Proteins
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GABA (γ−aminobutyric acid) is an amino acid
with mostly inhibitory functions in the mamma-
lian central nervous system. Structures involved in
releasing or binding GABA as a neurotransmitter
constitute the GABAergic system. The GABAergic
system is involved in the regulation of vigilance,
anxiety, muscle tension, epileptogenic activity and
memory functions.

� Benzodiazepines
� Glycine Receptors
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GABA is the major inhibitory neurotranmitter in
the mammalian central nervous system. It is syn-
thesized in presynaptic terminals from glutamate
by the action of the enzyme glutamic acid decar-
boxylase, stored in vesicles and released upon the
arrival of an action potential. GABA binds to and
mediates its effects via postsynaptic ionotropic
GABAA receptors and pre- and postsynaptic
metabotropic  GABAB receptors (Fig. 1). Whereas
the GABAA receptors mediate fast responses, the
GABAB receptors mediate slow responses. GABA is
removed from the synaptic cleft by GABA trans-
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porters and metabolized in a transamination reac-
tion.

�����������	
��
GABAA receptors are pentameric membrane pro-
tein complexes that operate as GABA-gated chlo-
ride channels (1). They belong to the superfamily
of ligand-gated ion channels. They have an extra-
cellular N-terminal domain, four putative trans-
membrane domains and an extracellular C-termi-
nal domain. The third intracellular loop contains
consensus sequences for phosphorylation by pro-
tein kinases. The second transmembrane domain
presumably lines the channel. On the cytoplasmic
side, most GABAA receptors are indirectly linked
to the cytoskeletal protein gephyrin via the γ2 sub-
unit; these two components have been shown to
play a role in synaptic clustering of defined
GABAA receptors. The GABAA receptor subunits
are drawn from seven classes with mostly multi-
ple variants (α1–α6, β1–β3, γ1–γ3, ρ1–ρ3, δ, ε, θ).
The α subunits share greater than 70% amino acid
sequence identity, whereas from one subunit class

to the other, e.g. α and β, the amino acid sequence
identity is in the range of ca. 30–40%. Most
GABAA receptors are composed of α, β and γ sub-
units with α1β2,3γ2 being the most abundant
receptor subtype. Some evidence suggests that the
pentamers may contain two α subunits, two β sub-
units and one γ subunit. GABAA receptors are
responsible for the fast synaptic inhibition. Bind-
ing of GABA to the receptor is followed in a mat-
ter of milliseconds by a chloride influx, leading –
in most cases – to hyperpolarization and thus
functional inhibition of the postsynaptic neuron.
GABAA receptors are of physiological relevance
because they play an essential role in the regula-
tion of the excitability of the brain. They are, in
addition, of pharmacological relevance since their
activity is modulated by a variety of therapeutic
agents. These include benzodiazepines, barbitu-
rates, neurosteroids and general anesthetics
(Fig. 2). A subset of GABAA receptors is fre-
quently referred to as “GABAC” receptor (2).
These receptors are composed of ρ subunits,
which only assemble with each other and are

Fig. 1 GABAergic synapse. Schematic of a GABAergic synapse, depicting the major elements of signal transduc-
tion. Postsynaptic GABAA receptors are pentameric ligand-gated ion channels assembled from various types of 
subunits. On the cytoplasmatic site they are indirectly linked to gephyrin. GABAB receptor occur pre- and posts-
ynaptically and are coupled to calcium or potassium channels.
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found primarily in the retina. In contrast to the
typical GABAA receptors, these receptors are
insensitive to the classical GABAA receptor antag-
onist bicucculline. In the IUPHAR nomenclature
(3) these receptors are classified as GABAA recep-
tors.

GABAA receptors are widely expressed in the
central nervous system (4), balancing the excita-
tory neurotransmission. The GABAA receptor sub-
types display a differential distribution. The α1
subunit, which is by far the most abundant α sub-
unit, is expressed e.g. in cerebral cortex, hippoc-
ampus and thalamus, the α2 subunit e.g. in hip-
pocampus, striatum and amygdala, the α3 subunit
e.g. in monoaminergic and serotonergic neurons
of the brain stem, in basal forebrain cholinergic
neurons and in the reticular nucleus of the thala-
mus, the α4 subunit e.g. in the thalamus, the α5
subunit e.g. in the hippocampus, and the α6 subu-
nit in cerebellar granule cells. Among the β subu-
nits, the β2 subunit is the most abundant, fol-
lowed by the β3 and β1 subunits. The by far most
abundant γ subunit is γ2, whereas γ1 and γ3 are
rare. In some instances, receptors contain a δ sub-
unit presumably instead of a γ subunit. The GABA
binding site is most likely located at the interface
between α and β subunits. The binding site for
modulatory benzodiazepines is, however, most

likely located at the interface between α and γ sub-
units. Recombinant receptors consisting of α and
β subunits are only activated by GABA, but not
modulated by benzodiazepines. The GABAA
receptors containing the α1, α2, α3 and α5 subu-
nits (in addition to β and γ subunits) are sensitive
to modulation by classical benzodiazepines such
as diazepam, whereas receptors containing the α4
and α6 subunits are not. The latter receptors are
also referred to as “diazepam-insensitive” GABAA
receptors. Whereas the diazepam-sensitive α sub-
units α1, α2, α3 and α5 contain a histidine residue
at a conserved position in the N-terminal extracel-
lular region (postions α1-H101, α2-H101, α3-H126
and α5-H105), the diazepam-insensitive α4 and α6
subunits contain an arginine residue in the corre-
sponding position (α4-R99 and α6-R100). Muta-
tional analysis revealed that the presence of a his-
tidine residue or an arginine residue at this posi-
tion in the α subunit determines whether the
respective GABA receptor is diazepam-sensitive or
diazepam-insensitive, respectively. Depending on
their sensitivity to CL218872, GABAA receptors can
be further classified into those having a high affin-
ity for CL218872 (α1βxγ2) and those having a low
affinity for CL218872 (α2βxγ2, α3βxγ2 or α5βxγ2).
A glycine in position 201 of the α1 subunit has
been found to be necessary for high affinity bind-
ing of CL218872 to the respective receptor. The
imidazopyridine zolpidem, which binds to the
benzodiazepine site, has intermediate affinity for
different GABAA receptor subtypes: It has a high
affinity for α1βxγ2, α2βxγ2 and α3βxγ2 receptors,
but essentially no affinity for α5βxγ2 receptors.
The rare γ3 subunit may also confer zolpidem-
insensitivity to GABAA receptors.
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Several groups of CNS active drugs exert all or
some of their clinical effects by their action on the
GABAergic system.

����
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� Benzodiazpines  act by shifting the GABA dose-
response curve to the left and thus increases the
affintiy of the receptors for GABA. At a given con-
centration of GABA in a synapse the chloride cur-
rent will be increased. Benzodiazpines have no
action in the absence of GABA (use-dependence)

Fig. 2 Model of a GABAA receptor and its binding 
sites. In addition to the binding site for the neuro-
transmitter GABA, GABAA receptors have modula-
tory binding sites for a variety of ligands including 
benzodiazepines, barbiturates, neurosteroids, etha-
nol and general anaesthetics such as isoflurane, enflu-
rane, etomidate and propofol. The positioning and 
size of the binding sites is arbitrary. One subunit has 
been removed to visualize the pore.
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and cannot increase maximal physiological stimu-
lation by a high concentration of GABA, i.e. their
action is self-limiting, which most likely contrib-
utes to the safety of these drugs with respect to
overdoses. They are used as anxiolytics, sedatives,
hypnotics, anticonvulsants and central muscle
relaxants. At the molecular level, benzodiazepines
increase the opening frequency and thus the
number of channels that are opened by a given
concentration of GABA.

By introducing histidine to arginine point
mutations in the α1, α2 and α3 subunits the
respective GABAA receptors are rendered
diazepam-insensitive. Thus, it was found that the
sedative, the anterograde amnesic and in part the
anticonvulsant actions of diazepam are mediated
by GABAA receptors containing the α1 subunit,
whereas its anxiolytic and muscle relaxant actions
are mediated by GABAA receptors containing the
α2 subunit (5). The anxiolytic action is observed at
much lower concentrations than the muscle relax-
ant action.

�����	���	��
The binding site for � barbiturates on the GABAA
receptor is less well defined. Barbiturates act by
increasing the conductance level. In contrast to
benzodiazepines, they also display direct agonis-
tic action on GABAA recptors. Also in contrast to
benzodiazepines, their action is not self-limiting,
i.e. they can activate the GABAA receptor to higher
levels than high concentrations of GABA alone.
These features may be responsible for the fact that
overdoses of barbituarates are life-threatening.

�������������	��	���
Both volatile and intranvenous anesthetics have
been shown to modulate the activity of the GABAA
receptor, and the assumption is reasonable that
these actions may contribute to at least some of
the clinical effects of general anaesthetics. Though
a binding site for general anesthetics on the
GABAA receptor is still elusive, several mutations
in the second and third transmembrane regions of
α and β subunits have been identified that can
abolish or inhibit the action of general anesthetics.
These include the volatile anesthetics isoflurane
and enflurane and the intravenous anesthetics
propofol, etomidate and also barbiturates. Inter-
estingly, these mutations may affect the agonistic

and the modulatory actions of general anesthetics
independently. Whereas mutations in both α and
β subunits inhibit the actions of isoflurane and
enflurane on the GABAA receptor, only mutations
in the β subunits inhibit the actions of propofol
and etomidate. Since many general anaesthetics,
in particular the volatile anaesthetics also act on
other excitatory and inhibitory neurotransmitters
and also on two-pore domain potassium channels
(background channels), the contribution of the
GABAA receptor system as a whole and specific
GABAA receptor subtypes in particular to certain
anesthetic endpoints is not known and may be dif-
ferent for each drug. In recombinant systems, the ε
subunit, which is found in amygdala and thala-
mus and which is particularly abundant in the
subthalamic nucleus, confers insensitivity of
recombinant αβε GABAA receptors to general
anaesthetics.
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� Neurosteroids  prolong the mean open time of
recombinant GABAA receptor channels. Whereas,
at least in recombinant systems, the identity of the
α and β subunits has little or no effect on neuros-
teroid action, substitution of the γ subunit by a δ
subunit suppresses the GABA-modulatory activity
of the neurosteroids.
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Several animal models based on the generation of
targeted mutations (see also chapter “Transgenic
Animal Models”) in GABAA receptor subunits
have been developed. Mice carrying point muta-
tions in certain α subunits rendering the respec-
tive receptors GABA-sensitive but diazepam-
insensitive have already been discussed in this
chapter. They have provided information about
pharmacological and at least indirectly also physi-
ological roles of individual GABAA receptor sub-
types.

Mice lacking the γ2 subunit die shortly after
birth presumably due to a lack of receptor cluster-
ing. However, mice heterozygous for the γ2 knock-
out allele display a limited reduction of GABAA
receptor function, visualized by decreased ligand
binding and receptor clustering, notably in hip-
pocampus and cortex. In addition, these mice dis-
play enhanced reactivity to naturally aversive
stimuli such as novelty, exposed space and
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brightly illuminated areas, representing anxiety-
related responses thought to include the activity of
the septo-hippocampal system. Furthermore, the
heterozygous mice display a heightened fear
response in assessing the negative association of
an ambiguous stimulus in cue discrimination
learning; these mice perceived a partial stimulus
as threatening as a fully conditioned stimulus (6).
They represent a genetic model of anxiety and rep-
resent a correlate of the GABAA receptor deficit
identified in patients with panic disorder.

Deletion of the gene encoding the β3 subunit
resulted in a loss of half of the GABAA receptors at
birth. Most homozygous knockout mice died in
the perinatal period, perhaps in part due to a cleft
palate, and the few survivors were interbred on a
hybrid background and grew to normal body size.
They displayed various neurological impairments
including hyperresponsiveness to sensory stimuli,
strong motor impairment and epileptic seizures,
which might be due to the lack of GABAA recep-
tors containing the β3 subunit that act as “desyn-
chronizers” of neuronal activity. In these mice, the
immobilizing actions of halothane and enflurane
are also reduced.

Mice lacking the δ subunit, which is mainly
expressed in cerebellum and thalamus, display an
attenuation of sleep time following the adminis-
tration of the neurosteroids alphaxalone and preg-
nanolone, while the responses to propofol, eto-
mindate, ketamine and the benzodiazepine mida-
zolam were unaffected. This demonstrates the role
of GABAA receptors containing the δ subunit for
neurosteroid action.

Mice lacking the α6 subunit display no change
in the response to pentobarbital, general anesthet-
ics or ethanol, but are more sensitive to the motor-
impairing action of diazepam in an accelerated
rotarod test, though in a limited dose range only.
These mice display significant compensatory
changes in GABAA receptor subunit composition
and also GABAA receptor expression levels in the
forebrain. A selective posttranslational loss of the
δ subunit revealed a close association of the α6
and δ subunits in vivo. In these mice, a compensa-
tory upregulation of two-pore domain potassium
channel, TASK-1, was found.

Mice lacking the α1 subunit have also been
generated, as well as mice lacking the β2 subunit.
Given the fact that these are the most abundant α

and β subunits respectively, it is surprising that
these animals survive, presumably indicating the
presence of compensatory mechanisms. A thour-
ough behavioral analysis has not been reported so
far.
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The GABAB receptor is a heterodimer of GABABR1
and GABABR2. GABABR1 exists in two isoforms
that differ at the N-terminus, GABABR1a and
GABABR1b. GABAB receptors are coupled to sec-
ond messenger systems via G proteins. Presynap-
tic GABAB receptors influence neurotransmission
by suppression of neurotransmiter release, pre-
sumably by inhibiting Ca2+ channels. Postsynap-
tic GABAB receptors hyperpolarize neurons by
activating an outward K+ current that underlies
the late inhibitory postsynaptic potential (� IPSP),
presumably mediated by inwardly rectifying
potassium channels of the Kir3 type.

Currently, baclofen is the only clinically used
GABAB receptor agonist. It is used as a muscle
relaxant for treatment of spasticity in spinal injury
and multiple sclerosis. The cloning of GABAB
receptors has renewed the interest in the search for
more selective drugs and novel therapeutic indica-
tions.
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G-actin has a molecular weight of about 42 kD. In
higher vertebrates, 6 isoforms of G-actin, which
contain 374/375 residues, are expressed in a cell-
specific manner, . They are present in striated
muscle cells (skeletal and cardiac isoforms),
smooth muscle cells (vascular and visceral iso-
forms) and in non-muscle cells (2 isoforms).

� Cytoskeleton
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The method of Gaddum compares equiactive con-
centrations of agonist in the absence and presence
of a concentration of non-competitive antagonist
that depresses the maximal agonist response.
These concentrations are compared in a double-
reciprocal plot (or variant thereof) to yield the
equilibrium dissociation constant of the non-com-
petitive antagonist-receptor complex (chemical
measure of the potency of the antagonist).

� Drug-receptor Interaction
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Galanin is a biologically active neuropeptide con-
taining 30 amino acids and a non-amidated C-ter-
minus in humans; galanin from other species con-
tains 29 amino acids and C-terminal amidation.

� Galanin Receptors
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Galanin receptor type 1, galanin receptor type 2,
galanin receptor type 3, Galanin receptor-1,
Galanin receptor-2, Galanin receptor-3, Galanin-
R1, Galanin-R2, Galanin-R3, Gal-R1, Gal-R2, Gal-
R3, GalR1, GalR2, GalR3, GAL1, GAL2, GAL3
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The � galanin  receptors form a distinct subfamily
of G protein-coupled receptors (GPCRs). Three
� receptor  subtypes have been cloned and charac-
terized: GAL1, GAL2, GAL3 (1). Structurally, each
receptor is a typical � GPCR, i.e. a monomeric ser-
pentine protein with seven helical transmembrane
domains, an extracellularly directed N-terminus
and an intracellularly directed C-terminus. Func-
t ional ly,  each receptor  i s  coupled to
� heterotrimeric G proteins. These galanin recep-
tors are thought to mediate various effects of
galanin, such as those associated with cognition,
emotion, pain, growth and metabolism. Other
GPCRs which are similar at the amino acid level
(30–38%) include the somatostatin sst4 and sst5 re-
ceptor subtypes, the ORL1 (nociceptin) receptor
and the GPR54 (KiSS-1) receptor.
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Galanin was first described in 1983 by Tatemoto et
al. as a 29-residue C-terminally amidated peptide
isolated from a porcine intestinal extract. The
name “galanin” was assigned to reflect the pres-
ence of glycine and alanine in the N- and C-termi-
nal positions, respectively. The N-terminal
sequence galanin-1–14 is highly conserved across
species, with 100% identity for example in por-
cine, human, rat and mouse. Structure-activity
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analyses indicate the N-terminal region is the pri-
mary peptide pharmacophore involved in recep-
tor recognition. The C-terminus is relatively less
conserved across species; human galanin is partic-
ularly distinguished in this region for terminating
at position 30 with an unamidated serine.

Galanin has a widespread distribution in re-
gions such as brain, spinal cord and gastrointesti-
nal tract. Galanin modulates physiological
processes such as neurotransmitter release, neu-
roendocrine release, nerve growth and regenera-
t ion,  seizure,  cog nit ion,  emot ion,  food
consumption, cardiovascular and gastrointestinal
function. Transgenic mice overexpressing galanin
exhibit cognitive defects resembling those seen in
� Alzheimer’s disease; they also display an elevated
threshold for thermal � nociception, suppressed
seizure in response to hippocampal kindling, and
elevated release of central monoamines (such as
norepinephrine and serotonin) after a forced swim
stress. Transgenic mice with a loss-of-function mu-
tation in the galanin gene exhibit defects in nocice-
ption, spinal reflex and nerve regeneration in
various models of pain and nerve injury; they also
have fewer cholinergic neurons in the basal fore-
brain. Female galanin (-/-) mice show defects in
prolactin secretion and lactotroph proliferation.

Galanin and related peptide analogs have his-
torically provided the means for characterizing
putative or cloned receptor subtypes. Peptides can
be generally described as follows: 1) galanin pep-
tides containing modified and/or unnatural amino
acids, such as D-Trp2-galanin-1-29; 2) peptide
fragments or extensions such as galanin-3-29,

galanin-1-15, galanin-1-16, galanin-(-7-29) and
galanin-(-9-29); 3) chimeric peptides in which the
N-terminus of galanin (commonly galanin-1-13) is
fused with a C-terminus comprised of a novel
sequence, or a fragment of a bioactive peptide
such as NPY, bradykinin, substance P (well known
examples are M15, M32, M35, C7 and M40); and 4)
combinations of the above such as the GAL1/GAL2
agonist AR-M961 ([Sar1-D-Ala12]-Gal(1-16)-NH2)
or the GAL2-selective agonist AR-M1896 (GAL(2-
11)-Trp-Thr-Leu-Asn-Ser-Ala-Gly-Tyr-Leu-Leu-
NH2) (2).
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In 1999, Ohtaki et al. reported the purification of a
novel 60-residue peptide from a fraction of por-
cine hypothalamic extract, on the basis of func-
tional activity in a GAL2 receptor assay. Residues
9–21 of the 60-residue peptide shared 100%
sequence identity with galanin-1-13, thereby
prompting the name “galanin-like peptide”, or
GALP. � GALP is more discretely localized than
galanin; mRNA for GALP in rat and mouse brain is
limited to hypothalamus (arcuate), median emi-
nence and pituitary neural lobe, with additional
expression observed in rat gut. GALP binds and
activates cloned GAL1 and GAL2 receptors
(Ki=4.5 nM and 0.24 nM, respectively). Therefore,
GALP might also interact with endogenous
galanin receptors, at least in part.
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The cloned human GAL1 receptor cDNA encodes a
protein of 349 amino acids (1). Human GAL1

Tab. 1 Galanin receptor subtype relationships (% amino acid identity).

receptor human GAL1 human GAL2 human GAL3 rat GAL1 rat GAL2 ratGAL3

human GAL1 100 %

human GAL2 42 % 100 %

human GAL3 38 % 58 % 100 %

rat GAL1 92 % 41 % 38 % 100 %

rat GAL2 40 % 87 % 58 % 40 % 100 %

rat GAL3 37 % 58 % 92 % 36 % 55 % 100 %

Overall amino acid identity values were generated with the GAP program (GCG, Inc., Madison, USA).
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shares 42% amino acid identity with human GAL2
and 38% with human GAL3 (Table 1). GAL1 recep-
tor homologs have also been cloned from rat and
mouse, with amino acid identities of 92% and
93%, respectively, relative to human (Table 1). The
human GAL1 gene on chromosome 18q23 has an
unusual intron/exon organization for a GPCR,
with a coding region interrupted by 2 introns. The
mouse GAL1 gene has been mapped to chromo-
some 18E4, syntenic with the human GAL1 gene,
and has a similar intron/exon organization.

The cloned human GAL1 receptor binds por-
cine [125I]-[Tyr26]galanin and is functionally cou-
pled to Gi/Go-type G proteins or related pathways.
Specific examples of � second messenger effects
measured in vitro include reduction of forskolin-
stimulated cAMP accumulation and stimulation of
MAP kinase activity. The cloned GAL1 receptor
activates G protein-coupled inwardly rectifying K+

channels (� GIRKs) when transfected into Xeno-
pus oocytes. Thus, native GAL1 receptors on mam-
malian neurons are likely to hyperpolarize and
inhibit neurotransmitter release.

A pharmacological signature for GAL1 was
based on rank order of binding affinity for galanin
and derivatives: human galanin, rat galanin, por-
cine galanin> porcine galanin-1-16> porcine
galanin-2-29> porcine D-Trp2-galanin > galanin-
3-29 (1). Among the chimeric galanin peptide con-
structs, the rank order of binding affinity is M32,
M35, C7, M15>M40 (1). All peptides with measura-
ble binding activity are agonists in vitro. The
pharmacological profile is similar to that derived
for the native GAL1 receptor in the Bowes
melanoma cell line.

Human GAL1 receptor mRNA has been
detected in multiple cell and tissue samples
including Bowes melanoma cells, brain, gastroin-
testinal tract (from esophagus to rectum), heart,
prostate and testes. Rat GAL1 mRNA was detected
in olfactory regions, many hypothalamic nuclei
(including supraoptic nucleus), amygdala, ventral
hippocampal CA fields, dorsomedial thalamic
areas, brainstem (medulla oblongata, locus coeru-
leus and lateral parabrachial nucleus), spinal cord
(dorsal horn) and pancreas-derived cells (RIN-
14b). Rat GAL1 mRNA distribution and expres-
sion level were essentially constant when exam-
ined from embryonic day 20 to postnatal day 70,
suggesting that GAL1 receptors in the CNS func-

tion broadly in normal synaptic transmission (3).
Under certain circumstances, however, GAL1
mRNA is up- or down-regulated, as in the follow-
ing examples: 1) GAL1 mRNA was elevated in rat
locus coeruleus after precipitated withdrawal from
chronic morphine treatment. 2) GAL1 mRNA was
also elevated in rat hypothalamic nuclei after
treatment with metabolic inhibitors (the glucose
anti-metabolite 2-deoxy-glucose or the fatty acid
anti-metabolite sodium mercaptoacetate, both of
which stimulate feeding) or by salt loading. 3)
Hypothalamic GAL1 mRNA was decreased by
hypophysectomy and also by lactation. 4) Hypoth-
alamic GAL1 mRNA was variable across the
estrous cycle in female rats, and decreased in
males by castration except when testosterone was
administered. 5) GAL1 mRNA was decreased in the
dorsal horn after inflammation or peripheral
nerve injury.

Based on current knowledge, the GAL1 recep-
tor is likely to transmit multiple actions of galanin.
Potential targets include feeding, nociception,
neuroendocrine release, cognition, emotion, stress
response, morphine withdrawal, metabolism and
gastrointestinal function. The following examples
provide support: 1) In a study of rat feeding behav-
ior, the galanin-induced feeding response was
attributed either to GAL1 or a GAL1-like receptor,
based on similarity between the in vitro pharma-
cological profile for GAL1 and the in vivo actions
of various peptides when injected icv. (Galanin
produced a stronger feeding response than
galanin-2-29, galanin-3-29 or galanin-1-16). 2) In a
study of the nociceptive reflex pathway in rat,
intrathecal administration of a cell-penetrating
peptide nucleic acid complimentary to GAL1
attenuated the inhibitory effect of galanin on the
flexor reflex, suggesting a role in pain processing.
3) In an allodynic Bennett rat model, a GAL2-
selective peptide AR-M1896 was inactive whereas a
GAL1/GAL2-selective peptide AR-M961 increased
the threshold for mechanical � allodynia. Based
on these data the GAL1 receptor was considered a
potential target for the treatment of neuropathic
pain. 4) In human colonic cells, GAL1 mRNA was
upregulated by the inflammatory nuclear tran-
scription factor NF-κB and also by pathogenic E.
coli, resulting in an increase in Cl- secretion; thus
GAL1 may be partly responsible for excessive fluid
secretion during infectious diarrhea. In a separate
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study of guinea pig ileum, GAL1 antagonists
blocked galanin-induced inhibition of electrically-
induced contraction (4). 5) In a study of rat brain
cortical slices, GAL1 antagonists blocked galanin-
induced inhibition of acetylcholine release, con-
sistent with a role in cognitive function (4). 6)
Children with the 18q- syndrome exhibit a growth
hormone insufficiency phenotype and display a
common 2-megabase deletion in chromosome 18q
resulting in loss of the GAL1 gene; these data sug-
gest a possible role for GAL1 in growth and devel-
opment.
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The cloned human GAL2 receptor cDNA encodes a
protein of 387 amino acids (1). Human GAL2
shares 42% amino acid identity with human GAL1
and 58% with human GAL3 (Table 1). The human
GAL2 gene, located on chromosome 17q25.3, has a
single intron interrupting the coding region just
after TM3. The cloned rat GAL2 receptor homolog
has 15 fewer amino acids in the C-terminus and
shares only 87% amino acid identity with human
GAL2 (Table 1). The mouse GAL2 receptor has
been cloned and mapped to chromosome 11.

The cloned human GAL2 receptor binds por-
cine [125I]-[Tyr26]galanin and couples readily to
Gq/G11-type G proteins or related pathways in
vitro. Under certain conditions, GAL2 also appears
to couple with Gi/Go- and G12-type proteins (1, 2).
Specific examples of second messenger effects
measured in vitro include inositol phosphate
hydrolysis, intracellular calcium mobilization,
stimulation of MAP kinase activity, reduction of
forskolin-stimulated cAMP accumulation, and
induction of stress fiber formation. The cloned
GAL2 receptor activates Ca++-dependent Cl- chan-
nels when transfected into Xenopus oocytes.
Native GAL2 receptors in H69 small lung cell car-
cinoma cells are proposed to activate the mono-
meric GTPase RhoA, which functions in cell
migration.

A pharmacological signature for GAL2 was
based on rank order of binding affinity for galanin
and derivates: human galanin, rat galanin, por-
cine galanin, porcine galanin-2-29, porcine
galanin-1-16> porcine D-Trp2-galanin> galanin-3-
29 (1). A distinguishing feature of GAL2 is its rela-
tively high preference for porcine galanin-2-29.
Among the chimeric galanin peptide constructs,

the rank order of binding affinity is M32 > M35, C7,
M15, M40 (1). All peptides with measurable bind-
ing activity are agonists in vitro.

Human GAL2 receptor mRNA has a wide-
spread distribution in several central and periph-
eral tissues including hippocampus, kidney, liver,
small intestine and retina; depending on the study
GAL2 mRNA has also been found in hypothala-
mus and pituitary. In rat brain, GAL2 mRNA was
found in anterior and posterior hypothalamus
(including POMC neurons of the arcuate), dentate
gyrus of the hippocampus, amygdala, pyriform
cortex, dentate gyrus, raphe and spinal trigeminal
nuclei, mammillary nuclei, cerebellar cortex
(Purkinje cells) and discrete brainstem nuclei
including dorsal motor nucleus of the vagus. Inter-
estingly, GAL2 mRNA was relatively more wide-
spread and abundant in neonatal rat brain studied
on postnatal days 0–7 than in the adult, with high-
est levels in neonatal neocortex and thalamus.
These data suggest that GAL2 may have distinct
functions related to establishment of synaptic con-
nections in the developing brain, with implica-
tions for neural damage and repair in the adult
nervous system (3). In rat periphery, rat GAL2
mRNA was found in vas deferens, prostate, uterus,
ovary, stomach, large intestine, dorsal root gan-
glia and anterior plus intermediate lobes of the
pituitary as well as pancreas-derived cells (RIN-
m5f).

Based on current knowledge, the GAL2 recep-
tor is likely to transmit multiple actions of galanin.
Potential targets include neurotransmitter and
neuroendocrine release, growth, reproduction,
seizure, cognition, emotion, nociception, nerve
regeneration, peripheral metabolism and gas-
trointestinal motility. Support is provided by the
following examples: 1) In a study of rat jejunal
contraction, the galanin-dependent contractions
were attributed to GAL2 based on the abundance
of GAL2 mRNA in the jejunum, and on the rela-
tive efficacy of galanin-2-29 and galanin-1-16 com-
pared to galanin and galanin-3-29. 2) GAL2 mRNA
levels are modulated by nerve injury. Three days
after peripheral tissue inflammation in the rat a
peak elevation of GAL2 mRNA was observed in
dorsal root ganglia. Seven days after facial nerve
crush in the rat a peak elevation in GAL2 and
galanin mRNA was observed in motor neurons of
the ipsilateral facial nucleus. Conversely, GAL2
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mRNA in dorsal root ganglia was down-regulated
after axotomy. 3) In a study of normal rats, intrath-
ecal administration of the GAL2-selective peptide
AR-M1896 produced mechanical and cold allody-
nia; thus GAL2 was proposed to mediate sensory
processing in the spinal cord(2). 4) In the Morris
swim maze, rats injected with galanin in the dorsal
and ventral dentate gyrus (an area of GAL2 mRNA
expression) displayed a significant spatial learn-
ing deficit while maintaining normal swim speed
and performance (5), consistent with a role for
GAL2 in learning and acquisition. 5) Galanin (-/-)
mice were found to have approximately 30% fewer
cholinergic neurons in the basal forebrain than
wild type counterparts, suggesting that galanin
normally exerts a trophic effect in this region. In
people with Alzheimer’s disease, the dwindling
population of cholinergic neurons in basal fore-
brain is hyperinnervated by neuronal fibers
expressing galanin, prompting speculation that
trophic effects mediated by a GAL2-like receptor
might counteract the degenerative process. 6) The
GAL2 gene is localized on chromosome 17q25 in a
region associated with two diseases (hereditary
neuralgic amyotrophy and Russel-Silver syn-
drome) that are characterized by short stature and
low birth weight dwarfism, respectively, in addi-
tion to developmental defects. This relationship
suggests a possible role for GAL2 in growth and
development.
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The cloned GAL3 receptor cDNA encodes a pro-
tein containing 368 amino acids (1). As shown in
Table 1, the human GAL3 receptor is more closely
related to the human GAL2 receptor (with 58%
amino acid identity) than GAL1 (with 38% amino
acid identity). The human GAL3 gene is located on
chromosome 22q12.2-13.1 and has the same intron/
exon organization as GAL2, with a single intron
interrupting the coding region just after TM3. The
intron/exon pattern suggests a common evolution-
ary origin for GAL2 and GAL3, and a convergent
evolutionary relationship to GAL1. The intron in
human GAL3 contains a Pst 1 restriction site poly-
morphism of unknown significance. Rat GAL3
shares 92% amino acid identity with the human
homolog (Table 1). A mouse GAL3 homolog has
been cloned and mapped to chromosome 15.

The cloned human GAL3 receptor binds por-
cine [125I]-[Tyr26]galanin and is functionally cou-
pled to Gi/Go-type G proteins. The cloned GAL3
receptor inhibits forskolin-stimulated cAMP accu-
mulation (3). The cloned GAL3 receptor activates
GIRKs when transfected into Xenopus oocytes (1).
Thus native GAL3 receptors on mammalian neu-
rons are likely to inhibit neurotransmitter secre-
tion, as proposed previously for native GAL1.

A pharmacological signature for GAL3 was
based on binding affinity for galanin and deri-
vates: porcine galanin, rat galanin> human
galanin, porcine galanin 2-29> porcine galanin-1-
16> porcine D-Trp2-galanin, galanin 3-29 (1). A
distinguishing feature of the GAL3 receptor is that
human galanin binds with slightly lower affinity
than rat and porcine galanin. Among the chimeric
peptides, the rank order of binding affinity is M32,
M35, C7> M15, M40 (1). All peptides with measur-
able binding activity are agonists in vitro. A native
GAL3 receptor has not yet been pharmacologi-
cally characterized.

Human GAL3 mRNA was detected centrally in
regions such as cerebellum, amygdala, cerebral
cortex, occipital lobe, frontal lobe, temporal lobe,
putamen, caudate nucleus and spinal cord. Human
GAL3 receptor mRNA was also detected in periph-
eral tissues such as thyroid, adrenal gland, skele-
tal muscle, pancreas, gastrointestinal tract and tes-
tes. Rat GAL3 mRNA was found in discrete regions
of the CNS such as cerebellum, amygdala, hypoth-
alamus (ventromedial, arcuate, paraventricular
and supraoptic nuclei), olfactory pathways, cere-
bral cortex, hippocampus, caudate putamen, cen-
tral gray, medulla oblongata and spinal cord. Rat
GAL3 transcripts were also detected in peripheral
tissues such as pituitary (a particularly rich
source), liver, kidney, stomach, testes, adrenal cor-
tex, lung, adrenal medulla, spleen and pancreas. In
general, human and rat GAL3 transcripts were
widely distributed and more overlapping with
GAL2 than GAL1.

Based on current knowledge, it is plausible that
GAL3 transmits multiple effects of galanin. Poten-
tial targets include nociception, neuroendocrine
release, cognition, emotion and metabolism. The
chromosomal localization of the GAL3 gene
(22q12.2-13.1) places it in a possible susceptibility
locus for � bipolar disorder (manic depressive ill-
ness). This relationship suggests that GAL3 gene
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might play a role in depression and related mood
disorders. Interestingly, chromosome 22q is also a
susceptibility locus for schizophrenia.
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The pharmacological profiles of the cloned
galanin receptors do not account for all the pro-
files derived from native cells and tissues. For
example, peptide agonist studies provide data for
the existence of a receptor preferring galanin-1-15>
galanin, and for another receptor which binds to
galanin-3-29. Furthermore, chimeric peptides
such as M15, M32, M35, C7 and M40 are agonists
when tested at cloned receptors, yet they behave as
antagonists in many (but not all) in vivo assays.
While several interpretations are conceivable to
explain the discrepant pharmacology, the possibil-
ity remains that additional galanin receptor genes
have yet to be identified (1).
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Currently, there are two descriptions of nonpep-
tidic ligands for galanin (GAL1) receptors. 1) A
fungal metabolite SCH202596 (spitocoumaranone
with a molecular mass of 353 D) was reported by
Chu et al. in 1997 (4) to bind the GAL1 receptor in
human Bowes melanoma cells with an IC50 of 1.7
micromolar. 2) A series of 1,4-dithiin and dithie-
pine-1,1,4,4-tetroxides with molecular weights
~250 to 450 Da were reported by Scott et al. in
2000 to bind human GAL1 in Bowes melanoma
cells with affinities (IC50 values) ranging from 0.19
to 2.7 micromolar (5). Two of the dithiepines were
characterized as human GAL1 antagonists, based
on activity in a cAMP accumulation assay and also
in a GTPγ35S binding assay. 

The two dithiepines of interest also blocked
galanin-induced inibition of  acetylcholine release
from rat cortical brain slices or synaptosomes, as
well as galanin-induced inhibition of electrically-
induced contraction in the guinea pig ileum.

There are no reports of small molecular weight,
nonpeptide, orally available antagonists or ago-
nists with high affinity and selectivity for individ-
ual galanin receptors. Such molecules are clearly
required to accurately assess the value of galanin
receptors as potential therapeutic targets. As work
continues in this field, the expectation is that

receptor-selective drug candidates will eventually
emerge.
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GALP is a biologically active peptide comprised of
60 residues found in human, rat, mouse and pig.
The name is derived from “galanin-like peptide”,
based on structural and functional similarity with
galanin.

� Galanin Receptors
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� GABAergic System
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and stomach. The acid is irritating to the esopha-
gus and causes heartburn.

� Proton Pump Inhibitors and Acid Pump Antag-
onists

��	��


Gating, a property of many ion channels, is the
active transition between open and closed states in
response to specific signals, such as membrane
voltage or the presence of neurotransmitters.

� Voltage-dependent Na+ Channels
� Ionotropic Glutamate Receptors
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� Granulocyte-CSF
� Hematopoietic Growth Factors
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� Guanine Nucleotide Dissociation Inhibitors
� Small GTPases
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� Guanine Nucleotide Exchange Factors
� Small GTPases
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A gene activity profile is a collection of quantita-
tively determined levels of gene products, found in

one tissue or cell type, which is characteristic of
the tissue, a disease process, a hormone response,
a pharmaceutical intervention, etc.

� Gene Expression Analysis
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Gene-environment interaction is the synergistic or
antagonistic effect of polymorphisms and envi-
ronmental factors with respect to the occurrence
of symptoms or diseases.

� Pharmacogenetics
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Gene expression is the process by which the infor-
mation encoded in a gene is converted into RNA
and then translated into protein.

� Gene Expression Analysis
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Transcriptional analysis, gene activity profiling,
mRNA profiling
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The determination of gene activity through analy-
sis of mRNA.
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� Microarray Technology
� Proteomics
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Gene activity can be monitored through cellular or
tissue concentrations of mRNA. Cellular adapta-
tion is associated with and guided by altered gene
expression. The resulting specific mRNA changes
are subsequently reflected in the levels of their
encoded proteins. These effects follow when cells
interact with endogenous agents, such as hor-
mones, as well as exogenous ones, such as phar-
maceutically-active compounds. Determination of
mRNA concentration in tissues, including whole
blood, can thereby provide major pharmacological
and pharmacodynamic insights into the action of
therapeutic agents. When mRNA changes are
measured with high degrees of precision, these
effects become striking. For example, as depicted
in Fig. 1, a simple 3-day treatment of an individual
with oral prednisone results in a substantial

molecular response in blood leukocytes. Moreo-
ver, the specific response pattern reveals the drug’s
anti-inflammatory activity.

Integration of high precision assays, targeted
drug-response and disease databases and diagnos-
tic algorithms significantly advances the interpre-
tation of gene expression during drug evaluation.
Multiple gene response profiles, stored in appro-
priately designed databases, facilitate wide-scale
comparisons that reveal trends that would other-
wise be cryptic. Biomedical algorithms simplify
examination of the large amounts of data gener-
ated in each study and facilitate comparisons with
the data contained in these databases. Fig. 2 repre-
sents an implementation of this process.

Analysis of specific mRNA levels is not new.
DNA and RNA gel blotting (Southern (1) and
Northern (2), hydridization-based approaches,
have been practiced worldwide for more than a
quarter-century. � Microarray hybridization to
large arrays of nucleic acids (often called microar-
rays) has grown very popular during the last dec-
ade (3). Fig. 3 depicts a microarray comparison of

Fig. 1 In Vivo Study: Steroid Treatment Alters mRNA Profiles in Human Blood.   Precision mRNA profiles were 
determined on whole blood, drawn from a volunteer before and following a three-day course of prednisone 
(100 mg daily per os). The height of each bar represents the fold increase of the mRNA assayed for the gene 
listed below the bar. The ordinate of the graph is depicted logarithmically, and values for each bar have been 
normalized to the level determined for the individual before steroid treatment.



Gene Expression Analysis 387

�

two different preparations of Echinacea. These
hybridization methods can reveal relatively large
mRNA concentration swings. Messenger RNA
detection by quantitative reverse transcriptase-
polymerase chain reaction (quantitative � RT-
PCR, or QPCR), an amplification-based approach,
has also experienced increased popularity in
recent years (4). Though not as amenable to the
measurement of large numbers of transcripts, this
method lends itself to the development of more
sensitive and precise assays. Subtle, pharmacologi-
cally important, up- or down-regulation requires
substantial precision to extract meaningful data.
This requirement can be met by QPCR, especially

in light of improved techniques that tighten the
coefficients of variation (CV) for the assay.

� Quantitative PCR was historically accompa-
nied by CVs between 20 and 50%. These wide vari-
ations obscure subtle, pharmacologically relevant
differences in gene expression. Recent advances in
analytical methods developed by our laboratory
reduce these CVs to 1–5%, thereby enabling the
detection of small changes in mRNA levels. Cur-
rently available equipment and disposables afford
measurement of 96 or more separate gene activi-
ties in a single run. However, careful selection of
candidate genes can often result in high-impact
assays using 24 genes or fewer. Samples that are

properly run can yield a great deal of information, even with small gene panels.

Fig. 2 Schematic of the Source Precision Profile System. Samples arriving for analysis are first entered into Lab-
oratory Information Management System (LIMS), then analyzed for mRNA using the high precision molecular 
analysis system, described in the text. Threshold crossing data, obtained from the ABI Prism® 7700 is buffered 
by the data loader program, then stored in LIMS together with the sample data previously stored. Following 
preliminary analysis (filtering and mapping), data are entered into the appropriate database, managed by Ora-
cle. These data flow into the appropriate bins, indicated on the figure (Note: the COPD bin refers to chronic 
obstructive pulmonary disease). System output, derived from the database, include fact sheets such as standard 
operating practice directives (SOPs), technology descriptions, and literature relevant to the gene loci deter-
mined by the analysis. Biomedical algorithms are used to simplify gene expression data, and further informa-
tion may be obtained from the associated Expression Analysis tool from ABI.
7700: ABI PRISM® 7700 Sequence Detection System, Applied Biosystems, Foster City, CA; Oracle: Oracle9i™, 
Oracle Corporation, Redwood Shores, CA; ABI: Applied Biosystems, Foster City, CA, a division of Applera Cor-
poration
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Sample preparation is also critical to the suc-
cess of gene activity determination. Many phar-
macological applications of gene expression analy-
sis involve RNA determination in whole blood
derived from a test subject. In the absence of rig-
orous experimental protocols, RNA levels may be
changed both by gratuitous induction of tran-
scription in living cells and inappropriate degra-
dation by ribonucleases which are active in both
living and dead cells. Blood leukocytes are physio-
logically active for a substantial period of time fol-
lowing collection. Accordingly, blood responds to
a wide variety of environmental stressors, includ-
ing phlebotomy conditions, agitation, and ship-
ping. With the advent of new collection methods,
however, these effects can be minimized and
meaningful data derived from blood subjected to
experimental conditions over a substantial period
of time.

Specific protein release following gene activa-
tion may exhibit considerable latency. This latency
results from RNA transcription, processing, and
translocation to the cytoplasm, together with pro-
tein translation, transport, maturation and secre-
tion. Steady-state protein levels in circulation, fur-
thermore, depend on clearance rates, which range

from minutes to days. Accordingly, mRNA changes
significantly precede protein changes in response
to pharmaceutical administration.

�������
�
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Gene expression analysis facilitates a number of
pharmaceutical determinations. Newly developed
agents may be compared to the actions of known,
established pharmaceuticals, thereby providing an
early indication of efficacy and potential side
effects. Of equal importance, dose-response stud-
ies may be greatly accelerated by analyzing the
activities of relevant genes. Gene expression analy-
sis may also be used to better understand the
mechanism of action of a new therapeutic agent
and to improve the selection of a development
path, i.e., selecting the right disease for initial test-
ing of a new compound and using clear-cut, gene
expression profile data as part of the entrance cri-
teria.

The technique is applicable in three major
study methodologies:
1. In vitro studies in whole blood, cell or tissue

model systems for compound screening and
benchmarking;

Fig. 3 Comparison of two Echinacea Preparations using Microarray. THP-1 cells were stimulated with bacterial 
lipopolysaccharide (LPS) and incubated with commercial preparations of Echinacea extracted using methanol 
and water, then lyophilized. Spots represent genes expressed within the limits of the assay. Each microarray is 
divided into quadrants; blue arrows indicate the calibration gene products (nonhuman control clones EST-91, 
EST-35, EST-34). Many genes were expressed in common for cells treated with either preparation, with notable 
exceptions of (a) HSU67733, (b) HSNMCFL1, (c) HSBBC1, and (d) HSLBP.
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2. Ex vivo studies in whole blood or other tissues
taken from human subjects (or animals) that
have been administered a therapeutic agent for
pharmacodynamic analysis; and

3. In vivo studies for direct clinical study of a com-
pound’s effect in normal subjects or patient
populations.

In the first of these methods (in vitro  studies),
blood or other tissues are taken from untreated
normal subjects or patients and subsequently
exposed to drugs and stimuli. These studies can
rapidly benchmark a test compound against other
candidates and commercially available agents,
thereby improving candidate selection. In addi-
tion, they yield a rapid assessment of individual
subject responses, and allow the preliminary selec-
tion of an appropriate panel of gene loci for fur-
ther studies. Two example studies focused on the
effects of NSAIDs and other anti-inflammatory
agents on human blood are depicted in Fig. 4.

Ex vivo studies can provide a rapid and effec-
tive approach to pharmacodynamic analysis.
Blood or other tissues are taken from treated indi-
viduals undergoing a well-defined therapeutic reg-
imen (i.e., dose, time and route of administration)
and subsequently exposed to various stimuli (e.g.
specific cytokines or bacterial endotoxin) or other
experimental conditions in culture. These studies
can provide excellent pharmacodynamic insights
in both normal subjects and patient populations.

Fig. 5 illustrates the effect of oral prednisone
treatment (single dose, given prior to blood collec-
tion) on the whole blood response to LPS stimula-
tion (performed after blood collection). Adminis-
tration of prednisone 2 h prior to phlebotomy
depressed LPS-stimulated mRNA levels for all 5
genes shown. The effect of the steroid ranged from
10-fold (IL-1α) to as much as 100-fold (IFNγ and
CSF2). After 24 h, the anti-inflammatory effects of
the steroid disappeared; the gene expression
response patterns were again similar to pre-ster-
oid conditions.

In vivo studies with high-precision gene
expression analysis, either as stand-alone projects
or as part of traditional clinical trials, provide a
powerful way to track disease progression and
drug efficacy.

In these studies, normal subjects or patients
are treated with the therapeutic agent, and blood

or other tissues are collected and immediately sta-
bilized for mRNA measurement. Such studies can
provide high-quality surrogate markers for track-
ing. As noted above (Fig. 1), the effect of a three-
day regime of glucocorticosteroids on whole blood
gene expression is a good example of this type of
study. Following a three-day course of glucocorti-
costeroid treatment, the levels of IL-1α, IL-1β, IL-8,
IFN-γ, and TNFα mRNAs were depressed while the
levels of IL-2, IL-5, IL-10, IL-12-p35, and IL-12-P40
mRNAs were elevated. IL-15 mRNA was found to
be only slightly elevated by the steroid. These
results are consistent with the established inhibi-
tory effects of glucocorticosteroids on type I
cytokines followed by a relaxed inhibition of type
II cytokines (5). In the three-day course of this
study, key cytokine levels were altered. Compared
to baseline, IL-1α, IL-1β, and IL-8 were depressed
40 to 60%, and IFNγwas blocked approximately
95%. In contrast, IL5 and IL-12p35 were elevated
about 10-fold.

The changes observed in these studies are rela-
tively modest in magnitude, and could be easily
obscured by less precise measurement or poor
sample conditions. Although the fold increases
may appear to be large, they could be entirely hid-
den by gratuitous induction in blood samples that
are not immediately stabilized after collection.
Indeed, whole blood specimens often exhibit 10-
fold or greater stimulation of mRNA when drawn
into standard EDTA tubes and allowed to sit at
room temperature even for short periods. Systems
that assist in RNA stabilization are now commer-
cially available. Of particular note is the PAX-
gene™ Blood RNA System (PreAnalytiX, Hombre-
chtikon, Switzerland). This system, in our hands,
provides consistent integration of whole blood col-
lection and stabilization of intracellular RNA for
days at room temperature and weeks at 4°C. Preci-
sion assays are mandatory for measurement of
gene expression, particularly when changes are
modest. The combination of highly precise assays
and low levels of gratuitous gene activation in the
specimens is required to demonstrate meaningful
gene expression in test subjects.
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Gene expression analysis is markedly enhanced
through highly precise mRNA analysis, targeted
drug-response and disease databases and diagnos-
tic algorithms. Substantially improved handling
procedures for whole blood severely curtail or
entirely eliminate both inadvertent mRNA degra-
dation and gratuitous gene activation. Together,

these mRNA profiling improvements allow more
rapid selection of pharmacological model systems,
curtail the time spent in preclinical and clinical
trials, and should compress the time required to
pass from drug candidate to market – a process
which has recently been estimated to consume 10
to 15 years and up to $800 million in resources(6).
Lastly, as drug-response and disease databases and

Fig. 4 In Vitro Effects of Therapeutic Anti-inflammatory Agents on Gene Expression in Whole Blood. A) Pre-
clinical Precision mRNA Profiles can be used to compare bioactivity of drugs. The ibuprofen gene expression 
profile in LPS-stimulated whole blood was compared electronically to profiles for aspirin, acetaminophen and 
naproxen resident in the Source Precision inflammation database. Sixteen of 24 genes demonstrated a change in 
gene expression after drug treatment, with drug-to-drug variation. B) Effect of 12 anti-inflammatory drugs on 
IL-1β gene expression in whole blood. The glucocorticoids tested include dexamethasone, hydrocortisone, and 
methylprednisolone. These act to modify disease. The non-steroidal anti-inflammatory drugs (NSAIDs), 
including ibuprofen, diclofenac, meclofenamate, and fenoprofen, do not affect disease but do provide signifi-
cant patient relief. Interestingly, glucocorticoids significantly reduce IL-1β gene expression, while the NSAIDs 
increase expression of IL-1β. The importance of this difference in drug-induced gene expression of a key gene 
locus will require additional investigation, but the observation does demonstrate the potential of gene expres-
sion analysis to monitor response to specific drug therapy.

Fig. 5 Ex Vivo Study: Precision mRNA Profiles of Human Whole Blood Reveal the Time-course of Glucocorti-
costeroid Action in Normal Individuals.  Blood was drawn from a volunteer before (blue bar), 2 h after (red 
bar) and 24 h after (yellow bar) administration of 60 mg prednisone. All samples were incubated for 6 h with 10 
ng LPS/ml prior to assay. Samples were normalized to the mRNA levels found in unstimulated blood (equal to 
1.0 on the ordinate). The height of the bar represents the relative level of mRNA corresponding to the gene 
listed below the bar.

�
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diagnostic algorithms based upon gene expres-
sion grow and improve in the near future, we will
improve our  understanding of  both the
� pharmacodynamics and � pharmacokinetics of
new pharmaceutical agents. Comparisons to gene
expression profiles of known drugs will allow
pharmaceutical companies to evaluate the mecha-
nism of action of drug candidates. Precision gene
expression analysis of clinical trial subjects will
help companies to quickly and more safely deter-
mine the effective doses of these agents, as well as
to predict the time the drug is likely to be effective
in patients. The pharmacological applications of
quantitative gene expression are manifold.
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A gene gun is a device to introduce DNA into cells
in vivo. The DNA is attached to gold particles

which are introduced under high velocity into the
target tissue.

� Genetic Vaccination
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In the context of gene expression analysis, gene
products include proximal products, such as pri-
mary transcripts, intermediate products, such as
mRNA, tRNA, and rRNA, and distal products
including proteins and peptides.
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The gene promoter is a nucleotide sequence in
DNA near the start of a gene, consisting of regula-
tory elements to which transcription factors and
RNA polymerase bind. This leads to activation of
the gene promoter and transcription of the corre-
sponding gene.
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Genetic therapy, gene based therapy
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Gene therapy is a novel medical technology that is
based on a simple prinicipal: genetic material is
transfered into a cell and translated into therapeu-
tic gene products (e.g. receptor proteins). The
basic form of gene therapy is the introduction of a
gene into the patient to correct the defect of a sin-
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gle gene. In addition, gene therapy can be used to
treat complex diseases, e.g. by expressing genes
that slow down the progression of the disease (for
a more detailed overview see (1,2)).

� Antisense Oligonucleotides and RNA 
Interference

� Genetic Vaccination
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With the progress of the Human Genome Project
and the numerous functional genomic projects,
the number of genes that could be used as thera-
peutic agents is increasing at an astonishing pace.
However, one of the major obstacles to successful
gene transfer are the shortcomings of the presently
available gene delivery vehicles. These vehicles can
be divided in two basic categories: viral and non-
viral vectors.

Compared to viral vectors, non-viral vectors
present fewer problems regarding the biosafety.
However, the major draw back of the presently
available non-viral vectors is the insufficient gene
transfer and that, due to the fact that these vectors
do normally not integrate into the host genome,
the delivered gene is expressed only transiently. In
contrast, the hallmark of many viral vectors is that
they achieve sustained and high levels of gene
expression.
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��
�����������	
��
Viral vector design focuses mainly on the efficacy
of gene delivery and on the biosafety of the engi-
neered viruses. A prerequisite for the use of a
virus as gene therapy vehicle is to identify and
eliminate pathological or toxic viral genes. Ideally,
all viral genes are deleted from the viral vector and
replaced by the gene of interest (also called trans-
gene) (Fig. 1). The viral gene products required for
the assembly of infectious viral particles and
packaging of the vector into these particles are
provided in trans by so-called producer/packaging
cells, while necessary cis-acting factors (like pack-
aging signals) are incorporated into the vector
genome.

Viral vectors are usually classified by the char-
acteristics of the parental virus. Based on the viral
genome one can distinguish DNA and RNA
viruses [for details see (2)].

� �����������	
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The most widely used DNA virus vectors are based
on adenovirus (Ad) and adeno-associated virus
(AAV). Adenoviruses contain a double-stranded
DNA of ca. 36 kb and can infect and transduce a
broad spectrum of cells including non-dividing
cells like hepatocytes and neuronal cells. Ad vec-
tors can be produced at high titers (~1014 particle/
ml) and efficiently express transgenes in many dif-
ferent cells. However, transgene expression is only
short-lived because the Ad chromosome does not
integrate into the host genome and is maintained
as an � episome. In addition, adenoviral infection
causes a humoral and cellular immune response in
immune competent hosts. This immune response
is not only directed against the viral particles but
also against the infected cells. An unbalanced,
massive immune response directed against Ad can
be live threatening to the patient especially if a
high concentration of Ad vectors is administered
(1).

One rather new development in the Ad vector
field are “gutless” Ad vectors that do not contain
viral genes. Transgene expression from these gut-
less vectors has been reported to be more long
lasting and the host immune response less pro-
nounced [for ref. see (1)]. The other promising
novelty are replication-competent Ad vectors that
preferentially replicate in tumor cells, and are used
for viral oncolysis. An example for such a virus is
an Ad mutant (ONYX-015) that lacks the Ad E1B
protein, which binds to the tumor suppressor p53
[ref. in (2)]. Thus, this Ad mutant replicates only in
those cells that are p53-deficient and can be used
to target tumor cells.

AAV-derived vectors are becoming ever more
popular amongst gene therapists. Adeno-associ-
ated viruses are parvoviruses that are non-patho-
genic to humans and carry a small genome of only
4.7 kb. Entry of AAV into the cell is mediated by
binding to heparan sulfate proteoglycan (integrin
avb5 and the fibroblast growth factor receptor 1 act
as co-receptors). In the absence of so-called helper
viruses (Ad and herpes viruses), AAV integrates
into the host genome and establishes a latent
infection. The integration of wild-type AAV is site-
specific and requires the presence of the viral Rep
protein, which is absent from the AAV-derived
vectors presently available. Therefore, most of the
AAV vector genomes do not integrate into the the
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genome of the target cell, and in the rare case of
integration it is random. In vivoanalysis of AAV
vector integration into murine hepatocytes dem-
onstrated integration in no more than ∼10% of the
infected cells (3). The major form of recombinant
AAV, at least in the liver, is extrachromosomal (3).
However, the episomal circular form of AAV vec-
tor genomes exhibit long-lasting AAV-mediated
gene expression for up to 9 months in brain and
muscle [ref. in (2)].

The development of AAV-based gene therapy
vectors is presently focused on the analysis of the
properties of the different AAV serotypes espe-
cially the host range of the virion shells of the dif-
ferent serotypes. By packaging the commonly used
AAV vector, which is derived from AAV type 2,
into the virion shells of other AAV serotypes
(� Cross-packaging) one can achieve efficient
serotype-specific � transduction of the target cell
depending on the AAV receptors expressed on the
target tissue. Thereby the host range of AAV vec-
tors can be increased.

Another important issue is the size-limitation
of AAV vectors: the optimum size of recombinant
AAV genomes is 4.1 to 4.9 kb. To overcome this
constraint a dual vector system with split-genome
has been developed by several laboratories [ref. in

(2)] the dual vectors are based on trans-splicing of
the split-genome after being transcribed from the
episomal circular multimers formed by the AAV
vector genomes. Theoretically, this simple princi-
pal should work if both vectors infect the target
cell, however, the efficacy of the dual vector system
has been debated.

� �����������	
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The principal RNA viruses used to develop gene
therapy vectors are the Retroviridae. Retroviruses
are enveloped viruses that integrate into the host
genome. All retroviruses contain a basic set of
three genes: gag (the structural virion proteins),
pol (essential viral enzymes) and env (the viral
glycoproteins of the envelope). Prototypic retrovi-
ruses like murine leukemia virus (MLV) carry only
this simple set of genes, while complex retrovi-
ruses like the lentiviruses carry additional regula-
tory genes. The first gene therapy vectors were
derived from prototypic retroviruses, and they
were the first viral vectors to be used in clinical
trials. Retroviral virions can accommodate ~ 7 kb
of RNA and after reverse transcription in the tar-
get cells, the vector DNA is integrated randomly
into the host chromosomes. Although, integration
of the vector genome is of advantage if long-term

Fig. 1 Design of viral gene therapy vectors. A. Viral genome: The viral genome contains cis-acting sequences 
like packaging signals (black ovals) and the viral genes (squares). B. Typical viral gene therapy vector with 
packaging construct: In the ideal gene therapy vector all viral genes are deleted and replaced by the gene of 
interest; the vector contains the essential cis-acting sequences (left). The viral genes necessary for the produc-
tion of infectious particles are provided in trans by transfection of helper/packaging cells with the packaging 
construct (right). Toxic or pathogenic viral genes are deleted from the packaging construct.
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(perhaps even life-long) vector expression is
needed, the disadvantage of vector integration is
the risk of insertional mutagenesis and activation
of proto-oncogenes. To cope with the latter prob-
lem, self-inactivating retroviral vectors have been
developed that carry deletions of the essential viral
promoter/enhancer sequences [ref. in (2)]. An
important feature of retroviral vectors is that one
can change the � tropism of the virus by pseudo-
typing: i.e. the change of the envelope glycopro-
tein, which binds to receptors expressed by the
target cells. A prerequisite for vector integration
and transduction of the target cells by prototypic
retroviral vectors is cell division, which allows for
the passage of the viral � preintegration complex
into the nucleus. Therefore, vectors based on pro-
totypic retroviruses can transduce only dividing
cells, and many tissues (e.g. liver, muscle, and
brain) of the adult are refractory to productive
infection with simple retroviral vectors.

To circumvent this problem, vectors have been
developed that are based on complex retroviruses,
namely lentiviruses. In contrast to prototypic ret-
roviruses, lentiviruses do not require cell-division
for integration: the lentiviral preintegration com-
plex is actively transported into the nucleus. Gene
therapy vectors have been developed from a broad
spectrum of lentiviruses ranging from human
immunodeficiency virus (HIV) to visna/maedi
virus (sheep virus). Presently, the most advanced
lentiviral vector system is based on HIV-1. These
vectors can efficiently transduce a broad spec-
trum of dividing and non-dividing cells including
neurons, hepatocytes, muscle cells, and hemat-
opoietic and embryonic stem cells [ref. in (2)]. The
biosafety concerns are of utmost importance espe-
cially in the case of HIV-1-derived vectors. To
address these concerns, self-inactivating lentiviral
vectors, and stable packaging cell lines have been
developed. Furthermore, the most commonly used
HIV-1-derived lentiviral vectors contain only ∼10%
of the parental genome and no intact viral gene.

Apart from being a promising gene therapy
vector, lentiviral vectors are also an important tool
for molecular biology. These vectors can be used
to transduce non-dividing cells in vitro and have
been used to generate transgenic mouse and rats
by infecting fertilized eggs and embryonic stem
cells (4,5). In addition, human embryonic stem
cells can be transduced by lentiviral vectors (5).
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Another important problem of gene therapy is the
regulation of gene expression in the target cells
and tissues. Permanent or even life-long expres-
sion of the therapeutic gene is desired only in a
minority of diseases (e.g. metastatic cancers).
Thus, controlled expression of the foreign gene in
a reversible manner would be highly desirable in
many cases (e.g. gene therapy for insulin-depend-
ent diabetes mellitus). Regarding the complex task
of regulating gene expression within the organs of
the patient, the presently available regulatable sys-
tems are rather simple. They are either based on
naturally occurring inducible promoters that
exhibit tissue-specificity or consist of chimeric
systems, which contain pro- and eukaryotic ele-
ments.

To achieve physiological and/or therapeutical
expression profiles new regulatable systems have
to be developed that are controlled by endog-
enous (e.g. hormones) and/or exogenous (e.g.
pharmacological agents) factors. In addition, the
time course of gene expression and the induction
pattern may also be crucial parameters for the
therapeutic effect of gene therapy: the transition
between the off-state and the on-state of gene
expression can be achieved either by a quasi-dis-
continuous jump (“toggle-switch”) or through a
sigmoidal induction curve. Once turned on, regu-
lation of transgene expression by the product of
the transgene itself via negative or positive feed-
back mechanisms may also be a wanted feature for
some applications.
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Modern pharmacology relies not only on chemi-
cal agents, but is also using biological agents, such
as proteins (e.g. antibodies), to elicit therapeutic
effects in patients. A new concept is to use DNA
and other genetic material as a therapeutic agent.
Thus, gene therapy is a form of molecular phara-
macology.

���������"�����
Recently, the first successful gene therapy trial was
published (6): Alain Fischer and colleagues treated
children with severe combined immunodefi-
ciency-X1 (SCID-X1) by ex vivo infection of the
patients hematopoietic stem cells with a MLV-
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based vector. Presently, hundreds of clinical trials
are being conducted in the U.S. and the EU.

A list of human gene therapy trials in the
United States is available at the Office of Biotech-
nology Activities, National Institute of Health
(http://www4.od.nih.gov/oba/rdna.htm).

�
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An important safety issue of viral vectors is
whether or not the recombinant viruses are able to
replicate in the infected cells. Replication of viral
vectors is unwanted in most gene therapy
approaches, in order to avoid spreading of the vec-
tor. Therefore, replication-defective vectors have
been designed, which are able to perform only one
initial infectious cycle within the target cell. In
addition, replication-competent vectors have been
designed – especially for the treatment of cancer –
that are able to productively infect the target cell
and to spread in the target tissue.

Another concern are immunological reactions
of the host to either the delivery vehicle (be it viral
or non-viral) or its cargo. The host immune
response might not only eliminate the vector par-
ticles before they reach the target cells/tissues. In
addition, it can also be directed against the prod-
uct(s) of the genes delivered by the vector, espe-
cially if a null-mutation is replaced with a func-
tional copy of the affected gene (in this case no
immunological tolerance would exist for the prod-
uct of the mutated gene) or if genes of other spe-
cies are introduced.
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Anesthetic
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General anaesthesia can encompass several differ-
ent end points, the most critical of which can be
defined as unconsciousness. A loss of sensation
including that of any painful stimulus, and muscle
relaxation are also desirable endpoints of general
anaesthesia. Modern-day anaesthesia is accom-
plished using a balanced combination of different
drugs to confer these different endpoints.

� GABAergic System
� Local Anaesthetics

!���������
����	�
�

General anaesthetics have been in use for the last
100 years, yet their mechanism of action are still
not yet clearly defined. For many years it was
thought that general anaesthetics exerted their
effects by dissolving in cell membranes and per-
turbing the lipid environment in a non-specific
manner. This theory derived from the observation
that for a number of drugs which induced anaes-
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thesia, their potency correlated with their oil-
water partition coefficients. This Meyer-Overton
correlation was accepted for a number of years,
however in the last 15–20 years evidence has
shown that a more likely theory is that of specific
interactions of anaesthetics with proteins, particu-
larly those within the CNS that mediate neuro-
transmission (1).

Two methods of anaesthesia are currently in
use, the application of inhaled gaseous or volatile
anaesthetics such as halothane, sevoflurane and
isoflurane to maintain a level of anaesthesia. Older
compounds in this category include nitrous oxide
and chloroform. The other method used is infu-
sion of intravenous anaesthetics such as propofol,
etomidate (for induction) and the barbiturates
such as thiopental and pentobarbital. Investiga-
tions into the mechanism of anaesthesia have
made use of all these compounds in order to iden-
tify a common mode of action linked to likely
mechanisms within the CNS.

Research on anaesthetic mechanisms over the
last 20 years has moved away from the lipid the-
ory and focussed on specific protein interactions.
The discovery that anaesthetics have major effects
on receptors and channels within the nervous sys-
tem have provided a clear and rational approach
to understanding how anaesthesia is generated.
Effects on ligand-gated ion channels currently
offer the most likely mechanism of action, how-
ever some anaesthetics interact directly with volt-
age-gated channels (2). In general, activity at volt-
age-gated ion channels are relatively weak and
may not correlate with anaesthetic doses. Simi-
larly, there have been some reports of interactions
with G-protein coupled receptors but again at
non-clinical concentrations.

Which of the ligand-gated receptors are
affected by anaesthetics and are relevant in confer-
ring unconsciousness and loss of sensation? Vola-
tile anaesthetics and alcohols are quite promiscu-
ous in their effects on ligand-gated channels,
showing potentiation of inhibitory channels such
as � GABAA and � glycine  receptors and inhibi-
tion of neuronal nicotinic acetylcholine, AMPA
and � NMDA receptors (3). Where investigated
these compounds also potentiate kainate and 5-
HT3 receptors (alcohols inhibit kainate). Intrave-
nous agents are slightly more selective, potentiat-
ing GABAA and inhibiting neuronal nicotinic

receptors, however, effects on other ion channels
are detectable at non-clinical concentrations. Keta-
mine is unique in having little effect on GABA
receptors but strong inhibition of NMDA recep-
tors. Recent studies using enantiomeric isomers of
etomidate have suggested that the inhibition of
nicotinic receptors is not what underlies the
anaesthetic properties of this compound, but these
effects are much more likely to be via potentiation
of � GABAA receptors, a feature common to the
majority of anaesthetic agents at clinically relevant
concentrations. The potency of volatile anaesthet-
ics is expressed as MAC (minimum alveolar con-
centration) and when expressed as aqueous con-
centration ranges from 0.2–30 mM in terms of
plasma concentration. These values equate well
with their potency at GABAA receptors. Intrave-
nous anaesthetic levels are estimated from meas-
ured drug concentrations in plasma during
anesthesia and range between 0.3 and 50 µM, how-
ever, this may underestimate the true receptor
occupancy with the drug.

Many anaesthetics exist as enantiomeric pairs
which when seperated show selectivity in terms of
anaesthetic potency. Studies on the action of
anaesthetics at GABAA receptors have mimicked
this selectivity, again providing evidence that
anaesthetic effects are mediated via these recep-
tors. The inhibitory component of all central nerv-
ous system transmission is primarily determined
by GABAA receptors, being present at most inhibi-
tory synapses and on the majority of neuronal cell
bodies. It is clear that as GABA is such a major
inhibitory component, enhancement of GABAer-
gic function will produce pronounced depression
of neuronal activity, consistent with that observed
during anaesthesia.

A considerable body of data now exists demon-
strating that the majority of volatile and intrave-
nous anaesthetics potentiate GABAA receptor
transmission both in vivo and in vitro. GABAA
receptors comprise of a number of subtypes
dependent on the components of a pentameric
arrangement of subunits, which combine to form
an ion channel selectively permeable to chloride.
These are made up of α,β,γ, δ,ε and θ, with the
majority of receptors comprising of 2α, 2β and a
γ2 subunit. While the subunits all have unique
regional distribution the majority of these recep-
tors show sensitivity to anaesthetic agents. One
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exception to this is etomidate which demonstrates
receptor selectivity for those containng a β2 or β3
subunit with little effect at β1 containing receptors.
Recent studies combining molecular biology and
electrophysiology have addressed the question of
the site of action of anaesthetics on the receptor
and these have revealed that potentiation by vola-
tile anaesthetics and alcohols are dramatically
affected by specific mutations at a serine residue
within the second � transmembrane spanning
domain of the receptor (4). A second residue, an
asparagine in the third transmembrane domain,
can also abolish effects of these agents when
mutated. Further studies based on these residues
have shown that the � anaesthetic cut-off  for
receptor potentiation can be affected and that
photoactivatable anaesthetics can covalently label
these residues, suggesting that there may be a
binding pocket for these agents within this region
of the receptor. Interestingly, the majority of intra-
venous agents remain unaffected by these muta-
tions indicating that a separate region is involved
in the binding of non-volatile agents. The availa-
bility of GABAA receptor subunit knockout mice,
and the application of transgenic technology to
generate mice containing receptor mutants such as
those described above will considerably advance
our understanding of anaesthetic mechanisms in
the next few years.
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General anaesthetics are administered for many
surgical procedures where the patient is likely to
undergo a severely painful procedure, and com-
plete unconsciousness and immobility is required
for the surgery to be performed. The most com-
monly used volatile anaesthetics are halothane,
isoflurane and sevoflurane. Nitrous oxide is also
commonly used, particularly during childbirth.
Side-effects that may be encountered following
administration of these agents are cardiovascular
and respiratory depression, post operative nausea
and vomiting, hepatotoxicity via metabolite
induction of liver enzymes, and occasionally
nephrotoxicity from breakdown products.

Intravenous general anaesthetics are becoming
increasingly popular due to the ease of application
and continuous monitoring. Their rapid recovery
has resulted in an increased use of these drugs in

ambulatory surgery. They currently represent at
least 50% of the total anaesthetic market and are
dominated by propofol, followed by thiopental,
etomidate and ketamine. A growing method of
applying these anaesthetics is by target controlled
infusion. This apparatus pumps a continous
amount of drug into the blood, allowing the anaes-
thetist to set a desired plasma concentration,
which the software inside the pump produces rap-
idly, but safely, by automatically controlling the
infusion rate according to a continuous measure of
either level of compound in the plasma or depth of
anaesthesia, continuously monitered by EEG. This
method known as TIVA (total intravenous anaes-
thesia) is becoming popular due to the ease of use
and additional level of control it allows. Side
effects associated with intravenous anaesthetics
are less than the volatiles, particularly in regard to
postoperative nausea and vomiting (especially
propofol), however, cardiovascular and respiratory
depression still cause problems with propofol and
the barbiturates. Lack of cardiovascular side
effects make etomidate particularly attractive for
patients with a compromised heart condition,
however, continuous infusion results in cortisol
inhibition and adrenal failure, so etomidate can
only be used for anaesthetic induction.
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A genetic polymorphism is a difference in DNA
sequence that has a frequency of at least 1% in a
population. Some DNA sequence differences
change the expression or function of drug metab-
olizing enzymes or of drug transporters or of drug
target proteins and can therefore affect the dispo-
sition and action of drugs and xenobiotics. These
are called pharmacogenetic polymorphisms.

� Single Nucleotide Polymorphisms
� Pharmacogenetics
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DNA vaccines induce cellular and/or humoral
immune responses upon injection of purified
(‘naked’) plasmid DNA. In a more extended view,
nucleic acid vaccination is performed using viral
vector systems to increase the efficiency of deliv-
ery (for a more comprehensive overview see (1)
andhttp://www.dnavaccine.com). The DNA that is
used for vaccination contains a eukaryotic pro-
moter that drives expression of a downstream
gene encoding the antigen against which an
immune response is to be evoked (� eukaryotic
expression cassette, see Fig. 1). Compared to other
vaccines (e.g. purified recombinant proteins,
attenuated or inactivated live virus), DNA vac-
cines are of great simplicity and therefore can be
produced easily and are very cost effective. The
DNA is administered either via simple injection or
with the aid of delivery vehicles (aerosols, lipo-
somes, gold particles in combination with a � gene
gun). The choice of the application method has
both qualitative and quantitative effects on the
induction of an immune response. The major

advantage of DNA vaccines is that the expressed
protein enters the pathway of � MHC-I presenta-
tion and thereby allows the induction of a cyto-
toxic T-cell response that is otherwise difficult to
achieve using conventional vaccines, with the
exception of live vaccines. DNA vaccines are cur-
rently under clinical investigation with the aim to
produce prophylactic as well as therapeutic
immune responses against a large variety of
human pathogens including Plasmodium falsip-
arum, Human Immunodeficiency virus, Hepatitis
B virus.

� Antisense Oligonucleotides and RNA 
Interference

� Gene Therapy
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DNA vaccination was born when eukaryotic
expression vectors were injected into the muscle of
laboratory animals (2). The authors observed pro-
tein expression for more than two months after
injection and noted that no special delivery sys-
tems was required to obtain this expression. Sub-
sequently, it was demonstrated that antibodies can
be induced simply by injecting plasmid DNA into
the muscle of mice (3). Subsequent studies found
that the injection of expression plasmids also leads
to the induction of a cytotoxic T-cell response. In
contrast to conventional vaccines, not the antigen
itself but a gene encoding the antigen of interest is
injected. After injection, the DNA enters cells of
the vaccinated host and the encoded gene becomes
expressed. This eventually leads to the induction
of a cellular cytotoxic T-cell, T-helper and/or
humoral (antibody) immune response.

While a humoral immune response is the pri-
mary protection against most viral and some bac-
terial diseases, protective defense against other
pathogens such as HIV, plasmodium and tubercu-
losis requires a cellular, cytotoxic response medi-
ated by CD8+ T-cells (CTL response). Since the
introduction of the vaccination concept by Jenner
almost 200 years ago, only few vaccines have been
developed that are able to induce a CTL response.
These vaccines are usually attenuated live vaccines
that are accompanied by certain risks and are not
readily available for most pathogens. The growing
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success of DNA vaccines can be attributed prima-
rily to the fact that they are able to induce long
lasting CTL responses. Additionally, since the anti-
gens are expressed in an authentic intracellular
environment they have a high probability of
assuming a native conformation and thereby
induce an effective antibody response. Other
advantages of DNA vaccines include (i) their low
production costs, (ii) relatively safe use compared
to live vaccines, and (iii) high stability not requir-
ing intact cold chains.
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There are various protocols of administering
eukaryotic expression vectors aiming to deliver

(i.e. transfect) the DNA into the cytoplasm of the
host cells (see Fig. 2). The DNA is subsequently
imported into the nucleus of the transfected cells
allowing expression of the encoded antigen. To
induce antigen-specific CD8+ � cytotoxic T-cells,
the antigen has to be presented by professional
� antigen-presenting cells (APCs). It is under dis-
cussion whether DNA vaccination requires direct
� transfection of APCs (see Fig. 2A) or whether
delivery of the DNA into non-immune cells (e.g.
muscle cells; Fig. 2B) is sufficient. In the latter sce-
nario, there are a number of pathways that allow
transfer of the antigen from non-immune cells to
APCs, a process that is called cross-priming.

Depending on the method used for DNA vacci-
nation, the resulting immune response shows

Fig. 1 Plasmid vector for DNA vaccination.Three functionally different regions can be distinguished in a typical 
vaccination vector. 1. antigen region: contains the gene encoding the antigen of interest under the control of 
either a strong viral, or a tissue type specific cellular promoter. Nuclear export and stability of mRNA require 
the presence of polyadenylation (poly A) sequences. In many instances, expression can be enhanced by inser-
tion of a small exon upstream of the gene of interest. 2. adjuvant region: CpG DNA motifs (cytosine-phoshate-
guanosine as part of the sequence: GACpGTC/T) of prokaryotic origin stimulate cytokine production in vivo. 
Optionally, genes for cytokines or co-stimulatory molecules (e.g. IL-4, IL-12, IL-18), can be co-delivered with 
the antigen gene to improve the immune response. 3. production unit: contains elements for the production of 
the plasmid in bacteria. This unit includes an origin of replication, antibiotic resistance gene or other selectable 
marker (note: the ampicillin resistance gene must not be used in clinical trials on humans).
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qualitative differences. Injection of naked plasmid
DNA predominantly leads to the induction of a
strong cytotoxic T-cell response. In contrast, if the
DNA is delivered via gold-particle bombardment

using a gene gun, the immune response is biased
towards a humoral response. The reason for these
differences is based on the fact that gold particle
bombardment is thought to deliver the DNA

Fig. 2 Mechanisms of DNA vaccination. Via needle injection or with the aid of a gene gun, the expression con-
struct is delivered into the cytoplasm and subsequently the nucleus of cells in vivo. Alternatively, non-invasive 
methods, such as aerosols and viral vectors are under development for improved DNA delivery. Following 
uptake of the DNA, the gene of interest becomes expressed by the transfected cell. Two major hypotheses have 
been proposed for the induction of a cellular immune response. A: In this scenario the DNA is delivered directly 
to specialized immune cells, the professional antigen-presenting cells (APCs). These cells have the ability to 
process the expressed antigen and present it to CD8+ effector cells of the immune system in the context of the 
major histocompatibility complex class I (MHC I). The cytotoxic T-cells become efficiently activated since anti-
gen-presenting cells provide the required co-stimulatory signals (i.e. CD80). An alternative mechanism for the 
induction of a cellular response (called cross-priming) is shown in B. In this setting, the antigen becomes 
expressed and presented by somatic, non-immune cells. Since these cells lack the co-stimulatory signals, this 
presentation does not lead to the activation of CD8+ effector cells. It has been, however, postulated that the anti-
gen expressed by the somatic cells can be transferred to APCs, which are able to activate the effector T-cells. 
Part of the antigen can also be released from cells thereby inducing the production of specific antibodies by cir-
culating B-cells. This humoral immune response is further stimulated by CD4+ T-helper cells that become acti-
vated by APCs presenting the antigen through the MHC class II pathway.
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directly into the cytoplasm of the host cells. This
bypasses the interaction of the bacterially-derived
vector DNA with specialized � ‘toll-like’-recep-
tors  present on the surface of many cells.

It has been established that plasmid DNA of
prokaryotic origin, as is used in all DNA vaccina-
tion protocols, carries by itself an adjuvant effect
on the stimulation of an immune response against
the vector-encoded antigen but also against other
antigens if they are co-administered with the
DNA. The reason of this adjuvant effect lies in the
presence of so-called CpG (5’-Cytosine-phosphate-
Guanosine-3’) motifs in the vector backbones.
These motifs are, in comparison with prokaryo-
tes, underrepresented and usually methylated in
mammalian genomes. Contact with a significant
amount of unmethylated � CpG motifs during the
course of bacterial infection or following vaccina-
tion with plasmid DNA of prokaryotic origin,
leads to the activation of certain cells of the
immune system and, as a consequence, to the
secretion of a number of immuno-modulating
� cytokines. Meanwhile, it is known that DNA
containing unmethylated CpG motifs are recog-
nized by ‘toll-like’-receptors present on a number
of different cells of the immune system.
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There are a number of general safety concerns
accompanying the use of DNA vaccines in
humans: (i) The injected DNA might integrate into
the host genome and thereby could cause cancer
by insertional mutagenesis. (ii) The injected DNA
might induce anti-DNA antibodies known to be
key factors in certain autoimmune diseases. (iii)
Immuno-regulatory cytokines induced by the CpG
motifs present on the DNA vaccine might inter-
fere with the host immune response either leading
to autoimmune diseases or inducing tolerance to
human pathogens that are present at the time of
vaccination. Additional concerns are raised when,
in addition to the antigen of interest, genes encod-
ing immuno-st imulatory proteins such as
cytokines are co-administered. It has been demon-
strated that plasmid DNA can persist for weeks or
even years post vaccination. It is as yet unclear
what consequences might derive from such long
term exposure to foreign antigens. None of the
above listed events have yet been observed in
existing experimental models. However, long term

consequences of DNA vaccination has to be evalu-
ated carefully, especially since most vaccine appli-
cations that are currently in evaluation target new-
borns or young children.
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A large and rapidly growing number of clinical tri-
als (phase I and pahse II) evaluating the potential
of DNA vaccines to treat and prevent a variety of
human diseases are currently being performed,
however, there is yet no licensed DNA vaccine
product available for use in humans. The clinical
trials include the treatment of various types of
cancers (e.g. melanoma, breast, renal, lymphoma)
but also the prevention and therapy of infectious
diseases (e.g. AIDS, malaria). Up to now, no prin-
cipally adverse effects from the use of DNA vacci-
nation have been reported from these trials.
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Since the vast majority of DNA molecules become
readily degraded by cellular nucleases upon injec-
tion of naked plasmid DNA, efforts have been
undertaken to increase the number of DNA mole-
cules reaching the nucleus of cells. DNA mole-
cules can be introduced into the cytoplasm of cells
by the use of gold particle bombardment via a
gene gun. This reduces the amount of DNA
required for induction of an immune response to
1/10th compared with the injection of plasmid
DNA. DNA molecules can also be delivered by
liposome formulation and by microencapsula-
tion. In addition, a number of routes of DNA injec-
tion (intramuscular, intradermal, intraperitoneal,
epidermal, intranasal, intravenous) have been
investigated. In most protocols, between 1–100 µg
of DNA for small laboratory animals and 100–
4000 µg of DNA for humans is used per adminis-
tration. However, only a minute fraction of the
DNA molecules actually arrive in the nucleus and
lead to the production of protein in the pico–nan-
ogram range over a time period of weeks to sev-
eral months. Lastly, it has been demonstrated that
oral delivery of a vaccine can be greatly improved
by the use of nasal sprays and the use of viral vec-
tor systems that are able to target these tissues.
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The genome is the gene complement of an organ-
ism. A genome sequence comprises the informa-
tion of the entire genetic material of an organism.

���
����

A primary goal of genomics is to determine the
complete DNA sequence for all the genetic mate-
rial contained in an organism’s complete genome.

� Functional Genomics
� Structural Genomics
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The genotype is the form of a genetic polymor-
phism measured by molecular genetic methods.

� Pharmacogenetics
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Gephyrin is an intracellular membrane trafficking
protein implicated in plasma membrane targeting

and clustering of inhibitory glycine and GABAA
receptors. The tubulin-binding protein forms oli-
gomers, generating a submembraneous scaffold at
the postsynaptic face of inhibitory synapses. This
scaffold serves as an anchor to the inhitory gly-
cine receptor and subtypes of the GABAA receptor,
preventing the receptor complexes from lateral
diffusion. Additional components of the postsyn-
aptic protein scaffold include the phosphatidyli-
nositol 3,4,5-trisphosphate binding proteins colly-
bistin and profilin. Serving dual functions, gephy-
rin also contributes to the biosynthesis of the
molybdenum cofactor, an essential coenzyme of
dehydrogenases.

� Glycine Receptors
� GABAergic System
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� Gastroesophageal Reflux Disease
� Proton Pump Inhibitors and Acid Pump 

Antagonists

�-

� Growth Hormone

�������

Ghrelin is a 28 amino acid peptide predominantly
produced by the stomach, with substantially lower
amounts derived from bowel, pancreas, kidney,
placenta, pituitary and hypothalamus. Ghrelin has
a strong � growth hormone (GH)-releasing activ-
ity, which is mediated by the type Ia GH secreta-
gogue (GHS Ia) receptor, which also specifically
binds to a family of synthetic, peptidyl and non-
pepetidyl, GH secretagogues (GHS). Ghrelin
receptors are concentrated in the hypothalamus-
pituitary unit, but are also distributed in other
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Glucagon is a single chain 21 amino acid polypep-
tide, which is synthesized mainly in the A-cells of
the pancreatic islets as well as in the stomach. Glu-
cagon secretion is stimulated by low, and inhib-
ited by high, concentrations of glucose or fatty
acids in the plasma. Sympathetic nerves and circu-
lating adrenaline stimulate glucagon release via β-
adrenoceptors. � Somatostatin, released from D-
cells of the pancreas to the glucagon-secreting A-
cells in the periphery of the islets, inhibits gluca-
gon release. One of the main physiological stimuli
for glucagon secretion is the concentration of
amino acids, in particular arginine, in the plasma.
Glucagon acts on the liver to stimulate glycogen
breakdown and gluconeogenesis as well as to
inhibit glycogen synthesis and glucose oxidation.
The net effect is consequently an increase in blood
glucose. In liver and fat cells, glucagon induces
lipolysis, while in muscle it leads to catabolism of
proteins. The actions of glucagon on its major tar-
get tissues are thus the opposite of those of
� insulin. Glucagon exerts its effects through spe-
cific receptors, which belong to the group of � G-
protein coupled receptors. The glucagon receptor
is coupled to � adenylyl cyclase via the G-protein
Gs in a stimulatory fashion . Glucagon can be used
clinically to treat hypoglycaemia in unconscious
patients under emergency conditions.
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Glucagon, glucagon-like peptide-1 (GLP1), and
GLP2 are three peptide hormones generated by
cleavage of a common precursor polypeptide (pre-
proglucagon). GLP1 stimulates insulin secretion
from pancreatic B cells and inhibits feeding in
fasted rats when injected into cerebral ventricules.

� Glucagon
� Insulin Receptor
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Glucocorticoid Receptor: GR; GCR; GRL; Nuclear
Receptor Subfamily 3, Group C, Member 1 (NR
3C1); Glucocorticoid Receptor Type II

Mineralocorticoid Receptor: MR; MCR; MRL;
Nuclear Receptor Subfamily 3, Group C, Member 2
(NR3C2); Glucocorticoid Receptor Type I; Aldos-
terone Receptor
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Glucocorticoid receptor (GR) and mineralocorti-
coid receptor (MR) are members of the nuclear
receptor superfamiliy and mediate an organisms
response to cortisol and aldosterone, two steroid
hormones synthesized in the adrenal gland (1). GR
is ubiquitously expressed and orchestrates a pleth-
ora of physiological processes including energy
homeostasis, stress response and inflammation. In
contrast, expression of MR is largely restricted to
epithelial cells in kidney and colon as well as the
limbic system of the brain. Consequently, MR
mainly controls water homeostasis and cognitive
processes. Due to their central roles in many phys-
iological processes, lack of each of the two recep-
tors is incompatible with life.

� Glucocorticoids
� Retinoids
� Sex Steroid Receptors
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In the inactive state GR and MR both reside in the
cytoplasm bound to a complex of heat shock pro-
teins. Due to their lipophilic nature, the main lig-
ands cortisol and aldosterone can freely cross the
cell membrane. Upon hormone binding the recep-
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tor is released and translocates into the nucleus
(Fig. 1). Following homodimerization GR and MR
bind to specific response elements located in the
promoter and enhancer region of responsive genes
and thereby induce gene expression. Thus, GR and
MR both act as transcription factors. In addition,
evidence has accumulated that the two receptors
may also heterodimerize, resulting in synergy or
inhibition of transcription. Besides these DNA-
binding-dependent mechanisms, GR but not MR
also interacts with other transcription factors
without direct DNA contact itself (4). In this case,
GR acts as a corepressor or coactivator of tran-
scription. This second mode of GR-action, also
known as cross-talk, plays a particularly pivotal
role in the regulation of the immune system.
Finally, so-called non-genomic effects have been
described for both GR and MR. These fast

responses, occuring within seconds or minutes,
are mainly found in the nervous system. However,
whether they are mediated by classical GR and MR
or via unrelated receptors remains an unsolved
issue.
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The cDNA of GR was first cloned in 1985 (2). GR is
a 94kD protein and consists of 777 (α) amino acids
in the human. The cDNA of MR was cloned two
years later by homology screening and represents
a 107kD protein consisting of 984 amino acids in
the human (3). GR and MR are formed of a modu-
lar structure consisting of three major domains,
common to most members of the nuclear receptor
superfamily. The central DNA-binding domain is
the most conserved one and consists of two zinc-

Fig. 1 Molecular modes of glucocorticoid and mineralocorticoid receptor action. After hormone binding GR 
translocates into the nucleus and modulates transcription either by binding of homodimers to DNA (1) or via 
protein-protein interaction with other transcription factors such as AP-1 or NF-κB (2). Similarly, hormone-
occupied MR translocates into the nucleus and binds to DNA as a homodimer (3). GR and MR may also regu-
late transcription by forming heterodimers on DNA (4). Finally, glucocorticoids and mineralocorticoids pre-
sumably bind to yet uncharacterized membrane receptors and thereby elicit fast responses (5). For more details 
refer to text.
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fingers. The first one is responsible for DNA-bind-
ing whereas the second one contributes to dimeri-
zation of the receptor. The C-terminal region is
made of the ligand-binding domain which is
responsible for hormone binding and interpreta-
tion. Additionally, the hormone-dependent trans-
activation domain AF-2 and a nuclear-localization
signal are located here. The N-terminal domain is
the least conserved region and contains the trans-
activation domain AF-1.

Human glucocorticoid receptor maps to the
long arm of chromosome 5 (5q31-5q32) whereas
human mineralocorticoid receptor maps to the
long arm of chromosome 4 (4q31.1).

Between 5,000 and 100,000 GR molecules are
found within almost every cell of an organism.
The affinity constant for cortisol is approximately
30 nM, which is in the range of the concentration
of free hormone in the plasma under normal con-
ditions. Consequently, receptor occupancy can be
expected to be 10–70%. This suggests that changes
in cortisol secretion, such as under stress condi-
tions, directly translate into alterations in GR
occupancy and thus transcriptional responses.

Although MR also binds glucocorticoids, its
main ligand in classical mineralocorticoid target
tissues such as kidney and colon is aldosterone
(Kd 1.3 nM). This can be attributed to the ability of
� 11β-hydroxysteroid dehydrogenase type II (11β-
HSD II) to convert active cortisol into its inactive
metabolite cortisone in these tissues. Since aldos-
terone is no substrate for this enzyme it can read-
ily bind to MR, leading to exclusive occupation of
the receptor by aldosterone. In contrast, no such
mechanism exists in brain, resulting in predomi-
nant glucocorticoid binding to MR. Since MR has
an approximately 10-fold higher affinity for corti-
sol than GR, it is almost completely occupied by
hormone under basal conditions.

�
�	�
��
������
�
�	��
��������	�
�����	���
-��
	�������#��	��	���#���������/��
Synthesis and secretion of glucocorticoids is con-
trolled by a neuroendocrine cascade called the
� hypothalamus-pituitary-adrenal (HPA) axis.
Stimuli such as stress or infection lead to the
release of corticotropin-releasing hormone (CRH)
in the hypothalamus. CRH is transported to the
anterior pituitary where it induces increased syn-
thesis and secretion of adrenocorticotrope hor-

mone (ACTH). Finally, ACTH stimulates release
and production of glucocorticoids in the adrenal
cortex. Protection from chronically elevated hor-
mone levels is achieved by a negative feedback
loop where glucocorticoids inhibit their own pro-
duction and secretion by binding to GR, mainly in
the pituitary and in the hypothalamus. Further
regulation comprises effects of GR and MR on glu-
cocorticoid production exerted via higher brain
centers such as the hippocampus. Superimposed
on the regulation by the HPA axis, glucocorticoid
serum levels show a circadian rhythm with high
levels in the morning and low levels in the evening
(in the human). Finally, a feedback loop connect-
ing glucocorticoid production with the control of
the immune system is operative. Cytokines
released during inflammation stimulate glucocor-
ticoid secretion which in turn inhibits cytokine
production. This shows that glucocorticoids acting
via GR and MR are under complex regulation in
the field of tension between the endocrine,
immune and central nervous system.
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As it can easily be deduced from its name, gluco-
corticoids play an important role in carbohydrate
metabolism. They increase hepatic glycogen and
gluconeogenesis, decrease glucose uptake and uti-
lization in peripheral tissues, and cause a tendecy
for hyperglycemia and reduced glucose tolerance.
Furthermore, energy homeostasis is also influ-
enced via effects on protein and lipid metabolism.
An important function of glucocorticoids which is
widely employed in clinical therapy is its pro-
nounced anti-inflammatory and immunosuppres-
sive activity. Glucocorticoids inhibit (i) produc-
tion and release of various cytokines (IL-1, IL-6,
TNFα), chemokines (IL-8) and vasoactive agents
(prostaglandins, NO), (ii) the movement of leuko-
cytes to inflammed areas, and (iii) the function of
immunocompetent cells, such as T-lymphocytes
and macrophages (induction of apoptosis, inhibi-
tion of proliferation, impairment of phagocytosis).
In the central nervous system, glucocorticoids
contribute to mood and memory formation. Path-
ological effects of high glucocorticoid levels
include osteoporosis due to enhanced bone
resorption as well as hypertension and growth
retardation. Further sites of GR action which
become important under various circumstances
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are erythropoiesis, adrenalin synthesis and lung
function. This shows that a plethora of physiologi-
cal processes involves transcriptional regulation
by GR, also explaining the variety of symptoms
observed in diseases related to GR dysfunction or
after genetic manipulation in animals (see below).
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The most common disease related to glucocorti-
coids is Cushing’s syndrome. This disorder is char-
acterized by hypercortisolism due to a pituitary or
adrenal tumor. The elevated glucocorticoid levels
lead to a large spectrum of symptoms, including
obesity, hirsutism, hypertension, muscular weak-
ness, depression, osteoporosis, short stature, facial
plethora, fat redistribution and atrophy of the
skin. Treatment of Cushing’s disease is either
achieved by surgical removal of the tumor or by
pharmacological interference with ACTH or corti-
sol hypersecretion. Addison’s disease, in contrast,
is caused by adrenocortical insufficiency mainly
following autoimmune destruction or tuberculo-
sis. Clinical features of hypocortisolism include
fatigue, weight loss, anorexia and hypotension.
Treatment can only be achieved by life-long
replacement therapy with both glucocorticoid and
mineralocorticoid hormones. In contrast to the
two formerly described syndromes, congenital
adrenal hyperplasia (CAH) has a genetic cause.
Mutations in genes encoding steroidogenic
enzymes impair the production of both glucocor-
ticoid and mineralocorticoid hormones. As a con-
sequence of the missing negative feedback, there is
an overproduction of ACTH resulting in enhanced
androgen production by the adrenal gland, which
also contributes to the clinical features of CAH.
Finally, depression is also linked to GR and MR
function in a way not fully understood. It has been
observed that depressive illnesses are usually
accompanied by elevated glucocorticoid levels and
a blunted circadian rhythm and that these changes
normalize after application of anti-depressants.
However, whether glucocorticoids are cause or
effect of depression remains to be elucidated.
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Primary glucocorticoid resistance in humans is
characterized by elevated plasma cortisol concen-
trations, a normal circadian pattern set at a higher

level and resistance to adrenal suppression by dex-
amethason in the absence of clinical signs of Cush-
ing’s syndrome. The absence of hypercortisolism
is presumably due to the fact that glucocorticoid
resistance is in balance, with periperal tissues
being as resistant to hormone as the central tissues
of the HPA axis. In severe forms, primary gluco-
corticoid resistance is accompanied by an increase
in mineralocorticoid secretion leading to hyper-
tension and hypokalemic alkalosis. In women,
overproduction of androgens causes signs of hir-
sutism. The causes of glucocorticoid insensitivity
are diverse and not yet fully understood. For
example, point mutations in the GR gene leading
to reduced hormone binding or transcriptional
capacity, reduced number of receptor molecules
due to heterozygosity or splice-site mutations, and
changes in receptor associated proteins have
accounted for the observed clinical symptoms.
Additionally, resistance to glucocorticoids can also
be aquired as shown in leukemia or asthma
patients who have continually been treated with
high doses of hormone.
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Pepin and coworkers generated transgenic mice in
which antisense RNA complementary to GR cDNA
led to reduced expression mostly in neuronal tis-
sues. Consequently, reduced GR expression was
found to result in impaired behaviour, a defective
response to stress as well as obesity. King and cow-
orkers generated transgenic mice where reduced
GR expression was limited to the thymus. This led
to an altered thymocyte development, changes in
the T-cell repertoir and a reduced risk to develop
autoimmune diseases.

Cole et al. (1995) reported the production of
� knock-out mice with a germ-line deletion of GR.
They demonstrated that the lack of GR leads to
perinatal death, atelectasis of the lung and lack of
adrenalin synthesis. To circumvent perinatal
lethality, Tronche et al. (1999) generated tissue-
specific somatic deletions of GR. When restricted
to the nervous system this led to reduced anxiety
and an altered neuroendocrine response. Due to
the upregulation of the HPA axis, high glucocorti-
coid levels were found in these animals causing
symptoms reminescent of those observed in Cush-
ings’ disease.
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Since GR can influence transcription both
through DNA-binding-dependent and -independ-
ent mechanisms, Reichardt et al. (1998) attempted
to separate these two modes of action by introduc-
ing a point mutation into GR. This mutation inter-
feres with transactivation while transcriptional
regulation via cross-talk with other transcription
factors such as AP-1 and NF-κB remains intact (see
above). In contrast to mice lacking GR, these
GRdim mice are viable, revealing the importance of
DNA-binding-independent transcriptional regula-
tion by GR in vivo. Mutant mice loose the ability to
transactivate gene transcription by cooperative
DNA-binding, which results in impaired thymo-
cyte apoptosis, erythropoiesis, gluconeogenesis
and memory formation. In contrast, most immu-
nosuppressive and anti-inflammatory effects of
glucocorticoids are functional in the absence of
DNA-binding by GR.

To study the effect of an increased gene dosage
of GR, Reichardt et al. (2000) generated mice with
four functional GR alleles. This led to an overex-
pression of GR protein, resulting in a reduced
response to stress, increased sensitivity to thymo-
cyte apoptosis and a lower risk to die from experi-
mentally-induced endotoxic shock. These results
highlight the importance of tight control of GR
expression in target tissues and may explain dif-
ferences in the susceptibility of humans to inflam-
matory diseases and stress.
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MR forms an essential component of the � renin-
angiotensin-aldosterone system (RAAS) which
regulates salt and water homeostasis in the body.
In particular, MR mediates an organisms response
to aldosterone in tissues such as kidney, colon and
salivary gland. In the distal tubules of the kidney it
induces enhanced sodium and water retention in
response to a reduction in extracellular fluid vol-
ume or a fall in blood pressure. Besides its role in
salt and water homeostasis, MR appears to play a
major role in the limbic system of the brain. Nota-
bly, high levels of MR are expressed in hippocam-
pus and amygdala where it modulates the tran-
scriptional response to glucocorticoid hormones
in concert with GR. Studies with specific MR lig-
ands as well as analyses of genetically manipulated
mice have indicated that MR in the brain is

involved in the control of cognitive processes such
as learning and memory and in the modulation of
mood and anxiety.
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Several diseases involving dysregulation of MR
function have been described although most of
them are not causatively linked to the receptor
itself. For example, pseudohypoaldosteronism is a
syndrome of mineralocorticoid resistance that is
characterized by urinary salt loss and dehydration.
However, mutations in the MR gene have rarely
been found in these patients. In most cases this
syndrome appears to be linked to defects in the
subunits of the amiloride-sensitive sodium chan-
nel ENaC, a major target of mineralocortiocid
action in the kidney.

Patients suffering from hyperaldosteronism
usually present with severe hypertension and
marked sodium retention due to high levels of cir-
culating aldosterone. Whereas primary forms of
this disease are caused by certain tumors of the
adrenal cortex resulting in increased hormone
production (Conn’s disease), secondary forms
often can be attributed to enhanced secretion of
renin. In contrast, patients with apparent miner-
alocorticoid excess (AME) show unremarkable
levels of aldosterone and cortisol. In fact, this syn-
drome can be explained by recessive mutations in
the gene encoding 11β-HSD II (see above). Dimin-
ished or absent activity of the enzyme leads to
massive activation of MR in kidney by the compa-
rably high concentrations of circulating cortisol
and consequently to strong sodium and water
retention.
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Berger and coworkers generated MR knock-out
mice by gene targeting. Until day 10 after birth
these mice developed normally. Later the mice
showed symptoms of pseudohypoaldosteronism
characterized by massive loss of renal sodium and
water, finally leading to death. The lack of MR
caused a severe upregulation of the renin-angi-
otensin-aldosterone system with a strong increase
in most of its components. Using a salt replace-
ment protocol, it was possible to rescue the mutant
mice from postnatal death, thus allowing the study
of the physiological role of MR in adults. Analyses
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of the brain revealed that loss of MR caused
increased neurodegeneration in the hippocampus
accompanied by reactive gliosis and decreased
neurogenesis. This observation offers an attrac-
tive explanation for the effects of steroid hor-
mones on cognitive functions and anxiety. More
detailed analyses on the role of MR in the adult
will be conduced using recently developed tissue-
specific MR knock-out mice.

���
�

���(�
����
Glucocorticoid agonists mainly comprise cortisol,
corticosterone, aldosterone and a number of syn-
thetic steroids used in clinical therapy, such as
dexamethasone, prednisolone or triamcinolone.
Agonists are defined as compounds that bind to a
receptor and elicit a transcriptional response. Cor-
tisol and corticosterone have equal affinities for
GR, however due to the concentration of circulat-
ing hormone, cortisol is the principal glucocorti-
coid in humans whereas it is corticosterone in
rodents. Aldosterone also displays high affinity for
GR but since its concentration in plasma is about
three magnitudes of order lower than the one of
cortisol, aldosterone does not play a physiologi-
cally meaningful role for GR activity.

Glucocorticoid antagonists also bind specifi-
cally to GR. However, these steroids don’t elicit a
response but rather compete with agonists for
binding and therefore prevent an agonist response.
In addition, partial agonists are known that elicit
an intermediate reponse of GR. Well known exam-
ples of glucocorticoid antagonists are RU486
(Mifepristone), which also binds to progesterone
receptor, and the unrelated compound ZK98299, a
presumably pure GR ligand. However, RU486 is
not a full antagonist since some transcriptional
activities of GR cannot be inhibited by this com-
pound.

Synthetic glucocorticoids may be grouped in
several classes: First, compounds which are more
potent than naturally occurring glucocorticoids
due to a higher binding affinity or decreased clear-
ance rate. Due to both of these effects, dexametha-
sone for example is over 10 times more potent
than cortisol. Second, compounds that have less
mineralocorticoid activity resulting in a reduced
spectrum of MR-mediated side-effects. Third, dis-

sociating compounds that are unable to induce
transcriptional responses which are mediated by
DNA-binding of GR but which are still functional
in modulating transcription by interaction with
other transcription factors (see above). This char-
acteristic is expected to be useful in achieving
potent anti-inflammatory and immunosuppressive
effects (thought to be primarily mediated by inter-
action with other transcription factors) but lack-
ing some of the adverse effects (presumably medi-
ated by DNA-binding-dependent transcriptional
regulation by GR). This principle has recently
gained support from an animal model (GRdim,
described above) which mimicks this dissociating
principle in vivo.
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MR has a high affinity for mineralocorticoids such
as aldosterone and DOC. In addition, MR also
binds glucocorticoids although in mineralocorti-
coid target tissues this is prevented by the enzyme
11β-HSD II (see above). Since mineralocorticoids
are not substrates for 11β-HSD II, due to their
cyclic 11,18-hemiacetyl-group, they are able to bind
to MR despite the 1000-fold lower concentration
in plasma as compared to cortisol.

The main mineralocorticoid agonist in humans
is aldosterone. Additionally, cortisol, corticoster-
one and DOC also have mineralocorticoid agonis-
tic activity. The synthetic steroid fludrocortisone
(9α-fluorocortisol) is extremely potent and usu-
ally chosen for replacement mineralocorticoid
therapy. In contrast, aldosterone and DOC are not
useful in oral therapy due to rapid degradation in
the liver following absorption.

Mineralocorticoid antagonists include
RU26752, spironolactone and progesterone.
Whereas endogenous progesterone may only play
a role during the third trimester of pregnancy,
spironolactone and RU26752 are synthetic drugs
which have been developed for the treatment of
pathological states of sodium-regulation and
hypertension. Both drugs bind to MR with equal
affinity as aldosterone but induce an transcrip-
tionally silent state.
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Endogenous glucocorticoids (cortisol) are
released from the zona fasiculata of the � adrenal
gland in response to stress. When in excess gluco-
corticoids can cause � catabolism of muscle and
release of amino acids; these are subsequently
used to increase glucose synthesis by the liver
(gluceonogenesis). The most important function
of glucocorticoids in disease is to regulate the
inflammatory response to exogenous stimuli.
Exogenous glucocorticoids have been used clini-
cally for over 50 years and have proved to be indis-
pensable in the regulation of a variety of inflam-
matory and immune states.

� Gluco-/Mineralocorticoid Receptors
� Immunosuppressive Agents
� Inflammation
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Inflammation is a central feature of many chronic
lung diseasesincluding � bronchial asthma. The
specific characteristics of the inflammatory re-
sponse and the site of inflammation differ between
these diseases, but all involve the recruitment and
activation of inflammatory cells and changes in the
structural cells of the lung. These diseases are char-
acterised by an increased expression of many medi-
ators including cytokines, chemokines, growth
factors, enzymes, receptors and adhesion mole-
cules. Increased inflammatory gene transcription
is regulated by pro-inflammatory transcription fac-
tors, such as nuclear factor-κB (� NF-κB). For ex-
ample, NF-κB is markedly activated in epithelial
cells of asthmatic patients and this transcription
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factor regulates many of the inflammatory genes
that are abnormally expressed in � bronchial asth-
ma.

NF-κB is activated by all the stimuli thought to
be important in the inflammatory response to aller-
gen exposure seen in asthma and is the major target
for glucocorticoids. NF-κB is ubiquitously ex-
pressed within cells and is able to not only control
the induction of inflammatory genes in its own
right but can enhance the activity of other cell- and
signal-specific transcription factors. NF-κB is acti-
vated by numerous extracellular stimuli including
cytokines, such as tumour necrosis factor-α (TN-
Fα) and interleukin-1β (IL-1β), rhinovirus infec-
tion and allergen exposure. NF-κB is held within
the cytoplasm in an inactive state by an inhibitor
protein I-κBα. Phosphorylation of IκBα following
cell stimulation leads to the dissociation of IκBα
from NF-κB, enabling nuclear translocation and
binding to specific DNA  response elements within
the � regulatory regions of responsive genes.

Due to the large amount of DNA present within
the nucleus it must be carefully packaged. In the
resting cell DNA is tightly compacted around basic
� histone proteins, excluding the binding of the
enzyme � RNA polymerase II, which activates the
formation of � mRNA. This conformation of the
chromatin structure is described as ‘closed’ and is
associated with suppression of gene expression.
Expression of genes is associated with enzymatic
modification of core histones leading to alterations

in chromatin structure. Specific lysine residues
within the N-terminal tails are capable of being
post-translationally modified by acetylation.
Acetylation of the σ-group on lysines reduces the
charge of the histone residues within the tightly
wound DNA inducing a relaxed DNA structure
and allowing the recruitment of large protein
complexes including RNA polymerase II.

Repression of genes is associated with reversal
of this process by histone deacetylation, a process
controlled by histone deacetylases (HDACs).
Deacetylation of histones increases the winding of
DNA round histone residues, resulting in a dense
chromatin structure and reduced access of tran-
scription factors to their binding sites, thereby
leading to repressed transcription of inflammatory
genes.

Cytokines such as TNFα and IL-1β, acting via
NF-κB, can induce histone acetylation in both a
time- and concentration-dependent manner. Upon
DNA binding, NF-κB recruits � transcriptional
co-activators such as CREB binding protein (CBP)
and p300/CBP-associated factor (PCAF) which
have intrinsic histone acetyltransferase (HAT)
activity.

Glucocorticoids exert their effects by binding
to a cytoplasmic receptor (GR). GRs are expressed
in almost all cell types. The inactive GR is bound
to a protein complex that includes two subunits of
the Heat Shock Protein (� HSP) 90, which thus act
as cytoplasmic inhibitors preventing the nuclear

Tab. 1 Glucocorticoid sensitive genes

Increased transcription Decreased transcription

Lipocortin-1/Annexin-1 
(phospholipase A2 inhibitor)

Cytokines (IL-1, 2, 3, 4, 5, 6, 9, 11, 12, 13, 16, 17, 18, 
TNFa, GM-CSF, SCF)

β2-Adrenoceptor Chemokines (IL-8, RANTES, MIP-1α, MCP-1, MCP-3, 
MCP-4, eotaxin)

Secretory leukocyte inhibitory protein (SLPI) Inducible nitric oxide synthase (iNOS)

Clara cell protein (CC10, phospholipase A2inhibitor) Inducible cyclooxygenase (COX-2)

IL-1 receptor antagonist Cytoplasmic phospholipase A2 (cPLA2)

IL-1R2 (decoy receptor) Endothelin-1

IκBα (inhibitor of NF-κB) NK1-receptors, NK2-receptors

CD163 (Scavenger receptor) Adhesion molecules (ICAM-1, E-selectin)
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localisation of unoccupied GR. Once the ligand
binds to GR, HSP90 dissociates allowing the
nuclear localisation of the activated GR-steroid
complex and its binding as a homodimer to spe-
cific DNA sequences (GREs, GGTACAnnnTGT-
TCT) and interaction with � co-activator com-
plexes.

Glucocorticoids produce their effect on respon-
sive cells by stimulating GR to directly or indi-
rectly regulate the transcription of target genes.
The number of genes per cell directly regulated by
glucocorticoids is estimated to be between 10 and
100, but many genes are indirectly regulated
through an interaction with other transcription
factors and co-activators. Glucocorticoids may
suppress inflammation by increasing the synthe-
sis of anti-inflammatory proteins, such as
annexin-1, IL-10 and the inhibitor of NF-κB, IκB-α
(Table 1). In addition, it is likely that glucocorti-
coid side effects, such as � osteoporosis, cataracts,
skin fragility and Hypothalamic-Preoptic-Adrenal
axis suppresion are due to gene activation.

GRs, as with NF-κB and other transcription
factors, increase gene transcription through an
action on chromatin modifications and recruit-
ment of RNA polymerase II to the site of local
DNA unwinding. GR interacts with CBP and other
co-activator proteins, including CBP, PCAF and
steroid receptor co-activator-1 (SRC-1), which
enhance local HAT activity. This raises the ques-
tion: how can GR, or any other transcription fac-
tor, interact with its recognition site when DNA is
compacted? GR may bind to a GRE within the
linker DNA between nucleosomes or alternatively
GR may bind to a GRE when the GRE is wound
around histones as long as the GRE residues are
facing outwards. Binding to the GRE may then
modify the local chromatin structure altering GR
access.

There is now clear evidence that GR does not
stably associate with DNA but rather it has a ‘hit-
and-run’ mechanism of action. After activation
GR resides on DNA for less than 10s before being
ejected and replaced by another GR. This ejection
may allow binding of additional regulatory factors
that enhance gene transcription such as HAT-con-
taining complexes and may also play a role in feed-
back regulation and subsequent � proteosomal
degradation of GR.

In spite of the ability of glucocorticoids to
induce gene transcription, the major anti-inflam-
matory effects of glucocorticoids are through
repression of inflammatory and immune genes.
The inhibitory effect of glucocorticoids appears to
be due largely to an interaction between activated
GR and transcription factors, such as NF-κB and
activator protein-1 (AP-1, a heterodimer of Fos and
Jun proteins), which mediate the expression of
inflammatory genes. The interplay between pro-
inflammatory transcription factors and GR may
reflect differing effects on histone acetylation/
deacetylation. Thus, glucocorticoids are able to
attenuate the NF-κB-mediated induction of his-
tone acetylation by IL-1β. This occurs by a direct
inhibition of NF-κB-associated HAT activity and
by active recruitment of HDAC proteins (Fig. 1).
Overall, this results in the deacetylation of his-
tones, increased tightening of DNA round histone
residues resulting in repression of inflammatory
genes.

� Mitogen-activated protein kinases (MAPK)
play an important role in inflammatory gene
expression through the regulation of pro-inflam-
matory transcription factors and there is increas-
ing evidence that glucocorticoids may exert an
inhibitory effect on these pathways. Glucocorti-
coids reduce the stability of mRNA for inflamma-
tory genes such as cyclooxygenase-2 (� COX-2)
through an inhibitory effect on p38 MAP kinase,
through rapid induction of a specific p38 MAPK
phosphatase (MKP-1) and subsequent dephospho-
rylation of phospho-p38 MAPK. GR has also been
shown to prevent serine phosphorylation of c-Jun
and, subsequently, AP-1 activation, by blocking the
induction of the Jun N-terminal kinase (JNK) sig-
nalling cascade. Consistent with this, glucocorti-
coids also antagonise other JNK-activated tran-
scription factors such as ETS-Like Kinase 1 (Elk-1)
and Activating Transcription Factor 2 (ATF-2).
Conversely, JNK can phosphorylate GR and
thereby attenuate glucocorticoid responsiveness.

The importance of cross-talk in GR actions is
indicated by the construction of a GR dimerisa-
tion-deficient mutant mouse in which GR is una-
ble to dimerise and therefore bind to DNA, thus
separating the DNA-binding (transactivation) and
inflammatory gene repression (transrepression)
activities of glucocorticoids. In these animals dex-
amethasone was able to inhibit AP-1- and NF-κB-
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mediated gene transcription, but the ability to
facilitate GRE-mediated effects such as cortisol
suppression and T-cell apoptosis were markedly
attenuated. This suggests that the development of
glucocorticoids with a greater therapeutic win-
dow is possible.
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Glucocorticoids are widely used to treat a variety
of inflammatory and immune diseases. With the
recognition that airway inflammation is present
even in patients with mild asthma, treatment with
glucocorticoids is now the mainstay of asthma
therapy. Consequently, by far the most common
use of glucocorticoids today is in the treatment of
asthma and inhaled glucocorticoids have now
become established as first-line treatment in

adults and children with persistent asthma, the
commonest chronic airway inflammatory disease.

Inhaled glucocorticoids reduce the number of
infiltrating mast cells, macrophages, T-lym-
phocytes, and eosinophils in the airway. Further-
more, glucocorticoids reverse the shedding of epi-
thelial cells and the goblet-cell � hyperplasia char-
acteristically seen in asthmatic patients (Fig. 2). By
reducing airway inflammation, inhaled glucocorti-
coids reduce � airway hyperresponsiveness in
adults and children with asthma.

Although glucocorticoids are highly effective
in the control of asthma and other chronic inflam-
matory or immune diseases, a small proportion of
patients with asthma fail to respond even to high
doses of oral glucocorticoids. Resistance to the
therapeutic effects of glucocorticoids is also recog-
nised in other inflammatory and immune dis-

Fig. 1 How glucocorticoids switch off inflammatory genes. Inflammatory genes are activated by inflammatory 
stimuli, such as interleukin-1β (IL-1β) or tumor necrosis factor-α (TNF-α), resulting in activation of the tran-
scription factor nuclear factor κB (NF-κB). NF-κB translocates to the nucleus and binds to specific κB recogni-
tion sites and also to co-activators, such as CREB-binding protein (CBP) or p300/CBP-activating factor (PCAF), 
which have intrinsic histone acetyltransferase (HAT) activity. This results in acetylation of lysines in histone 
proteins, resulting in recruitment and phosphorylation of RNA polymerase II  and subsequent increased 
expression of genes encoding inflammatory proteins. Glucocorticoid receptors (GR), after activation by gluco-
corticoids (GCs), translocate to the nucleus and bind to co-activators thereby inhibiting HAT activity. In addi-
tion, GR is able to recruit histone deacetylases (HDAC) to the NF-κB complex leading to suppression of 
inflammatory genes. GR may also affect the phosphorylation of RNA polymerase II to block inflammatory gene 
expression.
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eases, including rheumatoid arthritis and inflam-
matory bowel disease. Glucocorticoid-resistant
patients, although uncommon, present considera-
ble management problems. It is likely that there is
a spectrum of glucocorticoid responsiveness, with
the rare resistance at one end, but a relative resist-
ance is seen in patients who require high doses of
inhaled and oral glucocorticoids (glucocorticoid-
dependent asthma). At present the limiting factor
to treating these patients with ever increasing
doses of glucocorticoids is the side effect profile.

Generally, inhaled glucocorticoids have few
side effects, the appearance of which depends on
the dose, the frequency of administration, and the
delivery system used. The most common side
effect is dysphonia (hoarseness), which affects
approximately one third of treated patients.
Oropharyngeal candidiasis (thrush) may also be a
problem for some patients, particularly the eld-
erly, when the drug is given more than twice daily.
There has been some concern that inhaled gluco-
corticoids may cause stunting of growth in chil-
dren but recent evidence suggests that this is not a
problem even in children treated with higher
doses of inhaled glucocorticoids for a long period.

Thinning of the skin, telangiectasia, and easy
bruising are also classic side effects of both oral
and topical glucocorticoids. The easy bruising
linked to inhaled glucocorticoids is more fre-
quently seen in elderly patients.

Oral glucocorticoids used to treat severe asth-
matic subjects, however, give rise to more serious
side effects. Glucocorticoids suppress the hypotha-
lamic-pituitary-adrenal axis by reducing cortisol
secretion by the adrenal glands. The degree of sup-
pression depends upon the dose, duration, fre-
quency, and timing of glucocorticoid administra-
tion. Oral glucocorticoid therapy also causes oste-
oporosis with an increased risk of vertebral and
rib fractures, but there are no reports suggesting
that long-term treatment with inhaled glucocorti-
coids is associated with an increased risk of frac-
tures. In addition, long-term treatment with oral
glucocorticoids increases the risk of posterior sub-
capsular cataracts; this may be a problem in a few
patients taking inhaled glucocorticoids.

Due to the side effect problems seen with high
doses of inhaled glucocorticoids resulting from
systemic absorption and the use of oral glucocor-
ticoids in severely affected patients, there has been

Fig. 2 Cellular effect of glucocorticoids. Glucocorticoids can affect the activation of most resisent and infiltrating 
cells with the airway suppressing either cell number or mediator release or both. In addition, glucocorticoids are 
able to decrease vascular permeablility (leak) within the airways that causes oedema and increase the expression 
of β2-receptors in smooth muscle cells.
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a search for safer glucocorticoids for inhalation
and even for oral administration. As discussed
above, a major mechanism of the anti-inflamma-
tory effect of glucocorticoids appears to be inhibi-
tion of the effects of pro-inflammatory transcrip-
tion factors (transrepression). By contrast, the
endocrine and metabolic effects of glucocorti-
coids that are responsible for the systemic side
effects of glucocorticoids are likely to be mediated
predominantly viatransactivation. This has led to
a search for novel glucocorticoids that selective-
lytransrepress without significanttransactivation,
thus reducing the potential risk of systemic side
effects.

Several steroidal and non-steroidal Selective
Glucocorticoid Receptor Agonists (SEGRA) have
recently been reported to show dissociated prop-
erties and some are now in clinical development.
This suggests that the development of glucocorti-
coids and SEGRA with a greater margin of safety is
possible and may even lead to the development of
oral compounds that do not have significant
adverse effects.

Now that the molecular mechanisms of gluco-
corticoids have been elucidated, this raises the
possibility that novel non-steroidal anti-inflam-
matory treatments might be developed which
mimic the actions of glucocorticoids on inflamma-
tory gene regulation. Inhibition of specific HATs
activated by NF-κB may prove useful targets, espe-
cially if they also repress the action of other pro-
inflammatory transcription factors. Many of the
anti-inflammatory effects of glucocorticoids
appear to be mediated via inhibition of the tran-
scriptional effects of NF-κB and small molecule
inhibitors of IκB kinase-2 (IKK2), which activate
NF-κB, are now in development. However, gluco-
corticoids have additional effects so it is not cer-
tain whether IKK2 inhibitors will parallel the clini-
cal effectiveness of glucocorticoids and they may
have side effects, such as increased susceptibility
to infections. Other treatments that have thera-
peutic potential as glucocorticoid-sparing agents
include p38 MAP kinase inhibitors.
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Inhalable glucocorticoids are derivates of the hor-
mone cortisol, which are applied topically in the
treatment of (allergic) bronchial asthma. In con-
trast to systemically applied glucocorticoids, these
drugs are metabolized upon first liver passage into
inactive forms, thus reducing the systemic side
effects of unintentionally swallowed drug. Like all
glucocorticoids they exert strong anti-inflamma-
tory and anti-allergic effects.

� Allergy
� Glucocorticoids
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� Glucocorticoids
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Gluconeogenesis is the synthesis of glucose from
glycerol, lactate, and amino acids. This pathway is
essential to maintain normal blood glucose dur-
ing fasting. � Glucagon, the predominant hor-
mone regulating carbohydrate metabolism during
fasting, stimulates gluconeogenesis by inducing
the expression of two rate-limiting enzymes (pho-
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phoenolpyruvate carboxykinase and glucose-6-
phosphatase). � Insulin inhibits expression of
these enzymes and reduces gluconeogenesis.

� Insulin Receptor
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Acronym: GLUT.
� Glucose Transporter
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� Glucose transport facilitators  (GLUT1-12; gene
symbols: SLC2A1-12, solute carrier family 2A1-12),
� Na+-dependent glucose cotransporters, sodium-
glucose symporters (SGLT1-3), gene symbols:
SLC5A1-3, solute carrier family 5A1-3)
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Glucose transporters are integral membrane pro-
teins that catalyze the permeation of sugars into
cells along or against a concentration gradient.

� Diabetes Mellitus
� Insulin Receptor
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Glucose transport facilitators (GLUT proteins) are
uniporters that catalyze the diffusion of glucose
into (or out of) cells along a concentration gradi-
ent (1). During this process, the proteins are
believed to undergo specific conformational
changes: Binding of glucose to the outward-facing

binding site induces a conformational alteration
that moves the substrate through the pore of the
GLUT protein. Thereafter, glucose is released from
the inward-facing binding site to the cytoplasm,
and the transporter undergoes the reverse confor-
mational change (Fig. 1a). Within most cells, glu-
cose is rapidly phosphorylated and metabolized.
Thus, under normal conditions the influx of glu-
cose into cells does not alter its concentration gra-
dient. In liver, kidney and intestinal mucosa,
GLUT proteins catalyze the efflux of glucose from
cells, when the intracellular glucose concentration
exceeds the serum glucose concentration.

The family of GLUT proteins comprises 12
structurally-related members, GLUT1–12 (29%–
65% identity). Among these, there are glucose
(GLUT1–3, 4, 8), fructose (GLUT5) and polyol
(GLUT12) transporters (2). At present, the func-
tion of the other family members is not completely
characterized. The presumed secondary structure
of all GLUT proteins is similar, with 12 membrane
spanning helices, intracellular N- and C-termini
and a large cytoplasmic loop. GLUT proteins carry
charged residues at the intracellular surface of the
proteins that are believed to provide the proper
orientation and anchoring of the helices in the
membrane, and to participate in the conforma-
tional changes during the transport process. Sev-
eral sequence motifs, the sugar transporter signa-
tures, are conserved in all family members and are
essential for the function of the proteins (Fig. 1b).

According to a comparison of the sequences,
the GLUT family can be divided into three sub-
classes (2). Class I comprises the thoroughly char-
acterized members GLUT1–4 that are distin-
guished mainly by their tissue distribution
(GLUT1: erythrocytes, brain microvessels; GLUT2:
liver, pancreatic islet; GLUT3: neuronal cells;
GLUT4: muscle, adipose tissue), their affinity to
glucose and their hormonal regulation. Class II
comprises the fructose-specific transporter GLUT5
(testis, intestine, muscle) and three related pro-
teins, GLUT7 (unknown), GLUT9 (pancreas, kid-
ney) and GLUT11 (heart, muscle). For GLUT11,
fructose-inhibitable glucose transport activity has
been demonstrated in a system of reconstituted
vesicles. Class III comprises 4 isotypes: GLUT6
(brain, spleen, leukocytes), GLUT8 (testis, brain,
adipocytes), GLUT10 (pancreas, liver) and GLUT12
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(heart, prostate). Glucose transport activity has
been shown for GLUT6 and GLUT8.

Glucose transport activity is regulated through
transcriptional and translational control of the
GLUT proteins, through their activity and through
alterations of their intracellular distribution. Most
importantly, GLUT4 continuously cycles between

an intracellular, vesicular storage compartment
and the plasma membrane of adipose and muscle
cells (3). In basal cells, most transporters are
sequestered in an intracellular compartment. In
the presence of insulin, the translocation of
GLUT4-containing vesicles to the plasma mem-
brane is markedly accelerated, resulting in an

Fig. 1 A: Proposed model 
of the mechanism of glu-
cose entry into cells by 
facilitated diffusion. Glu-
cose binds to an out-ward 
facing site of the GLUT 
protein and induces a 
conformational change 
that moves the hexose 
through a pore in the pro-
tein. After glucose is 
released from its inward-
facing binding site, the 
GLUT protein undergoes 
the reverse conforma-
tional change. Two inhibi-
tory ligands (cytochalasin 
B and forskolin) bind to 
the cytoplasmic site of 
GLUT proteins. B: Sche-
matic model of the GLUT 
proteins with their pre-
dicted 12 membrane 
spanning helices. The fig-
ure highlights motifs that 
are considered specific for 
the GLUT family (sugar 
transporter signatures), 
and other residues that 
are highly conserved in all 
members of the family.
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increase in glucose transport uptake (see chapter
Diabetes mellitus). Proteins that presumably par-
t icipate in this  process are VAMP2 (sy n.
synaptobrevin2; � Exocytosis), � SNARE pro-
teins, syntaxin 4 (� Exocytosis), SNAP23 and
Synip. In some cells, GLUT1 may also be seques-
tered through a discrete vesicular pathway and
translocated to the plasma membrane in response
to energy depletion or lack of glucose.

For some of the GLUT isotypes, the phenotype
of null mutants is known. Haploinsufficiency of
the GLUT1 in humans causes a syndrome of low
glucose levels in the cerebrospinal fluid and drug-
resistant seizures. Disruption of the GLUT2 gene
in mice leads to impaired insulin secretion and
diabetes mellitus. In contrast, hepatic glucose out-
put is normal in GLUT2-null mice, suggesting that
an alternative pathway for glucose export from
hepatocytes exists. Muscle-specific deletion of the
GLUT4 results in a reduction of basal glucose
transport and a near absence of the effect of insu-
lin, leading to hyper-insulinemia and impaired
glucose tolerance. Furthermore, it is believed that
impaired GLUT4 translocation in skeletal muscle
is an important factor in the pathogenesis of insu-
lin resistance in obesity and type 2 diabetes. In
animal models of morbid obesity, transgenic over-

expression of GLUT4 results in increased glucose
uptake in muscle and in improved whole body glu-
cose disposal. Thus, strategies designed to
enhance expression and/or translocation of
GLUT4 might lead to an effective treatment of
insulin resistance and type 2 diabetes (4).
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Sodium-dependent glucose cotransporters (SGLT)
are located on small intestine and kidney brush-
border membranes. SGLT1, SGLT2 and SGLT3 are
structurally different sodium-glucose cotransport-
ers with 59%–75% identity and no homology with
the glucose transport facilitators (5). They cata-
lyze glucose transport into the cell against a con-
centration gradient. This transport process is a
cotransport of one glucose and of one (for SGLT2)
or two (for SGLT1 and SGLT3) Na+ ions in the
same direction. The energetically favored move-
ment of a Na+ ion through the plasma membrane
into the cell, driven both by its concentration gra-
dient and by the membrane potential, is coupled
to the movement of the glucose molecule. SGLT
proteins exhibit binding sites for glucose and Na+

on their exofacial surface. The simultaneous bind-
ing of Na+ and glucose to these sites induces a

Fig. 2 Transport of glucose in intestinal epithelium. Entry of glucose into the epithelial cells is catalyzed by a 
sodium-dependent cotransporter (SGLT) located in the apical membrane. The Na+/K+ ATPase in the basola-
teral membrane generates the Na+ gradient that drives the sodium-glucose co-transport by SGLT against the 
concentration gradient of glucose. Glucose leaves the cell via a facilitated glucose transporter (GLUT) located in 
the basolateral membrane.
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conformational change, generating a transmem-
brane pore that allows both Na+ and glucose to
pass into the cytosol. After this passage, the pro-
teins revert to their original conformation. In the
steady state, Na+ ions transported from the intesti-
nal lumen into the cells are pumped by a Na+/K+-
ATPase across the basolateral membrane (Fig. 2).
Glucose, concentrated inside the cell by the sym-
port, moves outward through the basolateral
membrane via glucose transport facilitators
(GLUT).

The secondary structure of SGLT1 differs from
that of other members of the family. As compared
with SGLT2 and 3, SGLT1 contains a hydrophobic
C-terminus that is assumed to form a 14th trans-
membrane. SGLT1 is a high-affinity transporter
that mediates the sodium-glucose cotransport
across the intestinal brush-border membrane.
SGLT1 is also expressed in the proximal tubule S3
segments of the kidney. Mutations within the
SGLT1 gene (SLC5A1; on chromosome 22q12.3) are
described in patients suffering from glucose/galac-
tose malabsorption.

SGLT2 is a low-affinity, high capacity sodium-
glucose cotransporter located in the early proxi-
mal convoluted tubule S1 segment. SGLT2 com-
prises 13 membrane spanning domains. In con-
trast to SGLT1, SGLT2 does not transport D-galac-
tose. It has been suggested that a defect in the
SGLT2 gene (SLG5A2 on chromosome 16p11.2) is
responsible for renal glucosuria.

SGLT3 is also a low-affinity sodium-glucose
cotransporter. SGLT3 mRNA was mainly detected
in intestine, followed by spleen, liver, kidney and
muscle. SGLT3 comprises of 13 membrane span-
ning domains. SGLT3 has a lower affinity for Na+

than SGLT2 under identical sugar concentrations.
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At present, the only available drug that stimulates
glucose transport is insulin. Insulin increases the
abundance of the GLUT4 in plasma membranes of
adipose and muscle cells by its recruitment from
intracellular storage sites (for a detailed descrip-
tion of its mechanism, see Chapter Diabetes melli-
tus).
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Phlorizin (phloretin-2’-β-glucoside) is a plant
product from the bark of the apple tree that inhib-
its intestinal glucose absorption and renal reab-
sorption in proximal tubules by binding to SGLTs.
This effect has been used to correct hyperglyc-
emia in experimental, diabetic animals. SGLT2 has
a higher affinity for the inhibitor than SGLT1.
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Phloretin is the aglycon of phlorizin and inhibits
the facilitated diffusion of glucose catalyzed by
GLUT1 or GLUT4. It has been used to terminate
the uptake of glucose in timed assays with isolated
membranes or reconstituted transporters.

��	
����������
Cytochalasin B is a fungal metabolite that binds to
the internal site of helices 10 and 11 of the GLUT
proteins, and potently inhibits glucose transport
in cel ls  or  i solated membrane ves ic les
(KD=100 nM). Because cytochalasin B binding can
be inhibited by glucose in a competitive manner, it
is believed that the ligand binds to the internal
glucose binding site of the transporter.
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The plant product forskolin (from Coleus for-
skolii) is a diterpene that directly stimulates ade-
nylate cyclase. In addition, the agent potently
inhibits glucose transport independent from
changes in adenylate cyclase activity. Specific
binding of forskolin to GLUT1 or GLUT4 is inhib-
ited by glucose and cytochalasin B in a competi-
tive manner, indicating that the ligand binds to a
domain involved in glucose binding. Its binding
site has been mapped to helix 8–10 of GLUT1/
GLUT4 with the aid of the photoreactive 3-
[125I]odo-4-azido-phenethylamino-7-O-succinyl-
deacetyl-forskolin (IAPS-forskolin).
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 GLUT stands for Glucose Transport Facilitators.

� Glucose Transporters
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Glutamate is a small amino acid which constitutes
the most important neurotransmitter at excitatory
� synapses in the mammalian brain. Glutamate
can act on several different types of receptors,
many of which are ion channels which mediate
influx of Na+ or Ca2+ into the postsynaptic cell.
Important glutamate receptor subtypes are AMPA-
receptors, NMDA-receptors, kainate-receptors and
metabotropic glutamate receptors (the latter are
not ion channels, but coupled to intracellular sec-
ond-messenger pathways).

� Ionotropic Glutamate Receptors
� Metabotropic Glutamate Receptors
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Glutamate receptors are classified as AMPA,
NMDA and mGluR. All three subtypes are highly
expressed at nociceptive synapses. AMPA and

NMDA receptors are agonist-gated cation chan-
nels, which depolarise synaptic membranes upon
activation. Ion-channels associated with AMPA
receptors demonstrate fast activation and inacti-
vation kinetics and mediate rapid excitatory neu-
rotransmission. Owing to their slow kinetic prop-
erties, their high Ca2+-permeability and their
blockade by Mg2+ under physiological synaptic
conditions, NMDA receptors potentiate synapses
in several neural pathways, including those
involved in chronic pain. mGluRs are G-protein-
coupled receptors, which couple to G-proteins of
the Gq family or the Gi/o family. Their activation
at spinal synapses leads to the facilitation of post-
synaptic responses and enhanced neurotransmit-
ter release via calcium-mediated activation of
intracellular signalling kinases.

� Ionotropic Glutamate Receptors
� Metabotropic Glutamate Receptors
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� Glycine Receptor
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Inhibitory glycine receptor, � strychnine-sensitive
glycine receptor, glycine-gated chloride channel,
glycine-gated anion channel.
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The amino acid glycine serves as an important
mediator of synaptic inhibition, predominantly in
brain stem, spinal cord and retina. Binding of the
neurotransmitter to its postsynaptic receptors is
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antagonized by strychnine, a convulsant alkaloid
from nux vomica (1). The inhibitory action of gly-
cine is distinct from its function as a coagonist to
glutamate at a strychnine-resistant binding
domain of the NMDA receptor. Inhibitory glycine
receptors represent a family of ligand-gated chlo-
ride channels that exist as pentameric protein
complexes which are assembled from ligand-bind-
ing α subunits and a structural β polypeptide (2).
At the postsynaptic membrane, glycine receptors
are clustered by interaction with the tubulin-bind-
ing protein� gephyrin (4). � Hyperekplexia, a
human neurological disorder characterized by
exaggerated startle responses and an increased
muscle tone, is associated with mutant alleles of
the glycine receptor α1 and β subunit genes,GLRA1
andGLRB. Likewise, homologous disease states
exist in mutant mouse lines carrying mutations of
glycine receptor α1 and β subunit genes (2).

� GABAergic System
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Glycinergic synapses show a widespread distribu-
tion throughout the CNS (1,2). Glycine-mediated
inhibition underlies the modulation of brain stem
reflexes and the segmental regulation of spinal
motoneurons by small interneurons including the
Renshaw cells. The neurotransmitter pool of gly-
cine is derived from both metabolic precursors
and re-uptake from the synaptic cleft. Synthesis of
glycine from its precursor serine is catalyzed by
the mitochondr ial  isozy me of  � ser ine-
hydroxymethyltransferase, which is dependent on
tetrahydrofolate and pyridoxal phosphate. Finally,
glycine is degraded to CO2 and ammonia by the
glycine cleavage system, a mitochondrial enzyme
complex. Mutations of its genes cause non-ketotic
hyperglycinemia, a devastating neonatal disease
characterized by lethargy, seizures, and mental
retardation in surviving patients. In the presynap-
tic terminal, the release fraction of glycine is
stored in small synaptic vesicles. Vesicular load-
ing of glycine is mediated by the vesicular inhibi-
tory amino acid transporter (VIAAT or vesicular
GABA transporter/VGAT), which is also involved
in synaptic vesicular storage of GABA. Inhibitory
miniature potentials recorded from rat motoneu-

rons are consistent with the presynaptic vesicular
release of the neurotransmitter into the synaptic
cleft. The exocytotic release of glycine is a highly
regulated process, where the vesicle protein syn-
aptobrevin plays a pivotal role for vesicle fusion
with the presynaptic membrane. � Tetanus, a dis-
ease caused by the anaerobic, spore-forming rod-
Clostridium tetani, is associated with a presynap-
tic block of glycine release. The clostridial pro-
tein, tetanus toxin, possesses a protease activity
which selectively degrades synaptobrevin. Con-
sistent with a loss of glycinergic inhibition, the
hypertonic motor symptoms of tetanus resemble
strychnine intoxication. Once released into the
synaptic cleft, glycine is rapidly taken up by
sodium-dependent transporters characterized by
distinct regional distributions. The transporters
GLYT1a and GLYT1b represent splice variants of
the same gene, differing in N-terminal structure.
Both variants show a widespread distribution
throughout the CNS, with GLYT1a predominating
in the grey matter and GLYT1b in the white matter.
In contrast, the transporter GLYT2 colocalizes
with the strychnine-sensitive glycine receptor,
suggesting a role in the termination of glycinergic
inhibition.
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Receptor-binding of glycine induces the opening
of an intrinsic anion channel highly selective for
chloride and bicarbonate (2). Depending on the
low reversal potential for chloride that prevails in
many neurons of the mature CNS, this elicits
inward chloride currents and a postsynaptic
hyperpolarization. Glycine receptors are derived
from a family of highly homologous subunit
genes. This group of genes is part of the super-
family of ligand-gated ion channels which also
includes the nicotinic acetylcholine, GABAA, and
5-HT3 receptors. Glycine receptor subunits assem-
ble into pentameric channels thought to form a
rosette-like arrangement surrounding a central
ion pore. Glycine receptor isoforms are character-
ized by distinct developmental and regional
expression patterns. The adult isoform, GlyRA, is
an oligomeric protein composed of ligand-bind-
ing α1 and structural β subunits. The neonatal iso-
form, GlyRN, prevails in newborn rodents and is
replaced by the adult type GlyRA within two weeks
postnatally. The GlyRN protein appears to be a
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homooligomer composed of α2 subunits. In addi-
tion to α3 and α4 subunits encoded by distinct
genes, further complexity of α subunits results
from alternative pre-mRNA splicing.

Glycine receptor α and β subunit variants are
characterized by transmembrane topologies com-
mon to the superfamily of ligand-gated ion chan-
nels (1,2). A large, N-terminal extracellular
domain, which in the mature α1 subunit com-
prises 220 amino acid residues, is followed by four
transmembrane regions (TM1 to TM4) spanning
the postsynaptic membrane. A fifth hydrophobic
region preceding the mature protein represents
the cleavable signal peptide. Displaying a rare abil-
ity among receptor channel polypeptides, glycine
receptor α subunits are self-sufficient in creating
homomeric receptor channels when subjected to
recombinant expression. Recombinant glycine
receptor variants faithfully reproduce pharmaco-
logical characteristics of their native counterparts
from mammalian CNS. Attempts to elucidate
structure-function relationships of glycine recep-
tor subunits have led to the identification of struc-
tural motifs involved in distinct steps of ligand-
gated ion conductance: (i) As deduced from radio-
ligand-binding studies and whole-cell current
recordings, glycine and strychnine bind to par-
tially overlapping, but not identical, sites on the
receptor. Determinants of ligand-binding and ago-
nist-antagonist discrimination have been assigned
to the N-terminal domain, where two stretches of
amino acid residues preceding the TM1 domain
were identified to contribute to the ligand-bind-
ing pocket. A recombinant switch in aromatic
hydroxyl groups flanking position α1(160) gener-
ated a β-alanine receptor responsive to GABA. (ii)
Domains involved in anion translocation include
the TM2 region as well as the short loops flanking
TM2 at the intracellular and extracellular faces of
the plasma membrane. Receptor-gating, i.e. the
open-close transition of the ion channel, has been
interpreted as an intramolecular motion of TM2,
where the flanking loops act as hinges for the con-
formational transition. While two anion binding
sites within the glycine receptor channel have been
postulated from electrophysiological analysis, the
pathway of chloride permeation across the mem-
brane still awaits elucidation. � Desensitization of
glycine receptor ion channels is affected by intrac-
ellular determinants positioned within the short

loop between TM1 and TM2, as well as within the
large loop connecting TM3 and TM4. In particular,
the splice variants α3K and α3L which differ in a
motif located within the TM3-TM4 loop, also dif-
fer in desensitization behavior. (iii) Receptor
assembly and heteropentameric subunit stoichi-
ometry are governed by motifs, in particular an
eight amino acid sequence, residing within the N-
terminal extracellular regions of the receptor sub-
units.
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In the embryonic CNS and in dorsal root ganglia,
the neuronal reversal potential for chloride is
above the membrane potential. Under these condi-
tions, opening of glycine-associated chloride
channels will result in depolarizing currents and
subsequent excitation, once the neuronal thresh-
old for formation of action potentials is exceeded.
During a short postnatal period, glycine receptors
are abundantly expressed in rat cerebral cortex
which, by immunological criteria, correspond to
the GlyRN isoform. Activation of the cortical gly-
cine receptors results in excitatory impulses and
appears to be mediated by nonsynaptically
released taurine (2). The functional role of glycine
receptor mediated excitation in the developing
neocortex remains to be established.
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Glycine receptors associate with gephyrin, a tubu-
lin-binding protein involved in the formation of
postsynaptic receptor clusters (4). Gephyrin is
thought to form a submembraneous protein scaf-
fold that dramatically reduces lateral diffusion of
the receptor complexes. This interaction increases
receptor life-time by stabilizing the protein
remaining in its postsynaptic location in the
plasma membrane. Receptor stabilization is activ-
ity-dependent, resulting in a loss of receptors
under conditions of reduced glycinergic transmis-
sion, as induced by application of strychnine.
Interaction of gephyrin and glycine receptor subu-
nits occurs by means of an 18 amino acid residue
motif located within the intracellular loop
between TM3 and TM4. Gephyrin also interacts
with GABAA receptors, potentially via the GABAA
receptor associated protein(GABARAP). As addi-
tional components of the postsynaptic protein
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scaffold, phosphatidylinositol 3,4,5-trisphosphate-
binding proteins have been identified, including
collybistin and profilin. However, gephyrin also
serves dual functions apparently beyond synaptic
organization, as it contributes to biosynthesis of
the molybdenum cofactor, an essential coenzyme
of a variety of dehydrogenases.
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Based on its clinical resemblance to subconvulsive
strychnine poisoning, glycine receptor dysfunc-
tion has long been considered a candidate mecha-
nism of hypertonic motor disorders (1,2). As
exemplified in the spontaneous mouse mutants
spastic, spasmodic, and oscillator, glycine receptor
defects result in hereditary neurological disor-
ders. In the spastic mouse, the intronic insertion
of a LINE-1 transposable element into the β subu-

nit geneGlyrb results in aberrant splicing and a
consecutive loss of receptors. Consistent with a
numerical receptor defect, the spastic phenotype
is rescued by a transgene expressing β subunit
mRNA. The spasmodic mouse carries a missense
mutation of the α1 subunit gene, Glra1(A52S) that
diminishes agonist affinity. The spasmodic locus
is linked by synteny homology to the human chro-
mosomal region 5q31.3 carrying the human GLRA1
gene. In the oscillator mutant, a microdeletion
within theGlra1 gene causes a complete loss of the
glycine receptor isoform GlyRA, resulting in
lethality. During development, the postnatal
appearance of all of these mutant phenotypes
coincides with the switch from the unaffected neo-
natal (GlyRN) to the diminished adult receptor iso-
form, GlyRA.

Hyperekplexia (startle disease, stiff baby syn-
drome) is a congenital human motor disorder that
follows autosomal-recessive as well as dominant
modes of inheritance (2). Affected patients exhibit
an exaggerated startle response and increased
muscle tone. Hyperekplexia is associated with a
variety ofGLRA1 andGLRB mutant alleles that
affect glycine receptor affinity and ion conduct-
ance. In the disease associated α1 subunit vari-
ants, the amino acid positions mutated cluster
near segment TM2. In particular, the hyperek-
plexia allele α1(P250T) predicts a substitution in
the cytoplasmatic loop TM1-TM2 (Fig. 1). Recom-
binant α1(P250T) channels show reduced chloride
conductance and enhanced desensitization, defin-
ing an intracellular determinant of channel-gating.
In contrast, the mutation α1(K276E) situated
within the extracellular loop TM2-TM3, is without
effect on channel conductance, but almost exclu-
sively affects gating. Hyperekplexia mutations of
GLRA1 also give clues to glycine receptor regula-
tion in the human: In a case of recessive hyperek-
plexia, homozygosity for a null allele of GLRA1
was found, consistent with a complete loss of gene
function. Born to consanguineous parents, the
affected child displayed relatively mild symptoms
despite this “knockout” situation. In contrast to
lethality of the null allele in homozygous oscilla-
tor mice, the complete loss of the α1 subunit is tol-
erated in the human. This suggests that either the
loss of glycine receptors is effectively compen-
sated or that subunit regulation substantially dif-
fers among these species.

Fig. 1 Transmembrane topology of glycine receptor α 
subunits. Positions of amino acid exchanges 
α1(P250T) and α1(K276E) associated with the human 
neurological disorder hyperekplexia are as indicated 
by filled circles, amino acid residues involved in lig-
and binding and discrimination are indicated by open 
circles. The glycine receptor subunit variant α3L car-
ries a cytoplasmic insertion sequence (box) which is 
generated by alternative splicing. This insertion is 
missing from the splice variant α3K.
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The inhibitory glycine receptor still lacks a thera-
peutic pharmacology. The agonistic properties of
glycine are imitated by a series of structurally
related amino acids (1,2). In spinal neurons, the
relative potency of these agonists decreases in the
order of: glycine > β-alanine > taurine > α-alanine
> serine. In contrast, the structurally related
amino acid GABA is not an agonist at glycine
receptors. Recombinant α1 subunit receptors
respond to this group of glycinergic amino acid
agonists, while recombinant α2 subunit receptors
are preferentially activated by glycine and barely
respond to β-alanine and taurine. The convulsant
alkaloid strychnine is a high affinity antagonist
(KD≈10 nM) of receptor binding by glycine
(KD≈10 µM). Consistent with the physiology of
glycinergic synapses, sublethal strychnine poison-
ing causes motor disturbances, e.g. increases in
muscle tone and hyperreflexia. Further symptoms
include alterations of sensory, visual, and acoustic
perception. As a result of dysinhibition in audi-
tory and motor centers, strychnine generates
excessive startle responses, while higher doses
lead to convulsions and death. Glycine displacea-
ble binding of [3H]strychnine is a highly specific
probe of the glycine receptor. High affinity bind-
ing of [3H]strychnine has been demonstrated to
spinal cord, sensory, and acoustic ganglia of the
brain stem as well as to retina. Symptoms of
strychnine intoxication correlate to the dysfunc-
tion of those CNS regions displaying high
[3H]strychnine binding. In addition, numerous
drugs and toxins including muscimol analogues,
benzodiazepines, convulsant steroids, and picro-
toxinin have been shown to exert strychnine-like
effects, yet at significantly higher concentrations.

Glycine receptor function is modulated by
alcohols and anesthetics (3). Amino acid residue
α1(S267) is critical for alcohol potentiation, as
mutation to small residues (Gly, Ala) enhance, and
mutation to large residues (His, Cys, Tyr) diminish
the ethanol effect. Glycine receptor modulation by
Zn2+ involves structural determinants located
within the large N-terminal domain. Additional
glycinergic modulators include neuroactive ster-
oids and the anthelmintic, ivermectin, which acti-
vates glycine receptors by a novel, strychnine-
insensitive mechanism.
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Glycogen synthase kinase 3 (GSK3) phosphor-
ylates glycogen synthase (GS), the key enzyme for
glycogen synthesis, which builds up glycogen by
adding UDP-glucose. Phosphorylation of GS by
GSK3 leads to inactivation of GS. GSK3 is a sub-
strate of the protein kinase Akt. Stimulation of Akt
by insulin leads to phosphorylation of GSK3, to
inhibition of its kinase activity, and consequently
to activation of GS and glycogen synthesis.
Recently, a role of GSK3 in the regulation of insu-
lin-dependent gene expression has also been
described.

� Insulin Receptor
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Glycopepetide antibiotics, a group which includes
vancomycin and teicoplanin, are primarily active
against gram-positive bacteria, including methicil-
lin-resistant staphylococci. They have also been
used against resistant enterococci. However, resist-
ance against glycopeptide antibiotics is now
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clinical use of long-acting GnRH analogs that sup-
press gonadotropin secretion. These compounds
transiently increase LH and FSH secretion, but
eventually desensitize gonadotrophs to GnRH, and
thereby inhibit gonadotropin release. Synthetic
GnRH is termed “gonadorelin”. GnRH and a vari-
ety of analogs with agonist activity like buserelin,
leuprorelin, goserelin or nafarelin can be given in
a continuous fashion in order to achieve gonadal
suppression through the decreased production of
FSH and LH. Gonadal suppression may be desira-
ble to treat endometriosis, precocious puberty, sex
hormone-dependent cancers (e.g. advanced pros-
tatic cancer), or hirsutism due to the polycystic
ovary syndrome.

� Contraceptives
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The pituitary hormones, luteinizing hormone
(LH) and follicle-stimulating hormone (FSH)
together with the placental hormone chorionic
gonadotropin are collectively called gonadotro-
pins. They are large, glycosylated heterodimers
composed of a common α-subunit and a hor-
mone-specific β-subunit.

� Gonadotropin-releasing Factor/Hormone
(GnRH)

� Contraceptives
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Gout is the consequence of hyperuricemia and is
characterized by uric acid deposits in joints, bur-
sae, tendons, kidney and urinary tract. In the ini-
tial stage, gout is characterized by asymptomatic
hyperuricemia. In the second stage, the disease
manifests itself by acute gouty arthritis. The third
(intercritical) stage is asymptomatic, and the
fourth stage is characterized by progressive uric

acid desposits in joints, bursae, tendons, kidney
and urinary tract.

� Anti-gout Drugs
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� Antiplatelet Drugs
� Anti-integrins, therapeutic and diagnostic

implications
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� G-Protein Coupled Receptors
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� Glycosylphosphatidylinositol (GIP) Anchor
� Lipid Modifications
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Seven-transmembrane helix receptors, heptaheli-
cal receptors, serpentine receptors
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G-protein-coupled receptors (GPCRs) are a large
family of plasma membrane receptors. Upon bind-
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ing its agonist, a GPCR activates an intracellular
heterotrimeric guanine nucleotide regulatory pro-
tein (G protein). The activated G protein modu-
lates the activity of one or more enzymes or ion
channels.

� Table appendix: Receptor Proteins
� Drug-Receptor Interaction
� Tolerance and Desensitization
� Transmembrane Signalling
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Cells receive much of the information about their
external environment by way of receptor proteins
that span the plasma membrane. G-protein cou-
pled receptors  (GPCRs) are the largest family of
plasma membrane receptors. These receptors have
in common a seven transmembrane topology and
functional interactions with heterotrimeric gua-
nine nucleotide binding proteins (G proteins).
Over 200 GPCRs, responsive to a large variety of
stimuli from photons, ions, amino acids and small
organic molecules to peptide and protein hor-
mones, have been identified in the human
genome. Several hundred more GPCRs (called
orphan GPCRs) for as yet unknown ligands have

been identified based on homology to the known
GPCRs.

GPCRs as a group constitute the largest family
of targets for pharmacological intervention. They
are critically involved in virtually every physiolog-
ical system. A partial list of natural GPCR ligands
includes glutamate, calcium, GABA, acetylcholine,
histamine, GTP/ATP, adenosine, cAMP, mela-
tonin, epinephrine, seratonin and dopamine. Pep-
tide hormone GPCR activators include angi-
otensin, vasopressin, bradykinin, calcitonin, FSH,
glucagon, somatostatin and a host of chemokines,
pheromones, opioids and cannibinoids. Olfactory
and gustatory sensory transduction involves
GPCRs responsive to a large array of odorants, and
vision depends on the light-activated ligand reti-
nal covalently bound to its own GPCR rhodopsin.
GPCRs are grouped into five families of which the
Rhodopsin like family is by far the most numer-
ous. Smaller families include the secretin-like
receptors, metabotropic glutamate/ pheromone-
like receptors, fungal pheromone receptors and
cAMP receptors (Dictyostelium) Putative new
families have been proposed for Frizzled/
Smoothened, vomeronasal and other receptors,
and many orphans in each family remain to be
characterized.

Fig. 1 Diagrams of the structural characteristics of G protein coupled receptors. A. The secondary structure of a 
generic G protein coupled receptor showing the seven membrane spanning domains and connecting loops. B. A 
cartoon of the predicated three-dimensional structure of a generic G protein coupled receptor based on the 
structure of rhodopsin. These diagrams were taken from (1).
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The structure of only one GPCR, bovine rho-
dopsin, has been solved at high resolution; how-
ever, it is thought that the all GPCRs have the same
core structure (Fig. 1) consisting of seven trans-
membrane (TM) spanning domains with an extra-
cellular amino terminus and an intracellular car-
boxyl terminus (1). The structures of GPCRs
diverge most in the amino terminus, the carboxyl
terminus and the intracellular loop between TM5
and TM6. Amino termini are frequently glyco-
sylated and range in size from 7 to 595 amino
acids. The intracellular carboxyl terminus is typi-
cally tethered to the membrane by a lipid modifi-
cation such as palmitoylation and ranges in size
from 12 to 359 amino acids. The carboxyl termi-
nus and the intracellular loop between TM5 and
TM6 often contain sites for phosphorylation by
one or more regulatory kinases such as protein
kinase A, protein kinase C or a member of the
GPCR kinase (GRK) family. A disulfide bond
between two highly conserved cysteines links the
second and third extracellular loops of most
GPCRs.
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The location of the agonist binding site is highly
variable (Fig. 2) (1). Monoamine hormones such as

catecholamines, dopamine, serotonin and acetyl-
choline bind within the TM core (Fig. 2A). Small
peptide hormones bind to the amino terminus, the
extracellular loops between TM domains and
within the TM core (Fig. 2B). Large amino termi-
nal domains form the binding site for glycopro-
tein hormones (such as follicle stimulating hor-
mone) (Fig. 2C), as well as for ions (the Ca2+-sens-
ing receptor, Fig. 2D) and the neurotransmitters
glutamate and GABA. Finally, in protease-acti-
vated receptors, the agonist is generated by prote-
olytic cleavage of the amino terminus of the recep-
tor (Fig. 2E).
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Mutagenesis studies have identified multiple sites
of interaction between GPCRs and their cognate G
proteins. These include the intracellular loop 2
between TM3 and TM4, the intracellular loop 3
between TM 5 and TM 6, and loop 4 formed
between TM 7 and the lipid modification on the
proximal carboxyl terminus (Fig. 1). Agonist bind-
ing (Fig. 3A) is thought to lead to subtle changes in
the arrangement of the TM domains (2). These
conformational changes are transmitted to the
associated G protein. In an interaction that has yet
to be fully characterized, this movement triggers a
G protein heterotrimer (Gαβγ) to dissociate into

Fig. 2 Diagram illustrat-
ing the binding sites for 
different families of hor-
mones and neurotrans-
mitters on their receptors. 
Adapted from (1).
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Gα and Gβγ subunits, thereby unmasking interac-
tive domains on both of the freed G protein subu-
nits and on the receptor itself. Both dissociated Gα
and Gβγ subunits are capable of modulating a
variety of effecter systems including adenylyl
cyclase, phospholipase C and ion channels (Fig. 3).
Recent studies suggest that some GPCRs may also
signal through G protein independent pathways
(3).
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Ligands that bind to G protein coupled receptors
display a broad spectrum of activity ranging from
full � agonist, to partial agonists, to neutral

� antagonist, to � inverse agonists. Some GPCRs
are capable of activating G proteins even in the
absence of a ligand. This ligand-independent
activity is often referred to as basal or constitutive
activity. Inverse agonists suppress this basal activ-
ity while neutral antagonists do not alter basal
activity. Full and partial agonists increase G pro-
tein activation above that attributed to the basal,
ligand-independent activity. Perhaps the most
widely accepted model used to describe ligand
modulation of GPCRs is the extended ternary
complex model. In its simplest form, this model
proposes that the receptor exists in two function-
ally distinct states in equilibrium: the inactive (R)

Fig. 3 Signaling cycle for the β2 adrenergic receptor (β2AR), a prototypical GPCR. A. The agonist (adrenaline) 
binds to the β2AR, which leads to activation of the associated G protein (GS). B.  GSα dissociates and activates 
adenylyl cyclase (AC), which converts ATP to cyclic AMP (cAMP). cAMP activates protein kinase A (PKA) 
which phosphorylates and activates a channel. C. Following GS activation, a G protein coupled receptor kinase 
(GRK) associates with the agonist occupied receptor and Gβγ. D. GRK phosphorylates the receptor. E. Arrestin 
binds to the phosphorylated receptor blocking further interactions with GS. F. Arrestin promotes internaliza-
tion of the receptor into an endosomal compartment where the phosphate is removed. G. The dephosphor-
ylated receptor is recycled back to the plasma membrane.
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and the active (R*) state. In the absence of ligands,
the level of basal receptor activity is determined by
the equilibrium between R and R*. The efficacy of
ligands is thought to be a reflection of their ability
to alter the equilibrium between these two states.
Full agonists stabilize R* while inverse agonists
stabilize R. The majority of natural hormones and
neurotransmitters act as agonists for their associ-
ated receptors. However, there is substantial evi-
dence that the agouti-related peptide behaves as
an antagonist or possibly an inverse agonist for the
melanocortin receptor. While the simple two state
model is able to explain many aspects of GPCR
function, there is a growing body of evidence for
the existence of multiple, ligand-specific receptor
states (2). In addition, recent studies suggest that
many GPCRs may exist as homodimers and/or
heterodimers (4). The functional significance of
dimers and their role in G protein activation
remains to be determined for most GPCRs. The
requirement for GPCR dimers is most convincing
for heterodimers such as the functional GABAB
receptor formed by a GBR1/GBR2 heterodimer.
The GBR2 behaves as a chaperone bringing the
GBR1 to the cell surface. However, while GBR1
contains the main determinants for ligand bind-
ing, GBR2 is the major site of G protein coupling.
In other cases, heterodimers may create receptors
having novel pharmacologic or regulatory proper-
ties (4).
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GPCR function has been shown to be regulated by
several different mechanisms. The number of
receptors on the plasma membrane may be regu-
lated by transcription, mRNA stability, biosyn-
thetic processing and protein stability. In addition,
the function of receptors in the plasma membrane
can be influenced by regulatory phosphorylation
and by association with other proteins that deter-
mine the subcellular location of receptors relative
to other signaling molecules.

One of the most well characterized regulatory
pathways for GPCRs is that mediated by the G-
protein coupled receptor kinase (GRK) family (5).
After a signaling event, a multi-stage desensitiza-
tion process begins with the agonist-dependent
phosphorylation by a GRK of one or more serines
or threonines located on intracellular domains of

the receptor, particularly in the carboxyl terminus
and the third intracellular loop (between TM5 and
TM6) (Fig. 3C,D). This phosphorylation promotes
the recruitment of an arrestin (Fig. 3E). Arrestins
are a family of molecules that bind to agonist-
occupied, phosphorylated GPCRs and interfere
with G protein coupling. Arrestins may mediate
receptor internalization (Fig. 3F) by way of clath-
rin coated pits or other mechanisms. Internalized
receptors may be targeted for degradation (down
regulation) or, after being dephosphorylated to
restore functionality, they may be redeployed at
the cell surface (3G). In addition to GRKs, protein
kinase A and protein kinase C have been shown to
play roles in the desensitization of several GPCRs.

���
�

(���	������	�2"����� ���4
Albuterol (Ventolin®)
Alprenolol
Amthamine
Antihistamines [class]
Atenolol (Tenormin®)
Baclofen (Lioresal®)
β- Blockers [class]
Betaxolol
β-Funaltrexamine
Bisoprolol
Bromocriptine
Caffeine
Candesartan (Atacand®)
Cannibinoids
Carbamazepine
(Tegretol®)
Carvedilol (Coreg®)
Cimaterol
Cimetidine (Tagamet®)
Cirazoline
Clemastine
Clenbuterol
Clobenpropit
Clocinnamox
Clonidine (Catapres®)
Clozapine
Corynanthine
DAMGO
Deltorphin
Dihydrexidine
Dihydroergocristine
Dihydroergotamine
Dilazep
Dimaprit
Dobutamine (Dobutrex®)
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Doxazosin (Cardura®)
Doxepin
Epinephrine (Adrenalin)
Famotidine Pepcidine
Flavorings
Fluorobenzylspiperone
Fluoxetine (Prozac®)
Formoterol
Guanabenz
Guanfacine
Haloperidol
Hydrocodone (Vicodin®)
Hyoscyamine (Levsin®)
Ibopamine
ICI 118,551
Ifenprodil
Imetit
Immepip
Iodophenpropit
Ipratropium (Atrovent®)
Irbesartan (Avapro®)
Ketotifen
Loratadine (Claritin®)
Losartan (Cozaar®)
Mepyramine
Metoprolol (Toprol-XL®)
Midazolam (Versed®)
Morphine
Naftopidil
Naloxonazine
Naltriben
Naltrindole
Nizatidine (Axid®)
Opioids [class]
Oxymetazoline
Paroxetine (Paxil®)
Pimozide
Pindolol
Piribedil
Practolol
Prazosin
Procaterol
Pronethanol
Propranolol (Inderal®)
Quinpirole
Ranitidine (Zantac®)
Remoxipride
Rilmenidine
Salbutamol
Salmeterol (Serevent®)
Scents
Sotalol
Sulpiride
Sumatriptan (Imitrex, Imigran®)

Tamsulosin (Flomax®)
Terazosin (Hytrin®)
Theophylline (TheoDur®)
Thioperamide
Timolol (Blocadren®)
Tiotidine
Tizanidine (Zanaflex®)
trans-Triprolidine
Valsartan (Diovan®)
Ondansetron (Zofran®)
Zolantidine
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G-protein-coupled receptor kinases (GRKs) are a
family of enzymes that catalyze the phosphoryla-
tion of threonine or serine residues on G protein-
coupled receptors. Characteristically, G protein-
coupled receptor kinases (GRKs) only phosphor-
ylate the ligand-activated form of the receptors.
Phosphorylation by GRKs usually leads to
impaired receptor/G protein coupling.

� G-protein Coupled Receptors
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� Heterotrimeric GTP-binding Protein
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� G-protein-coupled Receptor Kinases
� G-protein-coupled Receptors

������
��	�#��0

G-CSF.

� Hematopoietic Growth Factors

������
��	�#����
���
�#��0

GM-CSF.

� Hematopoietic Growth Factors
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Graves’ disease is an organ specific autoimmune
disease. Antibodies against the TSH receptor
mimic the action of TSH thereby causing stimula-
tion of thyroid epithelial cells leading to hyperthy-
roidism. The specific cause of thyroid antibody
production is not known at present. Susceptibility
to Graves’ disease is determined by genetic, envi-
ronmental and endogenous factors.

� Antithyroid Drugs
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Cytokines; differentiation factors; lymphokines;
mitogens.
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Growth factors are relatively stable, secreted or
membrane-bound peptide ligands that mediate
short-range cell-to-cell interactions. Growth fac-
tors and their cognate receptors function as a
module that regulates various cellular processes
such as proliferation, differentiation, migration
and apoptosis. These modules are evolutionary
conserved, and their primary developmental func-
tion is determination of cell lineage through heter-
otypic cellular interactions. Their expression is
spatio-temporally regulated, but their concentra-
tion in body fluids and intercellular spaces is usu-
ally low (sub-nanomolar) and highly regulated.

� Hematopoietic Growth Factors
� Neurotrophic Factors
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Growth factors are classified based on their struc-
ture and the family of receptors they activate.
Whereas the definition of growth factors may
broadly apply to lymphokines (e.g., interleukins;
ILs) and cytokines like members of the tumor
necrosis factor (TNF) family, here we will con-
sider only growth factors that bind to receptors
harboring an intrinsic tyrosine � kinase domain.
Growth factors bind such receptors with high
affinity (in the low nanomolar range) and specifi-
city, and they may be accordingly classified as lig-
ands of a specific receptor sub-family (1) (see
Table 1). For example, growth factors comprising
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an epidermal growth factor (EGF) motif bind to
the ErbB sub-group of receptor tyrosine kinases
(RTKs; also called type I RTKs). We will use this
classification to elaborate on the shared mecha-
nism of action of growth factors.
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Many growth factors contain a cleavable hydro-
phobic amino-terminal signal peptide and they
are expressed as pre-pro-peptides, primarily as
transmembrane proteins or secreted forms (2).
The precursors are converted into biologically
active peptides by multiple steps of proteolytic
cleavage and processing. Yet, some other growth
factors, e.g., members of the fibroblast growth fac-
tor (FGF) family, typically lack a signal peptide
and their secretion or release may involve certain
physiological conditions (e.g., cell injury). The
receptors are expressed as transmembrane pro-
teins with an extracellular ligand binding domain
and an intracellular kinase domain, with specifi-
city to either tyrosine or serine/threonine resi-
dues (3). The biochemical series of events that fol-
lows binding of a growth factor to the cell surface-
localized receptor, and culminating in cellular
activation is known as signal transduction (see
Fig. 1).

Ligand binding to the extracellular receptor’s
portion leads to dimerization/oligomerization of
receptor molecules within the plane of the plasma
membrane (4). In cases where the receptors exist
as disulfide-linked dimeric receptors (e.g., recep-
tors for insulin and insulin-like growth factors;
IGFs), ligand binding causes a significant change
in the juxtaposition of receptors. This event ori-
ents the kinase domains of two receptors in a
manner that facilitates auto- and trans-phospor-
ylation of residues situated in the activation loop
of the kinase domains, as well as other residues in
the intracellular region, especially the stretches
flanking the kinase domain (5). Phosphotyrosine
residues of RTKs serve as docking sites for pro-
teins containing � Src homology 2 (SH2) or
� phosphotyrosine-binding  (PTB) domains.
Many cytosolic kinases, � phosphatases, lipases
(� phospholipases)  and � adaptor proteins con-
taining SH2 or PTB domains are recruited to the
receptor, either directly or through specific adap-
tors and scaffolding proteins with multiple dock-

ing sites. Thus, a large multi-protein signaling
complex is assembled at the membrane with the
receptors as the anchor. Recruited kinases further
phosphorylate other proteins resulting in a cas-
cade of protein recruitment and associated ampli-
fication of the signal, culminating in the nucleus
with activation of transcriptional regulators and
gene expression. These events result in multiple
branching of the signal and propagation of the
extracellular biochemical message to sub-cellular
organelles. Though the outcome of signaling
events initiated by receptors within a family and
between families are distinct, some common
themes have emerged.

One of the signaling pathways common to
many growth factor receptors is the route leading
to stimulation of the mitogen-activated protein
kinase [MAPK; (6)]: Grb-2, an SH2 and � SH3
domain containing adaptor protein is recruited to
the phosphorylated receptor, and interacts with
SOS, a guanine nucleotide exchange factor,
through the SH3 domain. Translocation of SOS to
a membrane proximal region facilitates its interac-
tion with and activation of Ras, a membrane-
anchored protein, by exchanging GDP for GTP.
Once Ras is in the GTP-bound form, it can recruit
Raf, a cytosolic serine/threonine kinase, which in-
turn activates MEK, a dual specificity protein
kinase. MEK phosphorylates MAPK (also called
Erk) on threonine and tyrosine residues, thereby
activating it. Activated MAPK translocates to the
nucleus and phosphorylates multiple targets, some
of which are responsible for the progression of the
cell cycle and subsequent cell proliferation. In a
similar manner, the GTP-bound form of Ras can
also recruit phosphoinositide 3-kinase (PI3K),
which generates specific inositol lipids. A major
target of PI3K lipid products is the protein kinase
Akt (or protein kinase B; PKB). In quiescent cells,
PKB resides in the cytosol in a low-activity confor-
mation. Upon cellular stimulation, PKB is acti-
vated through recruitment to cellular membranes
by PI3K lipid products and phosphorylation by 3′-
phosphoinositide-dependent kinase-1 (PDK1).
PKB is a serine/threonine kinase that phosphor-
ylates and inactivates pro-apoptotic proteins like
BAD and FKHR-1, a transcription factor, thereby
promoting cell survival. PKB also activates the gly-
cogen synthase kinase and phosphofructo kinase,
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Tab. 1 Summary of a number of growth factor families, the tyrosine kinase receptors they bind, and the major
physiological consequences of their interactions. Abbreviations: epidermal growth factor (EGF), transforming
growth factor-α (TGF-α), amphiregulin (AR), heparin binding EGF-like growth factor (HB-EGF), neuregulins
(NRG), fibroblast growth factors (FGF), platelet derived growth factor (PDGF), hepatocyte growth factor (HGF),
glial-cell-line-derived neurotrophic factor (GDNF), neurturin (NRTN), artemin (ARTN), persephin (PSPN), vas-
cular endothelial factor (VEGF), stem cell factor (SCF), nerve growth factor (NGF), brain-derived neurotrophic
factor (BNNF), neurotrotrophin-3,-4 (NT-3,4), rearranged during transfection (RET), tyrosine kinase receptor in
endothelial cells (TIE), and tyrosine kinase receptor (Trk).

Growth Factor Family Receptor Tyrosine Kinase Family Major Physiological Functions

EGF Family and neuregulins
(EGF, TGF-α, AR, Epiregulin, 
HB-EGF, Betacellulin, NRG1, 
NRG2, NRG3, NRG4)

ErbB Family
ErbB1 (EGFR), ErbB2 (Neu, HER2), 
ErbB3, ErbB4

Development of epithelial organs 
and nervous system

FGF (22 members)
FGFs require heparan sulfate to 
activate their receptors

FGFR
(4 members expressed as a number 
of splice variants)

Embryo patterning and 
organogenesis, bone development

PDGF
Isoforms consist of homo- and 
heterodimers of A- and B-poly-
peptide chains and homodimers 
of C- and D-polypeptide chains

PDGFR
(consists of PDGFR α and 
β receptors)

Embryonal development, 
particularly in the formation of 
the kidney, blood vessels, and 
various connective tissues

HGF
The ligands are heterodimers of 
alpha and beta subunits linked by 
a disulfide bond

HGFR
(consists of two receptors: 
MET and RON)

Motogenesis, morphogenesis, 
angiogenesis, and embryological 
development

GDNF Family
(GDNF, NRTN, ARTN and PSPN)

RET
(alternative splicing results in 
3 isoforms)

Required for enteric neuron 
development, kidney development, 
and spermatogenesis

VEGF Family
(VEGF-A, -B, -C, -D, -E, and 
PlGF)

VEGFR
(VEGF receptor-1, -2, and -3)

Formation and maintenance of 
vasculature

Angiopoietin Family
(Ang1, -2)

TIE Crucial for vessel stabilization

SCF
Due to splice variants there are 
soluble and membrane forms of 
SCF

KIT/SCFR Hematopoiesis, gametogenesis, and 
melanogenesis

NGF family
(NGF, BDNF, NT-3 and NT-4)

TRK
(TRK-A, -B, -C)

Promotes neurite outgrowth and 
neural cell survival

Ephrins
(2 classes: EphA and EphB, with 
a number of members within 
each class)

EPHR
(2 classes: EPHRA and EPHRB, 
with a number of members 
within each class)

Patterning the developing 
hind-brain
Rhombomeres, axon pathfinding, 
and guiding neural crest cell 
migration 
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two enzymes involved in glycolysis and glyconeo-
genesis.

Phospholipase C-γ, another SH2 domain – con-
taining protein hydrolyzes phosphatidyl 4′, 5′ bis-
phosphate (PIP2) to diacylglycerol (DAG) and
inositoltriphosphate (IP3) once recruited to the
plasma membrane (7). IP3, a second messenger,
binds to receptors on the membrane of the endo-
plasmic reticulum resulting in the release of cal-
cium which, in-turn activates Ca2+ dependent pro-
tein kinases (e.g., the tyrosine kinase Pyk-2) and
phosphatases (e.g., calcineurin). On the other
hand, DAG binds to PKC, a serine/threonine

kinase, thereby mediating its translocation to the
membrane and activation.

Multiple mechanisms exist to regulate and
eventually attenuate signaling by activated growth
factor receptors. The action of protein and lipid
phosphatases, GTPase activating enzymes and
inhibitory ligands regulate cellular stimulation by
restricting signaling through specific downstream
pathways. Proteins lacking apparent enzymatic
activity but nevertheless curtail signaling through
particular pathways have also been identified (e.g.,
Sprouty). Concomitant to the activation of signal-
ing pathways, a whole series of proteins is set in

Fig. 1 Mechanisms of cellular activation by a growth factor and their desensitization mode. Upon activation by 
a growth factor (GF), the receptors undergo dimerization and autophosphorylation. Autophosphorylation of 
specific tyrosine residues dictate and enable the recruitment of multiple adaptor proteins containing SH2 or 
PTB domains (for example: Grb2, p85, and PLCγ). Examples of three major signaling pathways initiated at the 
cell surface and propagated to the nucleus are depicted. Other phosphotyrosine binding proteins that are 
recruited by tyrosine phosphorylation include Cbl which functions in receptor endocytosis (attenuation of sig-
naling). Activated receptors are ubiquitinated and internalized via clathrin coated pits (symbolized by T let-
ters). These receptors are then subsequently sorted through several endosomal compartments. Recycling of 
receptors back to the cell surface may occur from most endosomal compartments. However, as a receptor pro-
ceeds in the endocytic pathway, the efficiency of recycling declines and the receptors are ultimately degraded in 
the lysosome.
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motion to remove ligand-activated receptors from
the cell surface, and to sort them for degradation
in lysosomes (8). As in the case of EGFR and other
tyrosine kinase receptors, receptors destined to
endocytosis are tagged by conjugation of a 76
amino acid-long molecule called ubiquitin. Tag-
ging is performed by a three-step enzymatic path-
way culminating in an ubiquitin ligase called Cbl,
which recognizes both the substrate receptor and
the ubiquitin donor, an E2 ubiquitin-conjugating
enzyme. A series of ubiquitin-binding endocytic
adaptors subsequently recognize the ubiquit-
ylated receptor and target it to clathrin-coated
regions of the plasma membrane. The latter
invaginate to form a clathrin-coated neck that pro-
gressively moves inward, eventually generating a
coated vesicle. This tiny vesicle shuttles to a vesic-
ular compartment called the early endosome.
Through acidification of the endosome’s lumen,
some ligand-receptor complexes are dissociated,
leading to recycling to the plasma membrane,
while other complexes remain intact. The latter
are handed to the subsequent sorting compart-
ment, the multi-vesicular body, where hydrolases
are accumulated. It is in this compartment and the
subsequent one, the lysosome, where degradation
of the receptor is completed.
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includes transforming growth factor α, epiregu-
lin, betacellulin, HB-EGF and several neuregulin
families. All factors share a motif of 45–60 amino
acids, including six cysteines, and their receptors
belong to the ErbB family. In addition to their
involvement in inductive cell-to-cell interactions
in embryogenesis, these factors play an essential
role in the development of epithelial organs (e.g.,
the mammary gland) and in wound healing. Aber-
rantly expressed forms of the ligands and ErbB
proteins are widely implicated in cancer of epithe-
lial and neuronal origins (9).
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with a variety of splice variants bind more than
twenty types of FGFs (10). Many FGFs require gly-
cosaminoglycan heparin sulfate for receptor bind-
ing. FGFs play a critical role in the patterning of
the embryo and in organogenesis, including bone

development. Many genetic disorders like Chon-
droplasia, Apert syndrome, Pfeiffer syndrome and
Jackson-Weiss syndrome are associated with non-
lethal mutations in one of the FGF receptors. FGF
receptor activation has been shown to promote
migration, proliferation and differentiation of
endothelial and other cells, and has been impli-
cated in angiogenesis.
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linked homologous subunits designated A, B, C,
and D constitute PDGFs, ligands that bind and
activate two receptors, PDGFR-α and PDGFR-β.
PDGF-A and PDGFR-α are expressed early while
PDGF-B and PDGFR-β are expressed late during
embryogenesis. Ablation of either the receptors or
the ligands in mice results in embryonic or perina-
tal lethality with defects in alveogenesis, forma-
tion of the glomeruli in the kidney, cardiovascular
disorders and hematological abnormalities.
PDGFs are potent mitogens for connective tissues
and effective chemotactic factors for inflammatory
cells responsible for tissue repair and wound heal-
ing. Autocrine loops involving PDGFs have been
implicated in sarcomas and gliomas, and they
function in atherosclerosis, cardiac hypertrophy
leading to heart failure, fibrosis of visceral organs,
rheumatoid arthritis, glomerulonepritis and pro-
liferative vitreoretinopathy.
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tor (HGF) binds to Met, a single transmembrane
protein with an extracellular α subunit and a
membrane-spanning β subunit, whereas the mac-
rophage-stimulating protein (MSP) binds to a
related receptor called Ron. The ligands are het-
erodimers of α  and β  subunits linked by a
disulfide bond. The α subunit contains one hair-
pin loop homologus to the plasminogen activa-
tion peptide, four kringle domains and a triple
loop cysteine-rich motif. The β subunit is homolo-
gus to a serine protease but it has no enzymatic
activity. HGF has been implicated in liver develop-
ment, conversion of mesenchyme to epithelium in
orgnogenesis of the kidney, ovary and testes,
myoblast migration, axon sprouting and bone
development. HGF expression is upregulated in
response to liver injury and it was also shown to
play a critical role in regulating fat accumulation
in hepatocytes. Germ line and somatic mutations
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in Met were observed in patients with papilary
renal carcinomas. Overexpression of Met has been
implicated in myeloid malignancies and in carci-
nomas of the breast and bladder.
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tyrosine kinase receptors called VEGFR-1 (Flt-1),
VEGFR-2 (KDR/Flk-1) and VEGFR-3 (Flt-4), and
Neuropilins (NRP) 1 and 2 are the players at the
receptor level. VEGF (also called vascular permea-
bility factor, VPF) and its splice variants, as well as
placenta growth factor and its isoforms serve as
ligands. Activation by VEGF and semaphorin lig-
ands results in the heterodimerization of VEGFR-2
with neuropilins. Heparin has been shown to play
an important role in the signaling by this family.
VEGF is predominantly an endothelial cell factor
and is a prominent factor in the genesis and main-
tenance of the vasculature. VEGF and other factors
are critical for physiological processes requiring
angiogenesis, such as ovulation and menstruation.
VEGF is induced by hypoxia and is expressed in
tumors where the core is hypoxic. Secreted VEGF
stimulates endothelial cells in the vicinity and pro-
mote the vascularization of the tumor and conse-
quent tumor growth. VEGFs may also play a role
in chronic inflammatory diseases and in diabetic
retinopathy, conditions characterized by excessive
angiogenesis.
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Growth factors and their respective receptors are
emerging as attractive targets for pharmacologi-
cal intervention. Potential uses include wound
healing, artificial organs (including skin replace-
ment) and cell-based therapy. On the other hand,
blocking the actions of specific growth factors may
be beneficial in hyperproliferative diseases such as
psoriasis and in clinical cases like balloon injury-
induced stenosis. Other potential uses are in
inflammatory diseases such as sepsis, cirrhosis,
experimental autoimmune encephalitis and can-
cer. Recombinant growth factors, humanized
monoclonal antibodies to specific growth factors
or their receptors, and low molecular weight
inhibitors of specific RTKs or their downstream
targets are currently in various phases of clinical
testing. Examples include tyrosine kinase inhibi-
tors specific to ErbB receptors (e.g., Iressa and CI-

1033) or to VEGF receptors (e.g., SU-5416). A
humanized monoclonal antibody directed to
ErbB-2/HER2 has been approved in 1998 for the
treatment of metastasizing breast cancers. Like-
wise, a chimaeric antibody specific to ErbB-1/
EGFR is currently tested in various types of carci-
nomas. Finally, a monoclonal antibody to VEGF is
under development as an anti-angiogenic agent.
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Growth hormone (GH) is synthesized in the ante-
rior pituitary. It belongs to the rather heterogene-
ous family of � cytokines. Secreted GH is a mix-
ture of polypeptides, the main polypeptide con-
sisting of 191 amino acids. The receptor for GH is
widely distributed. Like other members of the
cytokine receptor family, it possesses one trans-
membrane domain. A single GH molecule binds to
two receptor molecules and causes their dimerisa-
tion. The newly formed dimer provides a binding
site for a member of the Janus kinase (JAK) family
(� JAK-STAT Pathway). Clinically, recombinant
human GH is used for the treatment of GH defi-
ciency. GH deficiency in children leads to short
stature. GH deficiency in adults has been associ-
ated with changes in fat distribution, increases in
circulating lipids, decreased muscle mass and
increased mortality from cardiovascular causes.
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� Glycogen Synthase Kinase 3
� Insulin Receptor
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GTPase activating proteins (GAPs) stimulate the
intrinsic GTP hydrolysis of GTPases.

� Small GTPases
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� Small GTPases
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Guanine nucleotide dissociation inhibitors (GDIs)
bind to small GTPases and inhibit the dissociation
and thus the exchange of the bound nucleotide.

� Small GTPases
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Guanine nucleotide exchange factors (GEFs) are
proteins which catalyse the release of nucleotide
bound to small GTPases.

� Small GTPases
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Guanylate cyclase, guanyl cyclase
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Guanylyl cyclases (GC) are a family of enzymes
(EC 4.6.1.2) that catalyse the formation of the sec-
ond messenger cyclic GMP (cGMP) from GTP. GCs
are subdivided in soluble GCs and GCs that are
membrane-bound and linked to a receptor. Activa-
tion occurs by nitric oxide (NO) and peptide hor-
mones, respectively (1,2).
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� Adenylyl Cyclases
� NO Synthases
� Smooth Muscle Tone Regulation
� Phosphodiesterases
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Activation of GCs leads to an increase of the intra-
cellular messenger molecule cGMP. cGMP-signal-
ling is mediated by three different groups of cGMP
effector molecules: cGMP-activated protein
kinases, cGMP-regulated � phosphodiesterases
and cGMP-gated ion channels, see Fig. 1. The lev-
els of cGMP is reduced by cGMP-degrading phos-
phodiesterases. cGMP plays a role in the relaxa-
tion of smooth muscle, inhibition of platelet
aggregation and in retinal phototransduction. It
also participates in signal transduction within the
nervous system. Moreover, cGMP is involved in
regulation of the water and electrolyte household
as well as in bone metabolism. According to their
structural features and their regulation, GCs can
be divided into NO-stimulated and receptor-
linked enzymes.
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Soluble, NO-stimulated GC (sGC) represents the
most important effector enzyme for the signalling
molecule NO, which is synthesized by � NO syn-
thases in a Ca2+-dependent manner (3). NO-stim-
ulated GC contains a prosthetic � heme group,
which provides the acceptor site for NO. Forma-
tion of the NO-heme complex leads to a conforma-
tional change, resulting in an increase of up to
200-fold in catalytic activity of the enzyme (1).
The organic nitrates (see below) commonly used
in the therapy of coronary heart disease exert their
effects via the stimulation of this enzyme.

So far two isoforms of the NO-sensitive het-
erodimeric enzyme have been identified; the ubiq-
uitous α1β1isoform and the less broadly distrib-
uted α2β1 isoform. Although both isoforms show
the same regulatory properties, they appear to dif-
fer in their subcellular distribution. The N-termi-
nal regions of the subunits are responsible for
heme binding and heme coordination, whereas
the cyclase catalytic domains are located in the C-
terminal regions. The cyclase catalytic domain is
conserved in the membrane-bound guanylyl

cyclases as well as in the adenylyl cyclases (see
below).

Soluble GCs occur in relatively high concentra-
tion in vascular smooth muscle cells and platelets
as well as in lung, kidney and brain tissues. The
NO-induced increase in cGMP causes smooth
muscle relaxation and the inhibition of platelet
aggregation. Aside from the cardiovascular sys-
tem, the NO/cGMP cascade has an important
function in the nervous system, where it is thought
to participate in synaptic plasticity, i.e. the use-
dependent change of the efficiency of synaptic
transmission.

Besides NO, only few other sGC-activating sub-
stances have been reported: Carbon monoxide
(CO) is known to bind heme groups with high
affinity but has been shown to induce enzyme
activity only marginally (3- to 5-fold). A 10-fold
increase of activity has been reported for the NO-
sensitive GC when using YC-1 ([3-(5’-hydroxyme-
thyl-2’-furyl)-1-benzyl indazole]) as an activator.
Moreover, YC-1 induces NO and CO sensitivity of
the enzyme. Apart from an increase in the forma-
tion of cGMP via the stimulation of sGC, the sub-
stance also inhibits phosphodiesterases. In intact
cells, YC-1 causes pronounced increases in cGMP
levels by preventing cGMP degradation. Thus, YC-
1 may represent a new class of drugs that are of
potential use in the treatment of cardiovascular
diseases. YC-1-related compounds have already
been developed and their therapeutic benefits are
currently under investigation.
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Membrane-bound GCs belong to the group of
receptor-linked enzymes with one membrane-
spanning region (2). Although all of these GCs
share a conserved intracellular catalytic domain,
they differ in their extracellular ligand-binding
domains and are activated by different peptide
hormones. The guanylyl cyclase A (GC-A) iso-
form acts as the receptor for the � natriuretic pep-
tides  ANP and BNP, two primarily cardiac hor-
mones that are involved in the regulation of blood
pressure as well as in the water and electrolyte
household. ANP-induced and BNP-induced
increases in cGMP levels mediate physiological
effects such as smooth muscle relaxation, inhibi-
tion of aldosteron secretion in the adrenal cortex
and salt and water excretion in the kidney. A sec-
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ond ANP receptor, containing only a very short
intracellular C-terminal region and without any
GC activity, has also been identified. As intracellu-
lar signalling of this ANP receptor has not been
detected, this protein was suggested to function as
a ‘clearance receptor’, removing excess ANP from
the circulating blood. Another GC isoform, GC-B,
displays the highest affinity for the natriuretic
peptide of the C-type (CNP). GC-B is mainly
found in the vascular endothelium and is thought
to participate in smooth muscle relaxation. How-
ever, occurrence of the above GC isoforms and the
natriuretic peptides is not limited to the cardio-
vascular system, they may also play a role in the
central nervous system. Further GC isoforms are
GC-C, GC-D, GC-E and GC-F. Of these, GC-C

binds the peptide hormone guanylin that occurs
mainly in the intestine. It is stimulated by the heat
stable enterotoxin of Escherichia coli, a fact that,
pathophysiologically, can lead to severe diar-
rhoea. Therefore, GC-C and its ligand are probably
involved in regulating the salt and water balance in
the intestine. The other receptor-linked GC iso-
forms are restricted to sensory cells. GC-D is only
expressed in olfactory neurons, GC-E and GC-F
are exclusively found in the retina. Regulation of
these GC isoforms by proteins that interact with
the intracellular cGMP-forming domain has been
demonstrated. Since no ligand to the N-terminal
domain of such isoforms has been identified to
date, it is not clear whether cGMP-forming activity
is controlled by the receptor domain at all.

Fig. 1 cGMP-signalling. 
Shown are the two groups 
of cGMP-forming guany-
lyl cyclases (receptor-
linked membrane-bound 
GC and NO-activated GC) 
and the three effector pro-
teins, which mediate the 
cGMP effect (see text for 
further explanation). 
ANP: A-type natriuretic 
peptide; BNP: B-type 
natriuretic petide; CNP: 
C-type natriuretic pep-
tide; Sta: heat-stable 
enterotoxin of E. coli. 
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Clinically, the � organic nitrates glyceryl trinitrate,
isosorbide dinitrate and isosorbide mononitrate
are mainly used in the treatment of coronary heart
disease. They exert their main therapeutic effect
by activating sGC via NO (4). None of the nitrates
release NO spontaneously, instead they undergo a
complex enzymatic bioactivation that either yields
NO or bioactive S-nitrosothiols. Enzyme(s) and
cofactors required for this biotransformation have
not been clearly identified, yet it appears that the
activity of certain enzyme(s) and cofactors can
vary within different regions of the vascular sys-
tem. This may cause, or may contribute, to the
observed differences in NO sensitivity. Since
nitrate-induced vasodilation is more pronounced
in veins than in arteries, the organic nitrates cause
marked venorelaxation and reduce central venous
pressure. In turn, the preload and the cardiac
work decrease, resulting in a relief of angina pec-
toris symptoms. Treatments with organic nitrates
that reduce cardiac preload are also used in
patients with heart failure. However, direct coro-
nary dilation or redistribution of the blood flow to
ischemic regions of the myocardium remains con-
troversial. 

In general, nitrates are either used to treat or to
prevent acute episodes of angina, or they are
employed to provide long-term prophylaxis
against episodes of angina in patients with fre-
quent angina attacks. For the appropriate applica-
tion of organic nitrates, pharmacokinetical and
pharmaceutical aspects have to be taken into
account. A hepatic high capacity organic nitrate
reductase rapidly inactivates organic nitrates by
effectively removing nitrate groups. The bioavaila-
bility of the traditional organic nitrate glyceryl
trinitrate is therefore very low, and for the imme-
diate treatment of angina, the sublingual applica-
tion of glyceryl trinitrate is preferred. This way the
first pass effect is circumvented and a therapeutic
blood level of glyceryl trinitrate is rapidly
achieved. The nitrate can be efficiently absorbed
and exert its antianginal effect within minutes.
However, because the drug’s duration of effect is
very short (15–30 minutes), sublingually applied
glyceryl trinitrate is not suitable for maintenance
therapy. In such cases, the sublingual application

of isosorbide dinitrate, which is similar to glyceryl
trinitrate, is advised. In comparison, isosorbide
dinitrate has a slightly delayed onset of activity but
its duration of effect (2 hours) is more sustained.
For a drug effect that lasts even longer, nitrates
such as sustained-release preparations of nitro-
glycerin, isosorbide dinitrate or isosorbide
mononitrate are administered orally at sufficient
dosage to provide effective plasma levels after
first-pass-degradation. Other options to adminis-
ter nitroglycerin include transdermal and buccal
absorption from slow release preparations. As an
active metabolite of isosorbide dinitrate, isosorb-
ide mononitrate is available for clinical use and
has a bioavailability of 100%. 

A major problem of nitrate-based prophylaxis
of angina is the loss of drug efficacy. The continu-
ous application of nitrates for more than a few
hours leads to the development of nitrate toler-
ance. Although the precise mechanisms of this tol-
erance phenomenon are unknown, it is conceiva-
ble that tolerance occurs at the level of the metab-
olising enzymes and/or the NO receptor GC.
Moreover, an increase in the NO-scavenging
superoxide ion and other counter-regulatory
mechanisms may contribute to the development of
tolerance. However, since the marked attenuation
of the nitrate effect is rapidly reversible upon dis-
continuation of the drug, any tolerance develop-
ment can be controlled and is achieved by allow-
ing a ‘nitrate-free’ period of about 8 hours (usu-
ally at night) within 24 hours.

An option for patients who develop nocturnal
angina is molsidomine, another NO containing
compound that is believed not to induce toler-
ance. molsidomine features a similar pharmaco-
logical profile as the organic nitrates. As a pro-
drug, it is bioactivated in the liver and yields SIN-1
that decomposes, enzyme-independently, in a two-
step reaction. In the first step, SIN-1 undergoes a
base-catalysed ring opening to form SIN-1A. This
in turn yields NO and the stable metabolite SIN-
1C. As the onset of action of molsidomine is com-
paratively slow, it is not used to treat acute cases of
angina. Furthermore, due to its putative carcino-
genic effect, molsidomine should only be consid-
ered when treatment with organic nitrates is not
sufficient, for example in the ‘nitrate-free’ interval. 

The acute toxicity of the organic nitrates as
well as molsidomine is directly related to their
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therapeutic vasodilation of orthostatic hypoten-
sion, tachycardia and throbbing headache.

Apart from the substances mentioned above,
there is one other NO-containing compound,
sodium nitroprusside (SNP), which effectively
reduces ventricular preload and afterload, This
powerful vasodilator has to be administered
parenterally and is used in intensive care units that
deal with emergency patients who exhibit hyper-
tension. In the presence of reducing agents such as
glutathione, SNP spontaneously releases NO con-
comitantly with cyanide. Its most serious adverse
effects are therefore related to the accumulation of
cyanide.

In low doses, inhaled NO may have a beneficial
therapeutic effect, since NO in the inspired air
leads to pulmonary vasodilation. In persistent pul-
monary hypertension of the newborn, NO inhala-
tion has already been used with some success. NO
inhalation as the treatment for acute respiratory
distress syndrome, however, has been disappoint-
ing. Only transient improvements of oxygenation
were detected and the outcome of placebo-con-
trolled trials did not show any improvement
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In theory, one could utilize GC-A ligands to lower
blood pressure and to reduce blood volume as
they increase the excretion of water and salt. The
effectiveness of BNP in managing acute conges-
tive heart failure is currently under investigation
in clinical trials.

Besides the attempt to substitute natriuretic
hormones with the recombinant form of BNP,
there is a pharmacological approach to elevate the
concentration of natriuretic peptides by inhibit-
ing degradation by the neutral endopeptidase. Of
special interest are dual-function inhibitors that
block not only the neutral natriuretic peptide-
degrading endopeptidase but also the angiotensin-

converting enzyme, thereby decreasing the level of
angiotensin II.
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Gyrase is another term for bacterial topoisomer-
ase II. The enzyme consists of two A and two B
subunits and is responsible for the negative super-
coiling of the bacterial DNA. Negative supercoiling
makes the bacterial DNA more compact and also
more readily accessible to enzymes that cause
duplication and transcription of the DNA to RNA.

� Topoisomerase
� Quinolones
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� Topoisomerase
� Quinolones
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Hematopoiesis is the formation and development
of blood cells.
� Hematopoietic Growth Factors
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Colony-stimulating factors
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Hematopoietic (blood) cells transport oxygen,
contribute to host immunity and facilitate blood
clotting (1). A complex, interrelated, and multi-
step process, called � hematopoiesis, controls the
production as well as the development of specific
marrow cells from immature precursor cells to
functional mature blood cells. This well-regulated
process also allows for replacement of cells lost
through daily physiologic activities. The prolifera-
tion of precursor cells, the maturation of these into
mature cells, and the survival of hematopoietic
cells require the presence of specific growth fac-
tors.

� Growth Factors
� Neurotrophic Factors
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Hematopoiesis is mediated by a series of growth
factors that act individually and in various combi-
nations involving complex feedback mechanisms.
The growth factors are glycoproteins that act
through specific receptors found on the cell mem-
brane surface of appropriate cells. All mature

blood cells arise from primitive hematopoietic
cells in the bone marrow, the pluripotent stem
cells. The stem cell pool maintains itself through a
process of asymmetrical cell division: when a stem
cell divides, one daughter cell remains a stem cell
and the other becomes a committed colony-form-
ing cell (CFC). The proliferation and differentia-
tion of CFCs are controlled by hematopoietic
growth factors. The hematopoietic growth factors
stimulate cell division, differentiation and matura-
tion, and convert the dividing cells into a popula-
tion of terminally differentiated functional cells
(see figure).

More than 20 hematopoietic growth factors
have been identified. The chemical properties of
these growth factors have been characterized and
the gene that encodes for the factor identified and
cloned. Several hematopoietic growth factors are
commercially available as recombinant human
forms, and they have utility in clinical practice.
These factors include; the recombinant forms of
two myeloid hematopoietic growth factors, granu-
locyte colony-stimulating factor (G-CSF) and
granulocyte-macrophage colony-stimulating fac-
tor (GM-CSF); erythropoietin (EPO), the red cell
factor; stem cell factor (SCF), an early-acting
hematopoietic growth factor; and the platelet fac-
tors, thrombopoietin (TPO) and interleukin-11
(IL-1). T lymphocytes, monocytes/ macrophages,
fibroblasts and endothelial cells are the important
cellular sources of most hematopoietic growth fac-
tors, excluding EPO and TPO. EPO is produced
primarily by the adult kidney and TPO is pro-
duced in the liver and kidney.

Granulocyte colony-stimulating factor (recom-
binant products: filgrastim, lenograstim, pegfil-
grastim) maintains neutrophil production during
steady state conditions and increases production
of neutrophils during acute situations such as
infections (2). Recombinant human G-CSF (rHuG-
CSF) reduces neutrophil maturation time from
5 days to 1 day, leading to the rapid release of
mature neutrophils form the bone marrow into the
blood. rHuG-CSF also increases the circulating
half-life of neutrophils and enhances � chemotaxis
and � superoxide  production. Pegfilgrastim is a
sustained-duration formulation of rHuG-CSF that
has been developed by covalent attachment of a
� polyethylene glycol  molecule to the filgrastim
molecule.
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Granulocyte-macrophage colony-stimulating
factor (recombinant products: molgramostim, sar-
gramostim) is locally active and remains at the site
of infection to localize and activate neutrophils (3).
Like G-CSF, GM-CSF stimulates the proliferation,
differentiation and activation of mature neu-
trophils; and enhances superoxide production,
� phagocytosis and intracellular killing. GM-CSF,
unlike G-CSF, stimulates the proliferation, differ-
entiation and activation of mature monocytes/
macrophages.

Erythropoietic factors (recombinant products:
epoetinα, epoetinβ, darbepoetinα) increase red
blood cell numbers by causing committed eryth-
roid progenitor cells to proliferate and differenti-
ate into normoblasts, nucleated precursor cells in
the erythropoietic lineage (4). Tissue � hypoxia
resulting from anemia induces the kidney to
increase its production of EPO by a magnitude of
10-fold or more. Patients with chronic renal fail-
ure are unable to produce adequate levels of
endogenous EPO because of loss of renal function
and must receive rHuEPO to maintain red blood

cell counts. Darbepoetinα is another erythropoi-
etic factor that has an extended half-life due to its
increased number of � sialic acid-containing car-
bohydrate molecules.

Stem cell factor (recombinant product: ances-
tim) is an early-acting hematopoietic growth fac-
tor that stimulates the proliferation of primitive
hematopoietic and non-hematopoietic cells (5). In
vitro, SCF has minimal effect on hematopoietic
and non-hematopoietic progenitor cells, but it
synergistically increases the activity of other
hematopoietic growth factors, such as G-CSF, GM-
CSF and EPO. Stem cell factor stimulates the gen-
eration of � dendritic cells in vitro and � mast
cells in vivo.

Thrombopoietic factors (recombinant prod-
ucts: TPO, megakaryocyte growth and develop-
ment factor [MGDF], and IL-11 [oprelvekin]) stim-
ulate the production of megakaryocyte precursors,
megakaryocytes and platelets (6). Interleukin-11
has many effects on multiple tissues, and can
itneract with IL-3, TPO and SCF.

Fig. 1 Schema of hematopoiesis, including some of the growth factors that influence the production of blood 
cells.
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The use of recombinant hematopoietic growth fac-
tors (i.e., the commercially available forms of the
native products) has been evaluated in many dis-
orders affecting all types of blood cells. Recom-
binant human hematopoietic growth factors are
identified as “rHu”. Not all uses discussed have
received regulatory approval in all countries.

The myeloid growth factors rHuG-F and
rHuGM-CSF have been tested and are used for the
treatment of many neutrophil disorders, par-
t icualar ly  neut ropenia caused by
� myelosuppressive  chemotherapy and other
drugs, bone marrow transplantation, severe
chronic neutropenia, leukemia and AIDS. Neutro-
penia is a serious side effect of chemotherapy.
Patients with neutropenia have a severely
impaired ability to fight infections, and if not
treated, neutropenia can be fatal. Peripheral blood
progenitor cell transplantation is similar in princi-
ple to the more commonly recognized bone mar-
row transplantation, but collection of peripheral
blood progenitor cells is less invasive than collec-
tion of bone marrow. rHuEPO is used to treat ane-
mia, the condition of low number of red blood
cells. Patients who are anemic often experience
fatigue, headaches, shortness of breath, chest
pains and depression. Severe anemia can result in
congestive heart failure. Anemia can be caused by
myelosuppressive chemotherapy, kidney failure,
and chronic diseases such as cancer. Another com-
plication of chemotherapy is � thrombocytopenia,
an inadequate number of platelets, requiring
transfusion. Thrombocytopenia can be caused by
exposure to certain drugs and radiation, and can
occur as the result of inherited diseases. Patients
with thrombocytopenia bruise easily and may
have serious internal bleeding that can cause
death. rHuTPO and rHuIL-11 both act on bone
marrow to produce platelets.

When hematopoietic growth factors are used
clinically, they can be associated with adverse
effects. Very often patients who require hemat-
opoietic growth factors are quite ill with their dis-
ease (i.e., cancer or kidney failure) or from their
treatment (i.e., chemotherapy) and it is difficult to
determine if a recombinant growth factor is
responsible for a given side effect. Both rHuG-CSF
and rHuGM-CSF are associated with mild-to-

moderate bone pain. It is possible that rHuGM-
CSF can also be associated with fever and allergic-
like reactions. In general, rHuEPO (as well as dar-
bepoetinα) is well tolerated, but some patients
experience flu-like symptoms, hypertension or
headaches. The most common event associated
with rHuSCF is injection-site reactions (i.e.,
� edema or � urticaria). Administration of rHuIL-
11, the only commercially available thrombopoie-
tin, is associated with several toxicities, including
fluid retension, anemia and cardiac arrhythmias.

New formulations of existing recombinant
hematopoietic growth factors are in development
and other recombinant hematopoietic growth fac-
tors are being developed. The recombinant hemat-
opoietic growth factors have had a significant
impact on the treatment of cancer, including pre-
vention of serious infections and anemia.
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Heme (C34H32O4N4Fe) represents an iron-porphy-
rin complex that has a protoporphyrin nucleus.
Many important proteins contain heme as a pros-
thetic group. Hemoglobin is the quantitatively
most important hemoprotein. Others are cyto-
chromes (present in the mitochondria and the
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family mediates the stimulatory regulation of ade-
nylyl cyclases, whereas the Gi/o-family mediates
the inhibitory regulation of adenylyl cyclases. Gi/o-
family members are also involved in the stimula-
tory regulation of K+-channels (GIRK) and the
inhibitory regulation of some voltage-dependent
Ca2+-channels. The Gq/11 is involved in the stimu-
latory regulation of β-isoforms of phospholipase
C. The G12/13-family couples receptors to the acti-
vation of the small GTPase RhoA.

� G-protein Coupled Receptors
� Table appendix: Receptor Proteins

��(��%�������	�����������

���	������	

High-density-lipoproteins (HDLs) are believed to
carry cholesterol away from the blood vessels and
back to the liver. High plasma concentrations are
associated with a reduced risk of heart disease.
HDL is also some times called “the good choles-
terol”.

� HMG-CoA-reductase-inhibitors
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High-throughput screening (HTS) is the term used
to describe the portion of the � drug discovery
process in which � compound libraries  are tested
for an effect in an � assay directed against a
molecular � target or biological mechanism.
Although there is no precise definition of high-
throughput per se, any process capable of per-
forming 10,000 or more tests per day is generally

considered a high-throughput screen. Achieving
this screening rate often involves the use of robot-
ics and automation to perform some or all steps in
the assay. Therefore, the fundamental compo-
nents comprising HTS are an assay, a compound
collection, and some automated methods for car-
rying out the screen. Compounds that are identi-
fied as active by HTS are called hits and may be
the starting points for further chemical optimiza-
tion. A target is a protein or protein assembly
whose function is believed to be important for
promoting health or treating disease. An assay is
used to measure the effect of the test compound
on the target. There are many different assay for-
mats that are compatible with HTS. However, in
order to be suitable for high-throughput screen-
ing, an assay should be sensitive, informative, reli-
able and simple to implement (i.e. relatively few
steps). Assay performance can be measured statis-
tically using commonly accepted standards. HTS is
an important component of modern drug discov-
ery and an area of active research and develop-
ment in the pharmaceutical and biotechnology
industries.

� Combinatorial Chemistry
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Any protein whose function is believed to be clini-
cally relevant and suitable for modulation by a
drug can be considered a drug target. Targets may
be grouped according to their functional class.
Historically, many mammalian targets have been
cell surface molecules such as receptors, trans-
porters or ion channels. More recently intracellu-
lar targets such as kinases and nuclear receptors
have received increased attention (1). Many infec-
tious disease targets are genes essential for micro-
bial growth or viral replication.

'������
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Broadly defined, assays fall into two major catego-
ries: biochemical and cell-based. Biochemical
assays are based on isolated protein preparations,
while cell-based assays utilize intact cells. Usually,
cell-based assays rely on recombinant mammalian
cell lines in which the target of interest is heterolo-
gously expressed. There are many different types
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of target–based assays ranging in complexity and
information content. Among the simplest assays
are ligand-binding assays that measure displace-
ment of a radiolabeled ligand from a purified pro-
tein preparation by a test compound. These assays
are best applied when the target has a well-defined
binding site. G-protein coupled receptors (GPCRs)
represent such a target class. For membrane-
bound targets such as GPCRs, these binding assays
can be carried out in membrane preparations.
Binding assays, while simple, do not provide infor-
mation on whether a test compound affects the
function of a target.

Functional assays provide information as to
whether a test compound activates, inhibits or
otherwise modulates the target. Functional bio-
chemical assays can be performed on purified pro-
teins such as enzymes (e.g. kinase protease, etc).
These assays typically utilize substrates to indi-
cate the turnover rate of the enzyme. The most
complex assays are cell-based functional assays.
These assays are favored when it is necessary to
measure the effect of a compound on target func-
tion in a cellular environment. For example, many
ion channels are not ligand-regulated and/or
require multi-subunit assemblies to function.
Therefore, the most practical way to screen these
targets is to measure their activity in an intact cell.
Measurements of ion flux, ion concentration, or
membrane potential are all viable methods to
screening these targets. Cell-based functional
assays can be developed for most targets and are
particularly useful when one is screening for a
particular type of modulator. For example, in
addition to detecting target activation or inhibi-
tion, these assays can identify allosteric modula-
tors of target activity.

Not all cell-based functional assays are directed
against a specific molecular target. Indeed many
drugs have been identified based on an observed
effect of a compound on a cellular phenotype,
such as shape, viability or growth. An example of
this is cyclosporin, a natural product initially
identified for its anti-microbial effects and later
found to inhibit T-cell proliferation. Such assays
can be considered “phenotypic” in the sense that
one is assaying for a change in some measurable
cell parameter. The advantage of these types of
screens is that they do not introduce a target-cen-
tric bias to drug discovery. A challenge for these

assays is the difficulty in identifying the molecu-
lar mechanism of compound action, and the con-
sequence of developing drugs without full under-
standing their mode of action. An alternative use
of phenotypic assays is to screen for novel targets
(2).
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While it is beyond the scope of this article to
describe all the assay formats used in HTS, a gen-
eral description of the types of readouts is perti-
nent. In general, HTS assays are either end-point
or kinetic assays. End-point assays take only a sin-
gle read from a well (possibly with a pre-read
before compound or reagent addition) and allow
more flexibility for automation while kinetic
assays require more precise processes and timings
associated with multiple reads from the same well.
Compounds may be pre-incubated or added
acutely to the assay. Because HTS is an automated
process, assay formats with minimal steps are pre-
ferred. The most favored assays are so-called
“homogeneous” assays that require only addition
steps and lack exchange or separation steps. Most
assays utilize either radioactive, absorbent
(colored), fluorescent or luminescent reagents to
determine the activity of the test compound in the
assay. Optical detection methods for both bio-
chemical and cell-based assays have improved in
quality, sophistication and ease of use in recent
years and have contributed greatly to advances in
the field. Because of the importance of the assay in
the screening process, competitive advantage may
be afforded to those who are proficient in the
design and implementation of screening assays.
The reader is referred to reviews for more infor-
mation (3,4).
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HTS is usually carried out it multi-well plates and
the industry has settled on certain standard for-
mats. One key standard is that most screening
assays are carried out in 96 (8×12) or 384 (16×24)
well plates with a standard footprint. This stand-
ard is important because most automation is opti-
mized for use with these plates and attendant
assay volumes in the 100 microliter range. Fur-
thermore, source plates containing test compound
are typically stored in a similar configuration,
allowing for more efficient transfer of test com-
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pound from the source plate to the assay plate.
Various types of plates are available to match dif-
ferent assay formats, including opaque plates for
scintillation counting and clear plates for absorb-
ance or fluorescence assays. For cell-based assays,
plates are available with special surface coatings or
treatments to render them suitable for incubation
of cells. The industry is experimenting with minia-
turization beyond 384 (e.g. 864,1536 and 3456 well
plates and assay volumes in the 1–10 microliter
range). Although there are promising examples of
success in this area, miniaturized formats are not
in widespread use as of 2002. This is due in part to
the fact that the higher density formats require
novel instrumentation and automation processes,
and represent a high barrier to entry. The indus-
try is also experimenting with fundamentally dif-
ferent approaches such as flow-based, format-free,
or panning methods. These methods face similar
or greater barriers to entry as high-density plates.
As technologies improve and costs decrease one
would expect to see increased use of both high-
density plate formats and, perhaps, completely
novel HTS formats.
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The quantity and quality of compound libraries
are key considerations and drivers for HTS. The
compound libraries of large pharmaceutical and
screening companies can exceed 1 million samples,
creating the need for significant infrastructure
and technologies to complement HTS activities.
There has been significant retrospective analysis
of biological and chemical descriptors associated
with “drug-likeness” (5,6) and many companies
are attempting to fill chemical “space” with
smaller, more precisely focused compound collec-
tions. Nevertheless, drug discovery is still an inex-
act science and screening libraries in most compa-
nies still contain at least 100,000 samples. Librar-
ies are synthesized and stored as either individual
samples or as combinations. Individual samples
offer the advantage of generally being of higher
purity and allow for more rapid follow-up. How-
ever, they are costly to generate and this method is
not amenable to rapid exploratory chemistry. In
the past decade parallel synthesis and other meth-
ods have led to the notion of “combinatorial”
chemistry in which sets of compounds are gener-
ated simultaneously (7). These reactions generate

multiple variants on a chemical theme and these
are often stored as mixtures to be tested. Because
both methods offer some advantage, many screen-
ing libraries are composed of compounds gener-
ated by both methods. Historically, most com-
pounds were synthesized in-house, making each
library unique. More recently chemistry compa-
nies have begun commercializing libraries, so the
prospect exists that many companies are screening
similar, if not identical compounds against identi-
cal targets.
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With an assay and screening library in hand, auto-
mation and instrumentation complete the HTS
process. An HTS lab typically consists of at least
one automated system capable of moving plates
from one task station to another. This is often
accomplished by means of a robotic arm with sub-
stations arranged in either a linear or radial fash-
ion. A minimum suite of stations consists of an
automated pipettor to add assay reagents or com-
pounds, incubators (or racks) to store assay and/
or compound plates, and a plate reader to detect
the assay results. Additional stations may remove
plate lids, change the orientation of plates or read
barcodes to keep track of plates. The steps associ-
ated with different assays can vary significantly
depending on whether compounds are pre-incu-
bated and/or whether the read-out is end-point or
kinetic. Because different assays require different
processes and timings, the efficiency of the sys-
tem is maximized by software.
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If an assay has been properly designed and exe-
cuted against an appropriate target and compound
collection, the result should be quality data that
identifies chemical starting points for further
chemical optimization and drug development.
Data quality (i.e. assay and screen performance)
can be measured by objective statistical criteria
based on assay statistical separation of positive
and negative controls (8), but the quality and value
of hits is less quantitative. Hits are scored and pri-
oritized by biological and chemical criteria. Bio-
logical criteria include potency and selectivity
against the target while chemical criteria take into
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account novelty, chemical properties, synthetic
tractability and scientific intuition.

����	�����
HTS is a relatively young field, with some of the
earliest references dating to the early 1990s and its
impact on the efficiency of the drug discovery has
yet to be fully assessed (1). Like most new fields,
the value of HTS to drug discovery is the subject of
debate. Only time and disclosure by pharmaceuti-
cal companies of internal historical data will pro-
vide the metrics for long-term assessment of the
method of broad screening activities. Indeed, one
successful outcome of HTS would be if the genera-
tion of large data sets created a more rational basis
for predicting which compounds will be appropri-
ate for a given biological target. Thus, one role of
HTS is to eventually limit the need for random
screening of compound libraries. In an even
broader sense, HTS has driven and will continue
to influence thinking about the role of engineer-
ing and automation at the interface of chemistry
and biology. One undisputed legacy of HTS will
likely be an increase in the technological sophisti-
cation of discovery research.
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The hippocampus, which got its name from the
Greek word for seahorse, due to its form, is a
nucleus in the depth of the � temporal lobe. The
hippocampus is important for the integration of
sensory information, for spatial orientation and
for memory formation. The hippocampal forma-
tion contains the ‘CA’ (cornu ammonis) regions,
the dentate gyrus and the subiculum.

� Antiepileptic Drugs
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Hirudin is a polypeptide derived from the saliva of
the leech Hirudo medicinalis that binds to the
blood serine proteinase, thrombin and thus blocks
clot formation.

� Anticoagulants
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Histamine, a metabolite of the amino acid histi-
dine, is stored in vesicles in mast cells and is rap-
idly released upon activation. By binding to its
receptors, histamine causes symptoms of an
allergy (rhinitis, itching, etc.).

� Histaminergic System
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Histamine is a biogenic amine that is widely dis-
tributed in the body and functions as a major
mediator of inflammation and allergic reactions,
as a physiological regulator of gastric acid secre-
tion in the stomach, as a neurotransmitter in the
central nervous system (CNS) and may also have a
role in tissue growth and repair.

� Allergy

$��������������������

Histamine is stored within granules of mast cells
in almost all tissues of the body and has a major
role as a local hormone (� autocoid) in the genera-
tion of allergic and inflammatory reactions. It is
found in particularly high concentrations in mast
cells in the lungs, skin and gastrointestinal tract
and is also present in circulating basophils.
� Allergens  and antigens bind to IgE antibodies
on the surface of mast cells causing the IgE to
crosslink. This conformational change stimulates
the release of pre-stored histamine (degranula-
tion) from mast cells. Direct interaction of compo-
nents of the � complement system (C3a and C5a)
with specific cell surface receptors can also trigger
mast cell degranulation. A number of clinically
used drugs (e.g. morphine, tubocurarine) and
neuropeptides (at high concentrations e.g. sub-
stance P) can also stimulate histamine release
from mast cells directly via non-receptor mecha-
nisms. In the gastric mucosa, histamine from
stomach mast cells has an important physiologi-
cal role in the secretion of gastric acid. Parasym-
pathetic nerve stimulation (acetylcholine via the
vagus) and gastrin release from G cells both acti-
vate gastric mast cells, releasing histamine. All
three stimuli are able to act synergistically to acti-

vate the neighbouring parietal cells to produce
more gastric acid.

Although mast cells and basophils probably
account for >90% of stored histamine in the body,
histamine is also present in platelets, enterochro-
maffin-like cells, endothelial cells and neurons.
Histamine can act as a neurotransmitter in the
brain. Histaminergic nerves have their cell bodies
within a very small area of the brain (the magno-
cellular nuclei of the posterior hypothalamus) but
have axons in most areas of the forebrain. There is
also evidence for axons projecting into the spinal
cord. Finally, there is evidence that histamine syn-
thesis can be induced in tissues undergoing rapid
tissue growth and repair. In certain neonatal tis-
sues (e.g. liver), the rate of synthesis of this
unstored diffusable histamine (termed nascent
histamine) is profound and may point to a role for
histamine is cell proliferation.

Histamine is synthesised from the amino-acid
histidine via the action of the specific enzyme his-
tidine decarboxylase and can be metabolised by
histamine-N-methyl transferase or diamine oxi-
dase. In its role as a neurotransmitter, the actions
of histamine are terminated by metabolism rather
than re-uptake into the pre-synaptic nerve termi-
nals.

/���������
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Histamine binds to and activates cell surface
receptors. Four such receptors for histamine have
now been identified so far (H1, H2, H3, H4) and
their structural sequences determined following
molecular cloning. All four are members of the G-
protein-coupled receptor family and mediate their
functional responses by activating specific
� heterotimeric G-proteins. H1-receptors coupled
to Gq/11-proteins and mediate responses primarily
via the activation of phospholipase C, which
hydrolyses membrane phospholipid phosphati-
dylinositol-4,5-bis phosphate into the intracellular
second messengers inositol 1,4,5-tris phosphate
(IP3) and diacyglycerol. IP3 is released into the
cytosol and stimulates the release of Ca2+ ions
from intracellular stores, while diacyglycerol
remains within the plasma membrane and medi-
ates responses via the activation of protein kinase
C. Histamine H2-receptors couple to GS-proteins
and stimulate the enzyme adenylyl cyclase, which
is responsible for the synthesis of the second mes-
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senger cyclic AMP. In contrast, both the H3- and
H4-receptors couple to the GI/O-family of G-pro-
teins that inhibit adenylyl cyclase activity and, in
the case of the H3-receptor, also inhibit neuro-
transmitter release in the central nervous system.

�����������.���The human histamine H1-receptor is
a 487 amino acid protein that is widely distributed
within the body. Histamine potently stimulates
smooth muscle contraction via H1-receptors in
blood vessels, airways and in the gastrointestinal
tract. In vascular endothelial cells, H1-receptor
activation increases vascular permeability and the
synthesis and release of prostacyclin, platelet-acti-

vating factor, Von Willebrand factor and nitric
oxide thus causing inflammation and the charac-
teristic ‘� wheal’ response observed in the skin.
Circulating histamine in the bloodstream (from
for example exposure to antigens or allergens)
can, via the H1-receptor, release sufficient nitric
oxide from endothelial cells to cause a profound
vasodilatation and drop in blood pressure (septic
and anaphylactic shock). Activation of H1-recep-
tors in the adrenal medulla stimulates the release
of the two catecholamines noradrenaline and
adrenaline as well as enkephalins. In the heart,
histamine produces negative inotropic effects via
H1-receptor stimulation, but these are normally

Fig. 1 Histaminergic 
System
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masked by the positive effects of H2-receptor stim-
ulation on heart rate and force of contraction. His-
tamine H1-receptors are widely distributed in
human brain and highest densities are found in
neocortex, hippocampus, nucleus accumbens, tha-
lamus and posterior hypothalamus, where they
predominantly excite neuronal activity. Hista-
mine H1-receptor stimulation can also activate
peripheral sensory nerve endings leading to itch-
ing and a surrounding vasodilatation (‘� flare’)
due to an axonal reflex and the consequent release
of peptide neurotransmitters from collateral nerve
endings.

�����������.���The histamine H2-receptor (359 ami-
noacids) is best known for its effect on gastric acid
secretion. Histamine H2-receptor activation, in
conjunction with gastrin and acetylcholine from
the vagus, potently stimulates acid secretion from
parietal cells. High concentrations of histamine
are also present in cardiac tissues and can stimu-
late positive chronotropic and inotropic effects via
H2-receptor stimulation and activation of adeny-
lyl cyclase. In smooth muscle, H2-receptor stimu-
lation leads to relaxation; this has been observed
in airway, uterine and vascular smooth muscle. In
the immune system, histamine H2-receptors can
inhibit a variety of functions. For example, H2-
receptors on lymphocytes can inhibit antibody
synthesis, T-cell proliferation and cytokine pro-
duction. In the CNS, H2-receptor activation gener-
ally leads to inhibition of nerve cell activity, how-
ever in hippocampal neurones they produce a
block of the long-lasting after-hyperpolarization
and accommodation of firing, leading to potentia-
tion of excitatory stimuli.

�4����%��5����������.���The histamine H3-receptor
(445 aminocaids) was first identified as an
� autoreceptor, negatively regulating the synthe-
sis and release of histamine from histaminergic
neurons in the CNS. However, H3-receptors have
been identified on the terminals of many neurons
in both the CNS, where they can inhibit the release
of acetylcholine, serotonin, dopamine and
noradrenaline, and on peripheral neurons where
they inhibit the release of sympathetic neurotrans-
mitters in human saphenous vein, heart, bronchi
and trachea. Unlike the genes for H1- and H2-
receptors, the H3-gene contains � introns  (two

introns and three � exons) thus, multiple H3-
receptor isoforms (� splice variants) can be pro-
duced from the single H3-receptor gene. So far,
several isoforms of the H3-receptor have been
detected in different species including six splice
variants in the human CNS and in some of these
cases, the subsequent signalling functions appear
to be different. As several different H3-splice vari-
ants exist with different signal transduction capa-
bilities, this splicing mechanism offers a way for
tightly regulating the biological actions of the H3-
receptor in different tissues. The H3-receptor also
appears to be expressed in a constitutively active
form (� constitutive receptor activity) in the CNS
providing a means for pharmacological interefer-
ence by � inverse agonists as well as agonists and
� neutral antagonists.

The H4-receptor (390 aminoacids) is the most
recently identified and unlike the H3-receptor
appears to be exclusively expressed in the periph-
ery. The H4-receptor shows highest levels in bone
marrow and leukocytes (mainly neutrophils and
eosinophils), moderate levels in spleen and small
intestine and has been detected on mast cells. It
has a genomic structure consisting of two introns
and three exons suggesting that splice variants
may also occur.

���(�
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A large number of histamine H1-receptor antago-
nists drugs have been developed. These include
mepyramine, chlorpheniramine, promethazine,
triprolidine, diphenhydramine, cyclizine and
cyproheptadine (although many of these are actu-
ally inverse agonists) and have proved to be very
effective in the treatment of systemic and topical
allergic and inflammatory disorders (hay fever,
allergic rhinitis, insect bites, anaphylaxis etc). At
therapeutic doses, many of the traditional antihis-
tamines give rise to sedative effects because of
blockade of the H1-receptors in the brain. More
recently, a second generation of H1-antihistamines
has been synthesised that have poor blood brain
barrier penetration and therefore cause less cen-
tral sedative effects. These include temelastine,
acrivastine, astemizole, cetirizine and loratidine.
Both chlorpheniramine and cetirizine exist as
stereoisomers with markedly different affinities
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for the human histamine H1-receptor. In the case
of cetirizine, the active levo-isomer is now availa-
ble for clinical use. Many H1-receptor antagonists
also possess marked muscarinic receptor antago-
nist properties (e.g. promethazine, diphenhy-
dramine, cyclizine) and this ‘side effect’ is
exploited for the treatment of nausea and motion
sickness. Several other classes of drugs, namely
the antidepressants doxepin, amitriptyline and
mianserin and the antipychotic drug chlorpro-
mazine, are also potent H1-antihistamines.
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The first H2-antagonist that had selectivity for H2-
over H1-receptors was burimamide. However, this
compound is now known to be a more potent H3-
receptor antagonist. Cimetidine was developed
directly from burimamide and proved to be an
effective agent in the treatment of gastric and duo-
denal ulceration because of its ability to inhibit
basal and gastrin-stimulated gastric acid secre-
tion. A wide range of highly selective H2-receptor
antagonists are now available and are in regular
clinical use including ranitidine, titotidine, nizati-
dine, famotidine and mifentidine. Most H2-recep-
tor antagonists penetrate poorly into the CNS, but
zolantidine is an example of a selective brain-pen-
etrating H2-receptor antagonist. Studies in trans-
fected cells overexpressing the H2-receptor with
constitutive receptor activity have shown that
cimetidine and ranitidine are both inverse ago-
nists at the H2-receptors, while burimamide
behaves as a neutral antagonist.

������%�������������,(������
Selective agonists, like selective antagonists, are
useful for scientific characterization of receptors.
Although not clinically used, a number of potent
agonists are available that are able to selectively
stimulate the histamine H2-receptor. These
include impromidine, arpromidine, sopromidine,
dimaprit and amthamine. In the case of impromi-
dine and apromidine, the compounds are 10–100
times more potent than histamine itself. However,
whilst acting as agonists at the H2-receptor, some
of these compounds act as antagonists at other
histamine receptors eg arpromidine is a potent H1-
receptor antagonist, and impromidine a potent H3-
receptor antagonist. Selective agonists for the H1-

receptor (histaprodifen, N-methylhistaprodifen)
have only become available recently.

��(��%��
�����������������0�������
������������4����%�

�5����������
Agonists with good selectivity for H3-receptors
(relative to H1- and H2-receptors) have been devel-
oped and these include R-α-methylhistamine,
imetit and immepip. H3-receptor antagonists
include thioperamide, clobenpropit, iodoproxy-
fan, ciproxifan and impentamine and these all
have substantially lower affinity for H1- and H2-
receptors. The histamine H4-receptor was discov-
ered and cloned in 2000 and it is clear that there is
considerable overlap in the pharmacology of the
H3- and H4-receptors. High affinity H3-agonists
e.g. R-α-methylhistamine, imetit and immepip
also have H4-agonist properties although, their
� relative potency with respect to histamine is
generally lower. For example, R-α-methylhista-
mine is several hundred-fold less effective as an
H4-receptor agonist than as a H3-receptor agonist.
The H3-receptor antagonist clobenpropit also
binds with high affinity to the H4-receptor, but
also possesses weak H4-agonist activity. Thiopera-
mide is an antagonist at both the H3- and H4-
receptors but has 5–10 fold lower affinity for the
H4-receptor. Perhaps the most striking aspect of
the pharmacology of the new H4-receptor, how-
ever, is the fact that the atypical antipyschotic
drug clozapine has agonist activity at the H4-
receptor but no agonist or antagonist activity at
the H3-receptor.
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��%�/�	����
Histamine synthesis from l-histidine can be selec-
tively inhibited by α-fluoromethylhistidine.
Metabolism by diamine oxidase is sensitive to
aminoguanidine, while N-methylation of hista-
mine by histamine methyltransferase can be inhib-
ited by SKF 91488, tacrine and metoprine. Sodium
cromoglicate and nedocromil are drugs that
inhibit mediator release from mast cells (e.g. hista-
mine) and are used in the prophylaxis of asthma
(in children), allergic rhinitis and allergic con-
junctivitis. Ketotifen is an H1-receptor antagonist
that has also been reported to inhibit mast cell
degranulation.
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A histone is a small, highly charged basic protein
present in the eukaryotic nucleus, that helps to
wrap up the genetic material into tightly packed
chromosomes.

� Glucocorticoids
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The genetic material in the nucleus (genomic
DNA) is highly organized. The organized structure
(chromatin structure) regulates the transcrip-
tional activity. DNA is wrapped around histone
proteins forming so-called “nucleosomes”. The
post-translational modification of histone by
methylation, phosphorylation or acetylation can
alter the higher-order nucleosome structure. This
regulated remodeling of the chromatin regulates
the expression of genes. Aberrant transcription
due to the altered expression or mutation of genes
that encode enzymes, which are involved in his-
tone-acetylation [histone acetyltransferases
(HATs) and histone-deacetylases (HDACs)] or
their binding partners, are key events in the onset
and progression of cancer. Inhibitors of HDACs

can reactivate gene expression and inhibit the
growth and survival of tumor cells. Histone-
deacetylase inhibitors are currently studied for
their potential as new agents for the treatment of
neoplastic diseases.
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The human immunodeficiency virus (HIV) is the
causative agent of the acquired immunodeficiency
syndrome (AIDS). HIV is a retrovirus, whose rep-
lication includes the transcription of the single-
stranded RNA genome into double stranded DNA
(reverse transcription) and the covalent insertion
of the DNA copy of the viral cDNA into the
genome of the host cell (integration). Both steps
are mediated by virus-encoded enzymes.

� Antiviral Drugs
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Statins
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A class of important pharmacological compounds
that are the most effective drugs for lowering
plasma levels of total cholesterol and in particular
low-density-lipoprotein  (LDL)-cholesterol.

&����������
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HMG-CoA-reductase-inhibitors (statins) inhibit
the enzyme HMG-CoA-reductase that catalyzes
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the conversion of acetyl coenzyme A to meval-
onate, which through several further biochemical
steps is metabolized to cholesterol (Fig. 1). HMG-
CoA-reductase is the rate-limiting enzyme for the
endogenous  formation of cholesterol in the
human body, which takes place primarily in the
liver. The reduced production of cholesterol leads
to an increased formation (upregulation) of so-
called � LDL-receptors  on the surface of hepatic
cells that remove cholesterol from the circulating
blood. By this the body ensures that its demand
for cholesterol (cholesterol is a constituent of cell
membranes, bile acids and various hormones) is
met, and subsequently plasma cholesterol is low-
ered. A second, although probably less important
mechanism, by which statins reduce plasma cho-
lesterol is by a reduction in hepatic synthesis of
� very-low-density-lipoprotein  (VLDL) and LDL.
Statins therefore markedly reduce plasma levels of
� atherogenic  LDL-cholesterol and slightly reduce
plasma � triglycerides  carried in VLDL’s and in
addition slightly increase plasma levels of antia-
therogenic � high-density-lipoprotein-choles-
terol.

Furthermore, there is some evidence for pleio-
trophic  effects (for example effects on hemosta-
sis, vascular function, antiinflammatory effects
and stabilising effects on � atherosclerotic
plaques) of statins. The clinical relevance of this
(and the potential difference between the various
statins) is at present uncertain but subject to
intense investigation.
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Statins are used to reduce plasma cholesterol in
subjects believed to have too high levels of choles-
terol in order to reduce their risk of cardiovascular
and in particular coronary heart disease. They are
used both in patients with established vascular
disease and subjects considered at high risk for
cardiovascular disease, including subjects with
genetic disorders of lipid and lipoprotein metabo-
lism. Statins are by far the most commonly used
and the most effective class of drugs for pharma-
cological lowering of plasma cholesterol. Statins
were introduced as investigational drug com-
pounds in the early 1980s and has been marketed
since 1987.
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There are currently marketed three naturally
derived statins (lovastatin, pravastatin and simv-
astatin) and two synthetic statins (atorvastatin
and fluvastatin). The structure of these statins is
shown in Fig. 2. Other statins are in the process of
being evaluated and will be launched within a
short time.
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The individual statins differ with respect to their
pharmacological properties, but in general the
clinical consequences of this are limited, but may
occasionally be of importance with respect to side-
effects and interactions with other pharmaceuti-
cal drugs. Atorvastatin has the longest half-life
and can be given at any time of the day, while the
other statins are best administered in the evening
(lovastatin with the evening meal), perhaps due to
the fact that hepatic cholesterol biosynthesis is
greatest during the night time. Despite this, all of
the statins can be given in one daily dose.The stat-
ins are mainly metabolized by the liver (approxi-
mately 90%) apart from pravastatin, where 60% of
the drug is excreted by the kidneys. Therapeuti-
cally, much caution should be given if patients
with liver or renal diseases are treated, and if stat-
ins are used in such patients low doses should be
administered under close control.

Statins should not be used in pregnant women.
If women with child-bearing potential are treated
with statins an efficient contraception should be
secured. Statins should at present not be used in
children unless they carry a very high risk of pre-
mature vascular disease and in this case only by
very experienced lipid specialists.

�
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Statins may reduce total cholesterol and LDL-cho-
lesterol levels in plasma by 55%, reduce plasma
triglycerides by up to 30% (best effect in individu-
als with high triglycerides) and increase HDL-cho-
lesterol by 5–10%. It should, however, be men-
tioned that responsiveness to statins differ sub-
stantially between individuals.The major effect of
statins is to reduce the atherogenic LDL-choles-
terol fraction and this effect is dose-dependent
and typically increase by 6% for each doubling of
the starting (lowest) approved dose of the
drug.The effect on LDL-cholesterol vary between
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preparations in maximal approved doses from
30% to 55% in the following order of efficacy: fluv-
astatin< pravastatin< lovastatin< simvastatin<
atorvastatin. There is some evidence that atorvas-
tatin may have the largest effect on triglycerides
and that the best effect on HDL-cholesterol can be
obtained by simvastatin.

The effect of statins on plasma lipids and lipo-
proteins is rapidly seen and fully achieved after 4–
6 weeks of  t reatment.  The effect persists
unchanged during continued use for several years,
but after stopping the drug, LDL-cholesterol rap-
idly increases to pretreatment levels. Treatment
with statins is therefore usually continued indefi-
nitely and not as a short-term cure. Finally, it is
generally advisible to use the statins that have doc-
umented their efficacy in clinical trials (evidence
based medicine).

�
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Five major well-conducted clinical trials have been
published where subjects ( 4–10,000) have been
treated with a statin or matching placebo for
approximately 5 years: Three studies in patients
with coronary heart disease (one study with simv-
astatin and two studies with pravastatin) and two
studies in subjects without pre-existing heart dis-

ease (one study each with pravastatin and lovasta-
tin, respectively). The results have been remarka-
bly similar, with a reduction in deaths from vascu-
lar disease, heart attacks and the number of
revascularisations (bypass surgery or baloon angi-
oplasty) of roughly 30% in subjects given the sta-
tin compared to those receiving the placebo. The
reduction in mortality from coronary heart dis-
ease has been achieved without any indication of
adverse trends in non-coronary mortality. Moreo-
ver, the benefit has been observed in various age
groups including old people, in both genders and
in groups of patients with elevated plasma choles-
terol as well as in patients with cholesterol values
considered normal.
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Abdominal symptoms including changes in bowel
function, rash and disturbances of sleep have been
reported, but in general statins are remarkably
free of side-effects. Thus, in the large clinical trials
comprising several thousands of patients treated
for approximately 5 years, side-effects and the rate
of discontinuation due to suspected side-effects
have been very similar in individuals receiving
statins and placebo.

Two types of side-effects, however, need to be
considered. Approximately 1% of subjects experi-
ence an increase in liver enzymes during statin
treatment, and it is generally advised that a
(repeatedly found) increase in liver enzymes to
more than 2–3 times above normal levels should
lead to discontinuation of the statin. This side-
effect is asymptomatic to the patient, reversible
and generally occurs shortly after institution of
treatment and with high doses of the statin.
Myositis which, during continued treatment may
progress to � rhabdomyolysis  and acute renal
failure, is a serious but very rare complication seen
in less than 0.2% of patients. The risk of myositis
is greatest when a statin is given together with cer-
tain other drugs including (but not exclusively)
erythromycin (antibiotic), nicotinic acid and
fibrates (other lipid-lowering drugs), ciclosporin
(used in transplanted patients) and some drugs
used for systemic treatment of fungal infections. A
statin, cerivastatin, was recently (year 2001) with-
drawn from the market due to an unacceptable
high incidence of rhabdomyolysis, in particular
when used in combination wirh gemfibrozil.

Fig. 1 Mechanism of Action of Statins – Cholesterol 
Synthesis Pathway. The conversion of acetyl Co-A to 
cholesterol in the liver. The step of cholesterol biosyn-
thesis inhibited by HMG-CoA reductase inhibitors 
(statins) is shown.
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If side-effects occur on one statin a change to
another statin may be tried under supervision, but
commonly the same side-effect is encountered
during treatment with the new statin. Statins (in
particular simvastatin and lovastatin) that are
metabolized via a hepatic enzyme system (C450)
may interact with drugs metabolized by the same
system (for example diltiazem and anticoagulant
drugs) increasing plasma levels of the statin and/
or the simultanously used other drug. To date,
however, few patient cases of clinically relevant
drug interactions have been reported with the
statins.

'���������������	
The effect of a statin is usually determined by
measuring fasting plasma lipids and lipoproteins
after 4–6 weeks of treatment. Liver enzymes and
eventually creatine kinase (in case of myositis liver
enzymes are usually also elevated) are measured
simultaneously to exclude side-effects related to
liver and muscles. After the treatment goal has
been reached, blood sampling is usually per-
formed 2–3 times a year.
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Homologous desensitization is a form of desensiti-
zation which is mediated by agonist-induced acti-
vation of the same receptor. G protein coupled
receptor (GPCR) kinases (GRKs) and arrestins are

Fig. 2 The chemical struc-
ture of the marketed 
HMG-CoA reductase 
inhibitors (statins) year 
2001.
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mucous membranes. HSV-1 mainly causes cold
sores around the mouth (herpes labialis) or eyes
(keratitis), whereas infection by HSV-2 mostly
results in sores in the genital or anal area. Less fre-
quently, HSV also causes severe infections in new-
borns or a potentially fatal encephalitis. HSV
remains latent and can be reactivated by stress,
suppression of the immune system or other infec-
tions.

� Antiviral Drugs
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Monoclonal antibodies (mAb) are molecules that
recognise and bind a specific foreign substance
called an � antigen. They are produced from a sin-
gle clone  of � B lymphocytes. Conventionally,
mouse mAbs have been generated for experimen-
tal and diagnostic use. Techniques have been
developed to humanise mouse monoclonal anti-
bodies to facilitate their therapeutic use in
humans.

� Immune Defense
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Antibodies perform a key role in the vertebrate
immune system recognising specific foreign anti-
gens  and directing a targeted, adaptive, immune
response designed to protect the host from a wide
variety of pathogens. Antibodies are also known
as immunoglobulins. They are large, Y-shaped
� glycoproteins  produced by specialised white
blood cells known as B lymphocytes. Each B lym-
phocyte expresses immunoglobulin (mAb) on its

cell surface where it acts as a receptor for one spe-
cific antigen. Following antigen  recognition
through surface immunoglobulin, B lymphocytes
may differentiate and multiply into clones  of anti-
body forming cells known as plasma cells. Plasma
cells produce and secrete large quantities of anti-
body in soluble form. The antigen  specificity is
identical to the membrane-bound surface immu-
noglobulin receptor. Within the immune system,
billions of antibodies with differing antigen  spe-
cificities are produced. Individual B lymphocytes,
however, may produce an antibody of a single spe-
cificity only. Antibodies produced from clones  of
an individual B lymphocyte will have identical
antigen  specificity and are known as monoclonal
antibodies.

All antibodies possess the same basic Y-shaped
structure comprised of two identical heavy and
two identical light polypeptide  chains linked
together by a series of non-covalent and covalent
disulphide bonds. Both light and heavy chains are
folded into discrete regions called domains. Light
chains exist in two different forms called κ and λ.
Five distinct classes of antibody IgA, IgD, IgE, IgG
and IgM are recognised in most vertebrates with
antibody class being determined by heavy chain
type, (α, δ, ε, γ or µ, respectively). Antibodies are
bifunctional molecules: The arms at the top of the
Y structure are primarily concerned with antigen
binding and are known as Fab fragments. The
amino acid sequences that make up part of each
Fab fragment are characterised by sequence varia-
bility and are therefore referred to as variable
regions. Within each variable region, three short
polypeptide  sequences show immense variability.
These hypervariable regions together create the
specific antigen  binding site and as such are
referred to as complementarity determining
regions (CDRs). The intervening peptide frag-
ments between the CDRs within the variable
region act as a scaffold for the CDRs and are
known as framework regions. The two Fab frag-
ments are joined at an area of structural flexibility
known as the hinge region. The remainder of the
antibody molecule (the stem of the Y) is known as
the Fc fragment and has a relatively constant
structure. The Fc fragment is responsible for
mediating immune effector functions such as
complement  activation or � phagocyte  binding
following antigen  recognition.
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Antibodies are highly specific, binding only to
a restricted part of a given antigen  known as an
epitope. Given the billions of antibody specifici-
ties that may be produced by the immune system,
an antibody that recognises an epitope on virtually
any molecule may be produced. It is this property
that makes antibodies immensely powerful tools
for experimental, diagnostic and therapeutic pro-
cedures.

In the laboratory, an antibody may be raised by
injecting antigen  into an animal and then collect-
ing the resultant antibody rich serum. However,
this antiserum will contain a variable, heterogene-
ous polyclonal  mixture of antibodies produced by
any number of different B lymphocytes that recog-
nise a variety of epitopes present on the given anti-
gen. In contrast, antibodies produced from identi-
cal copies or clones  of a single B lymphocyte will
have identical antigen  epitope specificity and are
known as monoclonal antibodies (mAbs). In 1975,
Köhler and Milstein won the Nobel Prize for devis-
ing an experimental technique enabling stable and
permanent production of mAb. Mice were injected
with an antigen  of interest thereby eliciting an
antibody response. Antibody producing B lym-
phocytes (isolated from these animal’s spleens)
were then fused with cells previously derived from
an immortal B lymphocyte tumour (myeloma).
Hybrid cells (hybridomas) with the ability to make
the specific antibody of interest and multiply
indefinitely were then selected out, propagated
and cloned, thereby providing a permanent and
pure source of mAb from a single progenitor cell.
Because mouse B lymphocytes are used to derive
these hybridomas, the mAb produced by this sys-
tem is of mouse origin (murine). Although murine
mAbs have proven to be of immense importance
in experimental and diagnostic techniques, their
use in human therapy is problematic. Firstly,
murine antibodies may be recognised by a
patient’s immune system as foreign, leading to the
generation of a human anti-mouse antibody
(HAMA) response.  HAMA responses may
adversely affect the clinical efficacy and half life of
the antibody but also cause the clinical symptoms
of � serum sickness. Secondly, because the Fc
fragment of the mAb is murine rather than
human, it may fail to activate appropriate immune
effector functions, and as such, prove ineffective.

It is clearly unacceptable to immunise humans
to raise antibodies and technically it has proven
difficult to produce fully human antibodies by cell
fusion techniques. Therefore, in an attempt to
overcome the HAMA response and improve the
clinical efficacy of murine derived mAbs for ther-
apy in humans, genetic engineering techniques
have been developed to “humanize” murine anti-
bodies. Chimeric antibodies with mouse variable
regions and human constant regions may now be
produced. This technique involves cloning the
genes that encode for mouse antibody variable
regions (specific to an antigen  of interest) and
inserting them into a vector along with the appro-
priate genes encoding for human immunoglobu-
lin constant domains. This vector is then trans-
fected into an appropriate cell line such as Chi-
nese hamster ovary cells. These cells are then
screened and cloned like conventional hybrido-
mas. Colonies that secrete the resultant chimeric
antibody can then be propagated, thereby provid-
ing a stable source of chimeric mAb. This humani-
zation concept can be taken a step further to pro-
duce “CDR grafted” monoclonal antibodies. This
approach requires the synthesis of a totally novel
variable region using gene sequence information
for the three epitope specific CDRs of interest from
the variable regions of a mouse mAb, with com-
patible sequences from human variable frame-
work regions. These humanized variable regions
can then be linked to human constant region
genes that, when expressed in an appropriate cell
line, may produce an humanized mAb. In prac-
tice, the grafting of murine CDRs alone may result
in some loss of antigen  binding affinity, and a
number of framework region amino acid residues
may also need to be reintroduced alongside the
CDRs to maintain antigen  affinity. The result of
both these approaches is to produce a mAb for
human therapy that is specific to the antigen of
interest, is less immunogenic, has a longer biologi-
cal half-life and is more efficient at recruiting
human Fc dependent immune effector functions.

An alternative technique for producing fully
human monoclonal antibodies is the use of phage
display libraries. Gene segments encoding for
human variable domains of antibodies may be
fused to genes that encode for � bacteriophage
coat proteins. Bacteria may then be infected with
the bacteriophage  and the resultant phage  parti-
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cles that are produced will have coats that express
the appropriate variable domain proteins. In this
manner, phage  display libraries may be built up
consisting of a large collection of phages  (>1010),
each expressing a different variable domain spe-
cific for a different antigen. Phage  display libraries
may then be challenged with an antigen  of inter-
est and phages  that express appropriate antigen
binding domains isolated and cloned. The gene
encoding the variable region of interest may then
be recovered from the isolated phage, joined to the
remaining parts of an human immunoglobulin
gene and transfected into an appropriate host cell
capable of antibody secretion. The result is pro-
duction of a fully monoclonal human antibody
with appropriate antigen  specificity. One final

approach to produce fully human monoclonal
antibodies is to utilise transgenic animals. This
technology requires deletion of an animals own
immunoglobulin genes and the subsequent intro-
duction of human immunoglobulin gene seg-
ments. Subsequent antigen  immunisation then
results in the generation of a fully human immu-
noglobulin.

Monoclonal antibodies are thought to exert
their therapeutic effect through a variety of mech-
anisms: In the treatment of conditions such as
cancer, mAbs may selectively bind to antigen  on
cells of interest, thereby targeting them for
destruction through recruitment of the host’s own
immune system. Secondly, mAbs may act by
blocking cellular communication, a mechanism

Fig. 1 Schematic representation of mouse, human, chimeric and humanized antibody.
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thought to be important in the treatment of some
autoimmune inflammatory conditions. At the
molecular level, this effect might be achieved by
binding and disabling cell surface receptors, or by
binding and inactivating the signalling molecules
themselves. Finally, mAbs may provide their own
inhibitory or stimulatory signals on binding cell
surface receptors, a mechanism also thought to be
of importance in mAb cancer therapy.
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A number of chimerised or humanized mAbs have
now been approved for therapeutic use in humans
in the treatment of autoimmunity, malignancy,
infection and cardiovascular disease. Some of the
currently licensed mAbs will be discussed here. A
much larger number of mAbs are currently being
evaluated in Phase I, II and III trials. In general,
chimeric or humanized mAbs are very well toler-
ated with few side effects. Chimeric or humanized
mAbs still have the potential to evoke host
immune response to the variable domains or
CDRs of the antibody; so-called HACA (human
anti chimeric antibody) or HAHA (human anti
human antibody) responses, although these
responses are uncommon. Short-lived and occa-
sionally severe infusion-related acute hypersensi-
tivity reactions such as fever, skin itching, shiver-
ing, respiratory compromise and low blood pres-
sure sometimes occur. Such effects may be
abrogated by slowing the infusion rate or by co-
administration of antihistamines and steroids.

Infliximab, a chimeric mAb against tumour
necrosis factor (TNF) α has proven beneficial in
the treatment of inflammatory diseases such as
Crohn’s disease and rheumatoid arthritis. TNF is a
� cytokine  with a broad spectrum of pro-inflam-
matory biological activities. Infliximab binds TNF
thereby blocking its activity. Clinical trials have
clearly demonstrated significant clinical efficacy
compared to placebo or conventional therapy.
TNF blockade by Infliximab has been associated
with a number of specific side-effects, notably an
increase in opportunistic infections and the devel-
opment of other autoimmune syndromes. Delayed
hypersensitivity manifested by joint and muscle
aches, rash and facial swelling have been reported
rarely in patients retreated with Infliximab after a
considerable treatment-free interval. Basiliximab,

a chimeric mAb, and Daclizumab, a humanized
IgG mAb, are two mAbs that are thought to exert
at least some of their clinical effects through cell
signal blockade. They are both licensed for the
suppression of graft rejection following allogeneic
organ transplantation. Both mAbs are specific for
the interleukin-2 (IL-2) receptor (CD25) expressed
on activated T lymphocytes, blocking IL2 receptor
binding and its resultant T lymphocyte prolifera-
tive effect. Rituximab, another chimeric IgG mon-
oclonal antibody, binds to CD20, a transmem-
brane protein present on normal and malignant B
lymphocytes. It has proven efficacy in non-Hodg-
kin’s lymphoma and has been shown to be effec-
tive both as a single agent and in combination
with standard chemotherapy. Early clinical trials
are also beginning to show impressive therapeutic
activity in some autoimmune conditions. Rituxi-
mab probably works through a variety of mecha-
nisms that include immune effector targeting and
receptor signalling. Trastuzumab, a humanized
IgG mAb directed against the extracellular domain
of the HER2 (ErbB-2) epidermal growth factor, has
proven efficacy in 25% of patients with metastatic
breast cancer whose tumours overexpress the
HER2 receptor. Its effect is likely to be mediated
through a number of mechanisms that include sig-
nal blockade and immune effector recruitment.
Again, the antibody is effective as a single agent
and has been shown to provide significant addi-
tional benefit to cytotoxic chemotherapy. Of note,
Trastuzumab, particularly in combination with
certain chemotherapeutic agents, has been associ-
ated with longer term cardiac dysfunction. The
basis for the observed cardiotoxicity is, as yet, not
fully explained. Abciximab is the Fab fragment of
a chimeric mAb against the platelet glycoprotein
IIb/IIIa receptor. This receptor is involved in the
final common pathway of platelet aggregation and
thrombus formation, and Abciximab can success-
fully inhibit receptor function. Abciximab also
binds to the vitronectin receptor found on plate-
lets and endothelial cells inhibiting its pro-coagu-
lant function. As an adjunct to aspirin and
heparin, it has proven beneficial in the treatment
of high risk patients undergoing percutaneous
transluminal revascularisation procedures for cor-
onary artery disease, reducing the need for subse-
quent revascularisation and the risk of myocardial
infarction and death. Bleeding and a low platelet
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count are recognised complications of therapy.
Finally, mAbs have been developed to treat infec-
tive diseases. One example, Palivizumab, is a
humanized mAb directed against an epitope on
the fusion glycoprotein  of the respiratory syncitial
virus (RSV). It has potent neutralising and fusion
inhibitory activity against RSV. It is licensed for
the prophylactic treatment of infants at high risk
of infection with this virus and randomised trials
have proven clinical benefit compared to placebo.

Monoclonal antibodies have revolutionised
experimental and diagnostic laboratory tech-
niques. The humanisation of murine monoclonal
antibodies has allowed the development of a wide
variety of generally safe, clinically useful, thera-
pies. The humanization approach may well even-
tually be superseded by the production of fully
human antibodies produced by phage  display
techniques or through the use of transgenic ani-
mals. Given the large number of mAbs currently
undergoing pre-clinical development and being
evaluated in clinical trials, the indications for mAb
therapy are set to increase dramatically.
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5-HT is 5-Hydroxytryptamine (serotonin,
enteramine).

� Serotoninergic System

������	�6�������

Humoral immunity depends on soluble, non-cel-
lular effector mechanisms of the immune system.
These include defensins and complement compo-
nents (proteins of the innate immune system) and
antibodies (products of the adaptive immune sys-
tem). They are capable of reacting with foreign
substances (e.g. bacteria and viruses) to produce
detoxification and elimination.

� Immune Defense
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Hybridization is the act of treating e.g. a DNA
array with one or more labelled preparations
under a specified set of conditions, in order to
bind complementary pairs of DNA molecules.
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� Antifungal Drugs
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� Serotonin
� Serotoninergic System
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� Muscarinic Receptors
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Immediate early genes, e.g., c-fos, c-jun, and c-
myc, are the first genes whose expression is
induced in cells after a growth stimulus. They
encode transcription factors and induce the
expression of other growth-related genes.

�����������
���


Immune complexes are aggregates of antibodies
with their (foreign) antigens which physiologically
initiate the clearance of the substance via inges-
tion and subsequent intracellular degradation by
phagcoytic leukocytes. In type III allergic reac-
tions immune complexes cause disease.

� Allergy
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� Immunity
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Immune defense is the ability of higher organisms
to identify and combat potentially harmful micro-
organisms such as viruses, bacteria, fungi, proto-
zoa and helminths by highly sophisticated mecha-
nisms involving soluble factors (� Humoral
Immunit y)  and immune competent  cel ls
(� Cellular Immunity). In humans two arms of the
� Immune System exist that comprise the innate
immune response and the adaptive immune

response. Mechanisms of immune defense are also
utilized to identify and eliminate (neoplastic)
tumor cells.

� Allergy
� Chemokine Receptors
� Cytokines
� Humanized Monoclonal Antibodies
� Immunosuppressive Agents
� Inflammation
� Interferons
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The task of � innate immunity is to respond rap-
idly to challenges by pathogens by mounting an
acute inflammatory response (� Inflammation)
preferably at the site of infection in order to avoid
a systemic spreading of pathogens (summarized in
Fig. 1). Humoral components of innate immunity
include the complement system, defensins, and
antibacterial enzymes such as lysozyme. Cellular
components of innate immunity comprise den-
dritic cells, monocytes/macrophages, mast cells,
neutrophilic and eosinophilic granulocytes,
basophils and natural killer cells. Tissue macro-
phages, dendritic cells and mast cells serve as sen-
tinel cells at critical sites of pathogen entry such as
skin and mucosa. They recognize structures from
pathogens via pattern recognition receptors.
Depending on the nature of the pathogen and its
site of entry these sentinel cells release typical
mediators including cytokines, chemokines, pros-
taglandins, leukotrienes, and in the case of mast
cells, also histamine. Thus, dendritic cells and
macrophages preferably recruit and activate neu-
trophilic granulocytes and mount an anti-bacte-
rial response (left hand side of Fig. 1), whereas
mast cells provide an environment enabling eosi-
nophils to become activated with the aim to com-
bat larger pathogens such as helminths (right
hand side of Fig. 1). The activated infiltrating leu-
kocytes support the resident phagocytic cells by
effectively removing and/or killing the pathogens
(neutrophilic granulocytes and monocytes/mac-
rophages) or by killing (virus-) infected host cells
(NK cells).
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In summary, critical steps in the activation of
innate (and subsequently adaptive) immunity are
the recognition of pathogens, the activation of
sentinel cells and most importantly the synthesis
and release of mediators such as cytokines. Inabil-
ity to produce and release master cytokines largely
abrogates immune defense mechanisms. It needs
to be emphasized that innate and � adaptive
immunity  closely interact and that the effector
mechanisms of innate immunity are greatly
enforced by products of lymphocytes, e.g. inter-
feron-γ. On the other side, effectivity of comple-
ment factors is enhanced by the presence of anti-
bodies, which are products of the adaptive
immune system.
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Parallel to orchestrating acute inflammatory proc-
esses by providing an optimal milieu of cytokines,
mediators and adhesion molecules in order to
recruit and activate effector cells to the site of

infection, dendritic cells also serve as professional
antigen presenting cells (� Antigen Presentation,
� Antigen Receptors). After having ingested path-
ogens or pathogenic structures they move out of
the (inflammed) tissue into the draining lymph
node (bottom part of Fig. 1). During this migra-
tion they process antigens and present peptides
from ingested particels on MHC class II mole-
cules, which become upregulated.
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In the specialized environment of the lymph nodes
(or the spleen), dendritic cells provide the require-
ments for naive T lymphocytes to become acti-
vated and to proliferate. The professional antigen
presenting cells present peptides in MHC II, they
express � co-stimulatory molecules, and release
cytokines into the immunological synapse formed
by the antigen presenting cell and the naive T-lym-
phocyte. Thus, cells of innate immunity initiate
and facilitate the activation of naive lymphocytes,
and it is easily conceivable that their repertoire of

Fig. 1 Innate immune responses after challenge of skin or mucosa: Acute inflammation and priming of adap-
tive immunity.
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cytokines and adhesion molecules will instruct
the naive T-lymphocyte during activation and dif-
ferentiation to T-effector cells.
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The hallmark of T- and B-lymphocytes is that each
single lymphocyte expresses one specificity of
antigen receptor that was created randomily dur-
ing the development of only that lymphocyte. This
is achieved by sequential genetic rearrangement of
the gene segments coding for either the β- and α-
chain of the T cell antigen receptor or the heavy
and light chain of the surface immunoglobulin
which serves as B cell antigen receptor. This proc-
ess generates millions of individual mature naive T
and B cells each carrying one type of antigen
receptor with a single defined antigen specificity,
thus creating a repertoire of millions of antigen
specific lymphocytes. Upon encountering its spe-
cific antigen, one lymphocyte proliferates and
expands to become an effector cell (� Clonal
Selection). In strict contrast to T- and B- lym-

phocytes, cells of the innate immune system do
not rearrange genes to create receptors recogniz-
ing pathogenic structures; innate immune recep-
tors are always germ-line configurated.
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%���This class of lymphocytes differ-
entiates from immunologically incompetent stem
cells of the bone marrow within the thymus –
hence the name thymus-dependent (T-) lym-
phocytes. Two major subclasses develop simulta-
neously, T-helper lymphocytes (Th) and cytotoxic
effector lymphocytes (Tc). The cytotoxic T-lym-
phocytes (carrying on the surface the differentia-
tion marker CD8) destroy cells which carry their
cognate antigen bound to MHC class I molecules
on the surface by inducing apoptosis. Tc cells
appear to have developed to cope with virus infec-
tions. As viruses can only replicate within cells, Tc
eliminate them by destroying their “factories”.

For an effective defense, antigen specific Tc
have to proliferate, whereby up to a 107 fold
increase in numbers may occur. This process is
regulated by T helper lymphocytes, which recog-
nize their specific antigen when it is presented on

Fig. 2 Cytokines involved 
in the development of 
adaptive immune 
responses.
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MHC-class II molecules. A subpopulation, Th-1
cells, provides the central growth factor, inter-
leukin-2 (IL-2). These cells also secrete interferon
(IFN)γ, which represents the strongest activator of
macrophages and thus recruits the innate immune
system for adaptive immune responses, especially
for the defense of bacteria or fungi.

A second population of Th-cells, Th-2, regu-
lates B-cell responses (see below) by secreting a
different set of cytokines including IL-4, IL-5, IL-6,
IL-10, IL-13.

Th-1 and Th-2 cells develop during an immune
response from a common ancestor, the Th-0 cells.
Th-1 cells, once generated, promote their own dif-
ferentiation and simultaneously block the devel-
opment of Th-2 cells. Vice versa also Th-2 cells
promote their own differentiation and inhibit that
of their counterpart. In addition, Th-1 develop-
ment is initiated by secretion of IL-12 and IL-18
from cells of the monocytic lineage, often stimu-
lated by e.g. bacteria, and Th-2 by secretion of IL-4
from mast cells. Thus the balance between Th-1
and Th-2 cells is central for a physiological defense
mechanism, which usually affects T- as well as B-
cell responses (schematically depicted in Fig. 2). If
it is skewed towards Th-1, chronic inflammatory
situations may occur, if it is skewed towards Th-2,
allergy can be the result.
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%���Also derived from the hemopoetic
stem cells, B-lymphocytes differentiate in the bone
marrow, which gave them the name. Upon bind-
ing of an antigen to its immunoglobulin receptor a
B-cell starts to proliferate and differentiate into
plasma cells synthesizing and secreting antigen-
specific antibodies. Initially the high molecular
weight IgM is secreted, upon continued or
repeated antigen-binding the B-lymphocyte
switches to other immunglobulin classes, IgG, IgA,
or IgE, which preserve the original antigen specifi-
city. These antibody classes fulfil different func-
tions. IgM is very effective in activating comple-
ment that can kill bacteria and thus constitutes an
early defense mechanisms against invading infec-
tives. Because of its size, however, it does not pen-
etrate into tissues. IgG, which is the most abun-
dant immunoglobulin, can reach sites outside the
circulation, it is less effective in complement acti-
vation, but additionally induces phagocytosis by
interacting with immunglobulin Fc-receptors on

phagocytic cells. IgA is secreted into gut, mucosal
membranes of the respiratory tract or tear ducts
and constitutes an early barrier for invading infec-
tives literally outside of the body. IgE has an
important function in fighting infections that are
too large to be ingested by cells, such as parasites.
In highly industrialized countries, predominantly
IgE is associated with allergy.

Effective antibody synthesis and switching
from IgM to the other Ig-classes requires help by
Th-cells, predominantly but not exclusive by Th-2
cells. The master cytokine responsible for a switch
to IgE and thus development of an allergy is inter-
leukin-4.
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Immune defense mechanisms can become delete-
rious for an individual when they are not control-
led properly. Then they can cause disease. In such
situations therapy is aimed to dampen immune
reactions. Important examples are septic shock,
allergy, autoimmune diseases and chronic inflam-
matory diseases such as rheumatoid arthritis.
Also, the success of organ transplantation depends
on the inhibition of the immune response against
the foreign organ.

But also several situations can be anticipated in
which support of the immune system is required.
These include congenital defects in the immune
repertoire, acquired immune deficiencies, but also
situations in which the immune system is compro-
mised after treatment of patients, e.g. after radia-
tion or chemotherapy.
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.	����	����%���Probably the oldest and most effi-
cient method of supporting immune defense
mechanisms is vaccination. The principle is to
induce an immune reaction towards a dead or
denatured pathogen or parts of it in order to raise
a high titre, high-affinity specific antibody
response or to generate memory T effector cells.
Upon re-exposure this will allow rapid and effi-
cient clearance of the pathogen before it can cause
harm. If such protective antibodies are generated
by vaccination of the individual, one calls this
active immunization. If the antibodies are raised
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in other individuals or animals and injected into
the recipient for immediate protection this is
denominated passive immunization. Vaccination
has proven to be an extremely powerful and suc-
cessful tool to combat many viral infections, with
increasing success also in bacterial infections.

&�������

�.	����	����%���Tumor cells are recognized
and killed by cytotoxic T cells. Unfortunately, fre-
quently the cytotoxic response mounted against
the tumor cells is not sufficient in patients to elim-
inate the tumor. The number and activation status
of tumor-specific T cells can be increased by
tumor cell vaccination. This technique uses den-
dritic cells derived from the patient that are loaded
with tumor antigens by different methods. This
results in the presentation of peptides of the tumor
cells on the dendritic cell. These modified antigen-
presenting cells are reintroduced into the tumor
patient where they are capable of either mounting
a non-existent anti-tumor response by T cells or
by enhancing an existing but ineffcient T cell
response to the tumor. This novel strategy is pres-
ently in an experimental stage with encouraging
clinical results.
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%���Human immunoglobulin prepa-
rations from pools of a great number of people
(>1000) with assumed antibodies against common
viruses are used as a means of “passive immuniza-
tion” in acute infections. More specific antibody
preparations with high titers from patients who
recovered recently from a viral disease or were
immunized against toxins are also available in
some countries. With the advent of monoclonal
antibody technology a series of murine antibodies

were probed with respect to therapeutic interven-
tion. To avoid rapid formation of human anti-
mouse antibodies, often non-antigen binding
parts of the antibody molecule are replaced by
human homologues (humanized monoclonal anti-
bodies). The use of therapeutic antibodies is rap-
idly increasing, including anti-tumor antibodies,
antibodies that prevent blood clotting or inhibit
immune reactions (see below).
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%���Several cy-
tokines are in clinical use that support immune
responses, such as interleukin-2, interferons, col-
ony stimulating factors etc. IL-2 supports the pro-
liferation and effector function of T-lymphocytes
in immune compromised patients such as after
prolonged dialysis or HIV infection. Interferons
support antiviral responses or antitumoral activ-
ites of phagoytes, NK cells and cytotixic T-lym-
phocytes. Colony stimulatory factors enforce the
formation of mature blood cells from progenitor
cells e.g. after chemo- or radiotherapy (G-CSF to
generate neutrophils, TPO to generate platelets,
EPO to generate erythrocytes).
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Dead or live bacteria may be effective to stimulate
inflammatory reactions of phagocytic cells against
tumor cells. The best-characterized treatment is
the use of Bacillus Calmette Guerin (BCG) in the
case of bladder cancer where activation of the
immune response is capable of controlling tumor
growth.

Similar results may be obtained with muramyl
dipetides and CpG oligonucleotides, most com-

Fig. 3 Drugs involved in 
suppressing innate and 
adaptive immune 
response. Abbreviations: 
mAb: monoclonal anti-
body, TCR: T cell antigen 
receptor, IL-2 interleukin-
2, R: receptor, CD: cluster 
of differentiation.
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monly used as adjuvants in the course of vaccina-
tion.

��!�,������� ��������-��!	��
�
%���Two main strate-
gies are presently used to suppress immune
responses (summarized in Fig. 3). The first focuses
on cytokines, the central mediators of the immune
system. Effcient inhibition of cytokine production
can be achieved by glucocorticoids. Specific anti-
cytokine strategies include the use of monoclonal
antibodies, soluble receptors or receptor con-
structs.

The second target is the T-lymphocyte as the
central regulatory cell of specific or adaptive
immunity. Inhibition of T cell activation can be
achieved on different levels. Drugs like ciclosporin
or tacrolimus (FK506) affect activation, whereas
cytostatic drugs or sirolimus (rapamycin) inhibit
proliferation. Specific elimination of T cells can be
achieved by anti CD3 antibodies or anti CD4 anti-
bodies, unspecific cell killing of proliferating T-
cells by cytotoxic drugs. The aim is to impair
immune reactions by removing the source of T-
cell help (→ immunosuppression).

�
������������
%���At pharmacological concentra-
tions glucocorticoids are the most efficient inhibi-
tors of the synthesis of several cytokines, includ-
ing those produced by T-lymphocytes, like IL-2,
IL-4, or IFNγ, or by inflammatory cells e.g. IL-1,
IL-6, IL-8, IL-12, IL-18, or TNFα (→ cytokines).
The molecular mechanisms of the inhibition of
cytokine protein synthesis – in contrast to their
physiological action, i.e. the induction of meta-
bolic enzymes (→ glucocorticoids) – is not com-
pletely understood. Contributing factors are the
interaction of the cytosolic glucocorticoid recep-
tors after they have bound glucocorticoids with
transcription factors regulating cytokine synthe-
sis, and thereby blocking their binding to DNA, as
well as the induction of inhibitory proteins. Gluco-
corticoids are effective in severe forms of allergy,
autoimmune diseases, and all forms of chronic
inflammatory diseases.

"���)����(������$����
�0&��	�����
1%���In addition to
inhibiting cytokine synthesis by glucocorticoids,
cytokine effects can be prevented by scavenging
the cytokine either with neutralizing antibodies or
soluble receptors or by blocking the respective

cytokine plasma membrane receptors with block-
ing antibodies or receptor antagonists.

Examples are:
◗ Anti-cytokine antibodies

Infliximab: Humanized monoclonal antibody 
against TNFα. Effective in the treatment of severe 
forms of rheumatoid arthritis where it can halt 
disease progression, or inflammatory bowel dis-
ease (IBD).

◗ Soluble receptor constructs
Etanercept: This genetically engineered drug 
consists of the extracellular part of the TNF re-
ceptor type I and the Fc portion of human IgG. Its 
application mirrors that of infliximab.

◗ Anti-cytokine receptor antibodies
Basiliximab, Dacluzimab: Both are humanized 
monoclonal antibodies against the IL-2 receptor 
that block T cell proliferation by inhibiting IL-2 
and thus decrease the T-cell mediated frequency 
of rejection episodes in organ transplantation.

There are further anti-cytokine approaches
that have shown to be effective in clinical trials,
but are not yet approved. Those include IL-1 recep-
tor antagonist, a naturally occurring complete
antagonist (anakinra®) in chronic inflammatory
diseases such as rheumatoid arthritis; IL-4 recep-
tor antagonist, a mutated IL-4 (protein) with prop-
erties of a complete antagonist in bronchial
asthma, Anti IgE monoclonal antibody which
blocks IgE (→ allergy) in bronchial asthma, or
other IgE dependent allergic diseases.

�� ������
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The immune system is a distinct organ in verte-
brates, specialized to defend against invading
infections or poisons in order to preserve the
integrity of the organism. For this task it is dis-
seminated throughout the body in primary and
secondary lymphoid organs and the circulating
blood. It contains the cells responsible for innate
and adaptive immunity and humoral factors.

� Immune Defense
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Immunity is the innate or acquired ability of a
higher organism to succesfully defend life against
potentially harmful agents like infections or poi-
sons.

� Immune Defense
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� Immune System
� Antibodies
� Humanised Monoclonal Antibodies
� Allergy
� Table appendix: Adhesion Molecules
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Immunomodulators are a group of mostly stimu-
latory effectors which act on cells of the immune
system (e.g. cytokines, interferons).

� Cytokines
� Interferons
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Immunophilins are the intracellular binding pro-
teins of several immunosuppressive drugs.
Cyclosporin A exerts its action after binding to
cyclophilin. Tacrolimus and sirolimus predomi-
nantly bind to the protein FKBP-12 (FK binding
protein-12).

� Immunosuppressive Agents
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Immunosuppressants
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Immunosuppressive agents (immunosuppres-
sants) are drugs that attenuate immune reactions.
An application is indicated in case our immune
system reacts inadequately leading to serious dis-
eases or normal immune reactions are unwanted
e.g. following transplantations.

� Allergy
� Glucocorticoids
� Humanized Monoclonal Antibodies
� Immune Defense
� Inflammation
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Immunosuppressive drugs comprise a large spec-
trum of substances with different mechanisms of
action where � T-lymphocytes  represent a major
target (1,2). In general, immunosuppressants can
be divided into those that
◗ inhibit T-lymphocyte proliferation in an unspe-

cific manner
◗ decrease the pool of circulating lymphoytes
◗ more specifically attenuate the activation of T-

lymphocytes and
◗ inhibit the interaction between antigen or anti-

gen-presenting cells (APC) and T-lymphocytes.
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���
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�!	����%���This drug belongs to the group
of alkylating antineoplastic drugs. Alkylation
finally results in covalent cross-linkage of DNA
strands that interrupts the replication of all divid-
ing cells including activated lymphocytes. Thus,
both cellular and humoral immune reactions
(antibody production) are inhibited.
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%���Metotre-
xate belongs to the class of antimetabolites. As a
derivative of folic acid it inhibits the enzyme dihy-
drofolate reductase resulting in a decreased pro-
duction of thymidine and purine bases. This inter-
ruption of the cellular metabolism and mitosis
leads to cell death.
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Inosine monophosphate dehydrogenase (IMPDH)
is a key enzyme of purine nucleotide biosynthesis.
Purine synthesis in lymphocytes exclusively
depends on the de novo synthesis, whereas other
cells can generate purines via the so-called “sal-
vage pathway”. Therefore, IMPDH inhibitors pref-
erentially suppress DNA synthesis in activated
lymphocytes.

"�	�!�������%���In vivo azathioprine is rapidly con-
verted into its active metabolite 6-mercaptopu-
rine by the enzyme thiopurine methyltransfrase
(TPMT). The active agent inhibits IMPDH func-
tion. Furthermore, it also acts as antimetabolite of
the RNA and DNA synthesis particularly in T-lym-
phocytes leading to cell death. Due to genetic pol-

ymorphism of TPMT, therapy may fail, thus it is
currently discussed whether individual patients
should be monitored before use of azathioprine.
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%���The active metabolite of
this drug is mycophenolic acid (MPA), which
inhibits IMPDH, too. MPA is metabolized in vivo
by glucuronidation. It has to be noted that its acyl
glucuronide inhibits IMPDH with similar potency
compared to the parent compound.

-�����,���%���This immunosuppressive drug, which
is only marketed in Japan, is a nucleoside analog.
Its phosphorylated form, mizoribine-5-phosphate,
is a potent inhibitor of IMPDH activity.
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'� 
�������%���The active metabolite of lefluno-
mide, the ring-opened drug A771726, inhibits
dihydroorotate dehydrogenase (DHOD) which is
the key enzyme of the de novo pyrimidine synthe-
sis. Inhibition of synthesis stops proliferation of
activated lymphocytes.

���2���	�%���This drug also inhibits DHOD activity
but has not been approved yet.
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�,�
���0"&�1%���Both globulins exert their effect by
depletion of circulating lymphocytes either by
complement-dependent lysis or by phagocytosis
after opsonization. However, ALG and ATG are
non-human polyclonal antibodies. To prevent sen-
sitization application is restricted to a time period
of several days only.

"������3�0�������	,)��31%���Muronomab CD3 is a
murine monoclonal antibody directed against the
CD3 complex of the T-lymphocyte antigen recep-
tor. This drug selectively diminishes the T-lym-
phocyte pool resulting in a strong lymphopenia.
Similar to other non-human antibodies the gener-
ation of human anti murine antibodies (HAMA)
limits its long-term use.
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"������4�05�&)4	1%���Murine monoclonal antibodies
reacting with CD4, which is solely located on T-
helper lymphocytes and monocytes/macro-
phages, may also be suited for immunosuppres-
sion.

�	��	�!�6+�0	
�������	,1%���This is a humanized
anti CD52 � monoclonal antibody. At present it is
in clinical use after bone marrow transplantation
and for the treatment of refractory chronic lym-
phocytic leukemia.
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����	,1%���The chi-
meric human/murine (basiliximab and dacluzi-
mab) or murine (inolimomab) monoclonal anti-
bodies are specifically directed against a part
(CD25) of the IL-2 receptor. Binding of one of
these antibodies to CD25 thereby displaces physio-
logical interleukin-2 and prevents proliferation of
activated T-lymphocytes.

#9��:�(��	
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�0��'1%���SRL (also
termed rapamycin) is a macrolide lactone isolated
from the ascomycete species Streptomyces hygro-
scopicus. After binding to its cytosolic receptor
FKBP-12 the resulting complex inhibits the multi-
functional serine-threonine kinase mTOR (mam-
malian target of rapamycin). Inhibition of mTOR
prevents activation of the p70S6 kinase and suc-
cessive G1 to S phase cell-cycle transition. Transi-
tion is required for the onset of IL-2 induced T-cell
proliferation. Additionally, SRL also attenuates
growth factor induced proliferation of several
non-immune cells and also inhibits metastatic
tumor growth and angiogenesis.

�����
���
�0�"�1%���This is the synthetic derivative
(40-O-(2-hydroxyethyl)rapamycin) of sirolimus.
Its molecular mode of action resembles that of
SRL. It is still in clinical trials.
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� Glucocorticoids%���After diffusion through the
cell membrane, glucocorticoids bind to their spe-
cific receptor, which acts as hormone-dependent

transcription factor. In the nucleus transcription
of several genes is regulated after binding at spe-
cific glucocorticoid responsive elements of the
DNA or by transactivation through interaction
with other co-activators. In several cell types glu-
cocorticoids induce transcription of the protein
IκBα, which binds to the transcription factor
NFκB thus preventing its activation and nuclear
translocation. The important feature for the strong
immunosuppressive action of glucocorticoids is
inhibition of the synthesis of those cytokines that
are involved in the activation of lymphocytes, i.e.
interleukin-1 and -2. Therefore, especially cellular
immune reactions are affected. In addition, a
short-term reduction of circulating lymphocytes
in the blood is observed after glucocorticoid treat-
ment, due to a reversible sequestration in the bone
marrow.
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"1%���CsA is a water-insoluble cyclic
peptide from a fungus composed of eleven amino
acids. CsA binds to its cytosolic recector cyclophi-
lin. The CsA/cyclophilin complex reduces the
activity of the protein phosphatase calcineurin.
Inhibition of this enzyme activity interrupts anti-
gen receptor induced activation and translocation
of the transcription factor � NFAT to the nucleus
which is essential for the induction of cytokine
synthesis in T-lymphocytes.

&	���
���
�0&�'1%���TRL (in the past also named
FK506) belongs to the group of macrolides and is
produced by a special actinomycete species. TRL
binds to its cytosolic receptor FKBP-12, however, it
also blocks calcineurin activity and subsequently
cytokine synthesis.

#������
���
�0"�-�;<61%���ASM 981 is a ascomycin
derivative that has been approved  for topic appli-
cation only.
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1%���The exac t
molecular mode of action of this drug, which is so
far only marketed in Japan, is not clear. Presuma-
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bly, it interferes with antigen processing in antigen
presenting cells.

�&'"4)�$� �
�����������%���This is a immunoglobulin
fusion protein with the cytotoxic lymphocyte anti-
gen 4 (CTLA-4) receptor. By binding to CD80/86
on APCs it inhibits the CD28 costimulatory signal
in lymphocytes. It is speculated that this can result
in tolerance but up to now there is only experi-
mental data (3).
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%���Such antibodies,
which are still in an experimental status inhibit
CD40 – CD40L (= CD154) interaction.

.��	�����3�	�	
�$��
%���In addition to its classical
role as regulator of calcium homeostasis, 1,25-
dihydroxyvitamin D3 (calcitriol) displays immu-
nosuppressive properties. Inhibition of T-lym-
phocyte proliferation seems to be mediated via
regulation of CD80/86 co-stimulatory molecule
expression on antigen presenting cells. For clini-
cal use as immunosuppessant, however, analogues
of vitamin D3 that do not influence calcium
metabolism are needed.
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��0	
� 	����1%���Alefacept is a human
recombinant integrin LFA3-IgG fusion protein that
binds to the CD2 receptor thus blocking T-cell
activation.

"������66	�	���,����0	���
 	1%���This is a murine anti-
leukocyte functional antigen (LFA)-1α antibody
that blocks LFA-1α (CD11a) - ICAM-1 (CD54) inter-
action.

"������"-)6�	���,����0��
����	,1%���This  mur ine
antibody also blocks LFA-1α - ICAM-1 interaction.

�&=97�%���This experimental drug is a derivative of
myriocin. After phosphorylation FTY720 modu-
lates chemotactic responses and lymphocyte traf-
ficking, leading to reversible lymphocyte seques-
tration in secondary lymphoid tissues.
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Specific immunity is a highly sophisticated
defense mechanism of higher organisms. A high
level of specificity is given by immune responses
directed against antigen epitopes of pathogenic
microorganisms, foreign (transplant) or trans-
formed cells (tumor) or even autologous cells
(autoimmunity). Thus treatment with immuno-
suppressive agents is indicated for transplanta-
tions, systemic autoimmune diseases, chronic
inflammatory diseases and certain types of aller-
gic disease.

In any case, immunosuppressive therapy has to
be carefully balanced in order to achieve a suffi-
cient reduction of the unwantedimmune reactions
and to avoid complete suppression of host defence
that might result in bacterial, viral, fungal, and
parasitary infections or increases in the incidence
of various malignancies. Besides these unspecific
adverse effects of all immunosuppressants drug-
specific side effects, i.e. organ toxicity or meta-
bolic alterations (hypertension, hyperglycaemia,
hyperlipidaemia) are apparent (4). All antiprolif-
erative immunosuppressive drugs can lead to
hematologic disorders like leukopenia, thrombo-
cytopenia, and anaemia indicating a continuous
control of hematopoiesis.

Indications for the clinical use of immunosup-
pressive drugs are: transplantation, autoimmune
diseases, chronic inflammatory diseases, allergic
reactions.

&�	�
�
	��	����
The allogenic transplantation of solid organs, i.e.
kidney, heart, liver, lung, small intestine, and pan-
creas, constitutes an absolute indication for a life-
long treatment with immunosuppressive agents.
The major goal of the therapy is to prevent acute
or chronic rejection of the donor organ. Patients
transplanted with allogenic bone marrow have to
be saved from non-desired immune reactions
caused by transfered mature lymphocytes (graft-
versus-host reaction).

Immunosuppressive therapy in allogenic trans-
plantation consists of an induction phase (first
four weeks) followed by the maintenance phase
(normally lifelong). Because of the higher risk of
acute organ rejection especially in the induction
phase a combination of several immunosuppres-
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sants including antibodies with high dosages and
blood target concentrations are utilized.

Treatment with specific antibodies (ALG, ATG,
anti CD3, anti CD25) is indicated during the induc-
tion phase after transplantation and in the case of
acute rejection for short time periods. Therapy
with non-human antibodies may cause sensitiza-
tion. Muromonab CD3 might initiate a cytokine
release syndrome (fever, chills, headache).

During the maintenance phase dose reduc-
tions are aimed. However, in most cases a dual or
triple combination therapy is still necessary. The
use of drugs with different mechanisms of immu-
nosuppressive action allow the application of
lower doses additionally resulting in decreased
toxicity.

Glucocorticoids belong to the oldest immuno-
suppressive agents given to transplant recipients
and are part of most treatment regimens. How-
ever, due to their numerous side effects (see: glu-
cocorticoids) particularly at high and continuous
dosage, they are withdrawn or doses are largely
reduced within months.

Current immunosuppressive regimens depend
on a combination of a T-lymphocyte specific cal-
cineurin phosphatase inhibitor (CsA or TRL) and
a newer antiproliferative drug (MPA or SRL).
Although CsA and TRL display a similar mecha-
nism of action some differences in their side effect
profiles are obvious. The most common unwanted
effects of CsA comprise of nephrotoxicity, hepato-
toxicity, neurotoxicity, hypertension, hyperlipi-
daemia, increased diabetogenic risk, hirsutism,
and gingival hyperplasia. TRL appears equally
nephrotoxic but hypertension and hyperlipidae-
mia occurs less ; hyperglycaemia is more frequent
than after CsA treatment. Gingival hyperplasia is
lacking but TRL may result in alopecia. In con-
trast, MPA and SRL are not nephrotoxic, however,
myelosuppression is a common side effect of both
drugs. The use of MPA is limited by dose-related
gastrointestinal disorders. SRL, CsA, TRL and glu-
cocorticoids induce hyperlipidaemic effects
including increases in cholesterol as well as trig-
lyceride serum levels that have to be treated with
hydroxymethylglutaryl coenzym A (� HMG-CoA-
reductase-inhibitors.

Most immunosuppressive drugs applied in the
maintenance phase after transplantation are sub-
strates of the efflux pump P-glycoprotein (MDR1)

and the cytochrome P450 3A4 (CYP3A4) metabo-
lising enzyme system in the gastrointestinal tract
and the liver. Both MDR1 and CYP 3A4 are focal
points of numerous pharmacokinetic interac-
tions. Thus, co-administered drugs can either
induce (e.g. rifampicin, St John’s wort) or inhibit
(e.g. erythromycin, diltiazem, fluconazol) MDR1
and CYP3A4 expression or activity resulting in
reduced or elevated blood concentrations of the
immunosuppressants. For this reason it is also
advised that the oral intake of CsA and SRL should
be interrupted by a four hour interval.

&!��	����������$�-��������$�0&�-1
Individualisation of treatment by TDM is indi-
cated for most immunosuppressive agents exhibit-
ing a narrow therapeutic index and broad interin-
dividual pharmacokinetic variability. A careful
monitoring of the respective target concentrations
of MPA, CsA, TRL, SRL, and RAD can help to min-
imize their toxicity and to reduce the incidence of
acute organ rejection. It is a matter of discussion
whether trough or maximum blood levels should
be determined in clinical practice (5).
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Immunosuppressive agents are indicated for the
therapy of systemic autoimmune diseases (e.g. sys-
temic lupus erythematodes, myasthenia gravis)
exhibiting severe organ-specific disorders which
cannot be treated by other drugs. In general,
immunosuppressive treatment of autoimmune
disease is less successful as compared to organ
transplantation, because of intra-individual varia-
bilities.
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In the pathogenesis of many chronic inflammatory
diseases (e.g. � rheumatoid arthritis, glomeru-
lonephritis, colitis ulcerosa, Morbus Crohn, atopic
dermatitis, psoriasis) autoimmune processes play
an important role, too. Although first of all non-
steroidal antiinflammatory agents or glucocorti-
coids should be applied, immunosuppressive
agents may also be indicated.

Low-dose methotrexate is used for treatment of
rheumatoid arthritis despite side effects such as
disorders of the gastrointestinal tract and the liver.
Leflunomide is also approved for this indication,
however, hepatoxicity limits its use as first option.
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For the topical treatment of some chronic
inflammatory skin diseases (like atopic dermati-
tis) immunosuppressive macrolides (like TRL and
pimecrolimus) that permeate the inflamed epider-
mis are of benefit for patients. Severe side effects
comparable to those after systemic application of
TRL in transplanted patients (see above) have not
been observed so far. For the treatment of psoria-
sis vulgaris these drugs are less effective. The CD2
antagonist alefacept may be a suitable alternative.

"

��$�����	�����

Allergic reactions (especially those of type IV) can
lead to disorders which resemble autoimmune or
chronic inflammatory diseases. If an immediate
elimination of the antigen is not feasible, immuno-
suppressive drugs can represent a reasonable
addendum.
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Inosine monophosphate dehydrogenase (IMPDH)
is the key enzyme of purine nucleotide biosynthe-
sis. Proliferation of activated lymphocytes
depends on rapid de novo production of purine
nucleotides for DNA synthesis.

� Immunosuppressive Agents
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Importins are transport proteins at the nuclear
pore complex, needed for the selective import of
proteins into the nucleus. They recognize nuclear
localization signal sequences of cargo proteins. 

� Small GTPases
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Inflammation occurs when a living tissue is
injured or infected by microorganisms. It is a ben-
eficial, self limited response that requires phago-
cytic cells and elements of circulating plasma to
enter the affected area. In principle it may achieve
resolution and repair as the ideal outcome of
inflammation. The persistent accumulation and
activation of leukocytes is a hallmark of chronic
inflammation.

� Allergy
� Glucocorticoids
� Immune Defense
� Immunosuppressive Agents
� Non-steroidal Anti-inflammatory Drugs
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The clinical characteristics of acute inflammation
are familiar to anyone who has suffered from a
burned or infected finger. The account comprises
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the cardinal symptoms of inflammation with heat,
redness and painful swelling that were reported by
the Roman encyclopedist Celsus as calor, rubor,
tumor and dolor. Galen of Pergamon added a fur-
ther sign of inflammation, the impaired function
or functio laesa. Though unpleasant these signs
are indicators of useful processes going on with
the aim for limiting tissue damage and infection
and initiating repair. Inflammation starts after an
initial injury by mechanical trauma, infections,
UV-irradation, burns, ischemia and many others.
It initially comprises the release of chemical medi-
ators like histamine from a population of cells that
are distributed throughout the connective tissue
and are extremely sensitive to injury, the mast
cells. The same is true for the blood basophil,
which in many aspects resembles the mast cell.
Histamine and secondary mediators like eicosa-
noids and nitric oxide cause vasodilatation and
increase the calibre of arterioles, capillaries and
venules, which results in increased blood flow to
the injured area and consequently redness and
heat. An increase in the vascular permeability
causes the loss of solutes and proteins from the
blood plasma, a process called exsudation, which
leads to swelling and oedema formation (tumor).
The local increase in tissue turgor and the activa-
tion of the kinin cascade with the generation of
particularly bradykinin are major factors causing
pain, the fourth cardinal symptom of inflamma-
tion. Besides these changes of the microcirculation
the acute inflammatory response essentially
requires the extravasation of leukocytes and
phagocytosis of microorganism and cell or tissue
debris.
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The migration of phagocytic cells to the site of
damage is one of the most fundamental compo-
nents of the acute inflammatory response, and the
key players in this process will be presented next.
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%���The vascular endothelium
plays an important role in regulation of vascular
tone and permeability. Dilatation of arterioles to
increase blood flow and constriction of endothe-
lial cells of postcapillary venules causing exsuda-
tion of plasma constituents illustrates the com-
plex nature of this cell type. Moreover, by expres-
sion of adhesion moledules and secretion of

� chemokines  endothelial cells play an important
role in the recruitment of leukocytes to the
inflamed area. Endothelial cells express two basic
types of adhesion molecules on their surface:
a) � Selectins (E-Selectin, P-Selectin)
b) Members of the immunglobulin gene super-

family (VCAM-1, ICAM-1, ICAM-2)
Selectins are a family of glycoproteins that allow
the initial attachment and rolling of leukocytes on
endothelial cells. Selectins are not expressed on
the surface of resting endothelial cells but are
exposed upon activation with a number of media-
tors like � interleukin 1 (IL-1), tumor necrosis fac-
tor α (� TNFα), lipopolysaccharide or thrombin.
Two endothelial selectins have been reported. E-
selectin is synthesized de novo and expressed on
endothelial cell surface following stimulation. The
specific ligand for E-selectin is stored in Weibel-
Palade bodies of endothelial cells and in α-gran-
ules of platelets and is translocated within min-
utes to the plasma membrane following exposure
to inflammatory mediators. The ligand for P-selec-
tin is the so-called P-selectin glycoprotein ligand 1
(PSGL-1), which has the sugar lacto-n-fucopen-
tose III in its core domain and is present on
hematopoietic cells.

The second class of adhesion molecules
expressed on endothelial cells belong to the
immunglobulin gene superfamily. These trans-
membrane glycoproteins structurally resemble in
certain parts the structure of immunglobulins.
Whereas intercellular cell adhesion molucule 1
(ICAM-1) and ICAM-2 are constitutively expressed
on endothelial cells, the third member vascular
cell adhesion molecule 1 (VCAM-1) is not present
on resting endothelial cells but is upregulated
together with ICAM-1 in the course of acute
inflammation by cytokines like IL-1 or TNFα
within a few hours. The counterreceptor on the
cell membrane of leukocytes that binds to ICAMs
and VCAM-1 belong to the � integrin family of
adhesion molecules.

&!��>������!�
%���In the very early phases of the
acute inflammatory response most of the cells
invading the damaged area are polymorphonu-
clear neutrophils, also denoted as PMNs, which
serve as initial line of defense and source of proin-
flammatory cytokines. These cells, which usually
live for 4–5 days, circulate in the blood until they
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are attracted by � chemokines into injured tis-
sues. Whereas physical injury does not recruit
many neutrophils, infections with bacteria or
fungi elicit a striking neutrophil response. The
characteristic pus of a bacterial abscess is com-
posed mainly of � apoptotic and necrotic PMNs.
Emigration of neutrophils from the blood starts
with a process denoted as margination where neu-
trophils come to lie at the periphery of flowing
blood cells and adhere to endothelial cells (Fig. 1).
L-Selectin is expressed constitutively on most leu-
kocytes and interacts with ligands that are
induced in endothelial cells exposed to inflamma-
tory cytokines. The second class of surface mole-
cules that mediate adhesion of neutrophils and
monocytes to endothelial cells are the integrins.
Leukocyte integrins are heterodimeric transmem-
brane proteins consisting of α and β chains with
short cytoplasmic domains that are engaged in
signal transduction. Many cells express integrins,
and some of the known integrins are cell-type spe-

cific. Integrins mediate firm adhesion that follows
the initial rolling of leukocytes along the endothe-
lial cell lining. All the leukocyte integrins share a
common small subunit, the β2 subunit. There are
at least four larger α subunits known that can
associate with the β2 subunit to form unique
receptors. It is these β2-integrins that adhere to the
endothelial ICAMs in the course of acute inflam-
mation. Once the neutrophils have made firm con-
tact to the endothelial cells they protrude pseu-
dopodia and leave the blood vessel by squeezing
through the gap between adjacent endothelial cells
and subsequently pass the basement membrane
(Fig. 1). The whole process takes a few minutes.

&!��-�������8-	����!	$�%���The very early peak of
neutrophil invasion into an inflamed area is fol-
lowed several hours later by a wave of a second
class of phagocytic cells, the macrophages. This
biphasic pattern of inflammatory cell movement
and accumulation is observed in most acute

Fig. 1 Sequence of events in the recruitment of leukocytes in postcapillary venules adjacent to injured tissue. 
At the site of lesion, diverse reactive substances stimulate the endothelium to produce inflammatory cytokines, 
chemoattractants and other inflammatory mediators. The cytokine-activated endothelium expresses adhesion 
molecules that lead to the low affinity interactions between leukocytes and endothelium, which is mediated by 
selectins and described as rolling. Subsequently integrins mediate the firm adhesion of leukocytes, which 
allows emigration of the cells from venules into the interstitial compartment. Activated mast cells, PMNs and 
macrophages secrete cytokines (TNFα), lipid mediators (LTB4) and other inflammatory players (histamine, 
NO).
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inflammatory responses. The mononuclear phago-
cyte in the blood is known as the monocyte and
differentiates into the macrophage upon entering
into tissues. The differentiation process markedly
increases the phagocytic and secretory capacities
of the cell. Chemotactic factors that act on macro-
phages include complement cleavage products,
membrane components of microorganisms and
fibrin degradation products that also attract neu-
trophils. In addition, there are specific chemok-
ines that act exclusively on macrophages. Macro-
phages in turn release large amounts of growth
factors and cytokines.

-���	���
�� ��� 
	��	����%���Many low weight com-
pounds produced by microorganism-like
formylated peptides as well as endogenous media-
tors are chemotactic for leukocytes and promote
the inflammatory process. The main endogenous
compounds are listed in Table 1 and are derived
from activated plasma protein cascades that func-
tion as amplification mechanisms, are performed
and released from activated cells or are de novo
synthesized on demand by cells participating in or
being affected by inflammatory events. The major
modulators of leukocyte adhesion to endothelial
cells are listed in Table 2.

+�	
��$
The objectives of the inflammatory response can
be viewed as a hierarchical ordered panel of

events. The most successful consequence of an
inflammatory response is the complete restora-
tion of function and structure of the affected tis-
sue, also denoted as resolution. If this is not possi-
ble, inflammation aims for healing by repair and
replacement of lost tissue by scar tissue.

Central to resolution is the cessation of initiat-
ing stimuli, e.g. the killing of invading bacteria
and microorganisms, and the complete removal of
inflammatory exudate. Whereas neutrophils carry
out the killing of invading microorganisms that
subsequently die by apoptosis, macrophages are
mainly responsible for clearing dead neutrophils
and fluid phase debris by phagocytosis and
extremely active pinocytosis. It should be empha-
sized that the clearing of apoptotic cells by phago-
cytes is extremely fast and efficient, and dying
cells release chemokines to speed up their removal
by attracting macrophages. Moreover, cytokines
like interleukin 6 and antiinflammatory lipid
mediators such as lipoxins or prostaglandines D2
and E2 play important roles in providing stop sig-
nals for acute inflammatory processes. Most mac-
rophages emigrate from the inflamed site to reach
draining lymph nodes. Subsequently tissue that
has been lost must be replaced in an orderly fash-
ion. The replacement of lost cells by compensa-
tory proliferation and phenotypic change of sur-
viving resident cells is part of the healing process.
If the removal of inflammatory exudate fails, a
process denoted as organization is triggered. The
exsudate is invaded by macrophages and fibrob-
lasts and the formation of new blood vessels (ang-
iogenesis) is initiated. This series of events finally
results in the formation of tissue scar, which may
be considered as an essential component of wound
healing not only in skin.

�!�������� 
	��	����
If the endogenous control mechanisms of inflam-
mation fail and resolution or healing by repair
cannot be achieved, the inflammatory process may
persist for weeks, months or even years and is
termed chronic. The inflammatory macrophage is
not only a ringmaster for safe resolution and
repair of inflammation but also for chronicity of
the disease. Some of the products secreted by mac-
rophages are relevant to chronic inflammation
such as IL-1, TNFα, IL-6 or IL-10, just to name a
few. A further characteristic feature is the presence

Tab. 1 Endogenously produced mediators of inflam-
mation.

Category Mediators

preformed mediators 
released from activated cells

histamine
serotonin
lysosomal enzymes

mediators derived from 
activated plasma protein 
cascades

complement system
kinin cascade
clotting pathway
fibrinolytic system

de novo synthesized 
mediators

prostaglandins
leukotrienes
cytokines
reactive oxygen species
nitric oxide
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of activated B and T lymphocytes, which repre-
sent a local immune response to antigens pre-
sented to them by macrophages or dendritic cells.
B cells differentiate upon activation to plasma cells
that release immunglobulins which in most cases
is a good indicator of chronicity of inflammation.
Further attempts to repair are clearly unsuccessful
and tissue necrosis and inflammation continue as
is the case in chronic ulcerative colitis or chronic
pyelonephritis and other diseases. The mecha-
nisms by which the inflammatory response
resolves is under intense investigations and may
provide new targets in the treatment of chronic
inflammation.
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Inflammatory disorders are due to hyperactivity of
leukocytes and over-expression of their associated
integrins, cytokines, and chemokines, which leads
to various disorders including arthritis, bowel dis-
eases and other chronic inflammations.

� Inflammation

�� 
����	

Influenza is an acute viral disease caused by Influ-
enza A (sporadic, epidemic and pandemic) or B
(sporadic outbreaks) virus. Symptoms typically
occur suddenly and include high fever, chills,
headache, muscle aches, sore throat and malaise.
Serious complications can be caused by bacterial
superinfection of the respiratory tract.

Tab. 2 Modulation of leukocyte adhesion to endothelial cells.

Target cell Endothelial cell Leukocyte

Anti-adhesive Interleukin 4 Interleukin 4

Interleukin 10 Interleukin 10

Interleukin 13 Interleukin 13
Prostacyclin

Adenosine Adenosine

Nitric oxide (NO)
Glucocorticoids

Nitric oxide (NO)

Pro–adhesive TNFα TNFα

IL-1 IL-1

Interferon γ Interferon γ
Interleukin 8
MCP-1

Leukotrien B4 Leukotrien B4

PAF PAF

Endotoxin Endotoxin C3b, C5a

Histamine Neuropeptides
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Insulin-like growth factor IGF1 (also called
somatomedin C) and IGF2 are ubiquitously
expressed peptides with sequence homology to
insulin. Both factors bind to specific receptors.
The IGF1 receptor is a receptor tyrosine kinase
with similar structure (α2β2) and molecular func-
tion to the insulin receptor (INSR). The receptor
for IGF2 lacks a tyrosine kinase activity and is
identical with the mannose-6-phosphate receptor.
IGF1 also binds to the INSR, although with much
lower affinity; IGF2 binds to the IGF1 receptor
with high affinity.

� Insulin Receptor
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INSR (gene name)

�� �������

The insulin receptor is a transmembrane
� receptor tyrosine kinase located in the plasma
membrane of insulin-sensitive cells (e. g. adi-
pocytes, myocytes, hepatocytes). It mediates the
effect of insulin on specific cellular responses (e. g.
glucose transport, glycogen synthesis, lipid syn-
thesis, protein synthesis).

� Diabetes Mellitus
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The INSR is a heterotetrameric protein consisting
of two extracellular α-subunits (molecular weight
135 kD) and two membrane-spanning β-subunits
(molecular weight 95 kD). These subunits are cov-
alently linked by disulfide bonds (α2β2-structure)
(Fig. 1). The receptor is encoded by a single gene
that is located on human chromosome 19 and con-
sists of 22 exons (exon 1-11 = α-subunit, exon 12-
22 = β-subunit). The single chain polypeptide pre-
cursor is posttranslationally cleaved in the endo-
plasmic reticulum into the α- and β-subunit which
subsequently dimerize. Both subunits are glyco-
sylated in the Golgi apparatus.

In addition to insulin, the INSR can also bind
� insulin-like growth factors (IGF1 and IGF2)
albeit with considerably lower affinity (2 and 3
orders of magnitude, respectively).

The insulin-binding domain of the INSR is
located within a cysteine-rich region of the α-sub-
units. Alternative splicing of exon 11 generates two
isoforms of the α-subunit which differ in their C-
terminus and in their tissue distribution (type A:
leukocytes; type B: liver; type A and B: skeletal
muscle and fat). The isoforms differ in their affin-
ity to insulin (A>B), but their relevance for normal
and impaired insulin action is not entirely clear
(1,2).

Activation of the tyrosine kinase activity of the
INSR is essential for receptor function. The tyro-
sine kinase domain of the INSR is localized in the
cytoplasmic region of the β-subunit. In the
absence of insulin, the α-subunits strongly repress
the tyrosine kinase activity of the β-subunits.
Binding of insulin releases this block through a
conformational change and induces dimerization
and/or oligomerization of β-subunits, resulting in
receptor trans-autophosphorylation. While sev-
eral phosphorylated tyrosine residues in the cata-
lytic domain (Y1158, Y1162, Y1163 of human INSR)
are essential for the kinase activity of the receptor,
phosphorylation of two tyrosine residues in the
juxtamembrane domain (Y965 and Y975 of human
INSR) is critical for the interaction of the receptor
with other signaling components of the insulin
receptor signaling cascade (Fig. 1) (1).

Signaling through the INSR systems has
evolved early and has been highly conserved dur-
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ing evolution. Proteins related to the human INSR
gene product have been found in C. elegans (DAF-
2) as well as in D. melanogaster (DIR). Insulin-like
signaling peptides (e. g. bombyxin) have been
found in such distantly related organisms as the
silkworm (1,3).

Structurally and functionally related receptors
to the INSR in mammalian organisms are the
insulin-like growth factor 1 receptor (IGF1R) and
the insulin receptor-related receptor (INSRR).
Although the function and signal transduction of
the IGF1R and the INSRR resembles that of the
INSR, major differences appear in the tissue distri-
bution of the receptors. In contrast to the INSR,
the IGF1R is expressed in adipocytes only at low
levels and is almost absent in hepatocytes. The
INSRR is an orphan receptor whose endogenous
ligand is yet unknown. It has been found in few
neuronal cell types e.g. in the dorsal root ganglion
and trigeminal neurons.

Deletion of the INSR gene results in normal
development but early postnatal lethality because
of ketoacidosis. Organ specific INSR-knockout
models (>95% reduction of the receptor protein
content in the organ) exhibit less severe pheno-

types. Mice with a liver-specific insulin receptor
knockout (‘LIRKO‘) show severe insulin resist-
ance and hyperglycemia due to an increased
hepatic � gluconeogenesis, whereas mice with a
skeletal muscle-specific insulin receptor knockout
(‘MIRKO‘) have normal blood glucose and nor-
mal glucose tolerance but elevated serum free fatty
acids and triglycerides. Mice with a neuron-spe-
cific INSR knockout develop an obese phenotype
with mild insulin resistance and impaired fertility.
These data emphasize the importance of insulin
action in liver for glucose homeostasis, and indi-
cate that the INSR plays an important role in the
central regulation of body weight and reproduc-
tion (4).

There are two clinical syndromes with an
impaired function of the INSR: Leprechaunism is a
rare genetic disease characterized by growth retar-
dation, hyperinsulinemia and insulin resistance
due to mutations in the INSR gene. Acanthosis
nigricans is a syndrome of hyperpigmentation and
hyperandrogenism associated with hyperinsuline-
mia and � diabetes mellitus. Insulin resistance in
this syndrome is either due to mutations in the

Fig. 1 Structure and function of the insulin receptor. Binding of insulin to the α-subunits leads to activation of 
the intracellular tyrosine kinase (β-subunit) by autophosphorylation. The insulin receptor substrates (IRS) 
bind via a phospho-tyrosine binding domain to phosphorylated tyrosine residues in the juxtamembrane 
domain of the β-subunit. The receptor tyrosine kinase then phosphorylates specific tyrosine motifs (YMxM) 
within the IRS. These tyrosine phosphorylated motifs serve as docking sites for some adaptor proteins with 
SRC homology 2 (SH2) domains like the regulatory subunit of PI 3-kinase.



Insulin Receptor 495

�

insulin receptor gene (type A) or to autoantibod-
ies to the INSR (type B).
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Stimulation of the insulin receptor results in the
activation of two major pathways: a) the mitogen-
activated protein (MAP) kinase cascade (� MAP
kinase cascades) and b) the phosphatidylinositol
3-kinase (PI 3-kinase) pathway which has been

extensively studied in the context of the metabolic
responses to insulin (summarized in Table 1 and
Fig. 2).

The major intracellular target molecules of the
tyrosine kinase activity of the INSR β-subunit are
the insulin receptor substrates (IRS). Interaction
of phosphotyrosine-binding domains (PTB)
within the N-terminal region of an IRS with the
juxtamembrane phosphotyrosines of the INSR β-

Tab. 1 The effect of insulin on metabolism in some organs. Other, more general effects of insulin on cellular func-
tion include stimulation of cell growth (increase in DNA- and protein synthesis), inhibition of apoptosis and stim-
ulation of potassium influx into the cell.

Organ Effect Mechanism Comments

Liver Activation of glycogen 
synthesis

Activation of glycogen 
synthase (GS)

Inactivation of glycogen synthase 
kinase 3 (GSK3) through phosphory-
lation by Akt.

Inhibition of gluconeogenesis/
increased glycolysis

Inhibition of gluconeo-
genic gene expression/ 
activation of some glyco-
lytic enzymes

Akt-dependent inhibition of phospho-
enolpyruvate carboxykinase (PEPCK) 
and glucose-6-phosphatase (G6Pase) 
gene expression.
Decrease of cAMP, the second mes-
senger of glucagon. Induction of 
pyruvate kinase and glycerinaldehyde 
dehydrogenase.

Fat Increased glucose transport GLUT4-translocation PI 3-kinase/Akt mediated translocation 
of GLUT4 into the plasma membrane. 
Potential involvement of atypical forms 
of protein kinase C (PKC ζ and λ).

Increased lipid synthesis/
inhibition of lipolysis

Activation of lipoprotein 
lipase (LPL)/ induction of 
fatty acid synthase (FAS)/ 
inactivation of hormone 
sensitive lipase (HSL)

Facilitated uptake of fatty acids by LPL-
dependent hydrolysis of triacylglycerol 
from circulating lipoproteins. Increased 
lipid synthesis through Akt-mediated 
FAS-expression. Inhibition of lipolysis 
by preventing cAMP-dependent 
activation of HSL (insulin-dependent 
activation of phosphodiesterases?)

Skeletal 
muscle

Increased glucose transport GLUT4-translocation See above (fat)

Activation of glycogen 
synthesis

Activation of glycogen 
synthase

See above (liver)

Increased protein synthesis Increased amino acid 
uptake/ increased 
translation of mRNA

Akt-mediated stimulation of system A 
amino acid transporter and stimulation 
of mRNA-translation through activation 
of p70S6-Kinase and elongation 
initiation factor 4 (eIF4). Possible 
involvement of atypical PKCs.
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subunit results in tyrosine phosphorylation of
consensus motifs (YMXM) in the C-terminus of
IRS (Fig. 1). Four different mammalian IRS iso-
types have been identified (IRS1–4). IRS1 knock-
out mice develop a mild state of insulin resistance
(impaired glucose intolerance) without diabetes,
whereas knockout of the IRS2 gene causes a phe-
notype with severe insulin resistance (liver >mus-
cle), diabetes and impaired pancreatic β-cell func-
tion. Both IRS1 and IRS2 knockout mice exhibit
growth retardation (IRS1>IRS2). IRS3 knockout
mice appear to be normal, whereas disruption of
the IRS4 gene produces mild glucose intolerance
and growth retardation in male animals. IRS1 and
IRS2 are ubiquitously expressed. IRS3 is expressed
only in adipocytes, β-cells and hepatocytes; IRS4
mRNA is detected in thymus, brain and kidney.
Taken together, the data suggest that the major
effects of insulin on metabolism are mediated via
IRS1 and IRS2 (2).

Tyrosine phosphorylated IRS interacts with
and activates � phosphatidylinositol 3-kinase (PI

3-kinase). Binding takes place via the SRC homol-
ogy 2 (SH2) domain of the PI 3-kinase regulatory
subunit. The resulting complex consisting of INSR,
IRS and PI 3-kinase facilitates interaction of the
activated PI 3-kinase catalytic subunit with the
phospholipid substrates in the plasma membrane.
Generation of PI 3-phosphates in the plasma
membrane recruits phospholipid dependent
kinases (PDK1 and PDK2) that subsequently phos-
phorylate and activate the serine/threonine kinase
� Akt (synonym: protein kinase B, PKB). Three
isotypes of Akt have been identified (Akt1, 2, 3).
AKT1-knockout mice exhibit growth retardation
and increased apoptosis, but no increased preva-
lence in diabetes. Disruption of the Akt2 gene pro-
duces diabetes due to insulin resistance of skeletal
muscle and liver. There is solid evidence that acti-
vation of Akt is essential for the effect of insulin on
glucose transport (� Glucose Transporters), glyco-
gen synthesis, � gluconeogenesis, protein synthe-
sis and gene expression (1,3) (summarized in
Table 1 and Fig. 2). � Glycogen synthase kinase 3

Fig. 2 Signal transduction of the insulin receptor. Activation of the insulin receptor leads to stimulation of the PI 
3-kinase pathway. Generation of 3’-phosphorylated PI-phospholipids mediates the effect of insulin on glucose 
transport, cell survival, protein synthesis, glycogen synthesis and gene expression. The protein kinase Akt plays a 
central role in the regulation of these PI 3-kinase dependent processes.
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(GSK3) and FKHR, a transcription factor regulat-
ing the expression of gluconeogenic enzymes, have
been shown to be substrates of Akt. Recently,
sterol regulatory-element binding protein 1
(SREBP1) knockout animals were found to have
impaired insulin-dependent upregulation of lipo-
genesis related enzymes. Regulation of SREBP1
gene expression involves activation of Akt and
other IRS-2 independent mechanisms.

Furthermore, some of the effects of insulin on
cell proliferation and survival may be explained by
an Akt-dependent inhibition of � apoptosis
through phosphorylation and inactivation of pro-
apoptotic proteins (BAD, caspase 9).

INSR signaling is terminated by specific phos-
photyrosine phosphatases (e.g. PTP1B), and mice
lacking the PTP1B gene exhibit increased insulin
sensitivity. Furthermore, it has been suggested
that the lipid phosphatases PTEN and SHIP2, the
ligand-induced endocytosis and degradation of
the activated INSR, and the degradation of insulin
by insulin-degrading enzyme (insulysin) are
involved in the termination of insulin signaling.
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%���At present, the only known lig-
ands of the insulin receptors are insulin isotypes
from different species and a number of synthetic
analogs with insulin-like activity. Three analogs
generated by site-directed DNA mutagenesis are
used in clinical practice because of their pharma-
cokinetic characteristics: insulin lispro (generated
by swap of prolin B28 and lysine B29) and insulin
aspart (generated by exchange of proline B28 for
aspartate) are rapid and short-acting insulins (see
Chapter Diabetes Mellitus); insulin glargine is a
long acting analog which carries two additional
arginines at B31 and B32. It is soluble at low pH
and precipitates after injection from its solution,
thereby forming a stable, long-acting depot.

&!�	��
����������
%���Thiazolidinediones (syno-
nyms glitazones, insulin sensitizers) are a novel
class of oral anti-diabetic drugs that activate the
transciption factor peroxisome proliferator-acti-
vated receptor gamma (PPARγ). Thiazolidinedi-

ones have been found to decrease the level of insu-
lin resistance in individuals with type-2-diabetes.
Although the target genes of PPARγ and the pre-
cise mechanism of action of thiazolidinediones is
largely unknown, recent evidence suggests that
thiazolidinediones may increase the insulin
dependent activation of the PI 3-kinase/Akt path-
way, or stimulate differentiation of preadipocytes.
The latter effect would lower serum triglycerides
and free fatty acids which are thought to be
involved in the pathogenesis of insulin resistance
(see also Chapter Diabetes Mellitus).

����	�	�	
���"%���Concanavalin A is a plant lectin
from the jack bean (Canavalia ensiformis) that
binds with high affinity to mannose residues of
glycoproteins. Concanavalin A is known to stimu-
late the tyrosine kinase activity of the INSR β-sub-
unit with consecutive activation of kinases down-
stream the insulin receptor (IRS, PI 3-kinase). It is
believed that concanavalin A stimulates the activa-
tion and autophosphorylation of the INSR kinase
through aggregation of the receptor, although the
precise mechanism of action is unclear.

.	�	�	��%���Vanadate (sodium orthovanadate or
peroxovanadate) exhibits insulin-like effects in
vitro (activation of insulin receptor tyrosine
kinase, PI 3-kinase, Akt) and in vivo (diabetic rats,
humans). These effects can be explained at least in
part by the inhibition of phosphotyrosine phos-
phatases that deactivate the INSR tyrosine kinase.

+����$�����������%���Hydrogen peroxide (H2O2)
exhibits insulin-like activity in isolated cells. Like
that of vanadate, this effect is thought to be medi-
ated by inhibition of protein-tyrosine phos-
phatases. Interestingly, recent evidence suggests
that stimulation of cells with insulin leads to a
rapid intracellular generation of endogenous H2O2
in vivo with consecutive inhibition of protein-
tyrosine phosphatase 1B, which inactivates the
INSR tyrosine kinase.
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%���Interestingly, several covalently
dimerized insulin analogs are partial agonists of
the insulin receptor. The intrinsic activity of the
dimers decreases with the length of the spacer,



498 Insulin Resistance

with B29-B29’-suberoyl-insulin exhibiting the
highest antagonist efficacy at the receptor (5).

?����	����%���Wortmannin is a fungus-derived
inhibitor of PI 3-kinase. The agent binds and
inhibits the enzyme covalently and irreversibly. It
is very potent and considered to be highly specific
(IC50 in most cells in the low nanomolar range).

'=7;4��7%���LY294002 is a synthetic drug which
reversibly inhibits PI 3-kinases. It is less toxic and
also less potent than wortmannin. The IC50 in
most cells is in the micromolar range.

�	�	�����%���Rapamycin is an immunosuppressive
drug and an inhibitor of � p70S6-kinase that
phosphorylates ribosomal S6 protein. p70S6-
kinase is activated in response to insulin via acti-
vation of Akt. Rapamycin binds to a specific tar-
get protein (mTOR=mammalian target of rapamy-
cin) which is functionally located downstream of
Akt, but upstream of p70S6 kinase. The IC50 in
most cells is in the high nanomolar range.
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Insulin resistance is a condition in which the bio-
logical effectiveness of insulin is impaired. This is
mostly due to defects in the cellular pathways of
insulin action. Insulin resistance is typically an
early feature in the pathogenesis of type 2 diabe-
tes.

� Diabetes Mellitus
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Integrase is the enzyme of retroviruses that per-
forms the incorporation of the viral DNA genome
into the genome of the host cell. The enzyme is
carried inside the viral particle and released into
the host cell during infection. Upon back-tran-
scription of the viral RNA genome into DNA by
reverse transcriptase, integrase binds to the ends
of this DNA product and removes two nucle-
otides. In a second step, integrase nicks the host
cell genome and integrates the recessed viral
nucleic acid into the cellular DNA.

� Viral Proteases
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Integrins constitute a large family of αβ het-
erodimeric cell surface, transmembrane proteins
that interact with a large number of extracellular
matrix components through a metal ion-depend-
ent interaction. The term “integrin” reflects their
function in integrating cell adhesion and migra-
tion with the cystoskeleton.

� Anti-integrins, therapeutic and diagnostic
implications

� Inflammation
� Table appendix: Adhesion Molecules



Interferons 499

�

����$���@�α��,β3�

αIIbβ3 Integrin is a selective platelet integrin that
generally binds to the RGD domain within fibrino-
gen and vWF. It mediates platelet-platelet aggrega-
tion that is essential for thrombosis and haemosta-
sis.

� Anti-integrins, therapeutic and diagnostic
implications

����$���@�α4β6

The leukocyte integrin α4β1 (also known as VLA-
4 and CD49d/CD29) is a cell adhesion receptor,
which is predominantly expressed on lym-
phocytes, monocytes and eosinophils. VLA-4 is
generally selective for the CS1 domain within
fibronectin, with an essential requirement for LDV
sequence for binding. VLA-4 also binds to VCAM-
1 as a counter receptor.

� Anti-integrins, therapeutic and diagnostic
implications

����$���@�α4β9

The integrin α4β7 is restricted to leukocytes and
can bind not only to VCAM1 and fibronectin, but
also to MAdCAM the mucosal addressin or hom-
ing receptor, which contains immunoglobulin-like
domains related to VCAM-1.

� Anti-integrins, therapeutic and diagnostic
implications

����$���@�α�β��

αvβ5 integrin generally binds to soluble and, with
a higher affinity, to immobilized vitronectin via an
RGD binding domain. αvβ5 integrin is expressed
on endothelial, epithelial, and other cells.

� Anti-integrins, therapeutic and diagnostic
implications

����$���@ α�β3

αvβ3 Integrin is generally binds via RGD domain
within various matrix proteins including vitronec-
tin, osteopontin, and fibrinogen. It is widely dis-
tributed on various cells.

� Anti-integrins, therapeutic and diagnostic
implications
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Antiviral cytokine
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Interferons (IFNs) are a family of multifunctional
secreted proteins in vertebrates. Their most prom-
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inent functions are their antiviral properties on
homologous cells against a wide range of viruses.
It is important to note that prior exposure to IFN
is required to render cells resistant to viral infec-
tion and replication. In contrast to antibodies,
IFNs have no direct neutralizing effect on viruses.

� Antiviral Drugs
� Immune Defense
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In mammals the type I IFN genes form a large
multigene family comprising the species -α, -β, -ω
and -τ. The best studied representatives are the
IFN-α group, which comprise at least 14 genes in
man, and the single IFN-β gene. These species are
rapidly induced by viruses or � double-stranded
(ds) RNA molecules. IFN-β is produced in almost
all cell types, whereas the most efficient IFN-α
producing cells are lymphocytes and antigen-pre-
senting cells of the monocyte/macrophage differ-
entiation lineage (� Inflammation). IFN-ω consti-
tute a minor species of type I IFN coinduced by
viruses with α and β IFN in leucocyte cultures.
IFN-τ, formerly called trophoblastin or ovine tro-
phoblast protein, was isolated from sheep and
bovine embryonic tissues. This IFN species is not
virus-inducible but is released constitutively by
� trophoblast cells during the period immediately
prior to implantation and therefore seems to play a
key role in the establishment of maternal recogni-
tion and of pregnancy in ruminants. All typeI IFN
species are encoded by intronless genes and bind
to a common cell-surface receptor present on vir-
tually all nucleated cells. Sequence homology of
type I IFN species ranges from 50 to >90% with
polypeptide chain lengths of 165–166 amino acids
for most.

In contrast to the large group of type I IFN
genes, type II IFN comprises only IFN-γ. The gene
contains three � introns, displays no homology to
type I IFN and is expressed exclusively by T-lym-
phocytes following stimulation with certain inter-
leukins (IL-2, IL-7, IL-12 and IL-18), � mitogens or
the specific antigen of sensitized T-lymphocytes.
IFN-γ  binds  to i ts  speci f ic  receptor  as  a
homodimer. All natural type I and II IFNs are gly-
cosylated, but non-glycosylated recombinant IFN
shows the same spectrum of biological activities.
Before the availability of specific antibodies, type I

and type II IFNs were distinguished by their dif-
ferential sensitivity to acid treatment. The biologi-
cal activity of IFN-α and -β is resistant to pH2
whereas IFN−γ is not. This essay focusses on IFN-
α, -β and -γ.
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&��������>%���Type I IFNs are considered an integral
part of the innate defense system (� Innate Immu-
nity) against viral infection. Large amounts of IFN
are produced in many cell types upon infection by
various viruses, and production is controlled at
the transcriptional level. Efficient inducers of type
I IFN also include bacteria or bacteria-derived
� lipopolysaccharide. Initiation of transcription
requires activation of the IFN-α and -β � gene
promoters  located 110 to 40 base pairs upstream
of the start codon.

The events leading to activation of the IFN-β
promoter have been studied in detail. This pro-
moter is composed of an overlapping set of four
regulatory elements, two of which are target
sequences for members of the Interferon-Regula-
tory-Factor (IRF) family of � transcription fac-
tors. This family is comprised of nine members
with remarkable homology in the DNA-binding
domain, and IRF-3 and IRF-7 being crucial for
inducing maximal type I IFN expression. The
strong IFN-α/β response measured after viral
infection is critical for survival of the host. As
explained in Fig. 1, this response is due to a posi-
tive feedback regulation involving IRF-7, and is
generated in a two-step process. IRF-7 has been
shown to represent the key element of this two-
step process since the gene carries a sequence
named ‘Interferon-Stimulated-Response-Element’
(ISRE) – a conserved sequence in the regulatory
region shared by most IFN-inducible genes – and
also particiates in the induction process through
binding to the IFN-β promoter. Due to the pro-
nounced effects of IFNs on cell growth and
immune functions, the duration of ‘bulk’ synthesis
is generally limited. Two mechanisms are known
to mediate rapid post-induction turnoff of IFN-β
gene expression: First, virus-inducible competi-
tive factors downregulate the IFN-β promoter
activity; second, IFN-β mRNA has a rapid turno-
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ver. In addition, in non-induced cells transcrip-
tional repressors prevent transcriptional activa-
tion of the IFN-β promoter.

&���������>%���In contrast to IFN-α/β, the expression
of IFN-γ is strictly limited to T-cells and large
granular lymphocytes, also often referred to as

� natural killer (NK) cells. This is probably due to
a silencing effect by � DNA methylation, since a
CpG target region in the IFN-γ promoter near the
� TATA box was found to be methylated in cells
that do not express IFN-γ but not in Th1 lym-
phocytes (� Immune Defense). Hypomethylation
per se, however, does not result in IFN-γ expres-

Fig. 1 Virus infection results in two-step induction of type I IFN. 1. In the first step IRF-3 is activated by phos-
phorylation during viral infection and translocates to the nucleus, a rapid process independent of protein syn-
thesis due to the constitutive expression of IRF-3 with low to moderate yields of IFN−β. In a positive feedback 
regulation the secreted ‘early’ IFN−β then stimulates the type I IFN receptor and – via formation of ISGF3 – 
activates the IRF-7 gene through binding to its ISRE element (see also Fig. 2 for further details regarding the 
signal transduction). 2. In concert with IRF-3 de novo produced IRF-7 is also phosphorylated in the cytoplasm 
during ongoing viral infection, and in the nucleus both IRF-3 and IRF-7 activate IFN−α and IFN−β gene pro-
moters. This second step is highly efficient resulting in an amplified ‘bulk’ IFN response. 
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sion since continuous production of IFN-γ would
be harmful to the host. It is therefore assumed that
in unstimulated cells nuclear factors keep the gene
in the ‘off ’ position.
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Any IFN-mediated activity requires binding to a
specific receptor on the cell surface. The number
of receptors varies from several hundred to a few
thousand per cell. All IFN-α species and IFN-β
share the same type I IFN receptor to which they
bind with similar affinity. IFN-γ binds to the dis-
tinct type II receptor. Both receptors are com-
posed of one ligand-binding and one non-ligand-
binding chain that associates following contact
with the specific IFN molecule. The signaling
events following type I and type II IFN receptor
stimulation are depicted on a simplified scheme in
Fig. 2 and explained in the legend. Crucial compo-
nents of this signaling pathway are the so-called
‘� Signal-Transducer-and-Activator-of-Transcrip-
tion’ (STAT) molecules. Although IFN-γ specifi-
cally activates genes carrying a GAS element in
their regulatory region, it can also indirectly acti-
vate genes harboring only an ISRE via binding of
the transcription factor IRF-1, since IRF-1 is induc-
ible by both IFN-α/β and IFN-γ. In addition, IFN-γ
signaling is dependent on simultaneous or prior
stimulation of the IFN-α/β receptor that results
from a cross-talk between IFNAR1 and IFNGR1
receptor components. This is borne out by obser-
vations that on one hand a low constitutive IFN-β
expression observed in some cell types, such as
macrophages and embryonic fibroblasts, consider-
ably enhances their sensitivity towards IFN-γ,
whereas on the other hand the IFN-γ induced anti-
viral activity is strongly reduced in cells lacking
the IFNAR1 chain.

Oligonucleotide arrays (� Microarray Technol-
ogy) using cRNA prepared from IFN-α/β and IFN-
γ treated cells have identified >300 inducible
genes, displaying cell type specific variations. Of
course, not all of them are inducible solely by
IFNs, some of them being activated by virus infec-
t ion, dsRNA, l ipopolysaccharide or other
cytokines. In turn, IFNs also act via stimulation or
inhibition of other members belonging to the
cytokine family, all of which constitute central reg-
ulators of immune responses. Some cellular genes,

in particular those involved in cell proliferation
are inhibited by type I IFN. This all accounts for
the pleiotropic effects of IFNs on cell growth, viral
infection and the immune system. In particular,
the antiviral properties against many viruses with
different infection and replication strategies rely
on the concerted action of many induced genes
and still remain obscure. Depending on the type of
virus, there is evidence for IFN-mediated inhibi-
tion of virus uptake by the cell, inhibition of viral
transcription, of protein synthesis or of virus mat-
uration and release from the cell. More specifi-
cally, IFN-induced genes include the IRF family of
transcription factors, a wide range of enzymes,
e.g. the 2′,5′oligoadenylate-synthetase (2′,5′OASE),
RNaseL and the protein kinase PKR (see below) as
well as factors governing immune responses.
Among these are the � proteasome subunits LMP2
and LMP7 and � MHC molecules that are essential
for antigen processing and presentation, respec-
tively. Type I IFN also non-specifically induce the
proliferation of CD8+ memory T-cells that inter-
act with antigen presenting cells to elicit immune
responses. This effect is indirect, mediated
through the secondary induction of IL-15. Interest-
ingly, type I IFN also exert direct growth arrest
and thus prevent the induction of apoptosis in
both CD4+ and CD8+ memory T-cells. This fine-
tuned balance seems to depend on the amount of
IFN secreted from fibroblasts, stromal cells and
monocytic cells and contributes to the long-last-
ing persistence of memory T-cells in the immune
system. Dysregulation of its synthesis, however,
may prevent elimination of autoreactive T- and B-
cells and is associated with T-cell dependent
chronic joint inflammation or the presence of
autoreactive antibodies.

IFN-induced proteins are involved in cell
growth inhibition, as for instance the transcrip-
tion factor IRF-1,the cyclin-dependent kinase
inhibitor p21/waf (� Cell-cycle Control), and
members of the p200 family. The latter inhibit sev-
eral transcriptional activators including the
� proto-oncogenes  c-myc, c-fos and c-jun and
bind to the retinoblastoma protein (Rb), which is a
major player in cell-cycle regulation (� Cell-cycle
Control). IFN-induced mediators of antiviral
activity are the proteins of the Mx and GBP fami-
lies with GTPase activities. Among the IRF group
of transcription factors, ‘Interferon-Consensus-
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Fig. 2 Receptor stimulation and signal transduction by type I and type II IFN. Type I IFN: The receptor is com-
posed of two chains, IFNAR1 and IFNAR2. Their cytoplasmic domains are associated with the tyrosine kinases 
Tyk2 and Jak1, respectively, which are essential for signaling. Upon IFN−α/β binding, the ligand-binding subu-
nit IFNAR2 associates with IFNAR1, and bound IFN is internalized via receptor-mediated endocytosis. The 
receptor associated kinases Jak1 and Tyk2 get into closer contact and are activated by transphosphorylation. 
Subsequently, Tyk2 phosphorylates first a tyrosine residue of the IFNAR1 chain and then the STAT2 molecules 
that in turn have been attracted to this phosphorylated residue. STAT1 molecules will then be recruited to the 
phosphorylated STAT2 and become phosphorylated as well. The phosphorylated STAT1/STAT2 heterodimer 
thus formed finally dissociates from the IFNAR1 chain and translocates to the nucleus where it associates with 
the DNA-binding protein p48/IRF-9 to form the trimeric complex interferon-stimulated-gene-factor 3 (ISGF3). 
The ISGF3 complex binds to a conserved target sequence in the promoter of IFN-inducible genes. This inter-
feron-stimulated-response-element (ISRE) is essential for activation by IFN−α/β. Interestingly, the ISRE shares 
significant homology with defined domains in the type I IFN promoter and can therefore also be stimulated by 
members of the IRF family. Type II IFN: Similar to the type I IFN receptor, the type II (IFN−γ) receptor is also 
composed of two chains, the ligand-binding IFNGR1 and the non-ligand binding IFNGR2 chain, which are 
associated with the kinases Jak1 and Jak2, respectively. IFNGR1 associates with IFNGR2 after binding of the 
dimeric IFN−γ. In contrast to type I IFN signaling pathway, the IFNGR associated kinases only recruit STAT1 
molecules to a C-terminal IFNGR1 sequence containing several tyrosine residues phosphorylated previously. 
The STAT1 molecules are also phosphorylated and dissociate from the receptor to form a homodimer named γ-
activated-factor (GAF), which in the nucleus interacts with defined elements of IFN−γ inducible genes named γ-
activated-sequences (GAS). In cells constitutively secreting IFN−α/β – such as macrophages and embryonic 
fibroblasts – the IFNAR1 chain is constitutively phosphorylated. Through association with the non-ligand 
binding chain IFNGR2 – indicated by the dashed arrow – the phosphorylated IFNAR1 contributes to type II IFN 
signaling by providing phosphorylated STAT2 molecules that enables ISGF3 assembly and activation of the 
ISRE in type I IFN-inducible gene promoters. 
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Sequence-Binding-Protein’ (ICSBP/IRF-8) is spe-
cifically induced by IFN−γ and its expression is
limited to cells of monocytic and lymphoid ori-
gin. Cytogenetic analyses have provided evidence
for tumor suppressor activities of both IRF-1 and
ICSBP/IRF-8. Blood samples from patients with
chronic myelogenous � leukemia (CML) exhibited
impaired ICSBP expression, whereas deletion of
the ICSBP gene in mice led to a CML-like syn-
drome. Chromosomal deletions or point muta-
tions within the IRF-1 locus are among the most
frequent cytogenetic abnormalities in myeloid
leukemia and myelodysplastic syndromes, and
experimental deletion of the IRF-1 gene facilitates
oncogenic transformation in vitro.

From a certain size, tumor growth is dependent
on blood vessel supply, a process defined as
� angiogenesis. Angiogenesis in turn is depend-
ent on growth factors such as vascular endothelial
growth factor (VEGF) and basic fibroblast growth
factor (bFGF) and involves dissociation of
endothelial cells and basement membranes of pre-
existing vessels by way of matrix metaloprotein-
ases (MMP). IFNs are known to mediate angi-
ostatic effects and may thus contribute to inhibi-
tion of tumor spreading. Their angiostatic effects
are caused by inhibition of bFGF and MMP-9
expression in tumor cells by type I IFN and of
induction by IFN-γ of IP-10 (CXCL10) in macro-
phages. IP-10 belongs to the CXC family of
� chemokines and injection of the purified protein
into experimental tumors exerted direct anti-ang-
iogenic effects by an unknown mechanism.

A complicated interplay exists between both
types of IFN and � nitric oxide (NO), the details of
which are still far from clear. NO generated by
macrophages in response to IFN-γ plays an impor-
tant role in host defense against viruses, bacteria
and eukaryotic parasites but has also been impli-
cated in the pathogenesis of chronic inflammatory
syndromes.

The pathway leading to 2′5′OASE/RNaseL acti-
vation also contributes to the antiviral and anti-
proliferative effects of IFN-α/β. Both are induced
by IFNs but require dsRNA or viral infection for
activation. 2′5′OASE polymerizes ATP into
2′5′linked oligoadenylates (2-5A) of different
lengths. In turn, these molecules bind to and acti-
vate the latent RNaseL, which is also involved in
IFN-mediated apoptosis. Much attention has also

been attributed to the serine-threonine kinase
PKR. In the presence of dsRNA, PKR undergoes
autophosphorylation and phosphorylates selected
cellular proteins of which the most well known is
eIF2α, a translation initiation factor. Phosphoryla-
tion inactivates eIF2α leading to an arrest of cellu-
lar protein synthesis. Most importantly, PKR dis-
plays the properties of a tumor suppressor since
its inactivation in vitro causes malignant transfor-
mation and prevents apoptosis of virus-infected
cells. In addition to PKR and RNaseL, a variety of
other proteins participate in the initiation of
� apoptosis; for instance IRF-1 and TNF-Related-
Apoptosis-Inducing-Ligand (TRAIL) induced by
type I and type II IFN. The selective induction of
TRAIL in T-cells and fibroblasts may also repre-
sent an important component of host defense
against virus-infected or tumor cells. Due to its
rather specific action on malignant cells and few
adverse effects in vivo, TRAIL is a promising anti-
tumor agent for clinical trials. Finally, in a tumor
line a heterogenous group of IFN-γ induced
Death-Associated-Proteins (DAP) has been identi-
fied and characterized. Each of these findings
reveals that programmed cell death is part of the
IFN-mediated cellular defense and is an efficient
means for an organism to combat virus infection.
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IFNs were the first therapeutic products resulting
from recombinant DNA technology. In view of
their pronounced antiproliferative effects, crude
preparations of natural leucocyte IFN were already
being used for the treatment of various tumors
well before the availability of recombinant mate-
rial. However, due to limited supply, the number of
patients and duration of treatment did not allow
for the evaluation of long lasting beneficial effects.
Today, numerous clinical trials have been con-
ducted for a variety of different human diseases.
Based on the results approved indications have
been formulated for the therapeutical application
of IFNs (Table 1). As can be seen, most of the
responding tumors are of hematopoietic origin
and the response rates wthin this group of tumors
were comparable to � chemotherapy. Combina-
tion regimen mainly using recombinant IFN-α2
and chemotherapeutic drugs yielded promising
results with even higher rates of complete hemato-
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logic remissions and survival. For sufferers with
hairy cell leukemia, a rare chronic lymphoprolifer-
ative disorder, IFN-α is the therapeutic agent of
choice with overall response rates of 75%. Gener-
ally used treatment schedules consist of daily
parenteral application of 3x106 IU/m2 for six
months followed by maintenance treatment three
times weekly for one year. Fortunately, in patients
with hematologic relapses, readministration of
IFN-α is successful in most cases. Striking effects
have also been obtained for IFN-α treatment of
CML. This hematopoietic stem cell malignancy is
characterized by a reciprocal translocation
between chromosomes 9 and 22 giving rise to the
constitutive expression of the chimeric BCR-ABL
tyrosine kinase that is essential for malignant
transformation. Cytogenetic responses to IFN-α
therapy were seen in 30–40% of the treated
patients with complete responses in about 10%.
Long term survival can therefore be expected in
these patients. Recently, the BCR-ABL tyrosine
kinase inhibitor STI-571 has been introduced for
CML therapy and in future will be used in combi-
nation with IFN-α to further improve response
rates. In addition, IFN-α has therapeutic poten-
tials for multiple myeloma, low-grade non-Hodg-
kin lymphoma, cutaneous T-cell lymphoma and
adult T-cell lymphoma. Thus, IFN-α is one of the

most useful and wide-ranging antitumor agents in
hematological malignancies.

Metastatic renal cell carcinoma has a poor
prognosis and resists conventional chemotherapy.
Immunotherapy with IL-2 and/or IFN-α is cur-
rently regarded as the most effective therapy with,
however, modest response rates of 15–20%. Similar
results are also observed in patients with meta-
static melanoma and the response to IFN-α and
IL-2 correlates with the occurrence of tumour-
infiltrating CD4+ T-lymphocytes identified in
aspirates from melanoma metastases. Determina-
tion of these cells therefore seems to be a method
to predict responders prior to the initiation of
cytokine therapy.

Kaposi sarcoma (KS) – an angiogenic-inflam-
matory neoplasm – is the most prevalent cancer in
� HIV-infected patients and its appearance is pre-
ceeded by infection with human Herpesvirus-8
(HHV-8). KS showed a 30% response rate to com-
bined treatment with � reverse transcriptase
inhibitors and IFN-α. There is much clinical evi-
dence for a role of HIV in the etiology of KS, it is
therefore likely that the therapeutic response of KS
is at least in part due to inhibition of HIV-1 repli-
cation. Whether or not the observed inhibition of
HHV-8 by IFN-α also contributes to its activity
against KS is unclear at present.

Tab. 1 Approved indications for interferon therapy eitheras adjuvant or for monotherapy.

Malignancy class IFN-α IFN-β

Hematological 
Malignancies

Hairy Cell Leukemia
Chronic Myelogenous Leukemia
Multiple Myeloma
Low-Grade Non-Hodgkin-Lymphoma
Adult T-cell Lymphoma
Cutaneous T-cell Lymphoma

Other Malignancies Metatastatic Renal Cell Carcinoma
Metatastatic Melanoma
Kaposi Sarcoma

Virus-associated Benign 
Tumors

Anogenital Warts
Juvenile Laryngeal Papilloma

Viral Diseases Hepatitis B
Hepatitis C

Diseases of unclear 
Etiology

Multiple Sclerosis
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Although there has been substantial success
using IFN for the treatment of some cancers, until
this point, the great majority of tumors are resist-
ant or show an initial moderate response soon fol-
lowed by disease progression under treatment.
One likely reason for resistance is the progredient
loss of susceptibility to IFN, due for instance to
down-regulation of IFN receptors, a phenomenon
known from in vitro studies, or to in vivo selection
of single therapy-resitant tumor cells.

Since their discovery in 1957, type I IFNs have
been noted to have protective effects against
human viral infections. This is why, apart from
malignancies, diseases of viral etiology have also
been successfully treated with IFNs. For anogeni-
tal warts, a commonly acquired sexually transmit-
ted disease caused by Human Papilloma Viruses
(HPV), the most effective response is obtained
after intralesional administration of IFNs in con-
trast to systemic treatment that only prevents the
development of new warts. Juvenile laryngeal pap-
illoma is a rare but severe benign lesion also
caused by HPV infection and mainly observed in
childhood. Recurrence is a characteristic feature
of this disease and calls for repeated surgical
removal. Treatment with type I IFN has proven
highly effective and, most importantly, prevents
recurrence of lesions.

Successful treatment with IFN-α also includes
patients with chronic � Hepatitis B virus (HBV)
infections. Despite the availability of an efficient
vaccine, chronic Hepatitis B virus infection
remains a major worldwide public health problem.
The World Health Organization estimates that
there are still 350 million chronic carriers of the
virus who are at risk of developing chronic hepati-
tis, liver cirrhosis and hepatocellular carcinoma.
The success of IFN-α treatment has been meas-
ured by the normalization of liver enzymes, loss of
Hepatitis B e antigen and loss of detectable viral
DNA in the serum of patients. It has been esti-
mated from several clinical trials that as many as
40% of treated HBV patients would respond to
therapy with IFN-α or combined treatment with
nucleoside analogues and IFN-α.

Similar to HBV, infections with � Hepatitis C
virus (HCV) have a high rate of progression from
an acute to a chronic state that frequently leads to
cirrhosis or hepatocellular carcinoma. Mono-
therapy for HCV infection with IFN-α or com-

bined therapy with ribavirin and IFN-α is associ-
ated with initial rates of response as high as 40%.
The rates of sustained responses are, however,
lower and also depend on the viral genotype. In
patients infected with HCV genotype 2 or 3 the
response was maximal after 24 weeks of treatment,
whereas patients infected with genotype 1 – the
most frequent in the US and Europe – required a
minimum treatment course of 48 weeks for an
optimal outcome.

Considerable success has been obtained with
IFN-β monotherapy of multiple sclerosis (MS)
although a definite cure seems unlikely even after
treatment for years at highest tolerable doses 3
times weekly. The beneficial effects of IFN-β con-
sist of significantly reduced clinical attack and
relapse rates and delay of disability progression
and are clearly dose-dependent with highest doses
achieving maximal clinical response. This chronic
inflammatory disease of the central nervous sys-
tem (CNS) is assumed to result from autoaggres-
sive T cell-mediated immune responses to self
antigens such as myelin basic protein (MBP).
Stimulated by proinflammatory cytokines like IL-
1, TNF-α and IFN-γ, and cellular adhesion mole-
cules these T-cells and also macrophages cross the
� blood-brain barrier and gain access to the CNS.
This transendothelial migration process involves
the release of MMPs, which cleave type IV colla-
gen, a component of the blood-brain barrier.
� Astrocytes and microglia in the CNS are acti-
vated by the infiltrating immune cells resulting in
a chronic inflammatory process with irreversible
axonal damage. The mechanism of the favorable
response of MS to IFN-β treatment most likely
resides within its immunregulatory effects on the
autoreactive T-cells. In this context the most
important effects are repression of IL-2 receptor
expression and of IL-2 dependent release of MMP-
2 and MMP-9 in a dose-dependent manner result-
ing in inhibition of T-cell migration across the
blood-brain barrier. In addition, IFN-β reduces
the induction by inflammatory cytokines of
� adhesion molecules  and of � MHC class I and II
complex on endothelial cells, a process preceeding
attachment and transendothelial migration of T-
cells. These antiinflammatory effects of IFN-β
exemplify antagonistic actions of type I and type
II IFN. There is, indeed, much clinical evidence for
the involvement of IFN-γ in inflammatory proc-
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esses – through activation of iNOS and subsequent
secretion of NO – leading to the establishment of
� autoimmune diseases  as for instance in rheu-
matoid arthritis.

On the other hand, IFN-α may also be involved
in the activation of autoreactive T-cells as has been
proposed for type I diabetes. An IFN-α inducible
� superantigen encoded by the truncated envelope
gene of a human endogenous retrovirus and spe-
cifically activating Vβ7 T-cells has been detected
in pancreatic lesions from type I diabetes patients
infiltrated by Vβ7 T-cells. Since IFN-α expression
could be detected in pancreatic β cells in concert
with persistent viral infections, there is a clear link
between viral infections and autoimmunity via
IFN-α stimulated � superantigen  expression.

������  ���
�� ���>�&!��	��
During clinical trials aimed at defining the opti-
mal IFN dose for therapy, various side effects
became manifest with increasing doses. The most
common side effects that develop independently
of the IFN preparation used are transient nausea,
skin reactions, chills and fever; the latter two often
being managed by prophylaxis with ibuprofen and
paracetamol. In addition, however, therapeutic
effectiveness is compromised by more severe sec-
ondary effects such as myelosuppression, cardio-
myopathy and impaired renal function requiring
limitation of IFN therapy. Thyroid dysfunction
resulting in � hypothyroidism is also a known
complication during IFN therapy in 10 to 20% of
patients and may be caused by an autoimmune
reaction. Fatigue is a common symptom of
hypothyroidism and accounts for the most fre-
quent side effect, reported in up to 50% of treated
patients. IFN-mediated fatigue is recognized as a
complex neurophysiologic phenomenon that is
not transient but worsens with ongoing IFN ther-
apy and may finally result in cognitive slowing,
general lethargy and depression. Finally, a sub-
stantial number of patients develop neutralizing
antibodies during IFN treatment and their pres-
ence is associated with a poor therapeutic
response. Most of these antibodies are specific for
non-glycosylated, recombinant type I IFN.
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Improvements in therapy are expected through
the development of ‘second generation’ IFN.

Reduced immunogenicity and enhanced stability
have been reported for pegylated IFN-α, a conju-
gate of recombinant IFN-α and monomethyl-poly-
ethylenglycol. Pharmakokinetic studies compar-
ing pegylated and non-pegylated IFN-α prepara-
tions have revealed an increase of biological half
life from 4 h to 30 h and a seven-fold delay in the
mean elimination time. For IFN-β, a complex with
the soluble portion of the ligand-binding receptor
chain IFNAR2 was tested in preclinical studies and
showed a prolonged clearance and potentiated
biological effects.

�� ������


1. Sen GC (2001) Viruses and interferons. Ann. Rev.
Microbiol. 55:255–281

2. Taniguchi T, Takaoka A (2001) A weak signal for
strong responses: interferon-alpha/beta revisited.
Nat Rev Mol Cell Biol. 2:378–386

3. Lauer GM, Walker BD (2001) Hepatitis C virus in-
fection. N Engl J Med. 345:41–52

4. Pitha PM et al. (2000) Introduction: interferon’s
connection to cancer. Semin.Cancer Biol. 10:69–72
(whole issue dedicated to IFN)

5. Goodbourn S, Didcock L, Randall RE (2000) Inter-
ferons: cell signalling, immune modulation, antivi-
ral response and virus countermeasures.
J.Gen.Virol.81:2341–2364

�����
��(��)6

The interleukin-1 (IL-1) family of proteins cur-
rently comprises IL-1α, IL-1β and the IL-1 receptor
antagonist (IL-1RA). The biological activities of
IL-1 are shared by IL-1α and IL-1β, whereas IL-1RA
is a true receptor antagonist. IL-1 is a key player in
acute and chronic inflammatory diseases. Whether
IL-1 has a role in normal physiology is still unre-
solved. IL-1 can activate a wide range of cells
important in both immunity and inflammation
and is a promising novel target of anti-inflamma-
tory therapy.

� Inflammation
� Cytokines
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The cytokine interleukin-2 (IL-2) represents the
ultimate growth factor of activated T-lym-
phocytes. 

� Immune Defense
� Cytokines
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Intermediate filaments are present in most animal
cells. They are composed of more than 50 proteins
which are expressed in a cell-type specific manner.
Their diameter is about 10 nm and thus between
those of the larger microtubules and the smaller F-
actin. They form scaffolds and networks in the
cyto- and nucleoplasm.

� Cytoskeleton
� Cytokeratin
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Internalization is an agonist-induced endocytosis
of membranous receptors which occurs in sec-
onds to minutes. It involves the formation of
receptor containing vesicles (e.g. clathrin-coated
pits) and is followed by an endosomal acidifica-
tion permitting dephosphorylation of the recep-
tor and dissociation of the agonist. Internalized
receptors are recycled to the cell surface or
degraded in lysosomes.

� Tolerance and Desensitization
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The international normalized ratio (INR) is a
method to standardize reporting of the pro-
thrombin t ime, using the formula,  INR =
(PTpatient/PTcontrol)

ISI, where PT indicates the pro-
thrombin times (for the patient and the labora-
tory control), and ISI indicates the “international
sensitivity index”, a value that varies depending
upon the thromboplastin reagent and laboratory
instrument used to initiate and detect clot forma-
tion respectively.

� Anticoagulants
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In this review the term intracellular transport
comprises both the correct targeting and the
mechanism of transport of newly synthesized pro-
teins and lipids to their destination and their
retrieval from organelles and the plasma mem-
brane to maintain the structural and functional
organization of a eukaryotic cell.

� Protein Trafficking and Quality Control
� Exocytosis

�	
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At any given time, a typical eukaryotic cell carries
out a multitude of different chemical reactions,
many of them mutually incompatible. Therefore,
cells have developed strategies for segregating and
organizing their chemical reactions. Thus e.g.,
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multi-enzyme complexes have evolved. Of particu-
lar importance in this respect are the membrane-
bounded compartments, like the nucleus, endo-
plasmic reticulum (ER), Golgi apparatus, lyso-
somes, endosomes, peroxisomes and mitochon-
dria. The specialized functions of each organelle
require distinct protein and lipid compositions.
Since a cell cannot usually make these organelles
from de novo, information is required in the
organelle itself. Thus, most of the organelles are
formed from pre-existing ones, which are divided
during the cell-division cycle and distributed
between the two daughter cells. Thereafter,
organelle growth needs a supply of new lipids and
proteins. Even in resting cells, lipids and proteins
must be continuously delivered to organelles;
some for eventual secretion from the cell, and
some to replace molecules that have been
degraded due to their physiological turnover.

Therefore, the problem of how to make and main-
tain organelles is largely one of how to direct
newly synthesized lipids and proteins to their cor-
rect destinations.

The synthesis of virtually all proteins in a cell
begins on ribosomes in the cytosol (except a few
mitochondrial, and in the case of plants, a few
chloroplast proteins that are synthesized on ribos-
omes inside these organelles). The fate of a protein
molecule depends on its amino acid sequence,
which can contain sorting signals that direct it to
its corresponding organelle. Whereas proteins of
mitochondria, peroxisomes, chloroplasts and of
the interior of the nucleus are delivered directly
from the cytosol, all other organelles receive their
set of proteins indirectly via the ER. These pro-
teins enter the so-called � secretory pathway
(Fig.1).

Fig. 1 Model of intracellu-
lar transport within a 
mammalian cell: Export 
from the ER to the IC 
occurs in COPII vesicles. 
Anterograde transport 
from the cis- to the trans-
side of the Golgi is medi-
ated by COPI vesicles. 
COPI vesicles are also 
involved in retrograde 
traffic from the Golgi to 
the ER. Sorting and trans-
port at the exit side of the 
Golgi to organelles of the 
endocytic pathway and to 
the plasma membrane is 
mediated by clathrin vesi-
cles. Additionally, other 
types of vesicles may be 
involved in sorting at the 
Golgi-exit.
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The journey along the secretory pathway begins
with the targeting of the nascent polypeptide-
chain to the ER by a hydrophobic signal sequence.
This signal sequence interacts with the signal rec-
ognition particle complex and the growing
polypeptide chain is translocated across the ER
membrane to the ER lumen or inserted into the ER
membrane via a translocation pore. On the lumi-
nal side of the ER, various chaperones associate
with the polypeptide chain in order to mediate
translocation and to control and support correct
folding. In addition, the newly synthesized pro-
tein undergoes co- and post-translational modifi-
cations, i.e. glycosylation, disulfide bond forma-
tion and oligomerization. Once the protein is
properly matured, it passes the quality control of
the ER and exits the compartment via transport
� vesicles. Protein transport from the ER to the
Golgi complex involves the ER-Golgi intermediate
compartment (IC), also termed 15°C compartment
or vesicular tubular clusters. Although the nature
as a stable compartment of the IC is discussed
controversially, it is generally accepted that the IC
plays a role as a sorting station of anterograde and
retrograde membrane flow. Subsequently, en route
through the secretory pathway secretory proteins
next enter the Golgi apparatus at the cis-Golgi net-
work (CGN). They continue their passage through
the several subcompartments of the Golgi (CGN,
cis-, medial-, trans-Golgi and trans-Golgi network
(TGN)), where proteins are subjected to various
kinds of post-translational processing, e.g. remod-
eling of N- and O-linked oligosaccharide side
chains, sialylation and tyrosine sulfatation. Once a
protein has reached the exit side of the Golgi, the
trans-Golgi network, it has to be sorted to its final
destination.

&�	�
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The various transport steps between the stations
of the secretory pathway are linked by a mem-
brane flow that is mediated by transport vesicles.
In general, vesicles are formed from their donor
membrane upon recruitment of coat proteins.
Thereafter, the vesicles move to their target mem-
branes where they dock. After uncoating they fuse
with the target membranes. Export from the ER is
the first step in the vectorial movement of cargo
through the secretory pathway. The generation of

vesicles from the ER is driven by the recruitment
of a set of soluble proteins from the cytoplasm to
the ER membrane that form a coat structure,
termed COPII. Components of the COPII coat
have initially been identified as Sec (Sec for secre-
tion) mutants of the yeast S. cerevisiae causing
defects at distinct steps of intracellular transport.
This led to the identification of three soluble pro-
tein components that make up the coat of ER-
derived transport vesicles: Sar1p, Sec23p complex
and Sec13p complex. Sar1p is a small GTP-binding
protein with a molecular mass of 21 kD that shares
primary structure identity with GTPases of the
Ras family. The Sec23p complex is composed of
two proteins: Sec23p, a 85 kD protein and a tightly
associated protein of 105 kD called Sec24p. The
Sec13p complex contains the 34 kD subunit Sec13p
and the 150 kD protein Sec31p. The initial step of
� COPII vesicle  formation is the recruitment of
Sar1p-GTP to the ER membrane through a gua-
nine nucleotide exchange reaction catalyzed by the
integral ER-membrane protein Sec12p. Next, the
Sec23p complex is recruited, a prerequisite for
binding of the Sec13p complex. As mentioned
above, fusion of vesicles requires prior dissocia-
tion of the coat. Uncoating of COPII vesicles is
achieved by hydrolysis of Sar1p-bound GTP, a
reaction catalyzed by Sec23p, part of the coat com-
plex. GTP hydrolysis results in the dissociation of
Sar1p from the vesicle membrane followed by the
removal of the coat.

Anterograde transport of material from the cis-
to the trans-side of the Golgi and also retrograde
transport back from the Golgi to the ER is medi-
ated via COPI coated vesicles. In vitro generation
of � COPI vesicles from isolated Golgi membranes
has allowed their biochemical characterization.
Components that make up the coat of COPI vesi-
cles are the cytosolic proteins ADP-rybosylation
factor 1 (ARF1) and � coatomer, a stable hetero-
heptameric protein complex. ARF1, like Sar1p,
belongs to the family of Ras GTP-binding proteins.
The coatomer complex consists of seven different
subunits termed α-, β-, β’-, γ-, δ-, ε-, and ζ-COP
(COP for coat protein), present in a one by one
stoichiometry in both the cytosolic and the mem-
brane-associated form of the coatomer complex.
Similar to COPII, the formation of COPI-coated
vesicles is initiated by recruitment from the cyto-
plasm to the membrane of the GTP-binding pro-
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tein ARF1. Membrane binding and activation of
ARF1 is triggered by the exchange of GDP for GTP,
a reaction that requires catalysis by a nucleotide
exchange factor. Several exchange factors for ARF1
have been characterized to date, all of them are
soluble proteins found in the cytoplasm. An
important difference between COPI and COPII is
the GTP hydrolysis reaction needed for uncoat-
ing. While for COPII disassembly Sar1p-mediated
GTP hydrolysis is activated by the coat protein
Sec23p, acceleration of GTP hydrolysis in ARF1
needs the activation by ARF-specific GAPs
(GTPase activating proteins) that are recruited
from the cytoplasm to the membranes.

Along their route through the Golgi, secretory
and membrane proteins destined for the various
post-Golgi pathways are intermixed. Thus, pro-
teins of distinct routes, i.e. the endosomal and the
secretory route, are sorted into individual types of
transport vesicles at the TGN. Among the best-
characterized types of TGN-derived vesicles are
� clathrin-coated vesicles. In addition, several
types of non-clathrin-coated vesicles have been
identified but their specific functions remain to be
characterized.

Biochemical characterization of clathrin-
coated vesicles revealed that their major coat com-
ponents are � clathrin and various types of adap-
tor complexes. Clathrin assembles in triskelions
that consist of three heavy chains of approxi-
mately 190 kD and three light chains of 30–40 kD.
Four types of adaptor complexes have been identi-
fied to date, AP-1, AP-2, AP-3 and AP-4 (AP for
adaptor protein). Whereas AP-1, AP-3 and AP-4
mediate sorting events at the TGN and/or endo-
somes, AP-2 is involved in endocytosis at the
plasma membrane. Each adaptor complex is a het-
erotetrameric protein complex, and the term
“adaptin” was extended to all subunits of these
complexes. One complex is composed of two large
adaptins (one each of γ/α/δ/ε and β1–4, respec-
tively, 90–130 kD), one medium adaptin (µ1–4,
∼50 kD), and one small adaptin (σ1–4, ∼20 kD). In
contrast to AP-1, AP-2 and AP-3, which interact
directly with clathrin and are part of the clathrin-
coated vesicles, AP-4 seems to be involved in bud-
ding of a certain type of non-clathrin-coated vesi-
cles at the TGN.

A prerequisite for clathrin coat assembly is the
recruitment to the membrane of an adaptor com-

plex. Similar to what has been observed for the
recruitment of coatomer to Golgi membranes,
adaptor binding is dependent on the presence of
ARF-GTP. But in contrast to COPI vesicle forma-
tion, ARF-GTP is suggested to act in a process
before budding and not as a stoichiometric coat
component. Other differences between COP-
coated and clathrin-coated vesicles concern their
uncoating mechanism. Disassembly of clathrin-
coated vesicles is believed to depend on the chap-
erone hsc70 and on auxilin.
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Formation of vesicles is likely to require interac-
tion with the soluble coat components of cytoplas-
mic domains of certain integral membrane pro-
teins that may serve as coat receptors. Likewise,
interaction of cytoplasmic domains of membrane
cargo proteins with coat components may result in
their selective packaging in a certain type of trans-
port vesicle. Sorting of soluble cargo requires
involvement of transmembrane receptors which
may couple sorting in the lumen of an organelle to
coat assembly at the cytoplasmic surface. The
expected properties of a transmembrane cargo
receptor include one or more transmembrane
domains, a luminal domain able to interact with
cargo species, and a cytoplasmic domain that
interacts with coat subunits. Further, such pro-
teins must cycle between the donor and the accep-
tor organelle. Coupling of coat assembly and cargo
selection is best understood for clathrin-coated
vesicles. The best known example for a cargo/coat
receptor is the � mannose 6-phosphate receptor of
TGN-derived clathrin-coated vesicles. On the
luminal side, the receptor recognizes a mannose 6-
phosphate signal of lysosomal hydrolases. On the
cytoplasmic face, the receptor tail interacts with
AP-1, thus initiating coat assembly. Sorting of
membrane proteins into TGN-derived clathrin-
coated vesicles has been shown to depend on a
tyrosine-based motif (YXXF, where F can be
replaced by a bulky hydrophobic amino acid) sim-
ilar to the signal established for internalization via
AP-2 at the plasma membrane. Sorting of mem-
brane cargo into COPII pre-budding complexes
was described for several proteins, and is believed
to be mediated via an interaction with the Sec23p
complex. For sorting of soluble cargo into retro-
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grade COPI-coated vesicles, two types of mem-
brane proteins are known to date that fulfil the cri-
teria for cargo/coat receptors. One is the � KDEL
receptor, a multi-spanning membrane protein that
mainly localizes to the Golgi and recognizes a car-
boxy-terminal tetrapeptide (KDEL) of soluble
luminal proteins. The KDEL-sequence has been
shown to serve as a retrieval signal of soluble pro-
teins that have escaped from the ER. Another type
of vesicular transmembrane proteins is referred as
to the p24 family, some members of which have
been found in both COPII- and COPI-coated vesi-
cles. These type I membrane proteins share a com-
mon structural organization: a large luminal
domain with the tendency to form coiled-coil
structures, one membrane spanning domain, and
a short cytoplasmic domain with two conserved
motifs: a di-phenylalanine motif and a di-basic
motif at the extreme C-terminus. p23 and p24, two
members of the p24 family, were the first trans-
membrane proteins to be identified in COPI-
coated vesicles. Both proteins are abundant in
Golgi membranes and are concentrated into
Golgi-derived COPI-coated vesicles where they are
present in approximately stoichiometric amounts
relative to ARF1 and coatomer. p23 and p24 bind
directly to coatomer and cycle within the early
secretory pathway. It was also shown that both
proteins interact with COPII in vitro and that they
form heterooligomeric complexes with various
members of the � p24-family (p25, p26 and p27).
Reconstitution of COPI-coated vesicles from
chemically defined liposomes revealed that p23 is
part of the minimal machinery for budding of
COPI-coated vesicles. The data presently available
make the p24 proteins strong candidates for coat
receptors.
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Once a coated vesicle is formed, delivery of its
cargo to the correct destination depends on the
accurate and specific recognition of the target
membrane and subsequent fusion. A conceptual
framework for explaining how transport vesicles
dock to an acceptor membrane was formulated in
the � SNARE hypothesis. This hypothesis states
that the specificity of vesicle targeting is gener-
ated by highly specific complexes that form
between membrane proteins of the vesicle (v-
SNAREs) and membrane proteins of the acceptor

membrane (t-SNAREs). Structural and biophysical
studies have shown that the cytoplasmic domains
of v- and t-SNAREs form α-helical bundles with
high thermal stability. During pairing of cognate
v- and t-SNAREs the cytoplasmic core domains
build a rod-shaped coiled-coil complex that is
composed of four α-helices. Formation of this sta-
ble complex pulls the vesicle and the target mem-
brane in close proximity, thus providing the driv-
ing force for fusion. Thus, the SNARE-complex
represents the minimal machinery needed for the
fusion process, as has been shown by reconstitu-
tion in liposomes with defined proteins. In addi-
tion, specificity of SNARE-pairing is controlled by
so-called tethering proteins and another class of
GTP-binding proteins, the Rabs.
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Progress during the last few years to understand-
ing the mechanisms that underlie transport of
proteins and lipids within the secretory pathway,
as well as the sequencing of the human genome
revealed that many human diseases are due to
defects in intracellular trafficking, like e.g. I-cell
disease and familial hypercholesterolaemia. Obvi-
ously, a better understanding at the molecular
level of intracellular transport within the secre-
tory pathway, combined with increasing knowl-
edge of the molecular basis of “transport dis-
eases” will open ways to therapeutic interventions.
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Inwardly rectifying potassium channels, anoma-
lous rectifiers, � Kir channels

�� �������


Inward rectifier potassium channels, or Kir Chan-
nels: a class of potassium channels generated by
the tetrameric  arrangement of one-pore/two-
transmembrane helix (1P/2TM) protein subunits,
often associated with additional β subunits. As
potassium channels, they serve to modulate cell
� excitability, being involved in � repolarization
of � action potentials [see Fig. 1], setting the
� resting potential [Fig. 1] of the cell, and contrib-
uting to � K+ homeostasis.

� Inward Rectification: decreased conduct-
ance upon depolarization. In classical inward rec-
tifiers, rectification is “strong” and currents rap-
idly decline at voltages positive to the reversal
potential. [Fig. 2]. In other Kir channels, rectifica-
tion is “weak” and currents decline only gradually
at voltages positive to the reversal potential. [Fig.
2].

� ATP-dependent K+ Channel
� K+ Channels
� Voltage-gated K+ Channels
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Seven sub-families of Kir channels are known each
sharing ~60% amino acid identity between indi-
vidual members within each subfamily and ~40%
identity between subfamilies [3].

Fig. 1 The role of inward rectifier (Kir) channels in 
cardiac action potentials. Depolarization is generated 
and maintained by Na and Ca currents (iNa, iCa). 
Voltage-gated K currents (Kv) and Kir channels con-
tribute to repolarization and maintenance of a nega-
tive resting potential.

Fig. 2 High [K+] inside cells relative to outside results 
in ‘normal’ rectification, whereby outward (positive 
by convention) potassium currents (I) when cells are 
depolarized (Vm = positive) are bigger than inward 
(negative) currents at hyperpolarized (negative) volt-
ages. Inward or anomalous rectifiers show ‘strong’ or 
‘weak’ inward rectification  whereby outward currents 
are smaller than inward currents.

Inward Rectifier K+ Channels
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Kir1.1 (ROMK1, gene KCNJ1) [1] encodes a “weak”
(see below) inward rectifier and is expressed pre-
dominantly in the kidney. Alternate splicing at the
5’ end also generates multiple Kir1.1 splice vari-
ants, Kir1.1a (ROMK2) through Kir1.1f (ROMK6),
some of which are ubiquitously expressed in vari-
ous tissues, including kidney, brain, heart, liver,
pancreas and skeletal muscle. In the kidney the
renal Kir1.1 channels control salt reabsorption.

���7���, 	��
�
Four distinct Kir2 subfamily members (Kir2.1-
Kir2.4; KCNJ2, KCNJ12, KCNJ4, KCNJ14) have been
cloned to date [2,3], all encoding classical “strong”
inward rectifiers that differ in single channel con-
ductance and in sensitivity to phosphorylation
and other second messengers. Kir2 subfamily
members are highly expressed in the heart, skele-
tal muscle and nervous system. The time- and
voltage-dependent rectification (see below) of the
expressed Kir2.x channels is virtually indistin-
guishable from native IK1 channels in the heart.
Kir2.1 subunits are probably the key players in
classical inward rectifier current IK1 present in
atrial and ventricular myocytes while Kir2.2 and
2.3 may also contribute.

���3���, 	��
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Four members of the Kir3 subfamily (Kir3.1-Kir3.4:
KCNJ3, KCNJ6, KCNJ9, KCNJ5) express G-protein
activated “strong” inward rectifier � K+ Channels
(GIRK channels) underlying G-protein coupled
receptor activated currents in heart, brain, and
endocrine tissues. Functional channels require co-
assembly of two different subunits (Kir3.1 and
Kir3.4). Several studies have provided evidence for
a promiscuous coupling between the various
members of the Kir3 subfamily.

���4�	�������, 	��
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These subfamilies of Kir channels (Kir4.1 and
Kir4.2, KCNJ10, KCNJ15, Kir5.1, KCNJ16) are abun-
dantly expressed in brain and kidney. Kir4.1 forms
“weak” inward rect ifier K channels when
expressed alone, while Kir5.1 does not form homo-
meric channels. Co-expression of Kir4.1 and Kir5.1
subunits results in formation of channels with
properties significantly different from those of
homomeric Kir4.1 channels. Little is known about
the physiological role of channels derived from
Kir4 and Kir5 subfamilies. However, the activity of
the Kir5.1/Kir4.1 heteromeric channels is very sen-
sitive to intracellular pH and this property is con-
ferred predominantly by the Kir5.1 subunits.

���:���, 	��
�
Two members (Kir6.1, Kir6.2, KCNJ8, KCNJ11) of
this subfamily encode ATP-sensitive K+ channels
(KATP) that are inhibited by intracellular ATP and
activated by ADP, thereby coupling cell metabo-
lism to excitability. KATP channels are found in
many tissues including ventricular and atrial cells
(Kir6.2 in the cell membrane, Kir6.1 potentially in
mitochondrial membranes). Functional expres-
sion of active channels requires co-expression of
Kir6.x subunits with a sulfonylurea receptor (SUR1
or SUR2). KATP channels display “weak” rectifica-
tion, allowing substantial outward current to flow
at positive potentials, and thus causing action
potential shortening, or inexcitability, when acti-
vated.

���9���, 	��
�
The only known member (Kir7.1, KCNJ13) is pri-
marily expressed in brain, retinal pigment epithe-
lium, but it is also found in a variety of other tis-
sues, including kidney and intestine. This weakly

Fig. 3 Kir channels may be homo- or hetero-tetra-
meric complexes, in some cases in tight association 
with β-subunits (e.g. the KATP channel). SUR – sulfo-
nylurea receptor.

Inward Rectifier K+ Channels
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rectifying channel has an apparently low single
channel conductance, shallow dependence on
external K+ and is virtually insensitive to intracel-
lular Mg2+. The exact physiological role of this
channel is obscure although suggestions are made
that Kir7.1 may contribute to K+ recycling proc-
esses.
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All Kir channels are tetrameric proteins [Fig. 3] of
one-pore/two-transmembrane (1P/2TM) domain
subunits that equally contribute to the formation
of highly selective K+ channels. Most Kir channels
can be assembled in functional homo tetramers
while some require heteromeric assembly [Fig. 3].
For example, functional GIR K channels underly-
ing IKACh current in atria are heteromultimers of
two members of Kir3 subfamily: Kir3.1 and Kir3.4.
It should be noted though that only some of Kir
channels rectify strongly enough to fit the defini-
tion based on the property of rectification. A fea-
ture of all K+ selective channels is the signature G-
Y-G sequence within the P-loop [Fig. 4] that acts

as a filter to confer high selectivity to K+ ions and
also contributes to single channel conductance
and kinetics. Two transmembrane domains with
N’- and C’-termini facing the cytoplasm flank the
P-loop [Fig. 4]. It has been shown that the selectiv-
ity filter of Kir2.1 channels is stabilized by interac-
tion of negatively charged E138 and positively
charged R148 residues, which probably interact
electrostatically and/or through formation of a salt
bridge. These, and probably other, residues
beyond the selectivity filter also play an essential
role in conduction and stabilization of the pore.
The assembly of the Kir2.1 channel is supported by
the presence of intrasubunit disulfide bonds
between highly conserved cysteine residues (at
positions 122 and 154) which are absolutely
required for proper channel folding, although dis-
ruption of the bond with reducing agents does not
disrupt channel activity once the channel is
already assembled. Scanning cysteine mutagene-
sis studies of relatively large stretches of N- and C-
termini of Kir2.1 reveal that nearly half of them are
water accessible, and potentially facing the pore, in
addition to residues in the second transmem-
brane region. There is accumulating evidence that
the overall structure of the core region of all Kir
channels is very similar to that of the recently
crystallized bacterial K+ channel KcsA [4].
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Inward, or ‘anomalous’, rectification of potassium
permeability refers to increases of potassium con-
ductance under hyperpolarization and decreases
under depolarization, the effect opposite to that of
‘normal’ outward or delayed rectification that is
seen in voltage gated potassium channels [Fig. 2].
Classical inward rectification is so strong that only
small currents can be measured in the outward
direction at voltages positive to the K+ reversal
potential (EK) while large inward currents can be
easily observed negative to it. This strongly volt-
age-dependent rectification also strongly depends
on the concentration of external K+ ([KOUT]),
such that increasing KOUT relieves the rectifica-
tion, so that the mid-point voltage of rectification
shifts nearly perfectly with corresponding change
in EK. It is now established that strong inward rec-
tification results primarily from voltage-depend-
ent block by intracellular organic cations called
� polyamines [3]. Of the polyamines, spermine

Fig. 4 Kir channel subunits consist of two transmem-
brane domains (M1, M2) separated by a pore loop (P-
loop) that contains the signature K+-selectivity 
sequence (-GYG-) as well as extended cytoplasmic N- 
and C- termini. Several residues (indicated) have been 
implicated in causing rectification (see text).

Inward Rectifier K+ Channels
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[Figs. 5, 6] and spermidine (� Spermine/Spermi-
dine) are the most potent inducers of rectification
although contributions of putrescine and of Mg2+

ions are also important. Both the steady state and
the kinetic properties of rectification result from
the combined action of polyamines and Mg2+

ions. Micromolar concentrations of spermine and
spermidine are required to reproduce the degree
of rectification seen in native cells. With exoge-
nously expressed Kir channels at physiologically
relevant membrane potentials, total cellular
polyamine levels (10–10,000 µM) are clearly suffi-
cient [3].

The degree of rectification varies greatly
among members of the Kir superfamily and is fun-
damental to their respective functional roles. Kir2
and Kir3 encode classical “strong” inward recti-
fier  channels, while other members encode chan-
nels with variably “milder” or “weaker” rectifica-
tion [Fig. 2]. For example, because of mild rectifi-
cation of the KATP channel its activation causes
considerable shortening of cardiac action poten-
tial, thus reducing entry of Ca2+ through voltage-
dependent Ca2+channels and hence conserving
ATP under conditions of metabolic stress. Con-
versely, the strong inward rectification of Kir2.1
channels underlying IK1 current in the heart

results in very small currents flowing through
these channels during depolarization phase of
action potential while increased conductance
around � resting potential  leads to its stabiliza-
tion [5].
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Each Kir subunit consists of two transmembrane
helices (M1, M2), with a pore-forming selectivity
filter linking them, and cytoplasmic N’ and C’-
termini [Fig. 4]. Based on the crystal structure of a
distantly related bacterial K channel [4], the chan-
nel is proposed to be formed as a tetrameric
arrangement of these subunits, surrounding an
external selectivity filter, an inner vestibule and a
cytoplasmic entrance to the pore [Fig. 5]. Aspar-
tate 172 located in the M2 region of Kir2.1 was the
first residue implicated in the classical rectifica-
tion of these channels and is sometimes referred
to as the ‘rectification controller’. Later, E224,
residing in the C terminus of Kir2.1, was also
shown to contribute to polyamine-induced
� rectification [3]. Neutralization of both of these
charges transforms the strongly rectifying Kir2.1
channel into one that is nearly insensitive to
blockage by polyamines and Mg2+. Other cyto-
plasmic residues were also shown to be important
for channel blockage by intracellular cations. For
example, M84 and E299 in Kir2.1 situated beyond
the TM domains are also involved in controlling
rectification. At present the question about the
location(s) of the binding sites for polyamines
remains unanswered. While one spermine mole-
cule is probably required to completely block the
channel, either within the inner vestibule or per-
haps within the selectivity filter itself, there have
been reports that the Kir pore region may be
‘unprecedentedly wide’ allowing simultaneous
binding of three Mg2+ ions or 3 polyamine mole-
cules. Reconciliation of conflicting interpretations
can probably be achieved by assuming that gating
of Kir channels may involve substantial conforma-
tional changes including helix rotations and trans-
lational movements similar to those observed in
the related bacterial KcsA channel [4]. The selec-
tivity filter of Kir2.1 is probably the best candidate
for binding of polyamines. Despite the relatively
large size of the spermine molecule (~20 Å long)
[Fig. 3], its diameter is close to that of a dehy-
drated K+ion, thus potentially allowing its head

Fig. 5 Proposed 3-dimensional arrangement of the 
transmembrane region of inward rectifiers. Two of 
four subunits are indicated. The pore consists of an 
external selectivity filter, a central inner vestibule, and 
a cytoplasmic entrance. Spermine may block in the 
inner cavity or in the selectivity filter.

Inward Rectifier K+ Channels
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amine group to ‘squeeze’ into the selectivity filter
and block ion flow [Fig. 6]. Spermine may also
permeate Kir channels and can clearly permeate as
well as block other non-selective cationic chan-
nels, consistent with such an interpretation.

#!	��	��
�$��� ������!	���



Voltage-dependent block by external Ba2+ and Cs+

ions, and insensitivity to the Kv channel blocker
tetraethyl ammonium (TEA) have been the classi-
cal tools to examine Kir channel activity. Recently,
the honeybee venom tertiapin has been found to
be an effective blocker of certain (Kir1, Kir3)
inward rectifier subfamily members. The tight
association of Kir6 family members with SUR sub-
units endows KATP channels with a rich pharma-
cology: Channel activity is very specifically inhib-
ited by sulfonylurea drugs such as tolbutamide
and glibenclamide, and is activated by a broad
class of ‘potassium channel opening’ (KCO) drugs
such as pinacidil and diazoxide.

A potent antiarrhythmic drug RP58866 has
been shown to block IKACh (encoded by Kir3.x
members) and IK1 (encoded by Kir2.x members)
currents in the heart in low micromolar range.
Unfortunately, RP58866 does not discriminate well
between Kir and other K channels (for example,
underlying � Ito and � Ikr) and thus did not get

much attention as a selective blocker for Kir chan-
nels.
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Several � chanelopathies  resulting from muta-
tions in Kir channels are known.

���6%6%�� Bartter syndrome%���Several mutations in
the core region as well as in the N’ and C’ terminus
of Kir1.1 are found in patients with hyperprostag-
landin E syndrome (HPS; renal disorder resulting
from impairment of tubular reabsorption), an
antenatal form of Bartter syndrome. Some of these
mutations result in the loss of function of Kir1.1
channels causing impaired renal K+ secretion and
NaCl reabsorption.

���7%6%�"����
���
�������%���Dominantly inherited
LQT syndrome, a disorder of cardiac action poten-
tial �  repolarization is usually assigned to muta-
tions in cardiac Na+ or voltage-gated K+channels.
Recently, it has been found that mutations in
Kir2.1 cause Andersen’s syndrome, a rare disease
characterized by periodic paralysis, cardiac
arrhythmias and dysmorphic features. Two muta-
tions in Kir2.1 associated with Andersen syndrome
were found to cause dominant negative suppres-
sion of the wild type Kir2.1 channels when
expressed in Xenopus oocytes thus mimicking the

Fig. 6 Spermine (amino-propyl-amino-butyl-amino-propyl amine) is a long linear naturally occurring 
polyamine containing four spaced positively charged (at normal pH) amines. Although 16 Å long, the molecule 
is only about 3 Å wide, similar to a dehydrated potassium ion.

Inward Rectifier K+ Channels
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effects of the Kir2.1 gene knock-out which is char-
acterized by prolonged QT interval.

���3%7�?�	�������
�%���The Weaver  mouse is  a
mutant mouse with cerebellar degeneration and
motor dysfunction resulting from a serine for gly-
cine substitution in the -GYG- sequence of the K
selectivity filter of Kir3.2. G-protein activated K
conductances are abolished in the cerebellar neu-
rons, leading to Ca2+ overload and cell death.

���:%78�/��#��
�
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�
�������+���$
�����	
� � �� 	���� 0#++�1� 0� ATP-dependent K+ Channel1%
Lowered blood glucose normally causes decreased
ATP/ADP ratios in the pancreatic islet β-cells,
causing the opening of KATP channels, hyperpo-
larization, inhibition of Ca2+ entry and cessation
of insulin secretion. In PHHI, KATP channel muta-
tions lead to abolition of activity and hence main-
tained depolarization and maintained Ca2+ entry
and insulin secretion. Many mutations in the SUR
subunit abolish ADP activation of channels, but
point mutations in Kir6.2 are implicated in aboli-
tion of channel activity in some cases.
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There are seven subfamilies of the inwardly recti-
fying potassium (Kir) channel family (Kir1.0,
Kir2.0, Kir3.0, Kir4.0, Kir5.0, Kir6.0, Kir7.0) with
two transmembrane domains, M1 and M2, linked
by a pore loop (the H5 region) which is critical for
K+ ion selectivity. The asparagine residue in M2 is
critical for the rectification property.

� ATP-dependent Potassium Channels
� Inward Rectifier Potassium Channels
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� Antithyroid Drugs
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� Antithyroid Drugs
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Ion channels are proteins which span the plasma
membrane and can be opened by transmembrane
voltage changes (voltage-dependent ion currents)
or by binding of a neurotransmitter. Ion channels
which are selective for Na+ or Ca2+ ions cause
excitation, ion channels with selectivity for Cl- or
K+ usually cause inhibition of cells. 

Ion channels are often multimeric and are reg-
ulated by a wide variety of mechanisms (e.g. lig-
and binding, voltage changes, phosphorylation).
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Ionic contrast media are triiodobenzene deriva-
tives carrying a negative electrical charge, water
soluble only as sodium or meglumine (an organic
cation similar to glucosamine) salts.

� Radiocontrast Agents
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Ionotropic (channel-linked) receptors are mem-
brane receptors which are directly coupled to an
ion channel, e.g. receptors on which fast neuro-
transmitters act such as the nicotinic acetylcholine
receptor, γ-aminobutyric acidA (GABAA) receptor,
N-methyl-D-aspartate (NMDA) receptors, α-
amino-3-hydroxy-5-methyl-4-isoxazole propionic
acid (AMPA) receptors and P2X-receptors.

� Ionotropic Glutamate Receptors
� Transmembrane Signalling
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Most neurons in the central nervous system are
stimulated by L-� glutamate, the major excitatory
amino acid in the brain. The postsynaptic actions
of this neurotransmitter are mediated by two cate-
gories of glutamate receptors: the ionotropic gluta-

mate receptors that directly gate channels and the
metabotropic glutamate receptors that indirectly
gate channels via second messengers. The iono-
tropic glutamate receptors can be further subdi-
vided into N-methyl-D-aspartate (NMDA) recep-
tors (� NMDA receptor) and non-NMDA recep-
tors, with AMPA (L-α-amino-3-hydroxy-5-methyl-
4-isoxazolepropionic acid) and � kainate recep-
tors constituting the latter group (1,2). These three
major subtypes of ionotropic glutamate receptors
are named according to their selective agonists
NMDA, AMPA and kainate. These receptors medi-
ate most of the fast excitatory neurotransmission
in the brain.

NMDA- and AMPA receptors (� AMPA recep-
tor) are co-localized in the postsynaptic mem-
brane of excitatory synapses. Glutamate released
from presynaptic terminals binds to both types of
receptors. Upon activation by glutamate, AMPA
receptors generate the large early component of an
excitatory postsynaptic current (EPSC) because of
their rapid � gating  kinetics. This synaptic cur-
rent is mainly generated by Na+ and K+, but not
Ca2+ ions, since AMPA receptors in excitatory
neurons are usually impermeable to Ca2+. In con-
trast to this, NMDA receptors have relatively slow
gating kinetics and contribute to the late compo-
nent of the EPSC. The NMDA receptors are perme-
able for Na+ and K+ as well as Ca2+ ions and
require extracellular glycine as a cofactor for acti-
vation. Most importantly, this activation is not
only dependent on the presence of the agonist, but
also depends on the membrane voltage. There-
fore, the receptor is not involved in generation of
the early component of the EPSC after the binding
of glutamate. The channel gets activated only
when the binding of glutamate plus the co-agonist
glycine and depolarization of the membrane occur
at the same time. This voltage dependence is due
to extracellular Mg2+. At resting membrane poten-
tial extracellular Mg2+ binds tightly to a site in the
pore and blocks the channel. Only at depolarized
membrane potentials, which are generated by the
AMPA receptors, Mg2+ is expelled from the pore
by electrostatic repulsion, thereby lifting the Mg2+

block and Na+, K+ and Ca2+ cations can cross the
channel. Most neurons express both NMDA and
AMPA receptors. However, the EPSC generated at
resting membrane potential is mainly generated
by activation of AMPA receptors. NMDA recep-
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tors do not contribute significantly to the EPSC
since at membrane resting potential Mg2+ is
blocking the channel. Only with increasing mem-
brane depolarization NMDA receptors contribute
to the EPSC, since Mg2+ is removed and ions flow
through the channel.

Whereas the role of AMPA and NMDA recep-
tors in fast synaptic transmission is well charac-
terized, only few examples demonstrating synaptic
responses due to kainate receptor activation are
known so far.

� Table appendix: Receptor Proteins
� Metabotropic Glutamate Receptors
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Sequence homologies and sometimes similarity in
gene structure suggest a common evolutionary
origin for all ionotropic glutamate receptors. The
cloning of the ionotropic glutamate receptor genes
revealed that NMDA, AMPA and kainate receptor
subunits are encoded by at least six gene families
(a single family for AMPA receptors, two for kain-
ate, and two for NMDA receptors).

The primary structure of the cloned receptor
subunit genes revealed prominent structural simi-
larities between NMDA, AMPA and kainate recep-
tors (Fig. 1). The transmembrane topology of these
receptors is very different from that of other iono-
tropic channels. Members of other ionotropic
receptor families, which are activated by acetyl-
choline, GABA (γ-aminobutyric acid) or glycine,
contain four transmembrane segments. In con-
trast to these, the ionotropic glutamate receptor
subunits contain three transmembrane domains
(M1, M3 and M4) and a cytoplasm-facing mem-
brane loop (M2), which connects the transmem-
brane domains M1 and M3 and forms the channel
pore. Key amino acids in the M2 segment are
responsible for the differences in ion selectivity
displayed by the various receptor subunits. Two
regions of the glutamate receptors are extracellu-
larly located: the amino-terminus and the region
between M3 and M4, which are involved in build-
ing the ligand-binding site. The carboxy-terminal
part after M4 reaches into the cytoplasm of the cell
and is important for intracellular modifications
like phosporylation or interaction with cytoplas-
mic proteins.

Both AMPA and NMDA receptors are mul-
timeric, probably tetrameric, assemblies of vari-
ous molecularly distinct subunits, giving rise to
large receptor diversity. For AMPA receptors this
is achieved by assembling the receptor from four
types of subunits, termed GluR (glutamate recep-
tor)-A, -B, -C and –D (in an alternative nomencla-
ture GluR1, GluR2, GluR3 and GluR4), with addi-
tional molecular diversity generated by � RNA
editing at the glutamine/ arginine (Q/R) and
arginine/ glycine (R/G) site as well as alternative
splicing of the flip-flop module. NMDA receptors
are assembled from NR1 subunits and NR2A, B, C
or D subunits. Several splice variants have been
identified for the NR1 subunits, and the NR3 subu-
nit, that has been identified recently, appears to be
part of a glycine-gated channel. Kainate receptors
are formed by subunits that can be divided into
two subfamilies: the first subfamily contains the
subunits GluR5, GluR6 and GluR7, whereas the
second subfamily comprises KA1 and KA2. All
subunits of the first group can form functional
channels, whereas the subunits of the second
group do not form homomeric channels. Several
splice variants have been identified for the GluR5
and GluR7 subunits. This large number of combi-
natorial possibilities accounts for a considerable

Fig. 1 Schematic structure of a ionotropic glutamate 
receptor subunit. The three transmembrane domains 
M1, M3 and M4 are shown as grey boxes, the mem-
brane loop M2 forms the channel pore. The star indi-
cates the position of key amino acids regulating the 
ion selectivity, e.g. the Q/R for AMPA, N for NMDA 
receptors. S1 and S2 designate the two ligand-binding 
domains. The alternatively spliced flip/flop exon 
occurs in AMPA receptors and is located extracellu-
lary. Potential glycosilation sites are shown as trees in 
the N-terminal region.
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molecular diversity of glutamate receptor chan-
nels.

Recombinant expression of the AMPA receptor
subunits has shown that homomeric AMPA recep-
tors assembled from different subunits are differ-
ent in a number of characteristics. These are
mostly determined by the GluR-B subunit. Recep-
tors formed from GluR-B subunits show low Ca2+

permeability whereas receptors assembled from
GluR-A, -C and -D subunits are highly Ca2+ per-
meable. A single amino acid difference in the
pore-forming segment M2 has been identified as
the molecular determinant of the subunit-specific
difference in Ca2+ permeability. Whereas the
GluR-B subunit contains a positively charged
arginine (R), the GluR-A, -C and -D subunits con-
tain a neutral glutamine residue (Q) at this posi-
tion. This amino acid exchange at the Q/R site is
sufficient to abolish the permeability to Ca2+, pos-
sibly through electrostatic repulsion, indicating
that the Q/R site is the main determinant of the
Ca2+ permeability in recombinant AMPA recep-
tors. In native AMPA receptors, which are hetero-
meric assemblies, the Ca2+ permeability of recom-
binant receptors is determined by the GluR-B(R)
subunits. Therefore strong differences in Ca2+ per-
meability can be observed between different cell
types (1). Excitatory neurons strongly express
GluR-B(R), which leads to the formation of Ca2+

impermeable AMPA receptors. In contrast, inhibi-
tory neurons express the GluR-B(R) subunit to a
low extent and therefore contain AMPA receptors
that are highly permeable to Ca2+ ions.

Interestingly, the genomic sequences of all
AMPA receptor subunits contain a Q codon for
this position and the R codon is selectively intro-
duced into the GluR-B pre-mRNA by RNA editing
(3). Additionally, the Q/R site is a critical determi-
nant of current � rectification  and single-channel
conductance. In recombinant AMPA receptors,
GluR-B(R)-containing channels show a linear cur-
rent-voltage relation (I-V), whereas it is inwardly
or doubly rectifying in AMPA receptors that only
contain GluR-A, -C or -D subunits. It has been
shown that this current rectification is due to a
voltage-dependent block by intracel lular
� polyamines, such as spermine or spermidine,
which block GluR-B(R)-free but not GluR-B(R)-
containing AMPA receptors. The physiological sig-
nificance of this block is unknown, but it may act

similar to the extracellular Mg2+ block of NMDA
receptor channels. But whereas a single GluR-B(R)
subunit per channel is possibly sufficient to abol-
ish Ca2+ permeability, several GluR-B(R) subunits
are necessary to suppress polyamine sensitivity.
Another basic property of the AMPA receptor that
is determined by the Q/R site is the single-channel
conductance. If the receptor contains a GluR-B(R)
subunit, it has a two- to three-fold lower single-
channel conductance. Each AMPA receptor subu-
nit exists as either a flip or a flop variant, which is
determined by mutually exclusive splicing of an
exon encoding a domain of 38 amino acids. Alter-
native splicing and editing of the GluR-B, -C and –
D subunit at the R/G site influences receptor deac-
tivation, desensitization and recovery from
� desensitization. The flip-flop module as well as
the R/G site is probably located in the extracellu-
lar loop between M3 and M4, which is thought to
be part of the agonist-binding site. This suggests
relationships between agonist binding and gating
properties of the receptor.

Functional NMDA receptors are heteromeric
channels, which are composed of a principal NR1
subunit and modulatory NR2 subunits (NR2A, -B,
-C and D). They differ from AMPA receptors in
several properties. Some of the most important
properties are requirement for glycine for activa-
tion, the very high permeability for Ca2+, the volt-
age-dependent block by extracellular Mg2+ and
the slow gating kinetics. NMDA receptors require
not only glutamate for activation, but also glycine
as a co-agonist. In the receptor the binding site for
glutamate is generated by the NR2 subunit
whereas the binding site for glycine is supplied by
the NR1 subunit.

In contrast to AMPA receptors, NMDA receptor
channels display a prominent Ca2+ permeability,
which is largely independent of the subunit com-
position. It has been shown by mutational analy-
sis that the Ca2+ permeability of recombinant
NMDA receptors is dependent on a residue at a
position equivalent to the Q/R site of AMPA subu-
nits. Both NR1 and NR2 subunits contain an aspar-
agine (N) residue at this position. Replacing this N
with an R within the NR1 subunit led to the forma-
tion of NMDA receptors with a strongly reduced
Ca2+ permeability, whereas exchanging N for Q in
the NR2 subunit had only a small effect, indicat-
ing that the N site of the NR1 subunit is the main
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determinant of the Ca2+ permeability of recom-
binant NMDA receptors. The situation is more
complex for the other important property of the
NMDA receptor, the extracellular Mg2+ block.
Mutational analysis has revealed that the two resi-
dues downstream of the Q/R/N site are important
for the control of the Mg2+ block. Furthermore,
differences in Mg2+ sensitivity in the different
NR1-NR2 combinations are generated at multiple
locations throughout the subunit, including M1,
the M1/M2 linker and the M4 segment.

Another characteristic distinguishing NMDA
from AMPA receptors is the slow gating kinetics.
Whereas recombinant AMPA receptors display
deactivation time constants in the range of a few
milliseconds, deactivation time constants for
recombinant NMDA receptors are in the range of
hundreds of milliseconds up to seconds, depend-
ing on which NR2 subunit is used to form the
receptor. Desensitization of NMDA receptors is
more complex than of AMPA receptors. At least
three different forms have been described, all of
which are mediated by the NR2 subunit.

The two kainate receptor subunits GluR5 and
GluR6 undergo post-transcriptional modification
similar to AMPA receptors. These two subunits
also contain a Q/R site that is modified by RNA
editing (3). The Q/R site seems to have a strong
influence on the functional properties of kainate
receptors, similar to what has been observed in
AMPA receptors. The GluR6(Q) subunit shows
strong inward rectification whereas GluR6(R)
does not rectify. And, like in AMPA receptors, the
inward rectification of GluR6(Q) channels is most
likely due to blocking of the channel by intracellu-
lar polyamines. But in contrast to AMPA receptors,
where the GluR-B subunit is almost completely Q/
R site-edited, significant proportions of the kain-
ate subunits remain unedited. No editing occurs
on the KA1 and KA2 subunit mRNAs, which carry
a Q at the Q/R site. Editing of the Q/R site has a
strong influence on single-channel conductance.
Homomeric channels formed by edited subunits
have a smaller single-channel conductance than
homomeric channels formed by unedited subu-
nits or heteromeric channels containing unedited
subunites. Such a larger single-channel conduct-
ance for unedited receptors compared to edited
receptors has also been observed for AMPA recep-
tors. Desensitization and recovery from desensiti-

zation are different compared to other glutamate
receptors. Whereas desensitization of kainate
receptors is very fast, recovery from desensitiza-
tion is very slow.
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Changes in the physiological function of glutamate
are thought to contribute to the pathogenesis of
neurological diseases. Derivatives of quinoxaline-
2,3-diones have long been shown to have an antag-
onistic effect on AMPA, kainate and NMDA recep-
tor channels (4). Representative examples of this
group acting on AMPA receptors are 6-cyano-7-
nitroquinoxaline-2,3-dione (CNQX) and 2,3-dihy-
droxy-6-nitro-7-sulfamoylbenzo(f)quinoxinaline
(NBQX). In addition to being glycine-site antago-
nists for NMDA receptors they have also been
shown to be competitive antagonists for AMPA
and kainate receptors, with a much higher affinity
for AMPA and kainate receptors than for the gly-
cine binding-site of the NMDA receptors. The
advent of these compounds allowed the study of
the mechanism of fast synaptic transmission by
AMPA receptors as well as of their potential in
neuroprotection. But due to their nephrotoxic side
effects and their poor solubility in water they are
of limited therapeutic importance.

NMDA receptors play key roles not only in syn-
aptic plasticity, but also in neurological diseases
such as epilepsy and neurodegeneration. Their
ability to participate in excitotoxic events is due to
the high Ca2+ permeability, their high affinity for
glutamate and their relative lack of desensitiza-
tion. This has prompted extensive research for
selective NMDA receptor antagonists (4). Different
types of antagonists have been developed, in part
acting on different parts of the receptor. Com-
pounds such as dizocilpine (MK-801), aptiganel,
phencyclidine and ketamine are activity-depend-
ent channel blockers. They need channel opening
in order to bind to and block the receptor. There-
fore, they are noncompetitive antagonists. Antago-
nists of the glutamate- and glycine-recognition
site have also been developed. Antagonists against
the glycine-recognition site such as kynurenic acid
are of special interest because glycine is a co-ago-
nist at the NMDA receptor, but glutamate acts as
the neurotransmitter. In contrast, glycine plays a
more modulatory role, since it is always present in



524 IPC

the extracellular fluid. Therefore, these antagonists
would limit the level of NMDA receptor activa-
tion, but still allow for a certain physiological acti-
vation. Another approach taken is the develop-
ment of subunit-selective compounds. One com-
pound of this group of antagonists is ifenprodil. It
is selective for the NR2B subunit and has a much
lower affinity on receptors containing NR2A, C or
D subunits. The action of ifenprodil is not only
subunit-specific, but also state-dependent. It binds
to the activated and desensitized receptor with a
higher affinity than to a receptor without a bound
ligand, in this way exerting a stronger blockade on
receptors continuously activated in a disease state
whereas leaving normal fast synaptic transmission
largely unaffected.

Antagonists selective for kainate receptors are
not available yet. The non-NMDA receptor antago-
nist 6-cyano-7-nitroquinoxaline-2,3-dione
(CNQX) blocks AMPA as well as kainate recep-
tors. Nevertheless, compounds like GYKI 53655,
which acts as a non-competitive antagonist of
AMPA receptors and completely blocks AMPA
receptor function at certain concentrations at
which no antagonistic effect on kainate receptors
is discernible, has been used to demonstrate the
kainate receptor-mediated currents in neurons.
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� Ischemic Preconditioning
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An inhibitory postsynaptic potential is a local
hyperpolarizing potential at a postsynaptic mem-
brane, which is elicited by the release of an inhibi-
tory neurotransmitter via an inhibitory postsyn-
aptic current.

� GABAergic System
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IRAG is an inositol 1,4,5-triphosphate (IP3) recep-
tor-associated cGMP kinase substrate of 130 kD,
that is present in all smooth muscles and platelets.
Its phosphorylation decreases calcium release
from intracellular IP3-sensitive stores.

� Smooth Muscle Tone Regulation
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According to � Michaelis-Menten kinetics, lig-
ands have affinity for receptors determined by
their rate of offset from the binding domain
divided by their rate of onset to the binding
domain. Reversible ligands occupy different pro-
portions of receptor sites according to this ratio
and the concentration present in the receptor
compartment. Irreversible ligands have negligible
rates of offset ( i.e. once the ligand binds to the
receptor it essentially stays there) therefore recep-
tor occupancy does not achieve a steady-state but
rather increases with increasing time of exposure
of the receptors to the ligand. Thus, once a recep-
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The Janus kinase-signal transducer and activator
of transcription (JAK-STAT) signaling pathway is
activated in response to a large number of
� cytokines, hormones, and growth factors. As
their name implies, the STAT proteins exhibit the
dual function of transducing signals from the cell
surface into the nucleus as well as activating tran-
scription of target genes, thus converting extracel-
lular stimuli to a wide range of appropriate cellular
responses. STATs have been identified as impor-
tant regulators of a multitude of cellular proc-
esses, such as immune response, antiviral protec-
tion, and proliferation.

� Cytokines
� Tyrosine Kinases
� MAP Kinase Cascades
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The JAK-STAT pathway is widely used by members
of the cytokine receptor superfamily. Upon ligand
binding and oligomerization of the cognate recep-
tor chains, the receptor-associated JAKs them-
selves become tyrosine phosphorylated and con-
secutively phosphorylate critical tyrosine residues

on the cytoplasmic domain of the receptors,
thereby generating docking sites for STAT proteins
and other intracellular signaling molecules. The
STATs are recruited to specific phospho-tyrosine-
containing motifs located in the cytoplasmic part
of the receptor via their Src-homology-2 (SH2)
domain and in turn are phosphorylated by acti-
vated JAKs at a single tyrosine residue in their C-
terminus. Tyrosine � phosphorylation causes the
homo- or heterodimerization of STAT molecules
by virtue of reciprocal SH2-phospho-tyrosine
interactions. The dimeric STATs are capable of
binding to nonameric palindromes with relaxed
sequence specificity in the promoter regions of
cytokine-inducible genes, termed GAS sites, to
regulate gene expression. An unidentified
� tyrosine phosphatase  located in the nucleus
dephosphorylates STAT molecules.

��
��������	������
������������
The mammalian JAK family of protein tyrosine
kinases consists of 4 members (JAK1, JAK2, JAK3
and TYK2), which are characterized by the posses-
sion of a kinase and an adjacent pseudokinase
domain. JAKs have a molecular mass of approxi-
mately 130 kD and are composed of seven JAK
homology domains. The essential role of JAKs in
mediating signal transduction via members of the
cytokine receptor superfamily became apparent
from studies of knockout mice. Targeted disrup-
tion of the mouse JAK1 gene results in perinatal
lethality, obviously caused by defective neural
function and altered lymphoid development.
JAK2-deficient mice exhibit an embryonic lethal
phenotype caused by a block in definite erythro-
poiesis but show intact lymphoid development,
demonstrating the obligatory and nonredundant
roles of JAKs in cytokine-induced biological
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responses. Mutant mice lacking JAK3 are viable
but display severe defects in both cellular and
humoral immune responses with profound reduc-
tion in mature B and T cells, resembling the clini-
cal symptoms of patients suffering from an auto-
somal-recessive form of severe combined immun-
odeficiency in which inactivating mutations in the
JAK3 gene have been identified.

�����������������
���������

������������ ���	���
����
�
�
�!��"����#����
���
In mammals, seven different members encoded by
distinct genes have been identified, all of which
are activated by a distinct set of cytokines. Diver-
sity in signaling is provided by variants of STAT
proteins derived from either alternative splicing of
RNA transcripts or proteolytic processing (e.g.
STATs 1, 3, 4, and 5) and the ability of certain STATs
to form both homodimers and heterodimers with
each other. In response to � interferon-γ mono-
meric STAT1 dimerizes, while upon interferon-α
stimulation a heterotrimeric complex consisting of
STAT1 and STAT2 with associated p48 is formed,
known as the ISGF3 � transcription factor. Major

structural features in STAT proteins are the N-ter-
minal region involved in cooperative DNA bind-
ing of multiple STAT dimers, the central DNA-
binding domain, the dimerization region contain-
ing the SH2 domain and the site of tyrosine phos-
phorylation, and the C-terminal transcriptional
transactivation domain. Phosphorylation of a crit-
ical serine residue within the transactivation
domain is necessary for maximal transcriptional
activity of some STAT family members.

STAT1 knockout mice exhibit selective signal-
ing defects in their response to interferon, includ-
ing an impaired expression of MHC class II, com-
plement protein C3, the MHC class II transactivat-
ing protein CIITA, interferon regulatory factor-1,
and guanylate-binding protein 1. STAT3 activated
through binding of IL-6, leptin, EGF, PDGF, LIF, or
other ligands to their cognate receptors appears to
have important roles in preventing apoptosis and
promoting proliferative processes. A deficiency in
STAT3 causes embryonic lethality in mice, indicat-
ing the essential role of STAT3 in growth regula-
tion, embryonic development and organogenesis.
STAT4 is activated in T cells in response to IL-12

Fig. 1 Activating and 
inhibitory mechanisms of 
the JAK-STAT-pathway.
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and stimulates the development of TH1 cells. The
two ubiquitously expressed STAT5 proteins
(STAT5a and 5b) are encoded by distinct genes and
share more than 90% sequence identity. They are
act ivated by many g row th st imulator y
� cytokines, including interleukins, � GM-CSF,
� GH,     � prolactin,     � EGF,    as     well     as
� erythropoietin, and exert critical roles in antiap-
optosis and proliferation. STAT6 functions in
response to IL-4 and IL-13 signaling to induce TH2
cell development, CD23 and MHC class II expres-
sion, immunoglobulin class switching, and B- and
T-cell proliferation.

Originally discovered as DNA-binding pro-
teins that mediate interferon signaling, recent data
demonstrated that STAT1 can also exert constitu-
tive functions in the nucleus, which do not require
STAT activation with tyrosine phosphorylation.
Cells lacking STAT1 are resistant to apoptotic cell
death induced by tumor necrosis factor due to an
inefficient expression of caspase genes, while
reintroduction of STAT1 in these cells restores pro-
tease expression and sensitivity to apoptosis. For
the transcription of certain target genes a phos-
phorylation of the critical tyrosine residue 701 is
not necessary, suggesting that unphosphorylated
STAT1 can also bind to DNA. Recent data indicate
that unphosphorylated STAT1 can either posi-
tively or negatively regulate the constitutive
expression of a wide range of different genes. It
was shown that tyrosine phosphorylated and
unphosphorylated STAT1 molecules shuttle
between the cytoplasm and the nucleus via inde-
pendent pathways to distinct sets of target genes.

Besides the cytokine receptors that lack intrin-
sic kinase activity but have associated JAK kinases,
STAT proteins can be activated by a variety of G-
protein coupled receptors and growth factor
receptors with intrinsic tyrosine kinase activity
(for example EGF, PDGF, CSF-1, and angiotensin
receptor). Increasing evidence suggests a critical
role for STAT family members in oncogenesis and
aberrant cell proliferation. Constitutively activated
STATs have been found in many transformed cell
lines and a wide variety of human tumor entities.
Numerous non-receptor tyrosine kinases and viral
oncoproteins, such as v-Src, v-Abl, v-Sis, and v-
Eyk, have been identified to induce DNA-binding
activity of STAT proteins.

Mechanisms negatively regulating the JAK-
STAT pathway have been identified. Besides the
dominant-negative effects of naturally occurring
STAT variants lacking the transactivation domain,
� PIAS proteins (protein inhibitor of activated
STAT) have been shown to interact with STATs and
to suppress their DNA-binding activity. The
� SOCS proteins (suppressor of cytokine signal-
ing), also named as CIS (cytokine inducible src
homology 2-domain containing protein), JAB
(JAK-binding protein) or SSI (STAT-induced STAT
inhibitor), are induced by cytokine signaling and
act in a negative feedback loop to inhibit JAK
kinase activity. Another important negative regu-
latory mechanism involves the recruitment of
tyrosine phosphatases containing tandem SH2
domains (SHP-1 and SHP-2) to the intracytoplas-
mic portion of receptor complexes, where they
dephosphorylate and thus inhibit JAK activity.

��	�$	�������	��#$%���	
����

Components of the JAK-STAT signaling pathway
represent novel targets for pharmacological inter-
ventions. Antagonists of cytokines and growth fac-
tor receptors may have therapeutic potentials in
selectively inhibiting this pathway. Pharmacologi-
cal inhibitors that specifically interrupt tyrosine
kinase signaling including JAK kinases (e.g. tyr-
phostin AG490) are currently under clinical inves-
tigation. Because of the high levels of STAT activa-
tion in tumor cells, drugs specifically blocking
dimeric STAT molecules are of promising value in
the treatment of cancer. Structural targets for the
development of novel therapeutics within the
STAT molecule include the SH2 domain responsi-
ble for dimerization and recruitment to the recep-
tor, the DNA-binding domain as well as the
recently discovered nuclear import signal for acti-
vated STAT1.
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Potassium channels
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Potassium channels are a diverse and ubiquitous
family of membrane proteins present in both
excitable and non-excitable cells that selectively
conduct K+ ions across the cell membrane along
its electrochemical gradient at a rate of 106–108

ions/sec.

� Table appendix: Membrane Transport Proteins
(K+ Channels)

� ATP-dependent K+ Channel
� Inward Rectifier K+ Channels
� Voltage-gated K+ Channels

��
�������������
���


In normal physiological conditions, the concentra-
tion of K+ ions inside the cell is around 25-fold
greater than that outside the cell membrane. An
outward current is generated due to the efflux of
K+ ions by the opening of K+ channels that brings
membrane potential to close to the resting state
(repolarization) of the cells. K+ channels set the
resting membrane potential, shorten the action
potential, terminate periods of intense activity,

and determine the interspike intervals during
repetitive firing (1). Activators of K+ channels tend
to stabilize cellular excitability or dampen the
effectiveness of excitatory inputs whereas block-
ers have the opposite effects. In addition to con-
trolling cellular excitability, K+ channels can also
regulate fluid and electrolyte transport and cell
proliferation.

More than 78 human genes, encoding a variety
of K+ channels and auxiliary subunits, have been
identified (Fig. 1 and Table 1). While the K+ chan-
nels are diverse, they share a salient feature: a con-
ducting pore highly selective for K+ ions. The K+

channels are tetramers composed of four α subu-
nits that form the conducting pore. On the basis of
primary amino acid sequence of α subunit, K+

channels can be classified into three major fami-
lies (Fig. 2).

�����������
��������������
���������	

Recent molecular biology studies have identified a
loop containing 20–25 amino acid residues
between S5 and S6 (or M1 and M2, Fig. 2) forming
the pore. The G(Y/F)G motif located in the pore
represents the K+-selectivity signature that is
common to all K+ channels. The external entry to
the channel pore and its adjacent residues consti-
tute binding sites for toxins and blockers. The
internal vestibule of the pore and the adjacent resi-
dues in S5 and S6 contribute to binding sites for
compounds such as 4-aminopyridine and quini-
dine. The S4–S5 linker lies close to the permeation
pathway and forms part of the receptor for the
inactivation. The S4 segment, containing 5–7 posi-
tive charges at approximately every third position,
serves as a voltage-sensor governing the channel
opening.
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The inward rectifier K+ channels (Kir) represent
this class of channels that conduct K+ ions more in
the inward direction than outward and regulate
resting membrane potential. The occlusion of
internal vestibule of the pore by Mg2+ and
� polyamines  contribute to this inward rectifica-
tion. These channels are tertrameric, although a
more complex octameric arrangement has been
described for a ATP-sensitive K+ channel. This
channel is composed of four inward rectifiers,
contributing to ion conducting pore, and four sul-
fonylurea receptors as regulatory subunits.

����
 ������
�����������
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���������	

This class of K+ channel subunits contains four
putative transmembrane and two pore domains.
They represent a class of K+ channel with >50 dis-
tinct gene members. The G(Y/F)G motif is pre-
served in the first pore loop but this motif is
replaced by GFG or GLG in the second pore loop.
The two-pore K+ channel family plays important
role in conducting K+ leak currents that regulate
cellular excitability by shaping the duration, fre-
quency and amplitude of action potentials
through their influence over the resting membrane
potential (2).

���������	
!�����


���"�������		��#��$�%���
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�
����Genet ic  l inkage
analyses have identified inherited human disor-
ders due to abnormal function of K+ channels.
These naturally occurring mutations result in loss
or changes in K+ channel function (3).

Cardiac diseases: In heart, multiple K+ chan-
nels regulate cardiac excitability and determine
cardiac action potential duration. Both KvLQT1
and � MinK  have wide distribution in different
tissues; these two subunits coassemble to form a
slowly activating delayed rectifier K+ channel
(IKS) that plays role in repolarization of cardiac
action potential in heart and regulates transepi-
thelial K+ ion secretion in the inner ear. Mutations
in either KvLQT1 or MinK have been linked to car-
diac arrhythmia in the dominant � Long-QT syn-
dromes (LQT) or to recessive LQT, in which car-
diac arrhythmia is associated with congenital
deafness. Another cardiac rapid delayed rectifier
K+ channel (IKR), in contrast to IKS, is composed
of � HERG and MiRP1, and is responsible for repo-
larization of cardiac action potential. Aberrant
function of HERG/MiRP1 resulting from muta-
tions in either subunit has been identified in fami-
lies associated with LQT. Mutations in KCNJ2,
encoding Kir2.1, lead to Andersen’s syndrome.

CNS diseases: In CNS, mutations in KCNA1
(Kv1.1) impair the capacity of the affected neurons
to repolarize effectively following an action poten-
tial and are linked to the type 1 � Episodic ataxia/
myokymia (EA1). KCNQ3 and KCNQ2 or KCNQ5
constitute diverse � M-channels  that play impor-
tant roles in determining the excitability thresh-
old, firing properties and responsiveness of neu-
rons to synaptic inputs. Mutations in both KCNQ2
and KCNQ3 that render the function of M-chan-
nels have been identified in the family associated
with � benign familial neonatal convulsions (4). 

Deafness: KCNQ4 is highly expressed in vestib-
ular system, brain and cochlea sensory hair cells.

Fig. 1 Human potassium channel genes: localization and diseases. Human K+ channel genes are sorted by sim-
ilarity of amino acid sequence. The dendrogram was generated using Pileup program of the Wisconsin 
Sequence Analysis Package (Genetics Computer Group (GCG), Madison, Wisconsin). Abbreviations: Adr g, 
adrenal gland; Andersen’s, Andersen’s syndrome; B, brain; Bartter’s, Bartter’s syndrome; BEC, brain-specific 
eag-like channel; BFNC, Benign familial neonatal convulsions; BKCa, large-conductance Ca2+-activated K+ 
channel; Co, cochlea; EA, Episodic ataxia/myokymia syndrome; EAG, ether-a-go-go gene encoded K+ channel; 
H, heart; HEAG, human ether-a-go-go; hSK, human small-conductance Ca2+-activated; IKCa, intermediate-con-
ductance Ca2+-activated; JLNS, Jervell and Lange-Nielsen syndrome; K, kidney; Kv, voltage-gated; Kir, inward-
rectifier K+ channel; L, lung; Li, liver; LQT, long-QT syndrome; Lym, lymphocyte; M, muscle; Pan, pancreatic 
islet; PHHI, persistent hyperinsulinemic hypoglycemia of infancy; Pl, placenta; Pros, prostate; R, retina; Sk m, 
skeletal muscle; Sm, smooth muscle; Spin, spinal cord; TASK, TWIK-related acid-sensitive K+ channel; TASK, 
TWIK-related acid-sensitive K+ channel; TRAAK, TWIK-related arachidonic acid-stimulated K+ channel; 
TWIK, two-pore weak inward rectifier.
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KCNQ4 has been mapped to human chromosome
1p34 in which DFNA2 is located. Loss of KCNQ4
function due to deletion or mutation contributes
to progressive hearing loss (4).

Renal diseases: In kidney, mutations in KCNJ1
disrupt the function of Kir1.1 in apical renal outer
medullar. The loss of tubular K+ channel function
and impaired K+ flux probably prevent apical
membrane potassium recycling and lead to ante-
natal � Bartter’s syndrome.

Metabolic diseases: In the pancreatic β-cells,
multiple ion channels regulate insulin secretion.
These include the ATP-sensitive K+ (KATP) chan-
nel (composed of four SUR1  and four Kir6.2 subu-
nits) which link cellular metabolism to electrical
activity. Mutations in SUR1 and Kir6.2 that leads to
loss of KATP channel function have been identified
in families with � familial persistent hyperin-
sulinemic hypoglycemia of infancy  (PHHI).

�����& ���%�������������������	�� ����
�����In addi-
tion to naturally occurring mutations in K+ chan-
nels leading to various human disorders, acquired
dysfunction of K+ channels induced by drugs or
diseases can also occur (3). Blockade of HERG
channel by certain H1 antagoinsts, antipsychotics,
tricyclic antidepressants, antibiotics and anti-
emetic agents contributes to the drug-induced
LQT leading to polymorphic ventricular dysrhyth-
mia, the torsade de pointes. H1 receptor antago-
nists such as loratadine and rupatadine can also
induce cardiac arrhythmia by blocking Kv1.5. Up-
or down-regulation of K+ channel gene expres-
sion has been shown to be involved in cardiac
hypertrophy, atrial fibrillation, apoptosis, onco-
genesis and Alzheimer’s disease. In neuromuscu-
lar junctions, inhibition of delayed rectifier K+

channels (Kv1.1 and Kv1.6) by autoantibodies is the
underlying mechanism leading to muscle twitch-
ing observed in Isaacs’ syndrome, an acquired
neuromyotonia.

�����!� ����'�%�����
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Concurrent with the progress in our understand-
ing of molecular diversity, structure and function
of K+ channels, genetically linked and acquired
diseases involved in alterations in the K+ channel,
the interests in discovery and development of

Fig. 2 Schematic representation of the structural clas-
sification of K+ channel subunits. A, Six transmem-
brane one-pore subunits. This represents a class of the 
K+ channels composed of four subunits each contain-
ing six transmembrane segments (S1–S6) and a con-
ducting pore (P) between S5 and S6 with a voltage 
sensor (positive charge of amino acid) located at S4. 
Some of the voltage-gated K+ channels include an 
auxiliary β-subunit (Kvβ), which is a cytoplasmic pro-
tein with binding site located at the N-terminus of the 
α-subunit. The inset shows the general assembly of K+ 
channels. The homotetrameric K+ channel consists of 
four identical subunits while different α-subunits 
form heterotetrameric K+ channels. B, Two-trans-
membrane one-pore subunits. The inward rectifier 
K+ channel belongs to a superfamily of channels with 
four subunits each containing two transmembrane 
segments (M1 and M2) with a P-loop in between. C, 
Four transmembrane two-pore subunits. This repre-
sents a class of K+ channel that has four transmem-
branes with two P-loops. This figure is adapted from 
(3).
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selective modulators of various classes of K+ chan-
nels are evolving (5).
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�)+�,����The Kv1.3 channel plays a critical role in
controlling Ca2+ influx that regulates proliferation
in human T lymphocytes. Blocking Kv1.3 inhibits
activated-T cell proliferation, thereby making this
channel an attractive target for immunosuppres-
sant agents. Recent studies have identified corre-
olide as a Kv1.3 blocker. Other emerging Kv1.3
blockers that could be used as potential immuno-
suppressants include H-37, WIN-17317-3, CP-339818
and UK-78282 (Table 2).

�)+�-����In human atria, the Kv1.5 represents the
ultra-rapid delayed rectifier that contributes to the
repolarization in early phase of cardiac action
potential. Selective blockers of Kv1.5 channels
could potentially be beneficial in the treatment of
atrial fibrillation since blocking Kv1.5 could delay
repolarization and prolong refractoriness selec-
tively in cardiac myocytes.

./0"����HERG/MiRP is the major target for the
class III antiarrhythmic agents. Novel and selec-
tive agents include dofetilide, ibutilide and azimi-
lide that block HERG, prolong cardiac action
potential and represent useful agents for the treat-
ment of arrhythmias (Table 2).

�)#1�+����KvLQT1/MinK has been suggested as a
promising avenue for the class III antiarrhythmic
approach. As noted above, most known class III
antiarrhythmic drugs block HERG/MiRP and lead
to prolongation of cardiac action potentials. How-
ever, HERG/MiRP blockade typically causes exces-
sive prolongation of action potentials at slow heart
rates, whereas at higher rates blockade is much
less effective. This so-called reverse use-dependent
action can lead to life-threatening arrhythmias.
Thus, selective KvLQT1/MinK blocker might be
more promising with less pro-arrhythmic poten-
tial. Recent developments have identified chroma-
nol 293B as a prototypical inhibitor of KvLQT1/
MinK. Other blockers include HMR-1556 and L-
73582.

��������21�����)�%�������	
����The M-channel is
emerging as an attractive target to enhance cogni-
tion; this is encouraged by the observation that
neurotransmitter release enhancers for Alzhe-
imer’s disease such as linopirdine, DMP-543, and
XE-991 are M-channel blockers. Mutations in
KCNQ2 and KCNQ3 linking to benign familial
neonatal convulsions suggest M-channel openers
as potential antiepileptic agents. The antiepileptic
agent retigabine has been shown to activate
KCNQ2/KCNQ3 channels, indicating that M-chan-
nel activation may be a new mode of action for
anticonvulsant drugs.

����������
���)�����������	
�3�����������	
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As noted previously, SUR1/Kir6.2 constitutes the
pancreatic KATP channel. The molecular composi-
tion of the cardiac/skeletal muscle KATP channel is
SUR2A/Kir6.2, whereas SUR2B/Kir6.2 is thought
to form the major KATP channel in smooth muscle
cells. Like sarcolemmal KATP channel, mitochon-
dria KATP channel also couples the energy metab-
olism to cellular activities, although its molecular
composition remains to be elucidated.

�50+6���7�8����Glibenclamide and glipizide, which
block pancreatic KATP channels, have been used
for the treatment of type II diabetes. New classes
of insulin secretagogues includes repaglinide and
nateglinide, which improve insulin secretion,
action and reduce carbohydrate absorption.

9��
��
�%���������������	
����Cardiac KATP channel
opening has a role in myocardial preconditioning,
a paradoxical form of cardioprotection wherein
brief ischemic episodes can protect the heart from
subsequent lethal ischemic injury. Recent develop-
ments have shown that BMS-180448 and BMS-
191095 have cardioprotective over vasorelaxant
effects by activating mitochondria KATP channels.

�508�6���7�8����Recent efforts have been focused on
the development of selective KATP channel openers
for vascular and nonvascular indications including
angina, airway hyperactivity, bladder over-activ-
ity and erectile dysfunction (Table 3).

��8������)���%����������	
����This  subfami ly
includes the large- (BKCa), intermediate- (IKCa)
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Tab. 2 Potassium channel openers*.

Channel family Therapeutic Indications Compounds

Voltage-gated K+ channels

Kv1.3 Immunosuppressant Correolide, WIN-17317-3, 
CP-339318, UK-78,282, H-37

Kv1.5 (IKUR) Atrial fibrillation NIP-142

Kv4.2 (IKTO) Arrhythmia Flecainide, Clofilium

Kv (other) Multiple sclerosis Fampridine (4-aminopyridine)

Epilepsy BIIA 0388

HERG/MiRP (IKR) Arrhythmia Dofetilide, Ibutilide

Atrial fibrillation/flutter Almokalant, E4031, MK499, 
Sematilide, Azimilide (NE 10064), 
D-Sotalol

KvLQT1/MinK (IKS) Arrhythmia Chromanol 293B, HMR1556, 
E-047/1, L768673, L735821, L364373

Kv1.5, HERG/MiRP, 
KvLQT1/MinK

Arrhythmia, angina Ambasilide (LU 47710), Tedisamil 

ATP-sensitive K+ channels (KATP)

SUR1/Kir6.2 Type II diabetes Tolbutamide, Chlorpropamide, 
Glibenclamide, Glipzide, 
Nateglinide, Repaglinide

SUR2A/Kir6.2 Ventricular arrhythmia, 
sudden cardiac death

HMR-1883 (Clamikalant), 
HMR-1098

SUR2B/Kir6.2 (?) Arrhythmia, diuretics PNU-37883A, PNU-99963, IMID-4F

Ca2+-activated K+ channels

Intermediate-conductance (IKCa) Sickle cell anemia, diarrhea Clotrimazole, ICA-15451

Immunosuppressant TRAM-34

Rheumatoid arthritis

Small-conductance (SKCa) Sleep apnea Dequalinium, Tubocurarine

Neuromuscular disorders UCL-1684, UCL-1530

M-channels

KCNQ2/KCNQ3 Cognition enhancer Linopirdine (DUP 996)

Alzheimer’s diseases DMP-543, XE-991

* Adapted from (3).

K+ Channels
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and small-conductance (SKCa) Ca2+-activated K+

channels that are activated by increases in intrac-
ellular free Ca2+ concentration. The opening of
IKCa and SKCa channels are less voltage-depend-
ent, whereas the activation of BKCa channel has
steep voltage sensitivity.

��������The diversity of BKCa channels can be
attributed to the assembly of pore-forming α sub-
unit together with four different auxiliary subunits
(β1–β4). BMS-204352 has been identified as a BKCa
channel opener for the treatment of acute
ischemic stroke although it has also been shown to

Tab. 3 Potassium channel blockers*.

Channel family Therapeutic Indications Compounds

ATP-sensitive K+channels (KATP)

Cardiac Mitochondria KATP 
(SUR2A/Kir6.2)

Myocardial Ischemia BMS-180448, BMS-191095, 
Diazoxide

SUR2B/Kir6.2 Angina Nicorandil, JTV-506

(SUR2B/Kir6.1?) Hypertension Pinacidil

(SUR2B splice variant/Kir6.2) Aprikalim (RP 52891), 
Bimakalim (EMD52692), 
Cromakalim, Celikalim, 
Emakalim, NIP121 RO 316930, 
RWJ 29009, SDZ PCO 400, 
Rimakalim (HOE234), 
Symakalim (EMD 57283), 
YM-099, YM-934

Airway hyperactivity SDZ-217-744

Alopecia P1075, Minoxidil

Bladder overactivity ZM244085, ZD6169, WAY233537, 
WAY151616, ZD0947

Erectile dysfunction PNU83757

Ca2+-activated K+ channels (KCa)

Large-conductance (BKCa) Cerebral ischemia BMS-204352

Vascular/nonvascular disorders, 
Antipsychotic

NS-1608, NS-4, NS-1619 
(also Ca2+ channel blocker) 

Urinary incontinence, Pollakisuria NS-8

Intermediate (IKCa)-, 
Small-conductance (SKCa)

Vascular disorder, Cystic fibrosis 1-EBIO, Chlorzoxazone, 
Zoxazolamine

M-channels

KCNQ2/KCNQ3 Epilepsy Retigabine (also GABAA agonist), 
BMS-204352

* Adapted from (3).
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be a M-channel activator. Therapeutic applications
for channel openers include epilepsy, bladder
over-activity, asthma, hypertension and psycho-
sis. Other known BKCa channel openers include
NS-8, NS-1619 and NS-4 (Table 3).

'�������The IKCa channel has been known as a Gar-
dos channel in red blood cells. Blockers of IKCa
channels have been suggested for the treatment of
sickle cell anemia, diarrhea and rheumatoid
arthritis. Blockers of IKCa channels may be used as
immunosuppressive agents because these channels
are up-regulated following antigenic or mitogenic
stimulation in T-cells. IKCa channel blockers
include clotrimazole, ICA-15451 and TRAM-34.
Openers of IKCa channels may be therapeutically
beneficial in cystic fibrosis and peripheral vascu-
lar diseases. Although not highly specific, 1-EBIO
(1-ethyl-2-benzimidazolinone) and benzoxazoles
have been shown to activate IKCa channels.

��������The SKCa channels are responsible for the
slow after-hyperpolarization and play important
roles in determining the firing frequency. Distinct
genes are known to encode SKCa1, SKCa2 and
SKCa3, in which SKCa2 and SKCa3 are highly
apamin-sensitive. Over expression of SKCa3 can
induce abnormal respiratory responses to hypoxic
challenge and compromised parturition, suggest-
ing SKCa3 as a potential target for sleep apnea and
for regulating uterine contractions during labor.
Other indications for SKCa channel modulators
include myotonic muscular dystrophy, gastrointes-
tinal dismotilities, memory disorders and epi-
lepsy. The SKCa channel blockers include dequa-
linium analogs and more potent agents such as
UCL-1684 and UCL-1530.

����
��
������������	

The newly identified two-pore K+ channels are
thought to function as background channels
involved in the regulation of resting membrane
potential. Recent studies have shown that neuro-
protective agents such as riluzole and volatile gen-
eral anesthetics can activate two-pore K+ chan-
nels, suggesting these channels might be attrac-
tive targets for novel neuroprotective and
anesthetic agents.

�
��	 
�
�

K+ channels have emerged as underlying molecu-
lar targets in a number of diseases. Recent cloning
and the knowledge of structure and function,
genetic- and disease-induced regulation of K+

channels could undoubtedly improve diagnosis
and offer specific candidate genes for the develop-
ment of appropriate therapies. Technology to
improve high throughput assays for K+ channel
modulators such as planar patch should be help-
ful to identify potent and selective drug candi-
dates.
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Typical KCO members are diazoxide, pinacidil,
cromakalim, and nicorandil.  KCOs activate KATP
channels by binding to SUR subunits.  Diazoxide
and nicorandil are clinically used in treatment of
PHHI and angina pectoris, respectively.

� ATP-dependent Potassium Channels

K+ Channel Openers
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KELL blood group antigen is a plasma membrane
protein isolated from red cells homologous to
zinc-binding g lycoproteins with neutral
endopeptidase activity.
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The Ki value is the dissociation constant of an
enzyme-inhibitor complex.  If [E] and [I] are the
concentrations of enzyme and its inhibitor and
[EI] is the concentration of the enzyme-inhibitor
complex, there is an equilibrium of complex for-
mation and detachment as follows:  

Under these circumstances, Ki can be defined as:

����
�

A kinase is an enzyme that catalyzes the transfer
of the terminal phosphate of a nucleotide to suita-
ble substrates. Protein and lipid kinases play
important roles in signaling. The kinase domain is
a two lobed structure with an ATP binding site
and a substrate-binding site. Protein kinases can
be tyrosine kinases (e.g. receptor tyrosine kinases
(RTKs)), serine/threonine kinases (e.g. protein
kinase C (PKC)) or dual specificity kinases (e.g.
MEK). Kinases that can phosphorylate histidine
and arginine residues have been identified in
lower organisms.
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� Kinase
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Kinetochores are the attachment sites on the con-
densed chromosomes. During mitosis, microtu-
bules attach and segregate the two sets of chromo-
somes.
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Bradykinin, kallidin (lysyl-bradykinin), desArg9-
bradykinin, desArg10-kallidin (Lys0, desArg9-
bradykinin), T-kinin (Ile-Ser-bradykinin)

��������
�

Kinins are a group of oligopeptides of 8 to 11 resi-
dues that act locally as proinflammatory agents,
often through the release of powerful downstream
effectors such as nitric oxide and/or prostagland-
ins.

� Inflammation
� Nociception
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Typically, kinins are produced at injured or
inflamed tissue sites where they act through a
combined endocrine/paracrine mode. In a first
step, the large kinin precursor proteins, i.e.
kininogens, are targeted to the inflamed site where
the kinins are eventually liberated from the
kininogens by specific kininogenases, i.e. kal-
likreins. In humans, two types of kininogens exist,
termed high-molecular-weight (H-)kininogen (H-
kininogen) and low-molecular-weight (L-)kinino-
gen (Fig. 1). Both types of kininogens are encoded
by distinct mRNAs generated by alternative splic-
ing from a single kininogen gene. A third type of
kininogen, T-kininogen, appears to be unique for
the rat and is not found in humans or other mam-
malian species. Kininogens are primarily synthe-
sized by hepatocytes and secreted into the human
plasma via constitutive routes. Kidney and secre-
tory glands are among the prominent extrahe-
patic sites of kininogen production.

The most common kinin-releasing enzymes
are kallikreins, a group of serine proteases that are
found in glandular cells, � neutrophils  and bio-
logical fluids such as plasma and urine. Kallikreins
fall into two distinct groups, i.e. tissue kallikrein
and plasma kallikrein, that differ by their struc-

tural, immunological and functional characteris-
tics (2). In some mammalian species, tissue kal-
likrein preferentially utilizes L-kininogen as the
substrate to produce kallidin, whereas plasma kal-
likrein acts on H-kininogen to generate bradyki-
nin (Table 1). Kinins can also be released by com-
mon proteases such as trypsin, elastase or cathep-
sin D. Apart from human kininogenases, a large
number of proteases derived from pathogenic
microorganisms has been found to liberate kinins
from kininogens.

Kinins are extremely short-lived peptide hor-
mones (<15 s) that are prone to rapid conversion
and inactivation. For instance, bradykinin and
kallidin are cleaved at their carboxy-terminal ends
by carboxypeptidases of the N and M type, collec-
tively referred to as kininases type I, to form
desArg9-bradykinin and desArg10-kallidin, respec-
tively (Table 1). Because bradykinin and kallidin
act on B2 receptors, and desArg9-bradykinin and
desArg10-kallidin bind exclusively to B1 receptors,
the proteolytic conversion of the kinins results in a
receptor “switch” (Fig. 1). Both types of agonists
are rapidly degraded and inactivated by the action
of the dipeptidylpeptidase angiotensin-converting
enzyme, also known as kininase type II, and neu-
tral endopeptidase that inactivate kinins by trim-
ming the kinin peptides at their carboxy-terminal
ends (Table 1).

Fig. 1 Scheme of kinin lib-
eration, turnover and 
action.
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In humans as well as in other but not all mam-
malian species, kininogens are modified by post-
translational hydroxylation of a single proline resi-
due of their kinin sequence, i.e. position 3 in
bradykinin or position 4 in kallidin. Hydroxyla-
tion does not affect the specificity, affinity or
intrinsic efficacy of the kinins.

�����
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The determination of kinins in humans has been
limited due to the inherent difficulties in accu-
rately measuring the concentration of ephemeral
peptides. Thus, strict measurements have to be
taken to prevent rapid degradation of the kinins in
vitro. Kinins and their degradation products have
been studied in various biological milieus such as
plasma/serum, urine, joint fluids, kidney, lung and
skeletal muscle (1). Under normal conditions, the
concentration of kinins in these compartments is
extremely low; for instance kinin levels in human
plasma are in the femtomolar and lower picomolar
range. Because plasma concentration of kinino-
gens is in the micromolar range, i.e. the ratio of

effector to precursor concentrations is maintained
at an extremely low level of 10-6 to 10-9, and there-
fore kinin release must be extremely tightly con-
trolled. Kinin levels, however, can considerably
rise in patients with underlying diseases such as
hereditary angioedema or in more severe compli-
cations such as � sepsis  and � septic shock.

0���!�
�

The physiological functions executed by kinins are
mediated by their interaction with specific recep-
tors. In humans, two types of kinin receptor have
been identified, namely B1 and B2 receptors (2).
The two receptor types are products of distinct
genes on two closely apposed loci of human chro-
mosome 14q32 that likely arose from a common
progenitor, though their sequence identity is lim-
ited. The two proteins belong to the large family of
G protein-coupled receptors characterized by
seven transmembrane-spanning helices. Unlike B2
receptors that are constitutively expressed in many
cell types and tissues, the expression levels of B1
receptors are very low under non-stimulated con-

Tab. 1 Enzymes involved in the generation and degradation of kinins.

Substrate Processing Enzyme Product Kinin Receptor

H-kininogen plasma kallikrein
tissue kallikrein

bradykinin (RPPGFSPFR)
kallidin

B2 receptor

L-kininogen tissue kallikrein
plasma kallikrein

kallidin (KRPPGFSPFR)
bradykinin

B2 receptor

bradykinin carboxypeptidase N
carboxypeptidase M
neutral endopeptidase (NEP)
angiotensin converting enzyme 
(ACE)

desArg9-bradykinin (RPPGFSPF)
bradykinin 1-7 (RPPGFSP)
bradykinin 1-7 (RPPGFSP)
1-5 (RPPGF)

B1 receptor
inactive
inactive
inactive

kallidin carboxypeptidase N
carboxypeptidase M
neutral endopeptidase (NEP)
angiotensin converting enzyme 
(ACE)

desArg10-kallidin (KRPPGFSPF)
kallidin 1-8 (KRPPGFSP)
kallidin 1-8 (KRPPGFSP)
1-6 (KRPPGF)

B1 receptor
inactive
inactive
inactive

desArg9-bradyki-
nin (RPPGFSPF)

neutral endopeptidase (NEP)
angiotensin converting enzyme 
(ACE)

bradykinin 1-7 (RPPGFS), 
1-4 (RPPG)
bradykinin 1-5 (RPPGF)

inactive
inactive

desArg10-kallidin 
(KRPPGFSPF)

neutral endopeptidase (NEP)
angiotensin converting enzyme 
(ACE)

kallidin 1-5 (KRPPG)
kallidin 1-6 (KRPPGF)

inactive
inactive



544 Kinins

ditions. However, inflammatory or noxious stimuli
boost the biosynthesis of the B1 receptor. Several
� cytokines  such as interleukin IL-1β, as well as
� g row t h f ac tors  and bacter ial
� lipopolysaccharides  can up-regulate the tran-
scription of the B1 gene. B1 and B2 receptors are
predominantly coupled to the � pertussis toxin-
insensitive Gq type of G protein leading to phos-
pholipase C activation, mobilization of intracellu-
lar calcium by inositol-1,4,5-trisphosphate (IP3)
and activation of � protein kinase C (Fig. 2). Kinin
receptors are vigorous stimulators of the biosyn-
thesis of potent downstream effectors such as
� prostaglandins  and � leukotrienes  due to
� phospholipase A2 activation, and of � nitric
oxide via stimulation of the endothelial isoform of
� nitric oxide synthase (eNOS).

������0���!�
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Mice that are homozygous for a disrupted B1 or B2
receptor gene are healthy, fertile and normoten-
sive. In B1-deficient mice, bacterial lipopolysac-

charide-induced � hypotension  is diminished and
the recruitment of polymorphonuclear leukocytes
to the sites of tissue injury is impaired and the ani-
mals show signs of hypoalgesia. Deletion of the B2
gene in mice leads to salt-sensitive � hypertension
and altered � nociception. B2 knockout embryos
subjected to salt stress in utero show suppressed
renin expression and an abnormal kidney pheno-
type and develop early postnatal hypertension.
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Kinins are implicated in many physiological and
pathological processes including the induction of
pain and hypotension, contraction of smooth
muscles, regulation of local blood flow, stimula-
tion of electrolyte fluxes, activation of sensory
neurons and increase of vascular permeability.
Many of these effects are triggered at least in part
v ia  the major  dow nst ream ef fec tors
� prostaglandins, � leukotrienes  and � nitric
oxide.

Fig. 2 Intracellular signaling cascades triggered by kinins. Following binding of kinins to the receptor the asso-
ciated heterotrimeric G protein complex dissociates. The α subunit stimulates phospholipase C (PLC) which in 
turn catalyses the breakdown of phosphatidylinositol-4,5-bisphosphate (PIP2) into 1,2-diacylglycerol (DAG) 
and inositol-1,4,5-trisphosphate (IP3). IP3 reacts with Ca2+ channels in the endoplasmatic reticulum (ER) 
releasing Ca2+ into the cytosol. The increase in intracellular Ca2+ levels activates protein kinase C (PKC), which 
translocates to the plasma membrane, anchoring to DAG and phosphatidylserine.



Kinins 545

�

In rare cases of a systemic release, kinins have
the potential to cause severe hypotension. Uncon-
trolled activation of the contact system (Fig. 3) is
thought to trigger a massive formation of kinins
under certain pathological conditions (3). For
instance, this situation is seen in patients with
underlying diseases such as systemic inflamma-
tory response syndrome (SIRS) due to sepsis  or
trauma. During the progression of the disease,
depletion of contact system factors may occur and
low levels of H-kininogen and plasma kallikrein
are indicative of a fatal outcome (4). Other dis-
eases associated with a massive, often systemic
release of kinins are hereditary angioedema and
pancreatitis. Kinins are also generated during
allergic and non-allergic rhinitis  and � asthma.
Notably, kinins are important endogenous media-
tors exerting acute protective effects in the
ischemic myocardium via � nitric oxide-depend-
ent mechanisms.

�� (


Aprotinin (Trasylol®) was the first drug to be used
in the clinic to prevent the formation of kinins.
More recently this potent serine protease inhibitor
has received much attention in cardiac surgical
practice as a pharmacologic intervention to
improve the hemostatic derangement associated
with cardiopulmonary bypass. Interestingly, apro-
tinin isolated from bovine lung not only inhibits
contact activation but also impinges on a number
of interrelated pathways, thereby providing an
antifibrinolytic effect, attenuating platelet dys-
function and down-regulating inflammatory
responses. As a drug, aprotinin is also used to
reduce blood loss and transfusion requirements in
patients with a risk of hemorrhage, though the
underlying molecular mechanisms responsible for
the beneficial effects of aprotinin are still obscure.

A large number of specific B1 and B2 receptor
antagonists have been developed. Some of them
are orally available and are resistant to proteolytic
degradation. Kinin antagonists have been tested in
clinical trials and it appears that they have some
effects on the survival in patients with severe sys-
temic inflammatory response syndrome and sep-
sis  and in patients suffering from severe traumatic
brain injury. Kinin antagonists are drug candi-
dates for diseases such hyperalgesia and

angioedema, and the use of kinin agonists in the
treatment of brain tumors is anticipated.

Angiotensin-converting enzyme (ACE) inhibi-
tors represent a class of drugs that have proven
anti-hypertensive and anti-proteinuric effects.
They delay the progression of renal disease in con-
junction with the ability to reduce systemic blood
pressure. Furthermore they have been shown to
reduce mortality and morbidity in myocardial inf-
arction associated with chronic heart failure. The
cardioprotective effect of ACE inhibitors is a com-
bined result of the diminished conversion of angi-
otensin I and of the attenuated kinin breakdown

Fig. 3 Activation of the contact system on negatively 
charged surfaces. Upon perturbation or damage, 
endothelial cells change their properties from a non-
thrombogenic to a thrombogenic state, thereby initi-
ating different pro-coagulative and pro-inflammatory 
cascades. The contact system contributing to this con-
version comprises 4 factors, i.e. three inactive protein-
ases, factor XII (F XII), factor XI (F XI), plasma 
kallikrein (PK), and a single non-enzymatic co-factor, 
H-kininogen (HK). Under physiological conditions, 
these proteinases circulate as zymogens. The contact 
system associates with the surface of many cell types, 
e.g. platelets and endothelial cells. Negatively charged 
artificial surfaces such as kaolin are also capable to 
assemble and subsequently activate the contact sys-
tem; the initial step of this process is FXII activation, 
and active F XIIa converts plasma kallikrein and fac-
tor XI to their active proteolytic forms. Activated fac-
tor XI triggers the endogenous coagulation cascade, 
whereas activated plasma kallikrein cleaves H-kinino-
gen and releases bradykinin (BK). The mechanisms of 
activation of the contact system on cellular surfaces is 
less clear and may well differ from that on artificial 
surfaces.
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leading to kinin accumulation in ischemic myo-
cardia. Given their pleiotropic effects, ACE inhibi-
tors may well use alternative mechanism(s) to
exert their beneficial roles, e.g. through the resen-
sitization of kinin receptors, however, the precise
modes of action remain to be determined.
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Kir (inwardly rectifying K+) channels are a class of
potassium channels generated by the tetrameric
arrangement of one-pore/two-transmembrane
helix (1P/2TM) protein subunits, often associated
with additional beta subunits. Kir Channels serve
to modulate cell excitability, being involved in
repolarization of action potentials, setting the
resting potential of the cell and contributing to
potassium homeostasis. 

� Inwardly Rectifying K+ Channel Family
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� NDP-dependent K+ Channels
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Knockout mice are mice carrying a mutation lead-
ing to the disruption of a certain gene. Using a
molecular genetic technique called “gene target-
ing”, a gene is rendered non-functional in totipo-
tent embryonal stem cells in culture. These mutant
cells are then used to generate mice carrying the
mutation in the germ line, thus leading to the
establishment of an animal colony with a loss of
function of the desired gene.

� Transgenic Animal Models

$
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Koff, or the dissociation constant of a drug, refers
to the rate at which the drug-receptor complex dis-
sociates into separate drug and receptor units.

�
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Korsakoff psychosis is an advanced and irreversi-
ble stage of the so called Wernicke encephalopa-
thy, caused, e.g., by alcohol abuse. Typical symp-
toms include confabulation, disorientation and
reduced memory.
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Kvβ-subunits are auxiliary subunits of Shaker-
related Kv-channels, which belong to the Kv1 sub-
family of voltage-gated potassium channels. Kvβ-
subunits may function as chaperones in Kvα-sub-
unit assembly and may modulate the gating prop-
erties of Kv-channels. In particular, some Kvβ-
subunits may confer a rapid inactivation to other-
wise non-inactivating Kv-channels.
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Leukopoiesis denotes the formation of leukocytes
(white blood cells, a general term for granulocytes
and lymphocytes) from precursor cells. 
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Leukotriene receptor antagonists are agents that
inhibit the cysLT receptor and prevent the actions
of the leukotrienes LTC4, LTD4, and LTE4.

� Leukotrienes
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� Cysteinyl leukotriene, B-leukotrienes
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Leukotrienes are the last stage synthetic products
resulting from hydrolysis of phospholipid by the
ubiquitous 85 kD enzyme, cPLA2. This results in
the production of arachidonic acid (AA) from
which platelet activating factor is also synthesized
as a by-product of lipid hydrolysis. Arachidonic
acid is subseqeuntly converted by the enzyme, � 5-
lipoxygenase  (5-LO), into two bioactive classes of
leutotriene (LT): 1) LTB4, which is chemotactic for
neutrophils and minimally chemotactic for human
� eosinophils, and 2) the � cysteinyl leukotrienes
(cysLT), LTC4, D4 and E4. There is no known phys-
iological function of the cysLTs. These com-

pounds play a significant role in allergic responses
and contribute variably to the bronchoconstrictor
response in human � bronchial asthma.

� Inflammation
� Prostanoids
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The site of synthesis of leukotrienes within cells
remains incompletely defined. Increases in intrac-
ellular Ca2+concentration triggered by inflamma-
tory stimuli including chemokines and cytokines
cause migration of cPLA2 to the nuclear envelope
of inflammatory cells and, possibly, to cytosolic
lipid bodies (see below). AA produced by hydroly-
sis of the associated membranes is converted by 5-
LO into 5-hydroperoxy-6,8,11-eicosatetraneoic acid
(5-HPETE). 5-LO then further converts 5-HPETE
into LTA4 in the presence of 5-lipoxygenase acti-
vating protein, which serves as a substrate-con-
centrating rather than enzyme-activating func-
tion. LTA4 [5(s)-trans-5,6-oxido-7,9-trans11,14-cis-
eicosatetranonic acid] is an unstable intermediate
that undergoes attack by water, nucleophiles and
alcohols. LTA4 thus is converted by a hydrolase
into LTB4 in neutrophils, eosinophils, mast cell,
alveolar macrophages and airway epithelial cells
(Fig. 1). Eosinophils, mast cells and alveolar mac-
rophages also possess a LTC4 synthase, which con-
verts LTA4 intoLTC4. LTC4 is transported rapidly
out of the cell where it is quickly converted by γ-
glutamyltranspeptidase  into LTD4. LTD4 is con-
verted more slowly into LTE4, which is secreted
into the urine and is sometimes used (controver-
sially) as a marker for cysLT synthesis. Leukot-
riene B4 binds to its own BLT receptor. The cysLTs
are characterized by a side chain containing 3, 2 or
1 amino acids (cysteine is always present); there
are two or more specific cysLT receptors in tissues
at various sites including airway smooth muscle,
vascular smooth muscle and inflammatory cells
themselves. The high affinity cysLT receptor
recently has been cloned. All cysLTs bind to this
receptor.

Recent investigations have suggested that cysLT
may also be synthesized in the cytosol in lipid
bodies that are formed during cellular activation
in eosinophils. It has been suggested that all
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enzyme and transport systems essential to cysLT
synthesis exist in these lipid bodies, and hence
synthesis could occur with translocation of cPLA2
to the nuclear envelope. Likewise, it has been sug-
gested that 5-LO is not stored within the nucleus,
but rather is an enzyme dispersed throughout the
cytosol, which migrates to the nuclear membrane
and cytosolic lipid bodies upon activation. The
role of secretory PLA2 in leukotriene synthesis
also is not completely defined. Recent studies in
cell free systems indicates that group V sPLA2, a 14
kD protein with a high predilection for phosphati-
dylcholine on the plasma membrane of granulo-
cytes, is capable of causing AA synthesis through
hydrolysis of the outer plasma membrane. This is
presumed to be followed by subsequent internali-
zation of AA, 5-LO activation and cysLT synthesis
by a mechanism that does not involve cPLA2 or
metabolites/ isoforms of the mitogen-activated

protein kinase (MAPK) pathway. Reports of this
novel pathway are still unverified, but the role of
sPLA2 isoforms in leukotriene sythesis remains an
area of considerable interest. sPLA2s have been
identified in the bronchoalveolar lavage fluid of
asthmatic subjects.
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LTB4, a B-leukotriene, is a potent chemotaxin for
neutrophils and a weak chemotaxin for human
eosinophils. There is no indication that it is an
essential chemotactic receptor, and eosinophil
migration progresses in vivo even in the presence
of LTB4-receptor blockade. In human neutrophils,
LTB4 causes translocation of intracellular calcium
that initiates an autocrine pattern of stimulated
cellular activity. Some studies have shown that
LTB4 may cause contraction of both human bron-
chus and guinea pig parenchymal strips in vitro;

Fig. 1 Schema representing synthesis of cysteinyl leukotreine (cysLT) and BLT at the nuclear membrane. In this 
schema, cPLA2 has migrated from the cytosol to the nuclear envelope and 5-LO is secreted from the nucleus to 
produce the unstable metabolite, LTA4, which catalyzed by 5-LO from the 5-HPETE (not shown). Upon synthe-
sis, catalyzed by LTC4 synthase, there is active secretion of LTC4, which is converted rapidly to LTD4 outside of 
the inflammatory cell. Note that a specific hydrolase catalyzes the formation of LTB4, a non-cysLT, which has its 
own receptor. See text for details. Reprinted with permission from reference 6.
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however, blockade of LTB4 has little or no thera-
peutic action in human asthma.

The cysLTs were formerly known as SRS-A
(slow reacting substance of anaphylaxis) because
of the slow, substained contraction of airway
smooth muscle that resulted from the secretion of
this substance(s) upon mast cell activation.
Although originally identified in tissue mast cells,
eosinophils and mast cells both have substantial
cysLT synthetic capacity. Because the eosinophil is
ubiquitous in asthma and allergic disease and
because it is capable of cysLT synthesis, this cell
has generally been regarded as the primary mech-
anism for sustained cysLT secretion in allergic
states (Table 1).

Asthmatic exacerbations are associated with
chemotaxis of eosinophils from the peripheral
blood across endothelial membranes into the
parenchyma and lumen of the conducting airways
of the lung. This process is facilitated by the upreg-
ulation of β1- and β2-integrin, which bind to coun-
terligands of the immunoglobulin supergene fam-
ily on the endothelial surface. Diapedesis is facili-
tated by the presence of these ligands on both
sides of the endothelium (lumenal and parency-
mal). The migration of eosinophils from the
peripheral blood to human airways provides a
continuous reservoir for leukotriene synthesis in
allergic and asthma reactions. The 85 kD phos-
pholipase cPLA2 that catalyzes the first steps of

leukotriene synthesis also serves as a messenger
protein for cellular adhesion, likely from the syn-
thesis of lysophospholipid, which is the by-prod-
uct of membrane hydrolysis in which AA is also
synthesized.

Leukotrienes may play a more important role
in allergy than asthma. While cysLTs are highly
efficacious bronchoconstricting agents when
administered exogenously to human asthmatics
(Fig. 2) (1,000-fold the potency of histamine), a
critical role for cystLT in asthmatic bronchocon-
striction has not been established. Amelioration of
inflammatory response by corticosteroids in both
asthma and allergic reactions is highly efficacious
and does not appear to result from blockade of
leukotriene synthesis. No other chronic inflamma-
tory disease has been linked directly to cysLT
secretion despite the capacity for these com-
pounds to cause edema and inflammatory cell
migration.

����


The effects of leukotrienes can be blocked at sev-
eral levels. Inhibitors of 5-lipoxygenase activating
protein (FLAP) or 5-lipoxygenase inhibit LT syn-
thesis at all levels. However, FLAP antagonists
developed to date have been too hepatotoxic for
human use. Zileuton, a 5-LO inhibiting drug, also
demonstrated some hepatotoxicity in a small per-

Tab. 1 Pharmacologic actions of the leukotrienes1. Reprinted with permission from reference 5.

LTB4 Cysteinyl LTs (LTC4, LTD4, LTE4)

PMN aggregration Airway smooth muscle contraction

PMN chemotaxis Constriction of conducting airways

Contraction of guinea pig parenchyma

Exudation of plasma Secretion of mucus

Translocation of calcium Fluid leakage from venules

Stimulation of PLA2 (guinea pig) Edema formation

Contraction of human bronchus (?) Chemoattraction of eosinophils

Contraction of guinea pig parenchyma (?) Autocrine activation of PLA2 (guinea pig)

No effect with LTRA Blocked by LTRA
1Adapted from Leff AR Discovery of leukotrienes and development of antileukotriene agents. (2001) Annals of Allergy,
Asthma and Immunol 8(supp):864–868.
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centage of patients, which was nonetheless entirely
reversible. However, the short half-life of this com-
pound requires 4-times daily administration in,
and, accordingly, this compound is rarely pre-
scribed. The most widely used anti-LT drugs are
the � leukotriene receptor antagonists, which
were synthesized before the cloning of the cysLT
receptor. These include pranlukast, which is
widely used in Japan, and zafirlukast  and monte-
lukast, which are used in the United States, Europe
and Asia. In controlled studies in human asthmat-
ics, these compounds causes 5–8% improvement
in bronchoconstriction as measured by the forced
expiratory volume in 1 second (FEV1). LTRAs have
been shown to reduce the need for inhaled corti-
costeroids (ICS) and β-adrenoceptor agonists in
human asthma. Additional studies have suggested
that addition of an LTRA to loratadine, an anti-
histamine, or to ICS or β-adrenoceptor agonists
augments the improvement in FEV1. Nonetheless,
LTRAs are fairly expensive and substantially less
efficacious than either long acting β-adrenergic
agonists (LABA) or ICS, particularly when LABA
and ICS are used in combination. Accordingly, the

use of LTRAs is often relegated to either mild
asthma or as supplemental therapy for patients
failing to respond to other drugs.

There arefew definitive data to substantiate the
efficacy of LTRA therapy in refractory asthma,
except for patients with “aspirin-sensitive
asthma”. This is a fairly uncommon form of
asthma that occurs generally in adults who often
have no prior (i.e. childhood) history of asthma or
� atopy, may have nasal polyposis, and who often
are dependent upon oral corticosteroids for con-
trol of their asthma. This syndrome is not specific
to aspirin but is provoked by any inhibitors of the
cycloxygenase-1 (COX-1) pathway. These patients
have been shown to have a genetic defect that
causes overexpression of the enzyme LTC4 syn-
thase. However, the mechanism by which this
bronchoconstriction is provoked by COX-1 inhibi-
tion remains unexplained. In such patients, LTRAs
are specifically indicated. There is limited evi-
dence suggesting that patients with aspirin-sensi-
tive asthma can use selective COX-2 inhibitors
safely; however, COX-2-specific analgesics still are
not recommended for use in aspirin-sensitive
asthma by the FDA in the United States.

Although some studies have shown no change
in the excretion of LTE4 in the urine of patients
treated with corticosteroids, other investigations
indicated that corticosteroids inhibit cPLA2 trans-
location to the nuclear nuclear membrane in
inflammatory cells, thus attenuating stimulated
synthesis of cysLTs. This would suggest that oral
and possibly inhaled corticosteroids may also
inhibit production of cysLTs both directly (see
above) and indirectly by causing necrosis and
apoptosis of eosinophils, which are the predomi-
nant leukotriene-sythesizing cells in asthmatic air-
ways (see above).

In the United States, LTRAs have largely
replaced theophylline as the incremental drug for
the treatment of moderate and severe asthma,
where LABA and ICS do not effect adequate con-
trol. For patients with mild persistent asthma,
LTRAs have been designated as a suitable substi-
tute for low dose ICS by the National Asthma Edu-
cation Panel Program (NAEPP) of the National
Heart and Lung Institute (National Institutes of
Health).

Fig. 2 Relative airway responsives of asthmatic 
patients to inhaled cysteinyl leukotrines versus hista-
mine. CysLTs have up to 1000-fold greater potency in 
causing bronchoconstriction than histamine. 
Reprinted from (2), by permission of the publisher.



Liddle’s Syndrome 555

�

)���	�������"�
���
�������������!������������

When given acutely to patients who have no prior
exposure to LTRA therapy, FEV1 increases meas-
ureably within 30 min and results in a maximal
improvement of about 10% in 1 hr. For short acting
drugs, e.g. zileuton, this response returns rapidly
to baseline, and the drug must initially be admin-
istered in 4 doses daily. In this regard, the initial
effects of 5-LO inhibition are more like bronchodi-
lators than disease modifying agents. However,
with prolonged use (>60 days) there is little differ-
ence between peak and trough response in FEV1,
even if zileuton administration is decreased to
twice daily. This acquired, longer acting effect has
been suggested to imply a disease modifying effect
of anti-leukotriene therapy. In some studies, even
acute administration of LTRAs has caused a mod-
est decrease in eosinophil migration into asth-
matic airways, and the presence of the cysLT
receptor, which has been recently identified on
eosinophils, suggests a possible mechanism for
this action. Other recent studies indicate that the
LTRA, montelukast, if infused intravenously
causes rapid incremental increase in FEV1 in
patients seeking treatment for acute asthma. The
reason for the improved efficacy by intravenous
infusion is unclear, but further investigations are
examining the future role of LTRAs as potential
rescue drugs in acute asthma.

LTRAs are extremely safe for patient use. How-
ever, the present generation of LTRAs is only mod-
estly efficacious. Many patients show no clinically
meaningful response, and current recommenda-
tions suggest a one month trial period to deter-
mine if patients will benefit from these drugs.
With the exception of aspirin-sensitive asthmat-
ics, there is currently no means for predicting
which patients or under what circumstances anti-
leukotrine therapies will be effective.
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� L-DOPA / Levodopa
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Lewy bodies are typical in neuronal degeneration,
which is accompanied by the presence of these
eosinophilic intracellular inclusions of 5–25 µm in
diameter in a proportion of still surviving neu-
rons. Lewy bodies contain neurofilament, tubulin,
microtubule-associated proteins 1 and 2, and gel-
solin, an actin-modulating protein.
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Liddle’s syndrome is an autosomal dominant dis-
order that is caused by persistent hyperactivity of
the epithelial Na channel. Its symptoms mimic
aldosterone excess, but plasma aldosterone levels
are actually reduced (pseudoaldosteronism). The
disease is characterized by early onset arterial
hypertension, hypokalemia, and metabolic alkalo-
sis.

Disease-causing mutations are found in the
cytoplasmic regulatory region of the β and γ subu-
nits of the epithrlial sodium channel (ENaC)
genes. In general, patients with Liddle’s syndrome
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can be treated successfully with the ENaC inhibi-
tor amiloride.

� Epithelial Sodium Channels
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A ligand can be an antagonist or agonist that binds
to a receptor.
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Ion channels that are opened by binding of a neu-
rotransmitter (or drug) to a receptor domain on
extracellular sites of the channel protein(s) are
defined as ligand-gated. Nicotinic acetylcholine,
� glutamate, γ-aminobutyric acidA (GABAA) and
� glycine receptors are examples of this type of
receptor-linked ion channel.

� Benzodiazepines
� Cyclic Nucleotide-gated Channels
� Ca2+ Channels
� Ionotropic Glutamate Receptors
� Nicotinic Receptors
� K+ Channels
� Serotoninergic System
� Purinergic System
� Tolerance and Desensitization
� Table appendix: Receptor Proteins
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The limbic system is part of the brain, consisting
of the amygdala, the hippocampus and evolution-
arily old regions of the cortex, takes part in the
representation of emotions in the brain.
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Lipidation, S-acylation, N-myristoylation, myris-
toylation, S-prenylation, prenylation, palmitoyla-
tion, isoprenylation, � GPI anchors, glypiation
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Covalent attachment of lipid moieties to proteins
plays important roles in the cellular localization
and function of a broad spectrum of proteins in all
eukaryotic cells. Such proteins, commonly
referred to as lipidated proteins, are classified
based on the identity of the attached lipid (Fig. 1).
Each specific type of lipid has unique properties
that confer distinct functional attributes to its pro-
tein host. S-acylated proteins, commonly referred
to as palmitoylated proteins, generally contain the
16-carbon saturated acyl group palmitoyl attached
via a labile thioester bond to cysteine residue(s),
although other fatty acyl chains may substitute for
palmitoyl group. N-myristoylated proteins con-
tain the saturated 14-carbon myristoyl group
attached via amide bond formation to amino-ter-
minal glycine residues. S-prenylated proteins con-
tain one of two � isoprenoid  lipids, either the 15-
carbon farnesyl or 20-carbon geranylgeranyl. The
fourth major class of lipidated proteins is those
containing the glycosylphosphatidylinositol (GPI)
moiety, a large and complex structure of which the
lipid component is an entire phospholipid.
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S-acylated proteins include many GTP-binding
regulatory proteins (G-proteins), including most α
subunits of � heterotrimeric G-proteins and also
many members of the Ras superfamily of mono-
meric G proteins, a number of � G protein-cou-
pled receptors, several nonreceptor � tyrosine
kinases, and a number of other signaling mole-
cules. S-acylation is post-translational and reversi-
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ble, a property that allows the cell to control the
modification state, and hence the localization and
biological activity, of the protein. The lipid sub-
strates for S-acylation are � Acyl-CoA  molecules.
The molecular mechanism of S-acylation is only
recently being elucidated; the first identified acyl-
transferase specifically involved in the process
being the product of the Skinny Hedgehog (Ski)
gene in Drosophila (1). Ski orthologs have also
been identified in mammalian genomes. This acyl-
transferase appears to specifically process secreted
proteins, in particular a molecule important in
development termed Hedgehog. Hedgehog pro-
teins undergo two lipid modifications during their
maturation involving covalently modification by
cholesterol at their carboxyl-terminus (a modifica-
tion that has not been characterized for any other
protein to date) and the S-acylation catalyzed by
Ski on a conserved amino-terminal cysteine resi-
due. Since the acylation of Hedgehog is apparently
coupled to passage through the secretory pathway,
there are most likely other unidentified enzymes
that handle the numerous intracellular S-acylated
proteins. In addition, nonenzymatic acylation of
cysteine thiols on proteins incubated in the pres-
ence of acyl-CoA has been described, although the
biological importance of this process is still
unclear.

N-myristoylated proteins include select α sub-
units of heterotrimeric G proteins, a number of
nonreceptor tyrosine kinases, a few monomeric G-

proteins, and several other proteins important in
biological regulation. There is some overlap
between S-acylated and N-myristoylated proteins
such that many contain both lipid modifications.
Such “dual lipidation” can have important conse-
quences, most notably the localization of the
dually modified species to distinct membrane sub-
domains termed � lipid rafts or � caveolae  (2). N-
myristoylation is a stable modification of pro-
teins. The myristoyl moiety is attached to the pro-
tein cotranslationally by the enzyme myristoyl
CoA: protein N-myristoyltransferase (NMT); the
lipid substrate is myristoyl-CoA. NMT has been
extensively studied in regard to substrate utiliza-
tion and kinetic properties, and crystal structures
of fungal enzymes are available (3). There are two
distinct but closely related genes encoding NMTs
in mammalian cells, NMT1 and NMT2, although
differences between the two isoforms have not yet
been described.

S-prenylation is the most recent of the four
major types of lipid modifications to be described.
As with S-acylation, S-prenylation is posttransla-
tional. The lipid substrates for these modifica-
tions are farnesyl diphosphate and geranylgeranyl
diphosphate. The mechanism involves attachment
of the isoprenoid lipid to cysteine residues at or
near the carboxyl terminus through a stable
thioether bond (4). Two distinct classes of S-pre-
nylated proteins exist in eukaryotic organisms.
Proteins containing a cysteine residue fourth from

Fig. 1 Major classes of 
lipid-modified proteins.
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the carboxyl terminus (the so-called CaaX-motif)
can be modified by either the 15-carbon farnesyl
or 20-carbon geranylgeranyl isoprenoid by one of
two closely-related termed protein farnesyltrans-
ferase (FTase) and protein geranylgeranyltrans-
ferase type 1 (GGTase-1); these enzymes are collec-
tively referred to as CaaX prenyltransferases.
FTase and GGTase-1 are αβ heterodimers; the α
subunits of the enzymes are identical while the β
subunits are the products of distinct, but related,
genes. The identity of the “X” residue of the CaaX
motif dictates which of the two enzymes recog-
nize the substrate protein. Following prenylation,
most CaaX-type proteins are further processed by
proteolytic removal of the three carboxyl-termi-
nal residues (i.e. the –aaX) by the Rce1 CaaX pro-
tease and methylation of the now-exposed car-
boxyl group of the prenylcysteine by the Icmt
methyltransferase. A number of S-prenylated pro-
teins are also subject to S-acylation at a nearby
cysteine residue to produce a dually lipidated mol-
ecule, although this type of dual modification does
not apparently target the protein to the same type
of membrane subdomain as the dual acylation
noted above.

The second class of S-prenylated proteins is
members of the Rab family of proteins, which are
involved in membrane trafficking in cells. These
proteins are geranylgeranylated at two cysteine
residues at or very near to their carboxyl-termi-
nus by protein geranylgeranyltransferase type 2
(GGTase-2), also known as Rab GGTase. GGTase-2
is also a αβ heterodimer and its subunits show sig-
nificant sequence similarity to the corresonding
subunits of the CaaX prenyltransferases. However,
unlike the CaaX prenyltransferases, monomeric
Rab proteins are not substrates for GGTase-2. In
order to be processed by the enzyme, newly syn-
thesized Rab proteins first bind and form a stable
complex with a protein termed Rep, and it is the
Rab-Rep complex that is recognized by GGTase-II.
The enzyme acts in a processive fashion, attaching
both geranylgeranyl groups to closely spaced
cysteine residues at or near the carboxyl-terminus
of the Rab proteins. All three of the protein prenyl-
transferases (FTase, GGTase-1, GGTase-2) have
been extensively characterized in regard to sub-
strate recognition, mechanism and structure.

GPI-anchored proteins constitute a quite
diverse family of cell-surface molecules that par-

ticipate in such processes as nutrient uptake, cell
adhesion and membrane signaling events. All GPI-
linked proteins are destined for the cell surface via
trafficking through the secretory pathway, where
they acquire the pre-assembled GPI moiety. The
entire procedure, which involves assembly of the
GPI moiety from � phosphatidylinositol  and sug-
ars and proteolytic processing of the target protein
to expose the GPI addition site at the carboxyl-ter-
minus of the protein, involves a number of gene
products. Many of the genes associated with GPI
biosynthesis have been cloned by complementa-
tion of GPI-deficient mammalian cell lines and
temperature-sensitive yeast GPI mutants. The pre-
cise mechanisms through which these enzymes
work in concert to produce a GPI-anchored pro-
tein are just now begining to be elucidated.
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Since the mechanisms of protein S-acylation are so
poorly understood, there is little in the way of
good pharmacological agents that target this proc-
ess. One compound that has been used with mod-
est success is cerulenin, which apparently mimics
the acyl-CoA substrate in the reaction catalyzed by
the putative S-acyltransferase that acts on intracel-
lular proteins. In contrast, there has been substan-
tial effort to identify and characterize specific
inhibitors of N-myristoylation. Genetic and bio-
chemical studies have established NMT as a target
for development of anti-fungal drugs. The enzyme
is also a potential target for the development of
antiviral and antineoplastic agents. Both peptidic
and nonpeptidic inhibitors of NMTs, particularly
fungal NMTs, have been described.

There has been enormous effort in the past 10
years to develop pharmacological agents targeting
the S-prenylation by CaaX prenyltransferases,
especially FTase. This is primarily due to the inter-
est in one subset of S-prenylated proteins, the Ras
proteins, due to the importance role of Ras in
� oncogenesis. Ras proteins are modified by the
15-carbon farnesyl isoprenoid, and farnesylation
of these proteins is indispensable for both normal
biological acitvity and oncogenic transformation.
Selective inhibitors of FTase, termed FTIs, can
reverse Ras-mediated oncogenic transformation of
cells, and several are in clinical development as
anti-cancer therapeutics. Literally hundreds of
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potent inhibitors of FTase, and many of GGTase-1,
have been identified using several strategies,
including design of analogs of the CaaX peptide
and isoprenoid substrates and by high-through-
put screening of natural product and compound
libraries. These compounds can be placed into
four distinct categories: mimics of CaaX tetrapep-
tides, mimics of FPP, � bisubstrate analogs, and
organic compounds selected from natural product
and chemical libraries. There has been relatively
little development of pharmacological agents tar-
geting GGTase-2. It is likely, however, that some of
the isoprenoid analogs that show activity against
GGTase-1 will also have inhibitory activity on
GGTase-2 given that both enzymes use the same
isoprenoid substrate.

There is also increasing interest in developing
pharmacological agents targeting the biosynthesis
of GPI-anchored proteins (5). Such proteins are
particularly abundant on the surface of a number
of protozoan organisms. Several devastating tropi-
cal diseases such as African sleeping sickness and
Chagas disease are caused by protozoan parasites
that rely heavily on cell-surface GPI-anchored pro-
teins for both inhabiting their host and escaping
immune detection. In studies primarily involving
gene disruption approaches, several of the
enzymes involved in GPI biosynthesis have been
identified as attractive targets for development of
anti-parasitics. To date, there is very little publi-
cally available information on specific inhibitors of
the enzymes involved in GPI biosynthesis and
attachment, but it is likely that such information
will be forthcoming.
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Lipid phosphate phosphohydrolases (LPPs), for-
merly called type 2 phosphatidate phosphohydro-
lases (PAP-2), catalyse the dephosphorylation of
bioactive phospholipids (phosphatidic acid, cera-
mide-1-phosphate) and � lysophospholipids (lyso-
phosphatidic acid, sphingosine-1-phosphate). The
substrate selectivity of individual LPPs is broad in
contrast to the related sphingosine-1-phosphate
phosphatase. LPPs are characterized by a lack of
requirement for Mg2+ and insensitivity to N-ethyl-
maleimide. Three subtypes (LPP-1, LPP-2, LPP-3)
have been identified in mammals. These enzymes
have six putative transmembrane domains and
three highly conserved domains that are charac-
teristic of a phosphatase superfamily. Whether
LPPs cleave extracellular mediators or rather have
an influence on intracellular lipid phosphate con-
centrations is still a matter of debate.
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Lipd rafts are specific subdomains of the plasma
membrane that are enriched in cholesterol and
sphingolipids; many signaling molecules are
apparently concentrated in these subdomains.

� Lipid Modifications
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Lipid-lowering drugs are drugs that affect the
lipoprotein metabolism and that used in therapy
to lower plasma lipids (cholesterol, triglycerides).
The main classes of drugs used clinically are stat-



560 Lipopolysaccharide

ins (HMG-CoA reductase inhibitors), anion
exchange resins (e.g.  cholestyramine and
cholestipol), fibrates (bezafibrate, gemfibrozil or
clofibrate) and other drugs like nicotinic acid.

� HMG-CoA-reductase-inhibitors
� Fibrates
� Anion Exchange Resins 
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A lipopolysaccharide (LPS) is any compound con-
sisting of covalently linked lipids and polysaccha-
rides. The term is used more frequently to denote
a cell wall component from Gram-negative bacte-
ria. LPS has endotoxin activities and is a polyclo-
nal stimulator of B-lymphocytes. 
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� HMG-CoA-reductase Inhibitors
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5-lipoxygenase is the enzyme causing catalysis of
arachidonic acid into leukotriene A4.
� Leukotrienes
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� Leukotrienes
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Lithocholic acid is a 3α-hydroxy-5β-cholanoic
acid, a hepatotoxic and cholestatic secondary bile
acid, which is formed by bacterial dehydroxylation
of primary bile acids in the intestine.

��,�&-

L-NAME (N-nitro-L-arginine methyl ester), like L-
NMMA, is a structural analogue of L-arginine and
competes with L-arginine for NO-synthase, which
uses L-arginine as a substrate for the formation of
NO. L-NMMA and L-NAME are very effective NO-
synthesis inhibitors, both in vitro and in vivo.

� NO Synthase
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Local anaesthetics are drugs that reversibly inter-
rupt impulse propagation in peripheral nerves
thus leading to autonomic nervous system block-
ade, analgesia, anaesthesia and motor blockade in
a desired area of the organism.

� General Anaesthetics
� Voltage-dependent Na+ Channels

&���	��
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Impulse propagation in the � peripheral nervous
system depends on the interplay between ion
channels selective to potassium and sodium.
Briefly, few voltage insensitive potassium chan-
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nels allow diffusion of positively charged potas-
sium ions from the internal side of the axon to the
exterior. This leaves a negative charge at the inter-
nal side that is called resting potential and
amounts to approximately –80 mV over the
� axonal membrane. Upon a small depolarisation
of the membrane, � voltage gated sodium chan-
nels open (activate) and conduct positively
charged sodium ions from the exterior to the inte-
rior of the axon that depolarises the membrane to
about +60 mV (action potential). After a few milli-
seconds the channels close spontaneously (inacti-
vation) terminating the action potential and thus
giving it an impulse like character. The action
potential spreads electrotonically to neighbouring
sodium channels that also open to produce an
action potential. In this way, the impulse is propa-
gated along the nerve to (afferent) or from (effer-
ent) the central nervous system. Local anaesthetics
inhibit ionic current through voltage gated sodium
channels in a concentration dependent and revers-
ible manner therefore directly blocking the
impulse propagation process in either direction
(1). The interaction between the local anaesthetic
molecule and the sodium channel is complex. The
binding affinity is low for resting channels, but
dramatically increases when the channel is acti-
vated. Thus, at high stimulus frequency sodium
current block increases (use-dependent block).
Use-dependent block is not important for conduc-
tion block during local anaesthesia since very high
concentrations are reached locally producing com-
plete and sufficient block. However, when local

anaesthetics such as lidocaine are applied intrave-
nously, lower systemic concentrations may already
induce use-dependent block and thus reduce
excitability in electrically active cells. This mecha-
nism is important for the successful use of lido-
caine as an antiarrhythmic or analgesic drug.

The putative binding site for local anaesthetic
molecules at the sodium channel has been identi-
fied as two amino acids in the sixth membrane-
spanning segment of domain IV (2). This binding
site is located directly underneath the channel
pore and can only be reached from the internal
side of the membrane. Because local anaesthetics
are applied exterior to the nerve fibre, they have to
penetrate the axonal membrane before they can
bind to the channel.

Besides sodium channels, other ion channels
such calcium- and potassium channels as well as
certain ligand-gated channels are affected by local
anaesthetics. However, this plays only a minor role
for nerve block but may have more impact on
adverse effects induced by systemical concentra-
tions of these drugs.

#������������������"��	����
Local anaesthetics comprise a lipophilic and a
hydrophilic portion separated by a connecting
hydrocarbon chain (Fig. 1). The hydrophilic group
is mostly a tertiary amine such as diethylamine;
the lipophilic group is usually an unsaturated aro-
matic ring such as xylidine or para-aminobenzoic
acid. The lipophilic portion is essential for anaes-
thetic potency whereas the hydrophilic portion is
required for water solubility. Both groups are
important for binding the drug molecule to the
sodium channel. The connecting hydrocarbon
chain usually contains an ester or an amide, in
rare cases also an ether, and separates the
lipophilic and hydrophilic portions of the mole-
cule in an ideal distance for binding to the chan-
nel. Local anaesthetics are classified by the nature
of this bond into ester or amide local anaesthetics.
This bond is also important for metabolism of the
drugs and to adverse reactions such as allergic
reactions. Clinically relevant local anaesthetics
have an efficacy of 100%, i.e. at high concentra-
tions they completely abolish the sodium current.
Their blocking potencies range from a few micro-
molar to millimolar half-maximal blocking con-
centration and are highly dependent on lipid solu-

Fig. 1 Common structure of local anaesthetics. A 
lipophilic moiety on the left, an aliphatic spacer con-
taining an ester or amide bond in the middle and an 
amine group on the right are the typical structural ele-
ments for local anaesthetic drugs.
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bility. To a smaller amount potency also depends
on the structure of the molecule and on the type of
bonding (Table 1). Further determinants of block-
ing potency are the membrane potential and the
state in which the sodium channel is in (resting,
activated, inactivated). The tertiary amine group
can be protonated giving most local anaesthetics a
pKa of about eight so that a larger amount of the
drug is in the hydrophilic form when injected into
tissue with physiological pH. However, only the
unprotonated lipophilic form is able to penetrate

the axonal membrane, which is required before
binding to the sodium channel can occur. In a very
acidic environment, like inflamed tissue, local
anaesthetics are highly protonated, therefore can-
not penetrate the axonal membrane and have lit-
tle effect.

)�
�����
Local anaesthetics interfere with all voltage-gated
sodium channel isoforms in an organism and thus
with all electrically excitable cells in organs such

Tab. 1 Examples of clinically used local anaesthetics. The ending ‘caine’ stems from cocaine, the first clinically
employed local anaesthetic. Procaine and tetracaine are ester-linked substances, the others are amides. Amide
bonded local anaesthetics usually contain two i’s in their name, ester-bonded only one. In the structure drawings,
the lipophilic portion of the molecule is depicted at the left, the amine at the right. The asterisk marks the chiral
centre of the stereoisomeric drugs. Lipid solubility is given as the logarithm of the water:octanol partition coeffi-
cient, log(P).

Name Structure Relative 
potency

Mean blocking 
duration [h]

Lipid solubility 
log[P]

Molwt. 
[g/mol]

pKa

procaine 1 0.5–1 1.92 236 9.1

tetracaine 8 2–3 3.73 264 8.6

lidocaine 2 1–2 2.26 234 8.2

prilocaine 2 1–2 2.11 220 7.9

mepivacaine 2 1,5–2 1.95 246 7.9

ropivacaine 6 3–5 2.90 274 8.2

bupivacaine 8 4–6 3.41 288 8.2
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as brain, heart and muscle. The major unwanted
effects of local anaesthetics are thus disturbances
of brain and heart function occurring during sys-
temically high concentrations after overdosing or
after accidental intra-vascular injection. Cerebral
convulsions, general anaesthesia as well as dys-
rhythmias up to asystolic heart failure or ventricu-
lar fibrillation are feared as rare but most harmful
complications. Other adverse effects can be aller-
gic reactions. This occurs especially with ester-
bonded local anaesthetics because their metabo-
lism produces para-aminobenzoic acid that may
serve as a hapten. As a special case, the local
anaesthetic prilocaine is metabolised to o-toluid-
ine, which may induce methemoglobinemia, espe-
cially in patients that have a glucose-6-phos-
phatase deficiency. The � S-stereoisomers  of the
piperidine local anaesthetics bupivacaine and rop-
ivacaine have now been introduced into clinical
practise to reduce side effects. Their blocking
potencies are minimally lower compared to their
R-counterparts but their therapeutic index is
wider.

%�����	��.
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Local anaesthetics are mainly employed to induce
regional anaesthesia and analgesia to allow surgi-
cal procedures in a desired region of the organism.
Nerve block result in autonomic nervous system
blockade, analgesia, anaesthesia and motor block-
ade. The patient normally stays awake during sur-
gical procedures under regional anaesthesia, but
regional anaesthesia can also be combined with
general anaesthesia to reduce the requirement of
narcotics and analgesic drugs. Local anaesthetics
have to be injected locally into the circumference
of a peripheral nerve, which gives sufficiently high
concentrations to achieve conduction block. Cer-
tain injection techniques and procedures such as
single nerve block as well as spinal, � epidural, or
intravenous regional anaesthesia have evolved to
achieve the desired nerve block. It is also possible
to place a catheter adjacent to a nerve and contin-
uously apply local anaesthetics to receive long-
term analgesia. Low concentrations of lipophilic
local anaesthetics may be used for differential
nerve block, i.e. only block of sympathetic and
nociceptive fibres whereas somatosensory and
motor fibres are less affected. Differential nerve

block for example is useful in labour analgesia or
for analgesia after surgical procedures of the
extremities.

After local anaesthetic injection, onset of nerve
block and duration depends mainly on lipid solu-
bility and on the region in where the drug is
injected. In some formulations adrenaline is
added to prolong the blocking action by inducing
regional vasoconstriction and hereby reduce
absorption and metabolisation.

The amide local anaesthetic lidocaine may also
be used as an antiarrhythmic for ventricular tach-
ycardia and exrasystoles after injection into the
blood circulation. Drugs with high lipid solubility
such as bupivacaine cannot be used for these pur-
poses because their prolonged binding to the
channel may induce dysrhythmias or asystolic
heart failure (3). Systemically applied lidocaine
has also been used successfully in some cases of
� neuropathic pain syndromes (4). Here, electrical
activity in the peripheral nervous system is
reduced by used-dependent but incomplete
sodium channel blockade.
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The locus ceruleus is a structure located on the
floor of the fourth ventricle in the rostral pons. It
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Lysolipid mediators; phospholipid growth factors;
lyso-glycerophospholipids and lyso-sphingolipids
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The term “lysophospholipids” comprises a
number of small bioactive lipid molecules that
share some common features regarding structure
and biological activity. The lysolipid structure
renders these lipids more hydrophilic and versatile
than their complex membrane bound precursors.
Chemically, two subgroups can be distinguished:
molecules containing the sphingoid base back-
bone (lyso-sphingolipids) and molecules contain-
ing the glycerol backbone (lyso-glycerophospholi-
pids). Biologically, these lipids act as extracellular
mediators activating specific G protein-coupled
receptors (GPCRs), although some of them addi-
tionally play a role in intracellular signal transduc-
tion. The best characterized lysophospholipids are
� sphi ngosi ne-1 -phosphate  (S1 P)  and
� lysophosphatidic acid (LPA), and the concept of
lysophospholipids as a group of mediators is sup-
ported by the high homology between S1P- and
LPA-specific GPCRs. However, more candidate lip-
ids are emerging that share the lysolipid structure
and for which specific GPCRs have been identi-
fied, such as sphingosylphosphorylcholine (SPC)
and lysophosphatidylcholine (LPC); some of them
do not contain a phosphate, such as psychosine
and glucopsychosine. Lysophospholipids play a
functional role in many tissues, e.g. in the cardio-
vascular system, immune system and brain. In
general, they appear to be auto- or paracrine regu-
lators of cell growth, migration, differentiation
and thus morphogenesis and regeneration. Rela-
tives of the lysophospholipid family are platelet-
activating factor and the endocannabinoids ara-
chidonyl ethanolamide and 2-arachidonyl glyc-
erol.

� Phospholipases
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S1P (Fig. 1) is formed from sphingosine by
� sphingosine kinase and degraded by S1P lyase or
S1P phosphatase; in addition it can be cleaved by
the non-specific � lipid phosphate phosphohydro-
lases (LPPs), which also cleave LPA. S1P is stored
in platelets and released upon platelet activation.
Accordingly, it has been found in serum in higher
concentrations (∼0.5–0.8 µM) than in plasma
(∼0.2–0.4 µM). S1P in plasma is bound to albumin
and lipoproteins, mainly high-density lipopro-
teins. The lipoproteins may regulate the bioavaila-
bility of plasma S1P. A constitutive release of S1P is
found in several types of differentiated cells as well
as in tumor cells. In addition to its role as extracel-
lular mediator, S1P also plays a role as intracellu-
lar second messenger. Accordingly, production of
intracellular S1P by sphingosine kinase is highly
regulated by plasma membrane receptors. Regula-
tion of extracellular S1P levels is less well under-
stood.

LPA, i.e. monoacyl-glycerol-3-phosphate, can
be formed and degraded by multiple metabolic
pathways (Fig. 1). Depending on the precursor
molecule and respective pathway, the fatty acid
chain in LPA differs in length, degree of satura-
tion and position (sn-1 or sn-2), which has an
influence on biological activity. LPA analogs with
ether-bound alkyl or alkenyl chains are quantita-
tively less abundant than those with ester-bound
acyl chains. LPA may be produced intracellularly
as well as extracellularly. Extracellular production
of LPA from phosphatidic acid probably requires
rearrangement of membrane phospholipid polar-
ity as found in shed microvesicles, since most of
phosphatidic acid is located in the inner plasma
membrane leaflet. Alternatively, extracellular LPA
may be formed from other lyso-glycerophospholi-
pids by lyso-phospholipase D. In degradation of
LPA, LPPs play a predominant role.

Like S1P, LPA is a constituent of plasma, formed
during coagulation and present in serum in micro-
molar concentrations where it is bound to albu-
min. Recently, interesting differences in the fatty
acid composition of plasma- versus serum-LPA
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were found, suggesting that the sources of these
LPA pools were different. LPA is produced by
many cell types, e.g. fibroblasts, adipocytes and
tumor cells. It is found in aqueous humor after
corneal injury, corresponding to its role in wound
healing. Furthermore, LPA occurs in malignant
ascites in substantially high concentrations, act-
ing as an autocrine tumor cell growth factor.

$�������	��������

Cellular responses to S1P and LPA can be clas-

sified as growth-related (stimulation of cell prolif-
eration and survival, protection from apoptosis),
cytoskeleton-dependent (shape change, migration,
adhesion, chemotaxis) and Ca2+-dependent (con-
traction, secretion). In addition to the strong
growth-promoting and antiapoptotic actions of
S1P and LPA in many cell types, they occasionally
inhibit proliferation or induce apoptosis. Cell
migration likewise can be stimulated or inhibited.
In cells of neural origin, S1P and LPA usually cause
cell rounding and neurite retraction, while in

other cell types differentiation is induced. Both
lysophospholipid mediators cause a mobilization
of intracellular Ca2+ ([Ca2+]i) in many cell types
and also have an influence on various ion chan-
nels.

S1P is a major stimulus of vascular endothe-
lium (Fig. 2), inducing proliferation and migra-
tion of macro- and microvascular endothelial cells;
the magnitude of its effects is comparable to that
of vascular endothelial growth factor. In endothe-
lial cells, S1P furthermore activates NO synthase
(via protein kinase B (Akt)) and induces forma-
tion of adherens junction assembly, decrease in
monolayer permeability and differentiation into
capillary-like networks. LPA has a rather weak
influence on migration of endothelial cells, but,
like S1P, promotes surface expression of leukocyte
adhesion molecules. Of the two platelet-derived
lysophospholipids, LPA but not S1P induces plate-
let aggregation. Both S1P and LPA stimulate
fibroblast proliferation and migration and LPA

Fig. 1 Formation and degradation of S1P and LPA. DAG, diacylglycerol; LPPs, lipid phosphate phosphohydro-
lases; MAG, monoacylglycerol; PAF, platelet-activating factor; PC, phosphatidylcholine; PLA, phospholipase A; 
PLC, phospholipase C; PLD, phospholipase D.
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promotes wound healing in vivo  (Fig. 2). Thus,
S1P and LPA interact in vessel formation and tis-
sue repair.

S1P and LPA induce smooth muscle cell con-
traction, e.g., they cause vasoconstriction.
Another action of S1P is activation of IK(ACh) in
atrial myocytes. However, systemic cardiovascular
parameters such as blood pressure or heart rate
are marginally affected by intravenous S1P, con-
sistent with a role of S1P as a local rather than sys-
temic mediator. With regard to LPA, considerable
species differences have been observed in blood
pressure alterations. Other tissues that are respon-
sive to S1P or LPA include the respiratory tract
(activation of airway smooth muscle cells and
cytokine release induced by S1P), kidney (diuresis
caused by S1P), adipose tissue (preadipocyte pro-
liferation induced by autocrine LPA), Schwann

cells (morphology, adhesion and survival regu-
lated by LPA) and many others.

S1P, LPA and other lysolipids have been
detected in lipoproteins and probably play a role
in atherosclerosis. The major part of lipoprotein-
bound S1P is associated with high-density lipopro-
teins (HDL), and the ability of HDL to protect
endothelial cells from apoptosis has been attrib-
uted to HDL-bound S1P, SPC, and lysosulfatide. In
contrast, LPA is produced during mild oxidation
of low-density lipoproteins (LDL) and accumu-
lates in atherosclerotic plaques where it acts pro-
inflammatory and promotes thrombus formation.
Another pathophysiological role of S1P and LPA is
the promotion of tumor cell growth and metasta-
sis. The two mediators are produced by several
tumor cells and stimulate proliferation and sur-
vival of these cells in an autocrine manner. The

Fig. 2 Putative roles of S1P and LPA in the cardiovascular system, in wound healing and in tumor cell growth. 
HDL, high-density lipoproteins; moxLDL, mildly oxidized low-density lipoproteins.



Lysophospholipids 569

�

antiapoptotic action of S1P and LPA may protect
the cells from chemotherapy or radiation. Further-
more, S1P and LPA stimulate tumor cell motility
and invasiveness. However, it has to be noted that
motility of certain cancer cells (e.g., melanoma or
breast cancer cells) is inhibited by S1P. Finally, S1P
might play a role in tumor angiogenesis.

7�����������������"�������

S1P and LPA activate two groups of GPCRs, termed
S1P1-5 and LPA1-3, respectively (Table 1). Amino
acid identity is ∼50% within these groups and
∼35% between the two groups. Since the first
member was cloned as an orphan receptor from
differentiating vascular endothelial cells, the
receptors were first named EDG (endothelial dif-
ferentiation gene) receptors. According to an
IUPHAR commitee, they are now named after the
primary natural ligand and numbered in order of
identification. Usually, several S1P or LPA recep-
tors are co-expressed within a single cell type, ren-
dering investigation of individual endogenous
receptors difficult. Overexpression studies
revealed that S1P and LPA receptors in general

couple to Gi/o, Gq/11 and G12/13 proteins and thereby
inhibit or stimulate adenylyl cyclase, stimulate
phospholipase C, increase [Ca2+]i, stimulate or
inhibit cell growth via ERK, JNK and p38, and
modulate the cytoskeleton via Rho and Rac. The
S1P1 receptor appears to be unique since it exclu-
sively couples to Gi/o, has little effect on [Ca2+]i
but a strong impact on cytoarchitecture and con-
tains a phosphorylation consensus site for protein
kinase B (Akt). In endothelial cells, S1P1 activates
Akt, which in turn phosphorylates S1P1 and
thereby enables Rac activation and endothelial cell
migration.

S1P1, S1P2 and S1P3 are widely expressed, how-
ever, most information is available about their role
in the cardiovascular system. Both S1P1 and S1P3
collaborate to mediate the effects of S1P on
endothelial cell growth and survival, migration
and morphogenesis. Knockout of the S1P1 recep-
tor in mice results in hemorrhage and death dur-
ing embryogenesis caused by a defect in blood
vessel maturation. Furthermore, deletion of S1P1
in fibroblasts impairs chemotaxis towards platelet-
derived growth factor (PDGF), implicating a role

Tab. 1 G protein-coupled receptors that are activated by lysophospholipids and lysosphingolipids.

Receptors Synonyms Ligands

S1P1 EDG-1; LPB1

SPP (nM)
Dihydro-S1P (nM) 
SPC (low µM)

S1P2 EDG-5; LPB2; AGR16; H218

S1P3 EDG-3; LPB3

S1P4 EDG-6; LPC1

S1P5 EDG-8; LPB4; NRG-1

LPA1 EDG-2; LPA1; VZG-1; MREC1.3

LPA (nM)LPA2 EDG-4; LPA2

LPA3 EDG-7; LPA3

SPC1 OGR1; GPR68 SPC (nM)

SPC2 GPR4 SPC (nM)
LPC (nM)

LPC1 G2A LPC (nM)
SPC (nM-µM)

PSY1 TDAG8 Psychosine (low µM)
Glucopsychosine
Lysosulfatide
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for autocrine S1P secretion in PDGF signalling. In
contrast, S1P3 knockout mice have no obvious phe-
notypic abnormality. Evidence for a role of S1P2 in
heart development is derived from the zebrafish,
in which a mutation of a S1P2-like receptor (called
“miles apart”) causes formation of two separate
hearts due to a defect in migration of the cardio-
myoblasts. Expression of S1P4 is limited to lym-
phoid and hematopoetic tissues; this receptor has
a relatively low homology to the other S1P recep-
tors. S1P5 is mainly expressed in brain, predomi-
nantly in white matter (it has to be noted that S1P1,
S1P2 and S1P3 are also found in the brain), and in
skin. The physiological roles of these latter recep-
tors remain to be elucidated.

With regard to LPA receptors, most informa-
tion is available about their role in the nervous
system. The LPA1 receptor was originally cloned
from cerebral cortical neuroblasts and is highly
expressed in the neurogenic ventricular zone of
the embryonic cerebral cortex. In the adult nerv-
ous system, it is predominantly found in myelinat-
ing cells, i.e. oligodendrocytes and Schwann cells.
LPA1 is also widely expressed outside the nervous
system, while expression of LPA2 and LPA3 is more
limited. All three receptors are found in several
cancer cells. Functional comparison of overex-
pressed LPA1, LPA2 and LPA3 in a neuroblastoma
cell line which is not responsive to LPA revealed
that all three receptors mediated inhibition of ade-
nylyl cyclase and activation of phospholipase C,
mitogen-activated protein kinase and arachidonic
acid release induced by LPA, but only LPA1 and
LPA2 mediated LPA-induced cell rounding. Over-
expression of LPA3 even increased the length and
number of neurites. In a cortical neuroblast cell
line, overexpressed LPA3 counteracted LPA-
induced cell rounding which was most likely medi-
ated by endogenous LPA1 and LPA2 receptors.
Interestingly, overexpression of S1P1, S1P2 and S1P3
in PC12 cells promoted S1P-induced cell rounding
and neurite retraction, indicating that this is a
more common response to S1P/LPA receptors.
Deletion of LPA1 in mice resulted in ∼50% neona-
tal lethality, the survivors showing reduced size,
craniofacial dysmorphism and impaired suckling
behavior. The defect in suckling behavior caused
malnutrition of the pups, leading to growth retar-
dation and death and was attributed to a defective
olfaction.

Functional data suggest that other LPA recep-
tors remain to be discovered. A putative LPA-
GPCR, PSP24, with no specific homology to the
above mentioned S1P and LPA receptors, has been
cloned from Xenopus oocytes. Overexpression of
xPSP24 in the oocyte clearly augmented the maxi-
mum Cl- current elicited by LPA, while antisense
oligonucleotides inhibited the response. However,
the mammalian PSP24 isoforms failed to mediate
LPA-induced activation of G proteins or of a serum
response element-driven reporter gene and thus
the role of these receptors remains unclear.

Recently, a number of GPCRs have been identi-
fied that are activated by lysolipids other than S1P
or LPA. OGR1, GPR4, G2A and TDAG8 were acti-
vated by SPC, LPC and psychosine as shown in
Table 1. SPC and LPC are the phosphocholine-con-
taining analogs of S1P and LPA, respectively. SPC
(lyso-sphingomyelin) may be derived from sphin-
gomyelin by sphingomyelin-deacylase; it accumu-
lates in Niemann-Pick disease (deficiency of acid
sphingomyelinase) but is also a normal constitu-
ent of plasma and serum. SPC is a low-affinity or
partial agonist at S1P receptors, but a high-affinity
agonist at OGR1 and GPR4. Psychosine (1-galacto-
syl-sphingosine) and glucopsychosine (1-glucosyl-
sphingosine) likewise were suspected to act via
GPCRs according to functional data; this assump-
tion was confirmed recently by detection that the
T cell death-associated gene, TDAG8, is a GPCR
which is activated by psychosine, glucospychosine
and lysosulfatide.
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The development of drugs acting on the lysolipid
mediator system is difficult because receptor bind-
ing studies are hampered by high non-specific
binding of the lipophilic ligands. However, it is
known from homology modeling and mutational
analysis of the S1P1 receptor that the hydrophilic
headgroup plays a major role in ligand recogni-
tion. In S1P1, two arginines bind the phosphate
and a glutamic acid associates with the ammo-
nium ion of S1P. While the glutamic acid is con-
served among S1P receptors, all known LPA recep-
tors contain glutamine in the respective position,
corresponding to the lack of an amino group in
LPA. Interestingly, if the glutamic acid in S1P1 is
exchanged for glutamine, the receptor is activated
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by LPA and not S1P. The lipophilic part in natural
LPA is variable as described above and also plays
an important role in receptor binding, e.g., the
LPA3 receptor prefers sn-2 linked unsaturated fatty
acids. In contrast, LPA1 and LPA2 are less selective
and are activated by LPA containing sn-1 linked
fatty acids as well.

Drug development in LPA signalling has largely
made use of compounds in which the glycerol
backbone was replaced by serine, tyrosine or eth-
anolamine, with the fatty acid linked to the amino
group. N-palmitoyl-serine-phosphoric acid
(NPSerPA) and N-palmitoyl-tyrosine-phosphoric
acid (NPTyrPA) inhibited LPA-induced Cl- cur-
rents in Xenopus oocytes in a competitive manner
with an IC50 in the nanomolar range, while Cl-

currents induced by other agonists remained unaf-
fected. Furthermore, NPSerPA and NPTyrPA
inhibited responses to LPA in platelets and human
vascular endothelial cells. However, NPSerPA was
a weak agonist at heterologously expressed LPA1
and LPA2 receptors. N-acyl-ethanolamine-phos-
phoric acid (NAEPA) was as efficient as LPA at
LPA1 and LPA2 receptors, and less active at LPA3.
Recent work shows that 2-substituted NAEPA
derivatives can be agonists or antagonists depend-
ent on size and position of the substituent. Com-
pounds with small substituents such as methyl,
methylene hydroxy or methylene amino groups
stimulated G protein activation by LPA receptors
in the order LPA1>LPA2>LPA3 and acted like LPA
on cardiovascular parameters in the anesthetized
rat. In contrast, a compound with a large hydro-
phobic substituent (benzyl-4-oxybenzyl) acted as
competitive antagonist at LPA1 (Ki ∼130 nM) and
LPA3 (Ki ∼430 nM) receptors, with no effect on
LPA2. Interestingly, the 2-substituted NAEPA
derivatives acted in a stereoselective manner,
which is not observed with LPA itself. Another
recently described subtype-selective LPA receptor
antagonist, dioctylglycerol pyrophosphate
(DGPP), was principally obtained by the same

strategy of introducing a second large hydropho-
bic group into a LPA-like molecule. DGPP compet-
itively inhibited the LPA3 (Ki ∼100 nM) and LPA1
(Ki ∼6.6 µM) receptors but, like the above men-
tioned NAEPA derivative, was inactive at LPA2.

Less drugs are available for modulation of S1P
signalling. The polyanionic compound suramin,
which interferes with ligand binding of many
receptors, blocked the activation of heterolo-
gously expressed S1P3, but not S1P1 or S1P2, with an
IC50 of ∼20 µM. Interestingly, suramin inhibited
S1P-induced activation of IK(ACh) in human atrial
myocytes with high potency, the IC50 being
∼0.2 nM. However, suramin also inhibits LPA-
induced mitogenesis (IC50 ∼70 µM). S1P homo-
phosphonate strongly inhibited S1P binding to
S1P1, had a slight effect on S1P3 and no effect on
S1P2, however, it is not known whether it is an ago-
nist or antagonist. Another approach is the devel-
opment of sphingosine kinase inhibitors.
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Serine/threonine protein kinase phosphorelay
modules.
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Mitogen activated protein � kinase (MAPK) cas-
cades are three kinase modules activated by
� phosphorylation. The three kinase modules are
composed of a MAPK, a MAPKK, and a MAP-
KKK. There are multiple members of each compo-
nent of the MAPK cascade that are conserved from
yeast to human. Activation of selective MAPK
modules by specific stimuli regulates cell func-
tions such as gene expression and migration.
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MAPK cascades are signaling modules that serve
as important mediators of signal transduction
from the cell surface to the nucleus (1–4). MAPK
modules are activated by diverse stimuli including
growth factors, hormones, � cytokines, bacterial
products such as lipopolysaccharide (LPS), and
stresses to the cell including γ and ultraviolet irra-
diation, heat and cold shock, hyperosmolarity, and
oxidative stress. Activation of MAPK signaling by
these stimuli contributes to the regulation of many
different cell functions including growth, differen-
tiation, survival, � apoptosis, cytokine produc-
tion, migration and adhesion (2).

MAPK cascades are composed of three cyto-
plasmic kinases, the MAPKKK, MAPKK, and
MAPK, that are regulated by phosphorylation
(Fig. 1) (1–3). The MAPKKK, also called MEKK for
MEK kinase, is a serine/threonine kinase. Selective

activation of MAPKKKs by upstream cellular
stimuli results in the phosphorylation of MAPKK,
also called MEK for MAP/ERK kinase by the MAP-
KKK. MAPKKK members are structurally diverse
and are differentially regulated by specific
upstream stimuli. MAPKK is phosphorylated by
MAPKKK on two specific serine/threonine resi-
dues in its activation loop. The MAPKK family
members are dual specificity kinases capable of
phosphorylating critical threonine and tyrosine
residues in the activation loop of MAPKs. MAP-
KKs have the fewest members in the MAPK signal-
ing module. MAPKs are a family of serine/threo-
nine kinases that upon activation by their respec-
tive MAPKKs are capable of phosphorylating
cytoplasmic substrates as well as translocating to
the nucleus where they phosphorylate transcrip-
tion  factors and thus regulate gene expression.
MAPKs are divided into four main subfamilies
including the extracellular signal-regulated
kinases (ERKs), Jun amino-terminal kinases
(JNKs), and p38 kinase members. This review will
focus on four of best characterized MAPK cas-
cades including ERK1/2, ERK5, JNK, and p38
kinase.

Fig. 1 Organization of MAPK cascades (see text for 
details).
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Extracellular signal-regulated kinase (ERK) 1 and
ERK2, also called p44 MAPK and p42 MAPK
respectively, are nearly 85% identical. ERK1 and 2
are involved in the regulation of cell growth, dif-
ferentiation, survival, and cell cycle progression.
While these factors are ubiquitously expressed in
mammalian tissues, the majority of their func-
tions and biological properties have been charac-
terized in the context of fibroblasts (2). Similar to
other MAPKs, ERK1 and ERK2 are terminal com-
ponents of a three kinase signaling module. Extra-
cellular stimuli (such as growth factors, cytokines
and serum) or events (such as cell adhesion) pro-
mote the activation of Raf kinases (MAPKKKs),
which proceed to phosphorylate MAPK/ERK
kinase (MEK) 1 and MEK2 (MAPKKs). Activation
of ERK1/2 is accomplished by the MEK1- or MEK2-
mediated dual phosphorylation of threonine and
tyrosine of the conserved threonine-glutamate-
tyrosine (TEY) motif present in the catalytic
domains of ERK1/2 (3). Once activated, ERK1/2
phosphorylate cytosolic substrates, including
ribosomal S6 kinase (p90rsk), phospholipase A2
(PLA2), and microtubule associated proteins
(MAPs). Additionally, activated ERK1 and ERK2
are capable of translocating to the nucleus where
they phosphorylate a number of transcription fac-
tors (Elk1, Ets1, Sap1a, and c-Myc) and, thereby,
increase their transcriptional activities (2). Down-
regulation of ERK1/2 is achieved chiefly through
the dephosphorylation of their TEY motifs by a
family of MAPK � phosphatases  (MKPs)(3).

The biological functions of ERK1 and ERK2
have been further defined by mouse models in
which the genes coding for these proteins have
been knocked out. ERK1 knockout mice appear to
be grossly phenotypically normal and fertile but
have defects in thymocyte proliferation and matu-
ration. However, ERK2 knockouts are not viable
and die early in embryogenesis (day E7.5) as a
result of defects in placental development. Raf-1,
an upstream activator of ERK1/2, has also been
knocked out in mice and displays similar placen-
tal defects leading to embryonic mortality. Knock-
outs of other upstream activators of ERK1/2,
including the MAPKKK B-Raf and the MAPKK
MEK1, are also embryonic lethal and have vascu-
lar and angiogenic defects (2). Thus, from these
studies important roles for ERK1/2 in cell prolifer-

ation, cell migration, cell differentiation, and ang-
iogenesis can be inferred.
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The MEK5/ERK5 pathway is a more recently iden-
tified MAPK signaling module (1,2). The MAPK
ERK5, also known as Big MAP kinase (BMK1) pos-
sesses a TEY activation motif similar to ERK1/2
and is activated by growth factor stimulation,
albeit with slightly different kinetics than ERK1/2.
Stimulation of cells with epidermal growth factor
(EGF) promotes ERK5 dependent cell prolifera-
tion and cell-cycle progression. In addition to
being responsive to growth factors, ERK5 is also
activated by cell stress stimuli including oxidative
stress and hypersosmolarity similar to the MAPK
members JNK and p38 kinase. Although ERK5 is
stimulated by activators common to other MAPK
members, ERK5 is activated by unique upstream
MAPKK termed MEK5 that is not utilized by other
MAPKs (1,2). Additionally, the structure of ERK5
is significantly different from other MAPK mem-
bers. ERK5 possesses a unique, long C-terminal
tail containing a nuclear localization signal and a
distinct N-terminal domain that binds MEK5.
ERK5 is an important regulator of serum-induced
immediate early gene expression. Active ERK5 has
been shown to phosphorylate MEF2c, a member of
the MEF2 transcription factor family, resulting in
an increase in c-jun transcription, a gene required
for cell proliferation. Thus, ERK5 plays an impor-
tant biological role in the coordination of cell
response to different stimuli and promotes cell
growth.
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The MAPKs termed Jun amino-terminal kinases
(JNKs) are a subgroup comprised of three known
members, JNK1, 2, and 3. This group of kinases is
thus named due to their specific phosphorylation
of the transcription factor c-Jun, a component of
the AP-1 transcription complex. JNK pathway reg-
ulation of AP-1 activity is critical for transcrip-
tional control of a number of gene products result-
ing from a variety of stimuli, ranging from growth
factor receptor ligation to cytoskeletal alteration
and other cellular stresses. Indeed, JNKs were
originally identified as stress-activated protein
kinases (SAPKs) (2,3). Through the regulation of
AP-1, JNKs influence the expression of genes as
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diverse as cytokines, growth factors, inflammatory
mediators and matrix � metalloproteinases. Thus,
JNK signaling is expected to play a key role in cel-
lular survival and disease processes stemming
from inflammation and cell death. JNKs 1 and 2
are widely expressed, whereas JNK3 expression is
limited to neuronal tissue and cardiac myocytes
(2,5).

As with other MAPKs, JNK is phosphorylated
and activated by upstream MAPKKs of which the
dual-specificity kinases MKK4 and MKK7 have
been identified as JNK activators. MKK4/7 are, in
turn, phosphorylated by a number of upstream
MAPKKKs, including MEKK1/2/3/4, and MLKs (1).
Several JNK pathway component knockouts have
been produced by � homologous recombination,
and these tools are helping to define the biological
function of JNK signaling. These studies have thus
far shown JNK1 and 2 as having a role in immune
cell function, and a simultaneous deletion of both
JNK1 and 2 is embryonic lethal. All JNKs seem to
regulate cell survival. For example JNK1/2 double
knockout fibroblasts show increased resistance to
radiation (3,5).
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p38 kinases are members of the mitogen-activated
protein kinase (MAPK) family of serine/threonine
kinases that phosphorylate and regulate both
cytoplasmic proteins and transcription factors,
thus regulating gene transcription (1,3). Several
investigators have independently identified p38
kinase during experiments designed to isolate
kinases involved in cell responses to cellular
stresses. Four isoforms of p38 kinase have been
isolated: α, β, γ, and δ. These isoforms have been
classified as p38 kinases based on both the pres-
ence of a conserved threonine-glycine-tyrosine
(TGY) sequence in their activation loop and a high
amino acid identity. For example, p38α and β are
60% identical to p38γ and δ, further suggesting
p38 kinases as a subfamily of MAPKs (2). Stimuli
including heat and cold shock, osmotic shock,
irradiation, LPS, and cytokines have been shown
to activate p38. However, the MEKKs activated
upstream of p38 in response to these stimuli
remain unclear. These stimuli have been shown to
activate the MKKs MKK3/MKK6 that phosphor-
ylate p38 kinase on highly conserved tyrosine and
threonine residues. Phosphorylation of p38 kinase

results in the nuclear translocation of this kinase
where it can phosphorylate and activate transcrip-
tion factors such as ATF-2 and ELK1. However, not
all targets of p38 kinase are nuclear. p38 kinase
also phosphorylates cytoplasmic proteins such as
tau protein, MAPKAP3 and 5 and Mnk1/2. Activa-
tion of p38 has been shown to affect multiple cell
functions including growth, apoptosis, spreading,
adhesion, cytokine production and cell-cycle pro-
gression (4). For example, γ irradiation activates
MKK6, stimulating p38γ and blocking G2-M tran-
sition. Similarly, UV irradiation activates p38 α
and β that may serve as an early sensor of DNA
damage. Finally, stimulation of cells with LPS acti-
vates p38 kinase, resulting in the production of the
cytokines IL-1 and TNFα and leading to increased
inflammation. Disruption of the p38 pathway
would therefore be useful clinically in the arrest of
the inflammatory response and in the treatment of
inflammatory diseases (5).
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To date, no compounds have been identified that
directly and specifically inhibit either ERK1 or
ERK2. However, a number of inhibitors have been
developed that affect the activities of the kinases
upstream of ERK1/2. The most useful compounds
for the inhibition of ERK1/2 activity have been the
MEK1/2 inhibitors PD98059 and UO126 (Table 1).
These compounds have high specificity for MEK1
and MEK2, and at low concentrations, do not
cause appreciable inhibition of MAPK pathways
other than ERK1 and ERK2. Both PD98059 and
UO126 bind to MEK1 and MEK2 at sites distinct
from the ATP-binding pocket, but cause allosteric
changes in the proteins that render them unable to
activate ERK1/2. More recently a second-genera-
tion compound, PD184352, has been developed
and been found to successfully reduce elevated
levels of ERK1/2 activity in colon carcinoma cells
and reduce tumor growth in mice (Table 1) (5). As
a result of this preliminary efficacy for controlling
cancer cell proliferation, PD184352 is currently in
Phase I oncology trials. Additionally, a Raf-1
inhibitor, Bay439006, has shown promise as an
inhibitor of ERK1/2-mediated cancer cell growth
and � metastasis and is also in Phase I trials (5).

Selective inhibitors of ERK5 have not been
described. However, studies of MEK1/2 inhibitors
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have detected effects on MEK5, the upstream acti-
vator of ERK5. In addition to inhibition of MEK1/2
activation of ERK1/2, both PD98059 and U0126
have been shown to partially reduce EGF and
hydrogen peroxide activation of the ERK5 path-
way in mammalian cell lines (Table 1). Inhibition
of the ERK5 pathway occurs at the level of MEK5,
however the precise mechanism is unknown. Simi-
larly, the MEK1/2 inhbitor PD184352 also inhibited
EGF-stimulation of the MEK5/ERK5 pathway, but a
10-fold higher concentration of inhibitor was
required relative to that required for MEK1/2 inhi-
bition (Table 1). Addtionally, low doses (2 µM) of
PD184352 that completely block ERK1/2 activity
were shown to prolong activation of ERK5 in
response to EGF and hydrogen peroxide. The addi-
tional effects of MEK1/2 inhibitors on MEK5/ERK5
signaling alters the interpretation of results related
to studies of these inhibitors on ERK1/2 signaling
(5). Although selective inhibitors of MEK5/ERK5
are yet to be identified, the ability of ERK5 signal-
ing to promote cell proliferation makes it a poten-
tially useful clinical target for inhibitors.

The recent development of the JNK-specific
inhibitor SP600125 will likely aid efforts to define
the biological significance of JNK signaling
(Table 1). SP600125 is an anthrapyrazolone that
competes with ATP for the nucleotide-binding site

in the JNK catalytic domain (5). Importantly, as
JNK activity is necessary for expression of some
extracellular proteinases linked to invasiveness,
JNK inhibition may represent an avenue by which
to affect tumorigenesis, cancer metastasis and
inflammatory immune response. Further, manipu-
lation of JNK activity may potentially allow allevi-
ation of cell death-mediated pathologies, such as
ischemic injury and myocardial infarction.

The most extensive development of pharmaco-
logical inhibitors of MAPK members has been for
p38 (Table 1) (5). Small-molecule inhibitors have
been developed for two p38 isoforms (α and β).
Pyridinyl imidazole compounds have been known
to block inflammation since the early 1970s. Struc-
tural analyses have revealed that p38 kinase inhibi-
tors bind to the ATP binding pocket of p38 thereby
acting as competitive inhibitors. The p38 kinase
inhibitor SB202190 is able to bind both the low
activity nonphosphorylated form and the high
activity phosphorylated form of p38 suggesting
that the inhibitor is able to disrupt the activation
of p38 (Table 1) (5). Several p38 inhibitors such as
Vertex 45 and SB235699(HEP689) are in clinical
trials (Table 1). Vertex 45 is in clinical trials for
rheumatoid arthritis and SB235699 is in trials as a
topical treatment for psoriasis.

Tab. 1 Pharmacological inhibitors of MAPK cascades.

Kinase Inhibitors Mechanism of Action Biological Consequences

Raf Bay 439006 unknown reduces MEK1/2 activity and tumor growth

MEK1/2 PD98059
U0126
PD184352

binds to MEK1/2 at a site 
distinct from the ATP 
binding pocket

reduces ERK1/2 activity and cancer cell growth

MEK5 PD98059
U0126
PD184352

unknown reduces ERK5 activity by partial blocking of MEK5

JNK1/2 SP600125 binds the ATP binding 
pocket of JNK

blocks LPS-induction of TNFα expression;
blocks TCR mediated apoptosis

p38 kinase α/β SB203580
SB202190
VK19911
Vertex 745
SB235699

binds the ATP binding 
pocket of p38 kinase

blocks p38 stimulation of production of pro-
inflammatory cytokines
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Marijuana is the name given to the dried leaves
and flower heads of the hemp plant, Cannabis
sativa, prepared as a smoking mixture.
Cannabinoid System
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Mast cells are connective tissue cells that can
release histamine under certain conditions.

� Allergy
� Histaminergic System

��������	���������	0��1�
	�)

MMP-2 (also known as gelatinase A) is a secreted
metalloproteinase homologous with interstitial
collagenase, with the exception of an additional
fibronectin-like domain. It degrades collagen
types I, II and III.
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MMP-9 (also known as gelatinase B) is a secreted
metalloproteinase structurally similar to MMP-2
(gelatinase A). It degrades gelatin types I and V
and collagen types IV and V.
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Matrix metalloproteinases (MMP), are a family of
extracellular proteinases, which depend on metal
ions  (z inc)  for  cataly t ic  ac t iv i t y
(� metalloprote(in)ase), and which are very
potent in degrading structural proteins of their
extracellular matrix. MMPs influence a wide vari-
ety of physiological and pathological processes,
including aspects of embryonic development, tis-
sue morphogenesis, wound repair, inflammatory
diseases and cancer. In vertebrates about 25 MMPs
have been identified. Inhibitors of MMPs (e.g.
marimastat, prinomastat) are currently being
tested for their potential therapeutic use in treat-
ing various disease states, such as chronic inflam-
matory diseases or cancer (to prevent tumor inva-
sion, metastases and tumor angiogenesis).

� Angiogenesis and Vascular Morphogenesis
� Endothelins
� Non-viral Proteases
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582 Ménière’s Disease
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Ménière’s disease is a condition in which there is
an increased volume of endolymph with dilata-
tion of the membranous labyrinth. It is brought
about by excessive production of endolymph or
impaired outflow from the labyrinth. It is charac-
terised by attacks of vertigo, tinnitus, nausea and
vomiting.
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Mesangial cells are the smooth muscle-like cells of
the capillaries in the glomerulus of the kidney.
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In 1954 experiments by Olds and Milner revealed
that the brain has specialized “centers” for reward
functions. In these studies, electrical stimulation
of certain brain sites was found to be highly
rewarding in the sense that rats operantly
responded to electrical stimulation of these sites,
often to the exclusion of any other activity. A neu-
rotransmitter system that is particularly sensitive
to electrical self-stimulation is the mesolimbic
dopamine projection that originates in the ventral
tegmental area and projects to structures closely
associated with the limbic system, most promi-
nently the nucleus accumbens shell region and the
prefrontal cortex. Because of its ubiquitous
involvement in the regulation of reward-related
behavior this system has been characterized as a
neurochemical system of reward.

�	���������������	

A syndrome consisting of obesity, insulin resist-
ance, hypertension, dyslipidemia (elevated very
low density lipoprotein (VLDL)-triglycerides and
low high density lipoprotein (HDL)-cholesterol
levels), and impaired glucose tolerance. The main
component of the syndrome is obesity which is
believed to cause insulin resistance, hypertension
and dyslipidemia. The syndrome is frequently
associated with type 2 diabetes mellitus which is a
consequence of insulin resistance and a defect in
insulin secretion. Sedentary lifestyle and high-fat
and high-sucrose diets are responsible for the con-
tinuous increase of its prevalence in Western
countries.

� Diabetes Mellitus
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� G-protein  coupled � glutamate receptors
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� Glutamate is the transmitter of most fast excita-
tory synapses in the central nervous system. To
excite (depolarize) the post-synaptic neuron,
glutamate activates various types of receptor chan-
nels (the � ionotropic glutamate (iGlu) receptors)
known as the NMDA, AMPA and kainate recep-
tors (Fig. 1). Glutamate also acts on receptors
called the � metabotropic glutamate (mGlu)
receptors that are coupled to heterotrimeric G-
proteins to activate intracellular pathways. Eight
mGlu receptors have been identified in mammals
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and all play important roles in the fine-tuning of
most glutamatergic as well as other synapses (1).

� Ionotropic Glutamate Receptors
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The mGlu receptors were first identified as recep-
tors responsible for the glutamate  stimulation of
phospholipase C (PLC) in neurons. Latter, other
mGlu receptors were shown to inhibit � adenylyl
cyclase (AC). Molecular cloning and the sequenc-
ing of mammalian genomes identified eight genes
encoding mGlu receptors (1). Additional mGlu
receptors subtypes exist due to alternative splic-
ing of the mRNA encoding mGlu1 (splice variants
a, b and d are the best characterized), mGlu5 (a
and b), mGlu7 (a and b) and mGlu8 (a and b). All
these splice variants differ in the sequence of their
carboxy-terminal intracellular tail. These recep-
tors can be classified into three groups based on
their sequence similarity, their pharmacology (see
bellow) and their transduction mechanism (1).
The sequence similarity is around 60–70%
between members of a given group, and drops to
40% between receptors of two distinct groups. The
group-I is composed of mGlu1 and mGlu5 recep-
tors, which are both coupled to the stimulation of
PLC. The mGlu2 and mGlu3 receptors form the
group-II, whereas the mGlu4, mGlu6, mGlu7 and
mGlu8 constitute the group-III. Both group-II and
group-III mGlu receptors can inhibit AC in trans-
fected cells.
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Group-I mGlu receptors are mainly found on the
side of the post-synaptic element (Fig. 1). By acti-
vating PLC, they stimulate the formation of inosi-
tol triphosphate leading to the release of Ca2+

from intracellular stores. This Ca2+ signal can then
regulate the activity of enzymes such as protein
kinase C and phopholipase A2. Group-I mGlu
receptors can also regulate the activity of various
channels, including Ca2+-channels. They also
inhibit or activate K+-channels leading either to a
decrease or to an increase in neuronal excitability.
Group-I mGlu receptors also modulate (mainly

positively) the activity of the iGlu receptors of the
AMPA and NMDA types, and can therefore modu-
late the excitatory effect of glutamate. NMDA
receptors are known to be responsible for the
� excitotoxic effect of � glutamate and to play an
important role in synaptic plasticity including
� long-term potentiation (LTP) and � long-term
depression (LTD). It is therefore not surprising
that antagonists of group-I mGlu receptors have
neuroprotective effects and can inhibit synaptic
plasticity such as LTP and LTD. Although they
have never been directly observed in nerve termi-
nals, electrophysiological experiments also sug-
gest a pre-synaptic localization of mGlu5 recep-
tors that can either facilitate or inhibit the release
of glutamate.

The mGlu1 receptors are expressed at high den-
sity in the Purkinje neurons in the cerebellum

Fig. 1 The mGlu receptors and the fine tuning of 
glutamatergic synapses. Release of glutamate from 
nerve terminals activates the iGlu receptors (the 
NMDA and AMPA subtypes) in the post-synaptic ele-
ment, leading to neuronal excitation. The group-I 
mGlu receptors (mGlu1 or mGlu5) located on the side 
of the post-synaptic element regulates the activity of 
Ca2+ (in black) and K+-channels (in white) as well as 
iGlu receptors via intracellular pathways. The group-
II mGlu2 and mGlu3 receptors regulate either the 
release of glutamate when located on the pre-synaptic 
terminal, but can also participate in the glutamate 
response when located in the post-synaptic element. 
Most group-III mGlu receptors (4, 7 and 8) are located 
in the pre-synaptic release zone where they inhibit 
glutamate release.
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where they are involved in a synaptic plasticity
phenomenon important for the control of eye
movements. These receptors are also found in the
thalamus, the olfactory bulb and in some neurons
of the hippocampus. The mGlu5 receptors are
highly expressed in the pyramidal neurons of the
hippocampus where they regulate a LTP phenome-
non important for spatial memory. The mGlu5
receptors are also found in glial cells, but their
function in these cells is still not yet fully eluci-
dated. Both group-I mGlu receptors are expressed
in many other brain regions and as such are
involved in many processes such as the central
response to pain, the control of movements via the
extrapyramidal motor circuit. Group-I mGlu
receptors are also found outside the central nerv-
ous system, such as in the sensory terminals in the
skin where they can be at the origin of the inflam-
matory pain sensation. These various observations
help understand the anxiolytic, anti-Parkinsonian
and analgesic effects, as well as the decrease in the
development of cocaine dependence observed
with a mGlu5 receptor antagonist (� MPEP) (2). In
addition neuroprotective and antiepileptic effects
have been observed with a mGlu1 receptor antago-
nist (BAY367620).

Group-II mGlu receptors have been observed
in pre-synaptic as well as post-synaptic elements.
These receptors can inhibit AC activity, but their
main action in neurons is to regulate the activity
of various types of channels, including inhibition
of Ca2+ channels (and as such they can inhibit the
release process at the pre-synaptic level).

In the brain, mGlu2 receptors are highly
expressed in Golgi cells in the cerebellum and in
the dentate granule neurons of the hippocampal
formation where they are involved in a LTD phe-
nomenon. The other group-II mGlu receptor,
mGlu3, is found not only in neurons, but also in
astrocytes where its role is not yet elucidated. The
mGlu3 receptor is mainly expressed in the reticu-
lar nucleus of the thalamus. Group-II mGlu recep-
tors are also expressed in many other brain areas,
and the recent development of selective and sys-
tematically active group-II mGlu receptor ago-
nists (such as LY354740) reveal the potential use of
such compounds for the treatment of anxiety, Par-
kinson’s disease, schizophrenia and drug depend-
ence, and for neuroprotection (3).

Group-III mGlu receptors are mostly found in
the pre-synaptic element within the synaptic
release site (Fig. 1), except the mGlu6 receptor,
which is responsible for the post-synaptic action
of glutamate on the ON bipolar cells in the retina.
These receptors are therefore considered as auto-
receptors controlling the glutamate release proc-
ess. The mGlu7 and 4 receptors are also found in
GABA-ergic terminals where they inhibit the
release of the inhibitory transmitter GABA. Like
group-II receptors, group-III mGlu receptors can
inhibit AC activity, but their main action is the
inhibition of Ca2+ channels leading to the inhibi-
tion of the release process. Due to their localiza-
tion at the synaptic vesicle release site, it is likely
that group-III mGlu receptors can directly control
the release machinery.

The mGlu7 receptor type is widely expressed in
the brain and is activated by high concentration of
glutamate  (100–1000 µM). It may serve to prevent
over-activity of glutamatergic synapses, and
accordingly, the deletion of its gene in mice leads
to the rapid development of general epilepsy and
death. The mGlu4 receptor is mostly expressed in
the cerebellum and the olfactory bulb, but also in
other areas. It has been shown to play a role in cer-
tain types of absence epilepsy. The mGlu8 receptor
is expressed in some restricted areas in the brain
and its physiological function is not yet elucidated.

Fig. 2 The original structure of mGlu receptors. These 
receptor proteins are composed of a Venus Flytrap 
(VFT) module connected to an heptahelical domain 
via a cystein-rich region. The mGlu receptors are 
homodimers (one subunit in black, the other in grey) 
and this appears to play a crucial role in receptor acti-
vation. Binding of agonist in at least one VFT module 
induces a change in conformation of the dimer of 
VFTs, and leads to the activation of the dimer of hep-
tahelical domains.
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Like any other G-protein coupled receptors
(GPCRs), mGlu receptors have 7 transmembrane
helices, also known as the � heptahelical domain
(Fig. 2). As observed for all GPCRs, the intracellu-
lar loops 2 and 3 as well as the C-terminal tail are
the key determinants for the interaction with and
activation of G-proteins. However, sequence simi-
larity analysis as well as specific structural fea-
tures make these mGlu receptors different from
many other GPCRs, and were the first members of
the family 3 GPCRs. The main structural original-
ity of these receptors is their large extracellular
domain (Fig. 2) that contains the glutamate bind-
ing site (4). The structure of this extracellular
domain has been solved recently (4). It is com-
posed of two lobes that are separated by a wide
cleft in the absence of glutamate. Upon binding of
the agonist within this cleft, the two lobes close
like a Venus Flytrap trapping an insect. This
domain is therefore often called the “Venus Fly-
trap (VFT) module”, and is connected to the first
transmembrane segment of the � heptahelical
domain by a cysteine-rich domain (Fig. 2).

The second original feature of the mGlu recep-
tors compared to other GPCRs is that they are
always found as dimers in the brain. A disulfide-
bond linking the two � VFT modules  stabilizes
this dimeric structure. Today, only homodimers
have been identified. This dimeric structure of
mGlu receptors is probably critical for glutamate
to activate the receptor. Indeed, the resolution of
the structure of the extracellular domain of mGlu1
revealed a dimer of VFT modules, and a large
change in the general conformation of the dimer is
seen in the presence of glutamate. This change is
such that the C-terminal ends of the two VFT
modules become closer in the presence of ago-
nists (Fig. 2). Because the C-terminal ends on the
VFT modules are linked to the heptahelical
domain via the cysteine-rich region, such a change
of conformation is likely to induce a change of the
conformation of the dimeric heptahelical domain
leading to G-protein  activation.

As we will see below, this original and complex
structure of the mGlu receptors offers multiple
possibilities to develop drugs modulating their
activity.

���



All compounds identified so far acting at the
glutamate binding site share a glutamate-like
structure. Such compounds are either agonists or
competitive antagonists (Fig. 2). Within the last
ten years a number of group-selective compounds
have been characterized. However, due to the high
conservation of the glutamate binding site
between receptors of the same group, very few
subtype selective compounds have been character-
ized (3). More recently, � allosteric modulators of
group-I mGlu receptors have been identified (2,5).
Such molecules have a structure very different
from glutamate and do not bind to the VFT mod-
ule but rather in the heptahelical domain  (Fig. 2).
These can be either non-competitive antagonists
(2), or positive � allosteric modulators (5) and are
subtype selective. Such compounds offer new pos-
sibilities to modulate mGlu receptor activity in the
brain. Although no such compounds have been
described for group-II and group-III mGlu recep-
tors, these are expected and would likely be the
first really subtype selective compounds. Most
importantly, because compounds activating
group-II and group-III receptors are expected to
have multiple therapeutic application (see above),
positive allosteric modulators may be more effica-
cious than pure agonists since they are less likely
to induce receptor desensitization.

8��������8��� 	�	�������������

Quisqualate was the first compound shown to acti-
vate group-I mGlu receptors. Although it is also
active on the AMPA type of iGlu receptors, it
remains the most potent group-I agonist. 1S,3R-
� ACPD was the first selective mGlu receptor ago-
nist identified, but it activates group-I, group-II
and some group-III mGlu receptors. 3,5-DHPG
remains the best characterized selective group-I
agonist, though it has a low potency (10 µM). So
far, CHPG is the only group-I subtype selective
agonist that is active only at mGlu5, but its low
affinity (1 mM) limits its usefulness. A few com-
petitive group-I antagonists have been identified
(the first was MCPG which is also active on group-
II receptors) such as LY367366 and LY393675 which
are acting on both mGlu1 and mGlu5, and
LY367385 which is mGlu1 selective.
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As mentioned above, non-competitive antago-
nists have been identified for group-I mGlu recep-
tors that bind within the heptahelical domain.
These are � MPEP, selective for mGlu5, and
BAY367620, selective for mGlu1. These highly
selective and potent compounds have helped iden-
tify the important physiological roles of group-I
mGlu receptors mentioned above.

Other molecules also acting within the hepta-
helical domain  of mGlu1 have been shown to
potentiate the action of glutamate and are there-
fore positive allosteric modulators. Such com-
pounds have no effect on their own but increase
both the efficacy and potency of agonists. No
behavioral effect has already been reported for
these molecules but according to the known func-
tion of group-I mGlu receptors, positive action on
cognition are expected.

8���������8��� 	�	�������������

Potent and selective compounds have been identi-
fied for group-II receptors. The first one was DCG-
IV but this compound also antagonizes group-III
mGlu receptors and activates NMDA receptors
limiting its usefulness. LY354740 and its analog
LY379268 are actually the best group-II agonists,
and, most interestingly, they are systemically
active and have unraveled the various possible
applications of group-II agonists described above.
However, no subtype selective group-II com-
pounds have so-far been identified.

MCPG was the first described antagonist acting
at group-II mGlu receptors but it is not selective,
being also an antagonist of group-I and some
group-III receptors. Today, the commonly used
group-II competitive antagonists are derivatives of
the non-selective mGlu agonist L-CCG-I: LY341495
> XE-CCG-I > PCCG4 > MCCG-I. However,
LY341495 is active at all mGlu receptors, being
more potent at group-II but also at most group-III
receptors (mGlu6, 7 and 8). Moreover, the activity
of the other compounds on group-III receptors
remains to be characterized.

8����������8��� 	�	�������������

L-AP4 and the natural compound, L-SOP, were the
first identified group-III agonists. More recently,
Z-CPrAP4, (+)ACPT-III, (+)-PPG and DCPG were
shown to be additional group-III agonists. DCPG,
being 50–100 times more potent on mGlu8 than on

the other group-III receptors, is proposed as a
selective mGlu8 agonist. Today, the number of
group-III antagonists is rather limited. The only
selective compounds are MAP4, MSOP and CPPG.

Currently, more group-selective and subtype-
selective compounds remain to be discovered. The
recent demonstration of a possible action of new
subtype selective group-I modulators opens a new
route for the discovery of such molecules for either
group-II or group-III receptors. These will cer-
tainly be useful for the identification of the physio-
logical roles of these different receptors and for the
discovery of new therapeutic drugs.
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For differentiation of G-protein-coupled receptor
subtypes from subtypes permanently linked to ion
channels (ligand-gated ion channels) the terms
metabotropic versus ionotropic receptors, respec-
tively, are used.
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Microarray technology is a method to study the
activity of a large numbers of genes simultane-
ously. This method uses high speed robotics to
precisely apply tiny droplets containing biologi-
cally active material (DNA, proteins, chemicals) to
glass slides. In Functional Genomics, DNA micro-
arrays are used to monitor � gene expression at
the RNA level to identify genetic mutations and to
discover novel regulatory regions in genomic
sequences. Protein or chemical arrays are used to
monitor protein expression and to identify pro-
tein-protein or drug-protein interactions. Typi-
cally tens of thousands of genes or interactions can
be monitored in a single experiment.

� Combinatorial Chemistry
� Gene Expression Analysis

�	
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The most common application of microarray tech-
nology is in monitoring gene expression (gene
expression profiling).

4�	�"�������	=���The technique is based on a classic
molecular biology procedure called reverse North-
ern blot. � mRNA  is extracted from a biological
sample and reverse transcribed in the presence of

a radioactive or fluorescent precursor. The reac-
tion produces a pool of labeled complementary
DNA copies (cDNAs) representative of the origi-
nal mRNA pool (defined as the target). The
expression of an individual gene is quantified by
hybridizing the target to the gene specific cDNA
(defined as the probe) which has been previously
spotted on a solid surface. The amount of radioac-
tive or fluorescent signal associated to the spot is
proportional to the amount of gene specific RNA
originally present in the cell. Multiple cDNAs can
be spotted in an ordered pattern (array) allowing
the quantification of multiple genes. Before the
advent of microarray technology researchers were
employing low complexity nylon-based arrays
manufactured using manual devices. The technol-
ogy subsequently evolved with the introduction of
robotics which made possible to generate repro-
ducible high density nylon filters (50 spots per
square centimeter). This technology employed
large membranes with up to 50,000 DNA spots,
required several milliliters of � hybridization
solution and furthermore was relatively time con-
suming. The introduction of high precision and
high speed robotics brought to a further miniatur-
ization of the technology with the production of
microarrays (up to 10,000 DNA spots per square
centimeter).

Because of the high density of signals in the
processed arrays the conversion of the radioactive
or fluorescent emissions in a numeric value is per-
formed by sophisticated image analysis software
that identifies the position of every spot in the
array, determines the spot and the local back-
ground intensities and derives a number repre-
senting a spot-specific signal (Fig. 1H). Spot coor-
dinates are then associated to gene identities
within the image analysis program or in a specific
gene expression profiling database (Fig. 1I). Differ-
entially expressed genes are identified by compar-
ing two or more arrays derived from different bio-
logical samples. When a gene is represented by
multiple spots in an array and/or replicated
hybridizations are available, statistical tests can be
used to assess the significance of the observed dif-
ferences. Furthermore, data-mining techniques
are used to identify groups of genes with similar
expression profiles across different samples (Fig.
1J).
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Fig. 1 Microarray technology applied to gene expression profiling. The figure summarises the process from the 
construction of the microarray to data analysis. (A) This panel describes the first step in manufacturing a 
microarray for gene expression profiling: the choice of the cDNA clones or the oligonucleotide sequences to 
represent the genes of interest. Clones or sequences are selected from sequence databases such as Unigene. 
(B) cDNA clones are PCR amplified and spotted on a slide whereas oligonucleotides can be synthesised and 
spotted or synthesized in situ. (C) The result is an array of DNA samples representing several thousands of 
genes. Thousands of arrays can be manufactured from micrograms of DNA. (D) This panel represents the basic 
protocol to synthesize a labelled target. In this example, mRNAs derived from experimental and control sam-
ples are differentially labelled, mixed and (E) hybridised on an array. Typically the hybridisation reaction is 
performed under a coverslip (marked in pink). (G) After hybridisation the array is washed and scanned. Two 
images are produced for each array. (H) An image analysis program identifies the spots and derive a numerical 
value representing the intensity of the signal subtracted by the local background. The panel represents the out-
put of a typical image analysis software. X and Y are spot coordinates. Int. Cy5 and Int. Cy3 are the signal inten-
sities for each spot in the two channels. (I) Database integration associate a gene identity to each spot and 
integrate data from different arrays within the experiment. The example refers to a timecourse. Gene expres-
sion intensities for genes A–E are reported for time 1, time 2 and time 3 of an hypothetical experiment using 
three arrays. Each value is expressed as a ratio between the experimental and the control sample. (J) Result of 
cluster analysis applied to the data schematised in panel I. Profile of expression of genes A and B are similar 
and therefore are grouped together. Similarly, genes C and D are grouped.
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� oligonucleotide  and b) cDNA arrays. In the first
type short 20–25 mers are synthesized on a silica
chip using photolithography (Affymetrix arrays,
www.affymetrix.com) or using an ink-jet based
technology (Rosetta Inpharmatics, www.rii.com).
Alternatively, pre-synthesized oligonucleotides
can be printed onto glass slides. In the second
type, nucleic acids (usually in the form of PCR
products) are robotically printed on glass slides as
spots in defined locations. The first glass based
high density cDNA arrays were developed in Pat
Brown’s laboratory at Stanford University, USA (1).
cDNA arrays are now a very common choice in
academic institutions because they offer a great
degree of flexibility in the choice of the arrayed
elements. Manufacturing them, however, requires
a considerable infrastructure. The process needs
liquid handling workstations to work with large
collection of cDNA clones and to support the pro-
duction of the purified probes and, of course, it
requires robotics for the production of the proper
microarrays.

The first step in designing a microarray is the
choice of the cDNA clones or the determination of
the oligonucleotide sequence that will represent
the genes of interest. In both cases it is essential to
use highly specific sequences in order to mini-
mize cross-hybridization with related genes. An
excellent source of gene information to design
microarray probes are public domain expressed
sequence databases such as Unigene, Genebank,
db � EST. The Unigene database (www.ncbi.nlm.
nih.gov/UniGene/) is a collection of sequence clus-
ters that represents the large majority of tran-
scribed genes in a variety of species. It is also an
excellent source of general information since it
provides links to functional and genetics data, to
scientific literature and indicates the source of the
physical cDNA clones (Fig. 1A–C).

Because of the high gene coverage achievable
with this technology it is possible to design arrays
that cover the entire transcriptional capacity of an
organism. For some species genome-wide arrays
are already available. These are mainly bacteria
and yeast open reading frame (ORF) based arrays.
Human arrays covering the majority of the
expressed genes are also available but it is still not
practical to design human arrays that cover all the
possible splicing variants encoded in the genome.

With the amount of effort dedicated to the annota-
tion of the human genome it is expected that more
comprehensive arrays will be soon available.

4�	�4��
	�=���In the last few years more methods to
synthesize a labeled target have been introduced.
The new methods are still based on a � reverse
transcription reaction but diverge in the way the
fluorescent dye is incorporated in the target. For
example, GenechipTM technology developed by
Affymetrix uses a reverse transcription step fol-
lowed by an RNA in vitro transcription reaction to
produce a biotinylated target. The detection of the
target, after hybridization, is achieved with a
streptavidin-bound single fluorescent dye. Targets
derived from different biological samples are
always hybridized to multiple arrays. In the case of
spotted arrays, two or more samples (typically
experimental and control sample) can be com-
pared on a single array. This is possible because
the targets are labeled by direct incorporation of
different fluorescent dyes (eg. Cy3 and Cy5). After
labeling, the targets are mixed and hybridized to
the same array, resulting in competitive binding of
the target to the sequences on the array (Fig. 1D,E).
With both methods, after hybridization and wash-
ing, the slides are scanned using one (Affymetrix)
or multiple (spotted arrays) wavelengths corre-
sponding to the dyes used (Fig. 1F).

A relatively large amount of RNA needs to be
labeled with fluorescent dyes in order to obtain
satisfactory results (20–100 µg of total RNA or 1–
2 µg of mRNA). These requirements could make
microarrays incompatible with the very limited
RNA yields obtained from some types of biopsy or
microdissected samples. To bypass these limita-
tions several amplification methods have been
developed. PCR-based amplification methods are
quite straightforward but they introduce a bias in
the gene representation due to the exponential
amplification of the original mRNA molecules.
Slightly more complex protocols are based on lin-
ear in vitro  transcription. Although more reliable
than PCR-based methods they also introduce
some bias. An alternative strategy to amplification
methods has been developed by Genisphere Inc.
(www.genisphere.com). The target is synthesized
using a reverse transcriptase reaction that intro-
duces a sequence tag at the 3’ end of every cDNA.
A large agglomerate of oligonucleotides contain-
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ing several hundreds of fluorescent dyes (den-
dromere) and containing a tag complementary to
the cDNA tag is hybridized to the target to form a
labeled cDNA that can be hybridized to the micro-
array. The large number of fluorophores attached
to each cDNA molecule results in a two hundred
fold signal enhancement.

Amplification based methods can be used with
as little as nanograms of total RNA (corresponding
to <1000 cells), whereas the dendromer-based
methods require at least a microgram of total
RNA.

����������
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=���The rapid spread of microarray gene
expression profiling has created an unprece-
dented situation in biology: An incredibly large
amount of genome-wide gene expression data has
been rapidly produced creating the need of appro-
priate data analysis tools. Many applications have
been produced in academic groups and many oth-
ers are available through commercial providers.
Briefly, there are three levels of analysis that have
been applied to gene expression profiling. The first
uses statistical tests to identify genes differentially
expressed between two or more samples. The sec-
ond utilizes data reduction techniques to simplify
the complexity of the dataset by identifying clus-
ters of genes with similar expression profiles
across different experimental conditions. One of
the most common data reduction methods is
called Cluster analysis. This method is based on a
correlation measure that assigns a high score to
genes that have very similar expression profiles.
Using this matrix a roadmap displaying the degree
of similarity between the genes in the array is built
and visualized in a form of a hierarchical tree. The
most correlated genes being on very close
branches. Even the simple visual inspection of the
tree is usually sufficient to identify meaningful
associations. The third level uses reverse engineer-
ing algorithms to reveal the structure of transcrip-
tional pathways within the cell. Although in prin-
cipal very powerful, this approach still uses highly
experimental algorithms that are in the process of
experimental verification in a number of laborato-
ries (for an extensive overview of data analysis
methods see (2)).
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1=���The human genome project has pro-
duced large amounts of genome sequence and pol-
ymorphism data that is extremely useful to inves-
tigate the genetic bases of human diseases. Among
these, � single nucleotide polymorphisms (SNPs)
are the most frequent variant in the human
genome and they occur once every 1kb of genomic
DNA. Identification of disease genes, however,
require linkage and association analysis of thou-
sands of SNPs in thousands of individuals. This is
an impossible task without a high throughput gen-
otyping method. Microarray based sequencing
have been successfully used to genotype SNPs in
human populations (3).

"���	��������
=���The amount of steady state RNA in
a cell does not always reflect the biological activ-
ity of an expressed gene. It is the protein, trans-
lated from the RNA pool, that exerts the function,
and it has been shown that mRNA and protein
abundance are often not correlated. It follows that
information about protein levels and their interac-
tions are essential to understand the biological
mechanisms. Microarray technology has been
used to increase the throughput of classical pro-
tein detection methods and recently to study pro-
tein-protein interactions. Protein arrays are more
complex than DNA arrays. The major issue is that
proteins must bound to the slide while retaining
their correct folding. In spite of these difficulties
the field is rapidly expanding. Many companies
are investing in developing and improving the
technology. An excellent example of protein arrays
and their applications is described by MacBeath et
al. (4). The authors have deposited 10,000 protein
spots on a glass microscope slide and demon-
strated that their arrays could detect protein-pro-
tein interactions, reveal interactions between
enzymes and their substrates, and detect small
molecules-protein interactions. Protein microar-
rays consisting of either printed antibodies or
printed protein antigens are used to monitor pro-
tein levels or antibody levels, respectively. With
the effort now being concentrated in developing
antibodies for the whole of the human proteome,
the broad use of protein microarrays is not far off
in the future.
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The ability of microarray technology to describe
the behavior of thousands of molecular markers is
well suited to identify and characterize the effect
of a drug in complex biological systems and pro-
vide insights in the drug mechanism of action, its
toxicity and the molecular basis of drug resistance.
Below are some examples of the use of microarray
technology in the pharmacology/drug discovery
area.
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It is known that the expression of certain genes
can influence the response to drugs. Mis-expres-
sion or mutations in these genes can sometimes be
responsible for treatment failure. This problem is
particularly severe in anti-cancer therapy where
resistant cell clones can expand very rapidly and
generate secondary tumors that are completely
unresponsive to therapy. A general method for the
rapid identification of genes influencing drug sen-
sitivity is therefore crucial for the development of
future therapies. Uwe Scherf at the National Can-
cer Institute (NCI) in Bethesda (USA) has used a
gene expression profiling based approach to iden-
tify genes responsible for influencing the response
of a panel of sixty human cancer cell lines (NCI-60
panel) to a number of anti-cancer drugs. The data
were analyzed using a clustering-based method
that relate gene expression in the tumor cell before
drug treatment to its capacity to respond to the
drug (5). Interestingly, the authors identified a
large number of significant correlations, many of
them related to known mechanisms of drug resist-
ance.
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Conventional molecular and biochemical
approaches to MOA studies are usually time con-
suming and resource demanding. A group of
researchers from Rosetta Inpharmatica has
recently developed a gene expression profiling-
based method to identify drug targets that may
significantly speed up investigation in this area.

The principle is simple; the expression finger-
print of yeast cells treated with a compound with
unknown MOA is compared with a reference set of
transcriptional profiles representing three hun-
dred S. cerevisiae gene knock out mutants. The

mutant with the closest expression fingerprint to
the compound treated cells will most likely be
mutated in a gene related to the drug target.
Sequence homology to the identified yeast gene
may then reveal the potential drug target in more
broadly pharmaceutically relevant species (i.g.
mouse, rat and man). Interestingly, the analysis of
the expression profiles of yeast cells treated with
the anesthetic drug dyclonine identified the
human neuroactive σ factor as a potential target.
Although there are potential complications in a
broader application of gene expression profiling to
the analysis of a drug mode of action directly in
mammalian cells, several more studies have been
reported (5).

4�������
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Many companies are known to use gene expres-
sion profiling to assess the potential toxicity of
lead compounds. This approach may require a
database of reference compounds with known
pharmacological and toxicological properties.
Lead compounds can be compared to the database
to predict compound-related or mechanism-
related toxicity (5).
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This rapidly expanding field examines the genetic
basis for individual variations in response to ther-
apeutics. Mutations in certain genes involved in
drug metabolism make some populations unre-
sponsive to a certain drug. Microarray technology
can be used to genotype patients and predict their
response to therapy. In this contest pharmacoge-
netics promises to increase the success of pharma-
ceutical research by developing individualized
medicines tailored to patients’ genotypes (5).
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Antibiotic resistance
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A bacterial strain is called resistant if it grows in a
relatively high concentration of a specific antibac-
terial drug. Thus, it is insensitive. The sensitivity is
measured with standardized methods as the
� minimal inhibitory concentration (MIC).
Guidelines from institutions like NCCLS (National
Committee for Clinical Laboratory Standards) and
DIN (Deutsches Institut für Normung e.V.) define
specific breakpoints above which MIC a strain is
regarded as resistant. This breakpoint usually is
derived from microbiological and clinical experi-
ence. Resistant strains are regarded as non
responding in an antibiotic therapy (Fig. 1).

� β-lactam Antibiotics
� Quinolones
� Ribosomal Protein Synthesis Inhibitors
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Bacteria can develop resistance to antimicrobial
agents as a result of mutational changes in the

� chromosome or via the acquisition of genetic
material (resistance genes carried on � plasmids
or � transposons or the recombination of foreign
DNA into the chromosome) (Fig. 2).

The basic biochemical mechanisms leading to
bacterial resistance can be classified into three dif-
ferent categories.

�����������������:�����
A common means that causes resistance is the
inactivation of the antibiotic before it reaches the
target site. Antibiotics can be either enzymatically
cleaved or modified. In both cases the antibiotic
loses its capacity to bind to its target.

&�3���������	�:�
	=���β-Lactamases are enzymes
that hydrolyse the β-lactam ring of β-lactamanti-
biotics (penicillins, cephalosporins, mono-
bactams and carbapenems). They are the most
common cause of β-lactam resistance. Most
enzymes use a serine residue in the active site that
attacks the β-lactam-amid carbonyl group. The
covalently formed acylester is then hydrolysed to
reactivate the β-lactamase and liberates the inacti-
vated antibiotic. Metallo-β-lactamases use Zn(II)
bound water for hydrolysis of the β-lactam bond.

β-Lactamases constitute a heterogeneous
group of enzymes with differences in molecular
structures, in substrate preferences and in the
genetic localistions of the encoding gene (Table 1).

Another group of antibiotics that can be inacti-
vated by hydrolysis are 14- and 15- membered mac-
rolides (2). Esterases cleave the lactone ring. The
plasmid encoded ere genes are found in members
of the Enterobacteriaceae and increase the intrin-
sic resistance to a clinically important level. Fur-
thermore, these esterases can also be found in
some strains of erythromycin resistant staphylo-
cocci.

Resistance to streptogramin type B antibiotics
can be mediated in staphylococci and enterococci
by plasmids carrying a vgb gene (2). The Vgb
enzyme is a lyase that linearizes the cyclic hex-
adepsipeptide by cleavage of the ester bond via an
elimination reaction.

��	����������$�������=���Several bacterial enzymes
can modify antibiotics to inactive derivatives
(Table 2).
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�Enzymatic modification is the most important
mechanism of aminoglycoside resistance in gram-
positive and gram-negative bacteria. There are
three different types of enzymatic activity. N-
acetyltransferases (AAC) use acetyl-CoA as a
donor to modify aminogroups in the aminoglyco-
side. ATP dependent O-adenyltransferases (ANT)
and ATP dependent O-phosphoryltransferases
(APH) modify hydroxyl-residues. Numerous
enzymes have been described. The nomenclature
includes the regiospecifity of the group transfer
(e.g. 3′′), a roman numbering distinguishes
between substrate specificities and an alphabetic
prefix differentiates different genes. The localisa-
tion of the genes can be chromosomal but is usu-
ally plasmidic and can often be found on transpos-
able elements (3).

Acetyl-CoA is also utilized as a cofactor to
modify chloramphenicol by O-acetyltranferases
(CATs). These enzymes have been found in many
different bacterial genera and are usually plasmid
encoded in clinical isolates. Furthermore, strepto-
gramin type A antibiotics are acetylated by Vat
enzymes that occur on plasmids in staphylococci
and enterococci.

Nucleotidylation – the addition of adenylate-
residues by Lnu enzymes – can also be the cause of
resistance to lincosamid antibiotics in staphyloco-
cci and enterococci.

O-phosphotransferases that modify mac-
rolides are produced by highly macrolide resistant
E. coli strains. However, these enzymes have no
clinical importance for macrolide resistance in
gram-positive bacteria, and gram-negative ones
are regarded as naturally resistant (2).

A minor percentage of fosfomycin resistance in
gram-positive and gram-negative species is due to
plasmids carrying a fos gene. The Fos protein, a
glutathione-S-transferase, catalyzes the opening of
fosfomycin followed by the addition of the tripep-
tide glutathione to the antibiotic.

"�	:	�������$����	
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The second general mechanism to cause resistance
to antibacterial agents is to prevent the drug from
reaching its target site. This is either achieved by al-
tered rates of entry (reduced uptake) or by the ac-
tive removal of the drug (active efflux) (4).

 	���	��>���?	=���The outer membrane of gram-
negative bacteria is a permeability barrier that

Fig. 1 MIC-Distribution showing the number of strains of one species with a certain MIC. The breakpoints are 
usually derived from microbiological and clinical experience as resistant strains are regarded as non-respond-
ing in an antibiotic therapy. Some bacterial species are naturally resistant (intrinsic resistance) to drugs 
because their natural MIC is above the breakpoint. Naturally sensitive strains as well as naturally resistant ones 
can acquire resistance and with that increase their MIC (acquired or secondary resistance).
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allows the passive diffusion of small hydrophilic
antibiotics only through aqueus channels, the
porins. Drugs larger than 800 Da are excluded.
Mutational changes that lead to a reduction in the
number of porins or the size of their diameter slow
down the penetration process. In combination
with a second contributor, e.g. a β-lactamase,
porin changes can have a pronounced effect on the
MIC. Accordingly, carbapenem resistance has
been described in clinical Enterobacter and Citro-
bacter strains due to the loss of a major porin pro-
tein combined with a high-level production of an
AmpC β-lactamase that is normally not able to
confer resistance to carbapenems.

Furthermore, if the antibiotic passes mem-
branes through a specific port of entry, its muta-
tional loss leads to resistance. The lack of the outer
membrane protein OprD in Pseudomonas aerugi-
nosa causes resistance to the β-lactam antibiotic
imipenem. Fosfomycin passes the cytoplasmic

membrane via a L-α-glycerolphosphate permease.
This transport system is not essential for bacterial
growth and therefore mutants with a reduced
expression are frequently selected under therapy.

����:	�&$$���=���Bacterial resistance can be caused by
actively pumping antibiotics out of the cell and
therefore decreasing the concentration at the tar-
get site. Drug efflux systems in bacteria are classi-
fied into four major groups based on their
sequence homologies and functional similarities
(Table 3).

ABC (ATP-binding cassette) transporters are
efflux pumps that derive the energy needed for
drug extrusion from the hydrolysis of ATP. Bacte-
rial ABC antibiotic efflux transporter encoded on
plasmids are a significant contributor to the
aquired resistance of staphlyococci to macrolide
and streptogramin antibiotics. The energy for the
efflux mediated by the other three groups of bacte-

Fig. 2 Bacterial cells can obtain resistance genes in three ways: 1. Bacteria receive a plasmid or a conjugative 
transposon carrying resistance genes by a mechanism that involves direct cell-to-cell contact between donor and 
recipient cell (conjugation). 2. A bacteriophage infects a bacterium carrying a resistance gene and transfers the 
gene to the recipient cell where it can be incorporated into the genome (transduction). 3. Free DNA from dead 
cells in the vicinity of the recipient cell is taken up and integrated into the chromosome (transformation).
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rial transporters is provided by the proton-
motive-force. Transporters of the SMR family (Sta-
phylococcus multi drug resistance) are plasmid-
encoded small cytoplasmic-membrane proteins.
The Smr transporter of S. aureus pumps out quar-
ternary ammonium compounds (e.g. benzalko-
nium chloride) and therefore confers resistance to
these disinfectants. Within the MFS (major facili-
tator superfamily) group there are several pumps
acting on different classes of antibiotics (see
Table 3). The respective genes are found on conju-
gative and non-� conjugative plasmids or within
the chromosome.  They can be par t  of

� conjugative transposons as seen with the mef
genes. Transporters of the RND (resistance/nodu-
lation/division) family are chromosomally
encoded. These systems are typically tripartite. A
pump protein is located in the cytoplasmic mem-
brane and an “outer membrane protein” forms a
transperiplasmic tunnel and a channel through
the outer membrane. The contact between them is
established by a “membrane fusion protein”. The
efflux pumps of P. aeruginosa contribute signifi-
cantly to the natural resistance of this species to a
wide range of antibiotics. Furthermore, they can

Tab. 1 The most recent classification scheme according to Bush, Jacoby and Medeiros (BJM-scheme) divides the
enzymes into four different classes according to their substrate and inhibitor profile (1).

Functional 
group

Major 
subgroups

Molecular 
class∗ Attributes Example

1 C chromosomal enzymes in gram-negative bacteria, 
may be also plasmid encoded; confer resistance to 
all classes of β-lactams except carbapenems; 
not inhibited by clavulanic acid

AmpC

2 A, D most enzymes are inhibited by clavulanic acid 

2a A confer high resistance to penicillins Staphylococcal 
penicillinase

2b A broad-spectrum β-lactamases [OSBL] (hydrolyse 
penicillins, broad-spectrum cephalosporins) 

TEM-1, SHV-1

2be A extended-spectrum β-lactamases [ESBL] conferring 
resistance to oxyimino-cephalosporins and 
monobactams

TEM-3 to 
TEM-20, 
SHV-2

2br A broad-spectrum β-lactamases resistant to 
β-lactamase-inhibitors

TEM-30 to 
TEM-40

2c A carbenicillinases PSE-1, PSE-3

2d D cloxacillin (oxacillin) hydrolysing enzymes OXA-1 to 
OXA-10, PSE-2

2e A cephalosporinases inhibited by clavulanic acid FPM-1

2f A serine-carbapenemases inhibited by clavulanic acid MNC-A, Sme-1

3 3a
3b
3c

B metallo-enzymes conferring resistance to all 
β-lactams except monobactams; not inhibited 
by clavulanic acid

IMP-1, L1
CphA 

4 unknown miscellaneous unsequenced enzymes not fitting 
into other groups

 older classification according to Ambler (similarities of the active site at aminoacid level)
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confer high levels of resistance when overex-
pressed as a result of mutations within regulatory
genes.
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A third general mechanism of bacterial resistance
is to obtain an unsusceptible target. The affinity of
the antibiotic to the target is diminished without
impairing the physiological function of the target
considerably. This can be either achieved by alter-
ing the usual target or by the acquisition of a new
unsusceptible target (5).

���	��������$���	�>
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	�=���One general mecha-
nism is to exchange residues within the target
molecule.

Resistance to fluoroquinolones is frequently
mediated by amino acid changes within specific
domains of the target proteins gyrase and topoi-
somerase IV. Mutations occur at hotspots in a qui-

nolone resistance-determinig region (QRDR) of
the genes gyrA (coding for subunit A of gyrase)
and parC/grlAcoding for subunit A of topoisomer-
ase IV.

One amino acid substitution within a specific
region in the β-subunit of the RNA-polymerase, the
target molecule of rifampicin, is necessary to estab-
lish high-level resistance to this antibiotic.

Macrolide, lincosamide and streptogramin B
resistance (MLSB phenotype) can be linked to spe-
cific nucleotide changes within the 23S rRNA of
the large ribosomal subunit, mainly at position
A2058 or neighbouring bases (E. coli numbering).
This is the major mechanism of macrolide resist-
ance in Helicobacter pylori, a species that does not
possess multiple but only two rrn operons.

The acquisition of a vanA gene cluster carried
on a transposon is the major mechanism to confer
glycopeptide resistance in enterococci. A coordi-
nated expression of several van genes leads to the

Tab. 2 Antibiotic modifying enzymes (2,3).

Enzymes Substrates Host Gene localisation 

Acetyltransferases

AAC aminoglycosides gram-negative and 
gram-positive bacteria

plasmid, transposon,
chromosome 

Vat streptogramin A staphylococci,
enterococci

plasmid

CAT chloramphenicol gram-negative and 
gram-positive bacteria

plasmid, chromosome, 
transposon 

Adenyltransferases

ANT aminoglycosides gram-negative and 
gram-positive bacteria

plasmid, transposon

Lnu lincomycin staphylococci, E. faecium plasmid

Phosphotransferases

APH aminoglycosides gram-negative and 
gram-positive bacteria

plasmid, transposon

Mph macrolides E. coli, S. aureus plasmid

Glutathionetransferase

Fos fosfomycin gram-negative and 
gram-positive bacteria

plasmid
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synthesis of modified peptidoglycan precursors:
The D-alanyl-D-alanine moiety, the target of glyc-
opeptides, is replaced by D-alanyl-D-lactate, which
has a decreased affinity for vancomycin and teico-
planin.

A similar complex mechanism is responsible
for the penicillin resistance of pathogenic Neisse-
ria and Streptococcus pneumoniae. These bacteria
are naturally competent, meaning they are able to
take up free DNA. They alter the targets for penicl-
lin, the penicillin binding proteins (PBPs), by
recombining parts of their PBP genes with homol-
ogous DNA from related species. The resulting
mosaic genes then encode PBPs with low affinity
to penicillin.

A second mechanism that can be grouped into
the category of alteration of the usual target is the
overproduction of the target.

The enterococcal penicillin-binding-protein
PBP5 binds penicillin with low affinity. The over-
production of this PBP is able compensate the loss
of the others which are inhibited by the drug.

Overproduction of the chromosomal genes for
the dehydrofolate reductase (DHFR) and the dihy-
dropteroate synthase (DHPS) leads to a decreased
susceptibility to trimethoprim and sulfamethoxa-
zol, respectively. This is thought to be the effect of
titrating out the antibiotics. However, clinically
significant resistance is always associated with
amino acid changes within the target enzymes
leading to a decreased affinity of the antibiotics.

A third common means to alter the target is its
modification. A widespread mechanism, with high
clinical relevance in staphylococci and strepto-
cocci, leading to a MLSB phenotype is encoded by
erm genes, mainly found on conjugative and non-

Tab. 3 Examples of frequent bacterial efflux systems.

System Substrates Species Gene Location

ABC

MsrA 14-,15- membered macrolides, 
streptogramin type B

staphylococci plasmid

Vga, Vga(B) streptogramin type A S. aureus plasmid

SMR

Smr(QacC) quarternary ammonium compounds S. aureus plasmid

MFS

NorA fluoroquinolones S. aureus chromosome

TetK tetracycline S. aureus plasmid

QacA quarternary ammonium compounds S. aureus plasmid

TetA tetracycline E. coli plasmid

MefA 14-,15- membered macrolides S. pyogenes chromosome 

MefE 14-,15- membered macrolides S. pneumoniae chromosome

RND

AcrAB-TolC tetracycline, fluoroquinolones, chloramphenicol, 
β-lactams except imipenem, novobiocin, 
erythromycin, fusidic acid, rifampicin

E. coli chromosome

MexAB-OprM tetracycline, fluoroquinolones, 
chloramphenicol, β-lactams except imipenem, 
novobiocin, erythromycin, fusidic acid, 
rifampicin, trimethoprim, sulfamethoxazol

P. aeruginosa chromosome
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conjugative transposons. The Erm enzymes
mono- or dimethylate the adenine residue A2058
of the 23S ribosomal RNA. This phenotype is
either constitutive or inducible by macrolide anti-
biotics via a translational attenuation mechanism.

Resistance to tetracyclines is often caused by
the acquisition of genes (e.g. tetO and tetM) cod-
ing for so-called ribosome protection proteins.
These proteins bind to the ribosome and protect
them from tetracycline action.
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=���Methicil-
lin resistant Staphylococcus aureus strains (MRSA)
produce an acquired new PBP with low affinity to
almost all β-lactam antibiotics. It allows func-
tional cell wall synthesis even if the normally
occuring PBPs are inhibited. This PBP2a (or
PBP2′) is encoded by the mecA gene that is part of
a region of foreign DNA (mec region) that has
been integrated into the staphyloccocal chromo-
some. MRSA are a major problem as these strains
also tend to display a multi-resistance phenotype
to other classes of antibiotics.

Resistance to trimethoprim can be due to the
acquisition of plasmid encoded non-allelic vari-
ants of the chromosomal DHFR enzyme that are
antibiotic unsuspectible. The genes may be part of
transposons that then insert into the chromosome.
For instance, in gram-negative bacteria the most
widespread gene is dhfrI on transposon Tn7.

Accessory DHPS enzymes confer resistance to
sulfonamides. Two different types encoded by the
genes sulI (located on transposons) and sulII
(located on plasmids) have been described. These
resistance determinants are often genetically
linked to trimethoprim resistance genes. There-
fore, the combination of sulfonamide antibiotics
with trimethoprim does not prevent resistance
selection.

Drug resistance in the defined sense, however,
is not always the reason for treatment failures. The
formation of biofilms may be as well regarded as a
resistance mechanism. Cells within such a film
withstand the antibiotic treatment. Some antibiot-
ics (e.g. the aminoglycoside tobramycin) pene-
trate only slowly into the film. A further explana-
tion is the existence of cells living in a non-grow-
ing, protected phenotypic state .

Formation of spheroblasts, which are not
attacked by antibiotics interfering with the pepti-

doglycan metabolism, is another example how
bacteria could circumvent the antibiotic action.

Furthermore, the inability of the drug to reach
the focus of the infection or to reach bacteria with
intracellular location may be a common reason for
the failure of antibiotic treatment.

"���������
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The presence of a specific resistance mechanism in
a bacterial strain does not necessarily implicate
that this strain is resistant in clinical terms. How-
ever, a strain expressing a resistance mechanism
will be eliminated less easily as compared to a sus-
ceptible one. In clinical practice, only rarely resist-
ance mechanisms will be identified. Usually the
sensitivity of strains will be determined and
reported to the clinician by using the interpretive
criteria sensitive, intermediate or resistant. Some
bacteria, however, harbouring resistance mecha-
nisms may show up as sensitive in the standard
test, although therapy will probably fail.
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A microtubule is a hollow tube of 25 nm diameter
formed by 13 protofilaments. Each protofilament
consists of polymerised α and ß tubulin het-
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The principle of the molecular dynamics simula-
tion approach is the movement of atoms under the
action of a force field.

This approach starts with an initial low-energy
structure and the integrated Newton’s equation of
motion is solved for all atoms simultaneously.
Often the protein is placed in a box, which is filled
up with solute molecules, e.g. water. To avoid
effects at the edges a trick is used, the so-called
periodic boundary condition. At the beginning, a
starting velocity is assigned to every atom. The
velocities are selected to couple the system on a
certain temperature bath e.g. 310 K. For every
atom, the force which is acting on this particle by
the surrounding atoms is calculated. With a given
step, usually 1 femptosecond, the next position is
calculated over time to obtain classical atomic tra-
jectories, which define conformational motions.

� Molecular Modelling
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Bio-computing, molecular simulation, molecular
dynamics, structural � bioinformatics
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Molecular modelling itself  can be simply
described as the computer assisted calculation,
modulation and visualisation of realistic three-
dimensional molecular structures and their physi-
cal-chemical properties using molecular mechan-
ics/� force fields.

Moreover, molecular modelling is one key
method of a wide range of computer-assisted

methods to analyse and predict relationships
between protein sequence, three-dimensional
molecular structure and biological function
(sequence-structure-function relationships). In
molecular pharmacology these methods focus
predominantly on analysis of interactions between
different proteins and between ligands (hormones,
drugs) and proteins as well gaining information at
the amino acid and even to atomic level.

� Bioinformatics
� NMR-based Ligand Screening

�	
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The constantly increasing amount of data coming
from high throughput experimental methods,
genome sequences,  and f unc t ional -  and
� structural genomics has given a rise to a need
for computer assisted methods to elucidate
sequence-structure and function relationships.

�	@�	��	�����������
Protein sequences encoded by genome sequences
encode biological functions.

There are two different dimensions, breadth
and depth, used to reveal sequence-structure-
functional relationships by computational meth-
ods (1). The aim of the first dimension breadth is
to reveal sequence-function relationships by com-
paring protein sequences by sequence similarity.
Simple bioinformatic algorithms can be used to
compare a pair of related proteins or for sequence
similarity searches e.g. BLAST (Basic Local Align-
ment Search Tool). Improved algorithms allow
multiple alignments of larger number of proteins
and extraction of consensus sequence pattern and
sequence profiles or structural templates that can
be related to some functions, see e.g. underhttp://
www.expasy.ch/tools/#similarity.

The aim of the second dimension depth is to
consider protein three-dimensional structures to
uncover structure-function relationships. Starting
from the protein sequences, the steps in the depth
dimension are structure prediction, homology
modelling of protein structures and the simulation
of protein-protein interactions and ligand-com-
plexes.
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Starting from the protein sequence (primary
structure) several algorithms can be used to ana-
lyse the primary structure and to predict second-
ary structural elements like β-strands, turns and
helices. The first algorithms from Chou and Fas-
man occurred in 1978. The latest algorithms, e.g.
underhttp://dodo.cpmc.columbia.edu, are able to
make predictions of transmembrane and coiled
coil regions just from the primary sequence.

Approaches of de novo predictions, which try
to calculate how the structural elements are folded
into the three-dimensional structure (tertiary
structure) of complete proteins are nowadays far
away from reliable large-scale applications. On the
other hand, this topic is under strong development
indicated by recent successful results at the con-
test for structural prediction methods CASP4.
With the fast growing number of experimentally
solved 3D-structures of protein and new promis-
ing approaches like threading tools combined with
experimental structural constraints, one can
expect more reliable denovo predictions for 3D-
protein structures in the future.
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The primary sequence of proteins with identical
function varies within different species by natural
mutations of amino acids. With increasing dis-
tance in the evolutionary process the number of
variations between the sequences of proteins
increase.

In the protein structure database PDB (http://
www.rcsb.org/pdb) all by X-ray crystallography
and NMR spectroscopy experimentally solved
three-dimensional protein structures are available
to the public. Homology model building for a
query sequence uses protein portions of known
three-dimensional structures as structural tem-
plates for proteins with high sequence similarity.

If the sequence of a protein has more than 90%
identity to a protein with known experimental
three-dimensional structure, than it is an optimal
case to build a homologous structural model
based on that structural template. The margins of
error for the model and for the experimental
method are in similar ranges. The different amino
acids have to be mutated virtually. The conforma-
tions of the new side chains can be derived either
from residues of structurally characterized amino

acids in a similar spatial environment or from side
chain rotamer libraries for each amino acid type
which are stored for different structural environ-
ments like β-strands or α-helices.

The discrepancies between homologous pro-
tein sequences occur predominantly at the sur-
faces and in the so-called loop regions. With
decreasing sequence identities, insertions and
deletions of loop chains modelling of completely
different loop chains are necessary. Segmentation
of the loop in overlapping sequence fragments (3–
10 residues) and searching for sequence similarity
using BLAST or FASTA in the PDB database has
proven to be most successful in loop modelling.
Those fragments occurring several times in differ-
ent protein structures with a common backbone
conformation have a high probability of adopting
the same backbone conformation also in the query
sequence. The overlap almost allows knowledge-
based assembly of the fragments to a new loop
conformation. This segmentation strategy is also
part of the successful algorithm, Rosetta (http://
depts.washington.edu/bakerpg/) for predicting
complete folds for new proteins.

Similar residues in the cores of protein struc-
tures especially hydrophobic residues at the same
positions are responsible for common folds of
homologous proteins. Certain sequence profiles of
conserved residue successions have been identi-
fied which give rise to a common fold of protein
domains. They are organized in the smart data-
base (simple modular architecture research tool)
http://smart.embel-heidelberg.de

Natural mutation of amino acids in the core of
a protein can stabilize the same fold with different
complementary amino acid types, but they can
also cause a different fold of that particular por-
tion. If the sequence identity is lower than 30% it
is much more difficult to identify a homologous
structure. Other strategies like secondary struc-
ture predictions combined with knowledge based
rules about reciprocal exchange of residues are
necessary. If there is a reliable assumption for
common fold then it is possible to identify inter-
acting residues by search for correlated comple-
mentary mutations of residues by correlated muta-
tion analysis, CMA.

Predicting a likely conformation or fold of a
particular region of a protein with less or no
sequence similarity to protein structures recoded
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in the PDB is the main challenges for homology
modelling of proteins.

Sequence conservation is, in general much,
weaker than structural conservation. There are
proteins, which are clearly not related in sequence
but are closely related in 3D-structure and fold,
like heamoglobin and myoglobin, which have sim-
ilar functions. In many proteins, fold elements like
4-helical bundles are repeated. Classifications of
known structural folds of proteins are organized
in the SCOP or CATH database see e.g.http://
scop.mrc-lmb.cam.ac.uk/scop/.

Taken together the procedure to build a start-
ing protein structural model for a protein com-
bines similarity searches by sequences and by
folds in different 3D structure databases and filling
in remaining unknown conformations by infor-
mation resulting from bioinformatic, knowledge
based approaches and overlapping segmentation
of sequence fragments.

After the construction phase of a model follows
the optimisation of the geometrical structure by
force fields.

���	����������������
Simulation in general describes calculations with
models where different options and combinations
of variables can be quickly played through. Molec-
ular simulations allow the characterization of
molecular properties during the motions of the
molecular models over time.

Force field or molecular mechanics calcula-
tions of molecular models are energy minimisa-
tions. Starting with energy for an unfavourable
molecular geometry, the algorithm searches for
the next local energy minimum at the energy
hyper-surface. Starting with different unfavoura-
ble geometries can lead to different conforma-
tions at other local energy minima. For larger
molecular structures and especially for structural
models built on templates with lower sequence
identity, it is necessary to evaluate the geometrical
stability.

Importantly, all biological procedures operate
at a temperature of 310 Kelvin, not at 0 Kelvin, as
the potential energy is calculated by the force
fields. The kinetic energy must also be consid-
ered. Molecules and proteins at room temperature
change the conformation at least at the surface and
in loop region. � Molecular dynamics simulation

Fig. 1 Structural detail of the glycoprotein LH recep-
tor model in its inactive state at the intracellular por-
tion between TM6 and TM3. An N-terminal helix 
capping conformation of the side chain of Asp 564 
formed by a hydrogen bond towards the main chain 
stabilises an extended helical portion of TM6 into the 
intracellular phase. The extended TM6 seals the cleft 
between TM6 and TM3 at the intracellular site hinder-
ing the infiltration of the G-protein Gαs. Release of 
the TM6 extension or movement of TM6 allows the 
infiltration of G-protein between TM6 and TM3.  
Instead of stabilising the inactive state via a salt-
bridge between TM6 and TM3 (conserved arginine) 
like in rhodopsin, a new stabilising mechanism for 
constraining the inactive, basal receptor state was 
identified for glycoprotein receptors.
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(MD) is an approach to tackle these kinetic and
stability problems.

An approach to overcome the multi minima
problem of proteins is � simulated annealing (SA)
run. Besides global molecular properties such as
structural and thermal motions, functional prop-
erties of fast biological reactions are studied by
MD.

�����������������������

Molecular models are only an approximation to
reality, but good models can often closely
approach reality.

The margin of error of a final structural model
depends on the sequence or fold similarity to the
starting structural template.

An important measure for quality is the verifi-
cation by MD or SA of the stability of a molecular
model. Other programs (e.g. PROCHECK) can
also be used to check the globular geometrical
quality of a structure to avoid serious defects in
the geometry of proteins. Even the most elaborate
models are worthless if there is no experimental
examination at all.

Functional insights based on structural rela-
tionships can only rise to the level of hypotheses,
and these hypotheses must be tested by direct
functional experiments.

The strongest verification for a 3D protein
model comes from the experimental 3D structure.
This is objective of the contest for protein struc-
ture predictions CASP4 etc., where the structural
models are made in advance of the experimental
structure of a particular protein.

In molecular pharmacology research an indi-
rect proof of a structural model is possible by
functional examinations e.g. by molecular biologi-
cal experiments. Well selected site directed muta-
geneses and their functional characterization
allows confirmation or rejection of a molecular
protein model. The process is organized as an iter-
ative procedure, where the biological answer of
suggested mutations is used to refine the model.
The iteration continues until the model is consist-
ent with the biological experiments and the func-
tional predictions of mutations are confirmed.

"���������
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In general the relevance of predictions of struc-
ture-function relationships based on molecular
modelling and structural bioinformatics are three
fold. First they can be used to answer the question
of which partners (proteins) might interact. Sec-
ond, predictions generate new hypotheses about
binding site, about molecular mechanisms of acti-
vation and interaction between two partners, and
can lead to new ideas for pharmacological inter-
vention. The third aim is to use the predictions for
structure based drug design.

Common to all three aims is, that in silico
derived predictions can rationalize experimental
efforts either by specific molecular biological
experiments like site directed mutations or e.g. by
reducing the number of compounds to screen
experimentally for drug design.

��������	A9��������"�	�������
From the human genome project it is known, that
roughly 30,000 proteins exist in humans. Cur-
rently only the 3D structures of few thousand
human proteins or protein domains are known.
Structures of membrane-bound proteins are sev-
eral magnitudes more rare. Beside efforts to solve
further structures like structural genomics, there
is a challenge for computational approaches to
predict structures and function for homologous
proteins.

This is eminently necessary for large protein
classes with important functions, e.g. the � G-pro-
tein coupled receptors (GPCR), where several
hundred different human GPCR are known. Out of
this large family of seven transmembrane–helix
proteins, there is only one structure known - rho-
dopsin. The rhodopsin structure is used as a tem-
plate for homologous receptor models. Incorpora-
tion of further experimental results like scanning
accessible cysteines, cross linking, spin labelling,
ligand binding and site directed mutations allow
molecular modelling to predict successfully lig-
and binding sites and local activation mecha-
nisms of diverse GPCR. Although all GPCR con-
tain the seven transmembrane helix pattern it
seems to be that rather small structural differences
cause diverse activation mechanisms even within
one family of GPCR. Such differences can be
revealed by molecular simulations and character-
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ized by molecular experiments. For example, in
general, the inactive conformation of GPCR is con-
strained by the interaction of complementary resi-
dues in the interior side of the receptor. At the
intracellular phase the only structural template,
rhodopsin, is constrained via a very highly con-
served arginine at transmembrane (TM) helix 3 by
forming a salt-bridge to a glutamate at the oppo-
site TM6. Although in the group of glycoprotein
receptors at the same positions an arginine in TM3
and an aspartate in TM6 occur, site-directed
mutagenesis could not confirm the mechanism of
rhodopsin. Instead of a salt-bridge as constrain of
the inactive basal state for the glycoprotein recep-
tors, an intracellular extension of TM6 could be
identified by molecular modelling (Fig. 1). The
helical extension is stabilized by helix capping via

the aspartate side chain of TM6 and was con-
firmed by site-directed mutagenesis and NMR
studies of corresponding peptides (2).

Structural similarity can sometimes be a
strong indicator of similar function but does not
necessarily mean having similar function. More
important structural similarity can show evolu-
tionary links between proteins whose ancestors
may have had similar functions.

Several different types of protein domains are
known to function in binding to phosphotyro-
sine, including � src homology-2 domain (SH2
domain) and � PTB domain. For example, the
crystal structure of the amino-terminal domain
from the human signalling protein Cbl revealed
the presence of a cryptic SH2 domain followed by
a C3HC4 ring finger domain. The sequence of this

Fig. 2 Molecular model of Hakai based on structural bioinformatics, molecular modelling and biochemical 
experiments.  Comparison of the structural model of Hakai, incomplete SH2 domain (magenta) with the SH2 
domain X-ray structure of Cbl (white). The missing beta-strand fold β2, β3 at the incomplete SH2 sequence is 
exactly replaced by a beta sheet fold found in Fibronectin (yellow) with similar sequence to Hakai in that por-
tion. The SH2 like fold of Hakai is assembled by sequence similarity and fold similarity. An incomplete C2H2 
Zn finger domain (blue) is completed by merging with helix α1 of the SH2 domain.  Side chains H 185, H188 of 
the merged Zn finger domain and R199 and S201 of the P-tyrosine binding site showed strong sensitive func-
tional influences on mutations and confirm indirectly the proposed model at that region.
red: the preceding ring finger domain; green: putative phosphotyrosine peptide of E-cadherin.
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SH2 domain was so divergent that its existence
had not been previously suspected. The conserva-
tion of unique and important structural elements
in the X-ray structure however identified it clearly
as a member of the SH2 family. A recently isolated
E-cadherin binding protein called Hakai con-
tained, according to sequence similarity, a C3H4
ring-finger domain and a small portion of an
incomplete SH2 domain. These are similar
domains as in Cbl but with inverse order, and the
sequences around the incomplete SH2 domain
were even more divergent from canonical SH2
domain and also from that of Cbl. Combination of
sequence and fold similarity with structural align-
ments and functional investigation showed that
Hakai is a Cbl-like protein where the SH2 domain
and ring-finger domain are in the same spatial
arrangement. A two stranded β-sheet identified in
the fibronectin structure by sequence similarity to
Hakai replaced the missing part in the incomplete
SH2 fold. Although divergent to SH2 sequences the
particular portion resembles the corresponding
SH2 fold. Moreover, an additional incomplete
C2H2 Zn finger domain between the ring-finger
and SH2 domain could be assigned to a complete
Zn finger by its structural merging with the first
helix of the SH2 domain carrying the two missing
histidines (Fig. 2). Mutations and functional char-
acterization of the two histidines participating in
Zn finger formation as well as the suspected
arginine and serine for phosphotyrosine binding
of SH2 confirmed the structural model of Hakai
(3).
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With growing computer power, the abilities to
simulate functional properties and dynamics of
fast biological reactions are increasing. Today
molecular dynamics can be traced over a time
range of about 1 millisecond. Relevant dynamics of
fast biological processes (vision and photosynthe-
sis) like electron transfer reactions, proton trans-
location (bacteriorhodopsin) and ion transport
(potassium channels) in proteins have been stud-
ied. MD simulations can provide a realistic
description of the actual reactive event.

Recently the dynamics and mechanisms of
water permeation through biological membranes
via pore proteins were studied using aquaporin 1
(AQP1) and the homologous glycerol facilitator

(GlpF). The selective pattern for transport of water
at AQP1 and glycerol at GlpF could be identified.
Also a fine-tuned water dipole rotation during the
passage through the pores could be simulated by
MD (4). Critical examinations of dynamic effects
showed that they are rather unlikely to contribute
to processes with significant activation barriers.
Even in cases of ion channels it is found that the
most important effects are associated with ener-
gies rather than dynamics (5).

The resulting insight of MD is crucial in studies
of fast photo biological reactions and instructive
in cases of slower processes. Very slow processes
like protein folding cannot be traced by MD, since
folding takes a time range between 20 milliseconds
and one hour.
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Two related but distinct enzymes, MAO A and
MAO B, are major neurotransmitter-degrading
enzymes in the central nervous system (CNS) and
periphery. Both enzymes require the cofactor FAD
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Multidrug resistance is the simultaneous resist-
ance of a cell to a broad spectrum of structurally
and functionally unrelated chemotherapeutic
drugs. Resistance may be present before exposure
to a drug (intrinsic resistance) or may occur fol-
lowing initial exposure (acquired resistance).

� Multidrug Transporter
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P-glycoprotein
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P-glycoprotein (P-gp) is an energy-dependent
efflux pump that can transport a wide variety of
compounds including anti-cancer drugs, confer-
ring multidrug resistance to tumors. Recently,
other functions have been assigned to P-gp that
may affect cell development and survival and
additionally protect cells from drug-induced
death.

� Tolerance and Desensitization
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The phenomenon of multidrug resistance (MDR)
was first described in 1970 by Biedler and Riehm
(1), who noted that cells selected for resistance to a
single cytotoxic drug simultaneously acquired
resistance to other structurally and functionally
unrelated drugs. While we now know that there
are multiple mechanisms by which tumor cells are
able  to  res ist  the  c y totoxic  ef fec ts  of
� chemotherapy, one of the first identified mecha-
nisms was overexpression of the multidrug trans-
porter, P-glycoprotein (P-gp). Over the last two
decades, the genetic, biochemical and molecular
characteristics of P-gp have been extensively stud-
ied (see ref 2 for review). However, although more
effective drugs and chemotherapeutic strategies
are continually being developed, MDR remains a
major obstacle to successful cancer chemother-
apy. In addition, it is becoming increasingly
apparent that P-gp is much more than a simple
drug efflux pump. This chapter summarises the
current knowledge and proposed functions of the
multidrug transporter, P-glycoprotein.

P-gp is a 170–180 kD cell surface molecule and
a member of the ATP-binding cassette (ABC)
superfamily. � ABC transporters are conserved
throughout evolution and include many bacterial
transporters as well as eukaryotic proteins such as
Ste6p, a yeast mating-factor transporter, the cystic
fibrosis transmembrane regulator (CFTR) and the
human multidrug resistance related protein
(MRP). They transport a wide variety of substrates
such as drugs, ions, sugars, lipids and peptides
across cellular membranes in an energy-depend-
ent manner. P-gp is encoded by the multidrug
resistance-1 gene (MDR1) in humans and in mice is
encoded by two genes, mdr1a and mdr1b. MDR1
expression can be induced after several rounds of
chemotherapy  (acquired resistance) and by a
number of stress stimuli including hypoxia,
growth factor withdrawal, heat shock, UV- and γ-
irradiation, activated oncogenes and HIV-1.

As well as being overexpressed in a wide range
of human tumors, P-gp is present in many normal
tissues including the surface of cells found in the
gut, liver, kidney tubules and at blood-tissue bar-
riers. P-gp has a proposed physiological function
in protecting vital organs from xenotoxins by
active transport of these compounds into bile,
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urine and the lumen of the intestine. P-gp is also
expressed in the adrenal gland, on various cells of
the immune system including hemopoietic stem
cells, natural killer cells, monocytes, antigen pre-
sent ing dendr i t ic  ce l ls  and T-  and B-
� lymphocytes, and in the developing embryo and
placenta. This wide distribution of P-gp in normal
human cells provides cancers derived from these
tissues with an intrinsic resistance to chemothera-
peutic drugs and suggests that additional physio-
logical functions for P-gp exist.

P-gp is composed of two homologous halves
separated by a linker region. Each half contains 6
predicted transmembrane (TM) domains that are
thought to recognize and transport substances
across the bilayer, and an intracellular nucleotide
binding domain (NBD), or ATP-binding site,
which couples ATP hydrolysis to drug transport.
The precise number of substrate binding sites is
still uncertain. Photoaffinity labeling with P-gp
substrate analogs and mutational data have identi-
fied two drug binding sites, but suggest that addi-
tional regions are also involved. Unlike other
� ABC transporters, each of which is relatively
specific for its substrate, P-gp transports a wide
variety of structurally diverse compounds includ-
ing steroid hormones and � cytokines, in addi-
tion to drugs. Original models of drug efflux by P-
gp hypothesized that drugs were transported from
the cytosol to the outside of the cell through a pore
formed by P-gp. Further structural and functional
studies have led to a revised model of transport,
where P-gp acts as a drug ‘flippase’. This ‘flippase’
model proposes that P-gp intercepts the drug as it
moves through the lipid membrane and flips it
from the inner to the outer leaflet of the mem-
brane into the extracellular media. During this
transport cycle, P-gp undergoes significant con-
formational changes in response to ATP binding
and hydrolysis and the two NBDs are thought to
interact. There is a lack of understanding of this
series of conformational changes however, and in
the absence of a high resolution three-dimensional
structure, it remains unclear how a single mole-
cule can recognize and transport such a broad
range of compounds across the lipid bilayer.

The mechanism by which P-gp mediates MDR
appears more complex than originally thought. It
is clear that P-gp acts as a drug efflux pump,
reducing intracellular drug accumulation and as a

consequence, drug toxicity. This has been con-
firmed in mdr1a/1b knock-out mice, which have an
increased sensitivity to toxins and altered drug
distribution especially in the brain, highlighting
the importance of P-gp as a component of the
blood-brain barrier. The expression of P-gp often
alters the biophysical properties of the cell, such as
increasing intracellular pH and altering mem-
brane potential and ion transport, which may con-
tribute to MDR in some cells. Recent evidence
however, has suggested that drug efflux may not
be the only mechanism of resistance mediated by
P-gp, as discussed below.
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In addition to drug transport, P-gp has been
implicated in the regulation of chloride channel
activity, lipid transport, � cholesterol  esterifica-
tion, cytotoxic effector cell function, dendritic cell
migration, � cytokine export, � alloimmunity,
viral infection and cell death (Fig. 1). However the
physiological significance of P-gp for each of these
functions remains poorly understood.

�������	������	������:���=���Several ABC transport-
ers, such as CFTR, which functions as a cAMP-
activated chloride channel, have been shown to act
as � ion channel  regulators. It is now clear that P-
gp itself is not an ion channel but that it regulates
the rate of activation of an as yet unidentified vol-
ume-activated chloride channel. Human MDR1
and murine mdr1a possess this regulatory activity,
however mdr1b does not. The ability of P-gp to act
as a chloride channel regulator is separate to its
drug efflux function as defined by mutation stud-
ies, and can be inhibited by protein kinase C-
induced phosphorylation. The mechanism by
which P-gp regulates this chloride channel activ-
ity is unknown and is unlikely to be elucidated
until the channel being regulated is identified.
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ABC transporters have been associated with the
trafficking of lipids and sterols. In vitro studies
have shown that MDR1 and mdr1a can transport a
wide variety of short chain phospholipids, such as
platelet-activating factor and native phosphatidyl-
choline and sphingomyelin (SM), across the
plasma membrane. In vitro expression of P-gp cor-
relates with increased esterification of plasma
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membrane � cholesterol, and in mdr1a/1b knock-
out mice the kinetics of cholesterol  accumulation
and esterification are affected in the liver. Deple-
tion of SM can induce cholesterol  esterification,
thus these two functions may be interrelated, how-
ever this is speculative and the mechanism
through which P-gp affects cholesterol trafficking
remains unknown.

�����	�9�������
=���P-gp is expressed on a wide
variety of cells of the human immune system, thus
a potential role for P-gp in a number of immune
functions has been intensely investigated. P-gp has
been reported to play a role in the cytotoxic effec-
tor function of NK cells and T � lymphocytes, in
the migration of antigen presenting dendritic cells
and T cells during immune/inflammatory
responses, and to facilitate the secretion of
� cytokines such as IL-1β, IL-2, IL-4 and IFN-γ.
Recently a novel role for P-gp in � alloimmunity
was defined, as anti-P-gp antibodies were shown
to inhibit alloantigen-dependent T cell prolifera-
tion by blocking IL-2, IFN-γ and TNF-α release in

stimulated lymphocytes. However, these studies
were in contrast to others showing T cells from
mdr1a-/- mice exhibited normal proliferation,
cytokine secretion and cytotoxic effector function
when compared to wild-type T cells, although
� alloimmune T cell responses were not investi-
gated in this particular study. The development of
more specific P-gp inhibitors will help in deter-
mining whether these responses are directly medi-
ated by P-gp, and further studies using the mdr1a/
1b knock-out mice will help to clarify any immune
regulatory role that P-gp may have.

A recent report found that mdr1a-/- mice spon-
taneously develop � colitis  characterised by
destruction of the epithelial tissue and lym-
phocyte  infiltration. This phenotype could be
reversed using broad spectrum antibiotics. Subse-
quently, it was shown that these mice had altered
development and function of intraepithelial lym-
phocytes (IEL), which are associated with the skin
epithelium and mucosal surfaces and are impor-
tant in the host immune response against patho-
gens. Taken together, these studies suggest a role

Fig. 1 Proposed functions of P-glycoprotein (P-gp). P-gp may mediate multidrug resistance (MDR) via 2 dis-
tinct, yet interrelated, mechanisms; firstly through its efflux function to decrease the intracellular accumulation 
of drug, and secondly by inhibiting the apoptotic pathways required for drug action. In addition, the proposed 
ability of P-gp to efflux cytokines and lipids may be responsible for regulating a range of different physiological 
functions, including effector cell function, alloimmunity, cell migration and cholesterol esterification. An 
increase in intracellular pH (pHi) resulting from functional expression of P-gp may affect drug efflux and cas-
pase activation, which in turn impacts on cell development and survival. Separate to its efflux and anti-apop-
totic functions, P-gp regulates chloride channel activity. P-gp may also inhibit viral infection by an as yet 
unidentified mechanism.
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for P-gp in the maintenance of the intestinal epi-
thelial barrier and it is possible that the lack of
functional IELs results in the colitis  phenotype.

C�������$	�����=���Recent studies have demonstrated
that P-gp overexpressing MDR cells and stem cells
that express P-gp are resistant to infection by
enveloped viruses such as the influenza virus and
HIV-1, which enter the cell via fusion with the
plasma membrane. P-gp is proposed to provide
protection by blocking insertion of the viral fusion
protein into the membrane, although an indirect
effect of P-gp expression on membrane structure
cannot be excluded. In addition, in cells directly
transfected with HIV-1 to bypass the fusion step,
P-gp inhibited virus production independent of its
efflux function. Collectively, these studies suggest
that P-gp may play an important role in protecting
cells from viral infection. Further studies are
required to dissect the mechanism of this inhibi-
tion and its physiological significance. To date,
there have been no published reports on the sus-
ceptibility of mdr1 knock-out mice to viral chal-
lenge.

�	����	���=���Although chemotherapeutic drugs
have diverse intracellular targets, most kill tumor
cells primarily by activating � apoptosis path-
ways. Hence the susceptibility of a cell to undergo
apoptosis may determine its drug sensitivity. A
role for P-gp in regulating apoptosis has been pos-
tulated based on the fact that P-gp can confer
cross-resistance to non-drug death stimuli such as
radiation. In addition, although P-gp is an efficient
efflux pump, it only serves to lower the intracellu-
lar accumulation of cytotoxic agents, but does not
completely inhibit entry and accumulation.
Despite the fact that drug influx often surpasses
drug efflux, P-gp+ve cells are still protected from
cell death. Studies by several groups have sug-
gested that in addition to drug efflux, MDR1 pro-
tects against drug-induced cell death by inhibiting
the apoptotic program (3).

While somewhat controversial, functional P-gp
has been shown to confer resistance to a range of
cell death stimuli, including UV- and γ-irradiation,
serum starvation and ligation of the cell surface
� death receptors Fas and tumor necrosis factor
(TNF) receptor. The apoptotic pathways induced
by these stimuli are mediated by � caspases, and

P-gp has been shown to inhibit caspase activation.
This inhibition can be reversed by anti-P-gp mon-
oclonal antibodies or pharmacological blockers of
P-gp function. While there is an increasing
amount of data demonstrating P-gp-mediated pro-
tection against caspase-dependent death stimuli, it
appears that P-gp does not protect cells against
stimuli that induce death independent of caspase
activation. For example, caspase-independent
stimuli including the pore-forming proteins per-
forin and complement, and chemotherapeutic
drugs such as staurosporine, hexamethylene bisa-
cetamide (HMBA) and the histone deacetylase
inhibitor suberoylanilide hydroxamic acid (SAHA)
induce equivalent death in P-gp+ve and P-gp-ve

cells. Thus, P-gp can inhibit caspase-dependent
cell death, possibly by inhibiting caspase activa-
tion, but does not inhibit caspase-independent cell
death. This suggests that P-gp may protect cells on
two levels, both through its efflux function and by
inhibiting apoptotic pathways activated by drugs
to induce cell death. Despite the large volume of
work demonstrating that P-gp can confer resist-
ance to non-drug induced death stimuli, the
mechanism by which P-gp mediates this protec-
tion remains unknown.

P-gp may also provide protection against death
induced through the SM-ceramide apoptotic path-
way. Stimulation of sphingomyelinase following
cell stress generates ceramide, a pro-apoptotic
molecule that can induce cell death. P-gp expres-
sion has been found to correlate with a significant
decrease in inner leaflet-associated SM and inhibi-
tion of TNF-induced ceramide production and
apoptosis. Since P-gp is able to transport phos-
pholipids, it has been proposed that P-gp may
inhibit ceramide production by reducing intracel-
lular pools of SM. However, the importance of
ceramide in apoptosis induction is still controver-
sial, thus it is not clear whether the effect of P-gp
on TNF-mediated cell death occurs due to
decreased intracellular SM levels or by inhibiting
caspase activation by another, as yet unidentified,
manner.

A role for P-gp in regulating primary cell sur-
vival and/or growth has recently been proposed.
P-gp is expressed in hemopoietic stem cells, and
the most primitive cells contain the highest
amount of P-gp. Overexpression of MDR1 facili-
tates stem cell expansion in culture and results in
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the development of a myeloproliferative syn-
drome in transplanted mice, suggesting that P-gp
may influence self-renewal decisions in repopulat-
ing stem cells. Interestingly, treatment of activated
primary human mononuclear cells with anti-P-gp
antibodies induces apoptosis induced by the Fas
death receptor pathway, suggesting that P-gp may
regulate the survival of activated lymphocytes.

9����	����	�����

In principle, P-gp mediated MDR can be circum-
vented by treatment regimes that either exclude P-
gp substrate drugs and those that require the acti-
vation of caspases to induce cell death, or include
P-gp inhibitory agents. Efforts in the clinic to over-
come MDR have explored the therapeutic benefit
of P-gp inhibitors, such as the calcium channel
blocker verapamil and the cyclosporin A analog
PSC-833, to sensitise resistant cells to the action of
cytotoxic drugs. Unfortunately, there has been
limited success with these compounds to date due
to their toxic side effects and the complexity and
multiplicity of cellular resistance, although new
compounds are currently being tested in clinical
trials with renewed optimism. Interestingly, a new
class of small molecules was recently discovered
that are able to modulate the substrate specificity
of P-gp, dramatically changing the MDR pheno-
type by making P-gp more active against some
classes of drugs and inactive against others. Fur-
ther insights into the structure and function of P-
gp will lead to an improved understanding of its
mechanism of action as an efflux pump, which
should in turn lead to the development of novel
drugs and more specific P-gp inhibitors to use
both in the clinic and as a research tool. In addi-
tion, as the molecular basis for drug sensitivity
and initiation of resistance is defined, better treat-
ment strategies will be designed in order to cir-
cumvent resistance associated with P-gp, or more
ideally to prevent initiation of MDR.

While the ability of P-gp to efflux xenotoxins
has been firmly established, it appears that addi-
tional functions of P-gp may enhance cell sur-
vival. However, the question regarding the true
physiological function of P-gp remains unan-
swered. There is a need for better controlled
experiments using non-drug selected cells and
more specific P-gp inhibitors. In addition, further
studies involving the mdr1a/mdr1b “knock-out”

mice to assess the role of P-gp in hemopoietic cell
development, immune cell function and viral
infection are required.
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Multiple scelerosis is an autoimmune disease
mediated by T and B lymphocytes and macro-
phages. Which is chracterized by extensive inflam-
mation and demyelination of the myelin sheath
that surrounds the nerve fibre. The death of the
nerve fibre results in a variety of symptoms that
can lead to impairment of movement, paralysis
and death.
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Muscarinic acetylcholine receptors
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Muscarinic acetylcholine receptors (mAChRs)
form a class of cell surface receptors that are acti-
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vated upon binding of the neurotransmitter, ace-
tylcholine. Structurally and functionally, mAChRs
are prototypical members of the superfamily of G
protein-coupled receptors. Following acetylcho-
line binding, the activated mAChRs interact with
distinct classes of heterotrimeric G proteins result-
ing in the activation or inhibition of distinct
downstream signaling cascades.

� Nicotinic Receptors
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The neurotransmitter acetylcholine (ACh) exerts
its diverse pharmacological actions via binding to
and subsequent activation of two general classes of
cell surface receptors, the nicotinic and the mus-
carinic acetylcholine receptors (mAChRs). These
two classes of ACh receptors have distinct struc-
tural and functional properties. The � nicotinic
receptors, which can be selectively activated by the
alkaloid, nicotine, represent ACh-gated ion chan-
nels. In contrast, the mAChRs, which can be selec-
tively activated by the alkaloid, muscarine, are
members of the � G protein-coupled receptor
(GPCR) superfamily.
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Molecular cloning studies have revealed the exist-
ence of five molecularly distinct mammalian
mAChRs (M1–M5; Table 1; Fig. 1) (1,2). All five
receptor subtypes are members of the so-called
class I GPCR subfamily (rhodopsin-like receptors)
with which they share about twenty highly con-
served amino acids (Fig. 1). These highly con-
served residues play important roles in proper
receptor folding and receptor activation (2,3). The
structural hallmark of mAChRs (and GPCRs in

general) is the presence of seven α-helically
arranged transmembrane domains (TMI–VII;
Fig. 1) that form a tightly packed transmembrane
core. The N-terminal portion of the receptor pro-
tein is located extracellularly, whereas the C-ter-
minal segment protrudes into the cytoplasm. The
seven transmembrane helices are linked by three
intracellular (i1–i3) and three extracellular loops
(o2–o4; Fig. 1). A characteristic structural feature
of mAChRs is the presence of a rather large third
intracellular loop (i3 loop; 157–240 amino acids in
length), which, except for the N- and C-terminal
segments, displays virtually no sequence homol-
ogy among the different subtypes. The N- and C-
terminal portions of the i3 loop play important
roles in receptor/G protein coupling (2), whereas
the central portion of the i3 loop is involved in the
regulation of receptor activity (see below). The
five receptor subtypes share the highest degree of
sequence homology with the seven membrane-
spanning domains (Fig. 1), which are known to be
involved in ACh binding (2,3).
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mAChRs are found in virtually all organs, tissues
and cell types (4). All five mAChRs are expressed
in both the central nervous system (CNS) and the
body periphery. Whereas the M2 and M3 receptor
subtypes are the predominant mAChRs found in
peripheral tissues, the M1 and M4 mAChRs are
abundantly expressed in the CNS, specifically in
higher brain regions. The M5 mAChR is expressed
at rather low levels in various central and periph-
eral tissues. Characteristically, most tissues or
organs express multiple mAChR subtypes (4).

Peripheral mAChRs are known to mediate the
well-documented actions of ACh at parasympa-
thetically  innervated effector tissues (organs)

Tab. 1 Summary of key features of the five human mAChRs (M1–M5).

Receptor subtype M1 M2 M3 M4 M5

Amino acids 460 466 590 479 532

Chromosomal localization 11q12 7q35-36 1q43-44 11p12-11.2 15q26

GenBank/EMBL accession number X15263 X15264
M16404

X15266 X15265
M16405

M80333

G protein coupling selectivity Gq/11 Gi/o Gq/11 Gi/o Gq/11
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including heart, endocrine and exocrine glands,
and smooth muscle tissues (1). The most promi-
nent peripheral actions mediated by activation of
these receptors are reduced heart rate and cardiac
contractility, contraction of smooth muscle tis-
sues (e.g. smooth muscles of the eye, gastrointesti-
nal system, lung or urinary bladder), and stimula-
tion of glandular secretion (e.g. lachrymal, sali-
vary and gastrointestinal glands). Whereas the
cardiac muscarinic actions of ACh are mediated by
M2 receptors, the M3 receptor subtype plays a

major role in mediating ACh-dependent stimula-
tion of glandular secretion and smooth muscle
contraction (1).

Central mAChRs are involved in modulating a
very large number of behavioral, autonomic, sen-
sory and motor functions. For example, central
muscarinic mechanisms play important roles in
the control of body temperature, cardiovascular
and pulmonary functions, learning and memory,
emotional responses, arousal, attention, rapid eye
movement (REM) sleep and stress modulation.

Fig. 1 Alignment of the amino acid sequences of the human M1–M5 mAChRs. The predicted positions of the 
seven transmembrane helices (I–VII) and the four extracellular (o1–o4) and four intracellular (i1–i4) domains 
are indicated above the sequences. The central portions of the i3 loop sequences, which show very little homol-
ogy among the five receptors, have been omitted. The o1 regions contain two or more consensus sites (N-X-S/T) 
for N-linked glycosylation (not shown). Arrowheads indicate amino acids that are highly conserved among 
class I GPCRs (rhodopsin family). *, amino acids identical among all five receptor subtypes. #, amino acids 
identical in the M1, M3, and M5 mAChRs, which are replaced with different (identical) residues in the M2 and 
M4 mAChRs. The boxed TM III aspartate residue plays a key role in the binding of muscarinic ligands (see text 
for details). pal, predicted site of receptor palmitoylation. dis, Cys residues predicted to link the ‘top’ of TM III 
and the second extracellular loop (o3 region) via formation of a disulfide bridge.
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Moreover, increased or decreased muscarinic
cholinergic neurotransmission has been impli-
cated in the pathophysiology of several important
disorders of the brain, including � Alzheimer’s
and � Parkinson’s disease, depression, schizophre-
nia and epilepsy. The roles of the individual
mAChRs in mediating the diverse central mus-
carinic functions of ACh are not well understood
at present, primarily due to the lack of muscarinic
ligands with a high degree of receptor subtype
selectivity (see below).
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Various lines of evidence indicate that ACh binds
to the M1–M5 receptors within a cleft enclosed by
the ring-like arrangement of TMI–VII, about 10–
15 Å away from the membrane surface (2,3). ACh
binding induces as yet poorly understood changes
in the arrangement of individual transmembrane
helices. These conformational changes are then
transmitted to the intracellular surface of the
receptor protein, enabling the receptor to produc-
t ively  interac t  w ith speci f ic  c lasses  of
� heterotrimeric G proteins. The amino acids
involved in ACh binding are located on different
TM helices, primarily TMIII, V, VI and VII (2,3).
Importantly, the positively charged ammonium
head group of ACh (or the amino/ammonium
head group of other classical muscarinic agonists
or antagonists) is engaged in an ion-ion interac-
tion with a TMIII aspartate residue (shown boxed
in Fig. 1) that is conserved among all � biogenic
amine  GPCRs. This ion pair is surrounded by a
cluster of aromatic amino acids, thus creating a
charge-stabilized aromatic cage (2,3).

The ACh binding pocket partially overlaps
with that of competitive muscarinic antagonists
such as atropine, scopolamine or quinuclidinyl
benzilate. However, antagonists usually form addi-
tional strong interactions with hydrophobic recep-
tor residues, thus stabilizing the inactive state of
the receptor (2,3).

The amino acids lining the ligand-binding cav-
ity are highly conserved among the M1–M5
mAChRs. For this reason, the development of ago-
nist or antagonist ligands able to interact with
individual mAChR subtypes with a high degree of
selectivity has proven to be difficult. At present,
agonists that display a high degree of selectivity
for a particular mAChR subtype are not available

(2,5). Moreover, the degree of receptor subtype
selectivity of so-called ‘selective’ muscarinic
antagonists that are currently used to distinguish
pharmacologically between different mAChR sub-
types is generally rather modest (5). Such com-
pounds include, for example, pirenzepine (M1
receptor-preferring), tripitramine (M2 receptor-
preferring), darifenacin (M3 receptor-preferring),
or PD 102807 (M4 receptor-preferring) (5). Antag-
onists that preferentially bind to M5 receptors are
not available at present.

Recently, several snake toxins have been identi-
fied that display an unprecedented degree of
mAChR subtype selectivity. For example, MT7 and
MT3 toxins are highly selective antagonists for M1
and M4 mAChRs, respectively (5). The binding of
these polypeptide ligands appears to involve inter-
actions with less well conserved amino acids
present on the extracellular surface of the
mAChRs.

The binding of muscarinic ligands to the pri-
mary recognition site can be modulated by so-
called allosteric ligands that interact with a sec-
ondary (allosteric) site (5). The best-known lig-
ands of this class are certain neuromuscular
blocking agents including gallamine. Most allos-
teric ligands exhibit negative cooperativity with
classical muscarinic agonists and antagonists.
However, allosteric agents that display positive
cooperativity with ACh or certain muscarinic
antagonists at specific mAChR subtypes have also
been recently identified (5). The receptor-binding
site for allosteric muscarinic ligands is thought to
be located just “above” the classical ligand-binding
pocket.

8�"���	����������
�"���	���	
��$����� 

Based on their G protein coupling properties, the
M1–M5 mAChRs can been subdivided into two
major functional subclasses (1,2). The M1, M3 and
M5 mAChRs are preferentially coupled to G pro-
teins of the Gq/11 family, which mediate the activa-
tion of different isoforms of phospholipase
Cβ,resulting in the breakdown of phosphatidyl
inositol and the generation of the second messen-
gers, inositol 1,4,5-trisphosphate (IP3) and diacylg-
lycerol. In contrast, the M2 and M4 mAChRs are
selectively linked to G proteins of the Gi/o class,
which, at a biochemical level, inhibit the accumu-
lation of intracellular cAMP via inhibition of
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� adenylyl cyclase. However, the G protein cou-
pling selectivity of the individual mAChRs is rela-
tive rather than absolute, as has been observed
with most other GPCRs. Mutagenesis studies have
shown that amino acids located within the i2 loop
and the membrane-proximal portions of the i3
loop play key roles in determining the G protein
coupling profile of the individual mAChRs (2).
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At a cellular level, the activation of mAChRs leads
to a wide spectrum of biochemical and electro-
physiological responses (1,5). The precise pattern
of responses that can be observed does not only
depend on the nature of the activated G proteins
(receptor subtypes) but also on which specific
components of different signaling cascades (e.g.
effector enzymes or ion channels) are actually
expressed in the studied cell type or tissue. The
observed effects can be caused by direct interac-
tions of the activated G protein(s) with effector
enzymes or ion channels, or may be mediated by
second messengers (Ca2+, IP3, etc.) generated
upon mAChR stimulation. Activation of M1, M3
and M5 mAChRs not only leads to the generation
of IP3 followed by the mobilization of intracellular
Ca2+, but also results in the stimulation of phos-
pholipase A2, phospholipase D, and various tyro-
sine kinases. Similarly, M2 and M4 receptor activa-
tion not only mediates inhibition of adenylyl
cyclase, but also induces other biochemical
responses including augmentation of phospholi-
pase A2 activity. Moreover, the stimulation of dif-
ferent mAChR subtypes is also linked to the acti-
vation of different classes of mitogen-activated
protein kinases (MAP kinases), resulting in spe-
cific effects on gene expression and cell growth or
differentiation.

Stimulation of mAChRs also results in the acti-
vation or inhibition of a large number of ion chan-
nels (1). For example, stimulation of M1 receptors
leads to the suppression of the so-called M cur-
rent, a voltage-dependent K+ current found in var-
ious neuronal tissues. M2 receptors, on the other
hand, mediate the opening of cardiac IK(ACh)
channels, and both M2 and M4 receptors are linked
to the inhibition of voltage-sensitive calcium chan-
nels (1).
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Like most other GPCRs, mAChRs are subject to
desensitization, which is defined as diminished
responsiveness of the receptor/effector signaling
pathway upon prolonged exposure of the receptor
to an activating ligand. The phenomenon of GPCR
desensitization involves a complex series of events,
including G protein uncoupling, receptor seques-
tration/internalization (removal of receptors from
the cell surface), and receptor down-regulation
associated with the net loss of receptor protein (2).
Many of these processes are regulated by receptor
phosphorylation catalyzed by various protein
kinases including different members of the family
of GPCR kinases (GRKs), casein kinase 1α, or sec-
ond messenger-dependent protein kinases. Phos-
phorylation occurs on threonine and serine resi-
dues located within the i3 loop and the C-terminal
tail of the mAChRs. The individual mAChR sub-
types differ in their ability to serve as substrates
for phosphorylation by these various kinases. The
rapid removal of mAChRs from the cell surface
following agonist stimulation (referred to as
receptor internalization/sequestration) occurs
through multiple pathways, one of which involves
the targeting of receptors to clathrin-coated pits.
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Muscarinic agonists and antagonists are used for
the treatment of a variety of pathophysiological
conditions. For example, muscarinic agonists
(pilocarpine, carbachol or aceclidine) reduce
intraocular pressure when applied locally to the
eye and are therefore widely used for the treat-
ment of glaucoma. Moreover, muscarinic agonists
(carbachol or bethanechol) are employed in cer-
tain cases of atonia of the stomach, bowel, or uri-
nary bladder. The agonist pilocarpine is used to
stimulate salivation under conditions where the
function of the salivary glands is impaired. The
antagonist, scopolamine, is highly effective in pre-
venting motion sickness. Centrally-acting mus-
carinic antagonists (e.g. trihexyphenidyl, procycli-
dine, or biperiden) are useful for the treatment of
Parkinson’s disease or Parkinson-like symptoms
caused by the administration of antipsychotic
drugs, probably due to their ability to reduce
excessive striatal muscarinic neurotransmission
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resulting from the lack of striatal dopamine. Mus-
carinic antagonists are also of considerable value
in the treatment of clinical disorders characterized
by an increased tone or motility of the gastrointes-
tinal and urogenital tract, and in the local therapy
of obstructive pulmonary diseases including
chronic bronchit is and bronchial asthma.
Antimuscarinic agents are widely used in ophthal-
mology to produce mydriasis and/or cycloplegia,
are effective in the treatment of peptic ulcer dis-
ease (e.g. pirenzepine) and certain forms of car-
diac arrhythmias, and can be used as part of rou-
tine preoperative medication, primarily to reduce
reflex bradycardia and excessive bronchial secre-
tion.
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A major problem associated with the use of classi-
cal muscarinic drugs is the rather common occur-
rence of side effects, primarily due to the stimula-
tion or blockage of cardiac, glandular, smooth
muscle or central mAChRs. It is likely that the
development of muscarinic agonists and antago-
nists that can interact with individual mAChRs
with a high degree of selectivity will lead to novel
muscarinic drugs with reduced side effects and
increased efficacy. For example, it has been pro-
posed that selective activation of central M1 recep-
tors or selective blockage of presynaptic M2 recep-
tors mediating autoinhibition of ACh release may
represent potentially useful strategies for the treat-
ment of Alzheimer’s disease. Such agents could
offer therapeutic benefits by facilitating signaling
through cortical and hippocampal M1 mAChRs
that lack proper cholinergic innervation in
patients with Alzheimer’s disease. Selective M3
receptor antagonists are likely to produce fewer
side effects in the treatment of smooth muscle dis-
orders including urinary urge incontinence, irrita-
ble bowel syndrome and chronic obstructive pul-
monary disease. The application of subtype-selec-
tive muscarinic drugs may also be beneficial in the
management of pain (centrally active muscarinic
agonists are potent analgesics) and in the treat-
ment of schizophrenia.
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Muscle relaxants reduce the tone of the voluntary
muscles. Centrally acting muscle relaxants like
benzodiazepines or baclofen reduce the back-
ground tone of the muscle without seriously
affecting its ability to contract transiently under
voluntary control. Baclofen is a selective agonist of
presynaptic γ-aminobutyric acidB (GABAB)-recep-
tors. Its antispastic action is due to the inhibition
of the activation of motor neurons in the spinal
cord. Peripherally acting muscle relaxants block
neuro-muscular transmission. They either inhibit
the synthesis of acetylcholine (e.g. hemicholin-
ium) or inhibit acetylcholine release (e.g. botuli-
num toxin) or act postsynaptically as antagonists
of the muscular nicotinic acetylcholine receptor
(non-depolarising blocking agents; e.g. tubocurar-
ine, pancuronium, vecuronium, atracurium,
gallamine) or as agonists of the receptor (depolar-
izing blocking agents; e.g. suxamethonium). The
peripherally acting relaxants are also called “neu-
romuscular blocking agents”.
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Neuronal cell deterioration, neuronal cell death

!� "�"�"��

Neurodegeneration refers to the processes
whereby damaged neuronal cells deteriorate or
degenerate and eventually die.

Since the body’s ability to replace lost neurons
(i.e., such as via neurogenesis) is quite limited
when compared to many non-neuronal cells,
degenerative processes affecting neurons can be
quite devastating.
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The basic mechanisms underlying the neuronal
cell degeneration and death observed in the neu-
rologic disorders as diverse as Alzheimer’s Dis-
ease and stroke have not been fully elucidated.
However, a number of distinct factors and proc-
esses clearly contribute to neurodegeneration
including increased oxidative stress and free radi-
cal damage, impaired mitochondrial function,
excitotoxicity, immunologic and inflammatory
mechanisms, impaired trophic factor support and
altered cell signaling. In the process of neuronal
degeneration, cells eventually die as a result of one
of two processes, � apoptosis or � necrosis.
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Necrosis occurs as a pathological response to cell
injury, most commonly resulting from trauma,
ischemia, hypoxia, neurotoxins or infection.
Necrosis occurs when a cell is too severely dam-
aged for the orderly energy-dependent process of
apoptosis (see below) to occur. Following one or
more of the insults listed above, neuronal degener-
ation or death occurs in groups of contiguous cells

in a localized region and the initiation of inflam-
matory processes can be clearly observed in tissue
sections1. In the process of necrosis, an initial
swelling of the cell occurs (see Fig. 1 and Table 1),
little or no chromatin condensation is evident,
mitochondria and other organelles swell and rup-
ture, the plasma membrane lyses, and spillage of
the cellular contents into the extracellular space
follows. A general inflammatory response is then
triggered and macrophages attack and phagocy-
tize the cellular debris.
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Neuronal apoptosis is triggered by a number of
factors including lipid peroxidation (and mem-
brane damage) induced by reactive oxygen spe-
cies, genetic mutation, or DNA damage (or degra-
dation) resulting from radiation or other destruc-
tive agents. A loss of trophic factor support, as well
as some of the same factors that induce necrosis
(see above) can also initiate apoptotic processes.
The processes involved in apoptosis differ from
necrosis (see Table 1) in several important details;
most notably, neuronal death with apoptosis usu-
ally involves individual cells that are phagocytized
before they can release their cytoplasmic contents
and induce an inflammatory response in adjacent
tissues, and phagocytes are able to recognize
dying or degenerating cells by their expression of
death related cell surface epitopes. Furthermore,
mitochondria are preserved until the late stages of
apoptosis, whereas they swell and disintegrate
early in necrosis. The apoptotic sequence begins
(see Fig. 2) with shrinkage of the cell, chromatin
becomes pyknotic and condenses then migrates to
the nuclear membrane. DNA fragmentation and
degradation occurs, the Golgi apparatus disap-
pears, and loss of the endoplasmic reticulum
becomes evident. Afterwards, blebbing of the
plasma membrane occurs and the cell then frag-
ments into small apoptotic bodies that are subse-
quently phagocytosed and digested without trig-
gering inflammation. The key execution process is
now known to result from activation of a set of
specific proteases (e.g. � caspases).

Neuronal apoptosis serves a number of impor-
tant roles in normal brain development and is a
key mechanism by which defective or damaged
neurons are removed from the brain. However, in
a number of brain disorders including Alzhe-
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imer’s disease, dementia with Lewy bodies and
Parkinson’s disease, inappropriate apoptosis may
occur leading to accelerated neuronal loss and
progressive disease symptoms. Apoptosis may be
accelerated or retarded by a variety of hormones,
metabolic byproducts, electrolytes and other
endogenous substances. For example, altered
serum levels of thyroid hormone or ammonia,
altered plasma or extracellular levels of excitatory
amino acids such as glutamate and aspartate,
imbalances of calcium and other electrolytes, and
lactic acidosis are all known to initiate or modify
apoptotic processes.

Apoptosis is also influenced by synaptic com-
munication in both the central and peripheral
nervous systems. For example, in transsynaptic
degeneration, neurons deteriorate and often
undergo apoptosis if they fail to be innervated
(from the afferent side) due to the loss of presyn-
aptic neurons. This process has been observed in
the lateral genicular body after optic nerve lesions
and in the inferior olivary nucleus after destruc-
tion of the central tegmental tract. Efferent, motor

neurons degenerate if they fail to match with tar-
get muscle fibers or their muscle targets are lost,
such as after amputation of a limb.

There is an increasing body of evidence that
supports an apoptosis-necrosis cell death contin-
uum. In this continuum, neuronal death can result
from varying contributions of coexisting apoptotic
and necrotic mechanisms2. Therefore the distinct
designations above (necrosis versus apoptosis) are
beginning to blur.
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.���A variety of metabolic pathways
generate highly reactive by-products known as
free radicals including hydrogen peroxide, super-
oxide anions and hydroxyradicals. These sub-
stances can be used by various cells as part of the
immune response to serve useful functions such as
to combat infectious organisms and neoplastic
cells, and to execute cells programmed for death
during the normal course of development. In
abnormal circumstances, such as associated with
traumatic and ischemic injury or neurodegenera-
tive diseases such as Alzheimer’s and Parkinson’s
disease, free radicals may be excessively pro-
duced, aberrantly controlled or inadequately scav-
enged. In such cases, free radicals cause injury as a
result of membrane lipid peroxidation, DNA dam-
age, iron accumulation and protein nitrosylation.
Excess free radicals are normally scavenged and
inactivated by several endogenous substances such
as vitamin E (α-tocopherol), which can quench
lipid peroxidation, superoxide dismutase that
scavenges superoxide radicals, and glutathione
peroxidase that removes hydrogen peroxide and
lipid peroxides. Therefore alterations or deficits in
any of these endogenous substances can contrib-
ute to and/or initiate neurodegeneration.
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.���Excitotoxic amino acids
play a deleterious role in a number of neurologic
diseases and are known to contribute to neurode-
generation. These compounds are released in
response to a wide variety of insults to the CNS
and include glutamate, aspartate and several oxi-
dation products of cysteine and homocysteine. For
example in stroke, excitatory amino acids are
released in the penumbra of ischemic lesions and
further released when perfusion is restored, and

Fig. 1 Illustration of the major cellular changes 
observed in neuronal necrosis. A normal neuronal 
cell (A) when exposed to an insult (e.g., trauma, 
ischemia, hypoxia, neurotoxins, infection, etc.) ini-
tially swells (B), mitochondria and other organelles 
swell and rupture, the plasma membrane lyses (C), 
and spillage of the cellular contents into the extracel-
lular space follows. A general inflammatory response 
(D) is then triggered and macrophages attack and 
phagocytose the cellular debris.
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thus are believed to contribute significantly to
reperfusion injury. These compounds are also
released following traumatic brain injury, during
prolonged seizures, and are thought to contribute
to the neurotoxicity associated with the amyloid
plaques observed in Alzheimer’s disease. Overacti-
vation of N-methyl-D-asparate (NMDA) receptors
(a subtype of glutamate receptor) by glutamate
leads to alterations in a number of signal systems
and ion channels activating apoptosis.
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����	��"��.��� Neuronal
degeneration may result as a consequence of
energy failure within mitochondria precipitated
by ischemia, free radical damage and several
acquired and genetic disorders of metabolism. For
example, mitochondrial energy disruption and
neurodegeneration occur in Wernicke’s encepha-
lopathy, an acquired metabolic disorder resulting
from ethanol abuse and/or thiamine deficiency.
Similar neuropathology can be observed in Leigh’s

syndrome, an inherited neurometabolic disorder
in which point mutations in mitochondrial DNA
are evident. Friedrich’s ataxia, the most common
inherited ataxia, is an autosomal recessive disease
in which protein aggregates appear to disrupt
mitochondrial iron metabolism, leading to abnor-
mal free radical formation and altered energy
metabolism. In the cases highlighted above, spe-
cific irreversible processes lead to a decrease in
high energy phosphates (e.g., ATP, creatine phos-
phate), possibly leading further to elevated acyl
CoA levels that inhibit multiple metabolic proc-
esses. Local electrolyte (ion) imbalances and/or
ion channel dysfunction are also thought to con-
tribute significantly to neurodegenerative proc-
esses. Ion changes are commonly among the early
events in apoptosis; in fact, alterations in calcium
homeostasis are among the best-documented fac-
tors in neurodegeneration. Direct evidence of the
importance of ion channels in neurodegeneration
comes from genetic disorders that affect specific
ion channels (i.e., channelopathies). Channelopa-
thies may underlie certain forms of migraine, epi-
sodic ataxias and epilepsy. Indirect evidence that
ion dysregulation plays an important role in some
forms of neurodegeneration comes from preclini-
cal studies (i.e, stroke models in animals) in which
calcium and sodium channel blockers reduce inf-
arct size.

&� 	�##��"��.���Several lines of evidence indicate
that inflammatory processes contribute to the neu-
rodegeneration found in a number of disease
states. A common feature in neurodegenerative
diseases is microgliosis. Microglia, in addition to
releasing oxygen free radicals, also secrete a vari-
ety of compounds and substances known to stimu-
late local inflammation such as inflammatory
cytokines, complement and coagulation proteins,
as well as binding proteins. As an example, inflam-
matory factors found in degenerating sites in
Alzheimer’s disease brains include activated
microglia, the cytokines interleukin Il-1 and Il-6,
an early component of the complement cascade,
Clq, as well as � acute phase reactants such as C-
reactive protein.

����������"��+������������	��������		�+"���	"��.��� A
continuous supply of a variety of polypeptide mol-
ecules known as neurotrophic factors (or neuro-

Tab. 1 Comparison of necrosis and apoptosis.

Necrosis Apoptosis

Cellular swelling Cellular shrinkage

Nuclear and cellular 
pyknosis

Little or no chromatin 
condensation

Chromatin condensation

Rupture of organelles and 
plasma membrane

Organelles and plasma 
membrane not usually 
ruptured

Release of cytoplasmic 
contents and 
inflammation

Release of cytoplasmic 
contents and 
inflammation not usually 
present

Random DNA 
degradation

DNA fragmentation

Caspases not involved Activation of caspases

Cytoplasmic blebbing

Formation of apoptotic 
bodies which are 
engulfed and cleared by 
phagocytes
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trophins) is essential to the nervous systems of all
vertebrates throughout development as well as in
adult life3. These important molecules interact
with specific receptors and initiate a variety of cel-
lular signaling systems. During the period of tar-
get innervation, limiting amounts of neurotrophic
factors regulate neuronal numbers by allowing
survival of only some of the innervating neurons;
the remaining being eliminated by apoptosis.
Increasing evidence indicates that several neuro-
trophic factors also influence the proliferation,
survival and differentiation of precursors of a
number of neuronal lineages. In the adult, neurons
continue to be dependent on trophic factor sup-
port, which may be provided by the target or by
the neurons themselves. Altered trophic factor
support and cell signaling as a result of excess free
radicals or peroxynitrites has been implicated in
the neurodegenerative processes associated with
several neurologic diseases. Furthermore, the abil-
ity of neurotrophins to promote survival of

peripheral and central neurons during develop-
ment and after neuronal damage has stimulated
the interest in these molecules as potential thera-
peutic agents for the treatment of nerve injuries
and neurodegenerative diseases.

����#���	��"��	�&����'���"��

There are multiple mechanisms known to underlie
neuronal cell damage associated with injury or
disease that at least theoretically could be targeted
for pharmaceutical intervention. Currently, how-
ever, there is no clinically available therapeutic
agent that can reliably protect the brain from pro-
gressive neurodegenerative processes for sus-
tained periods. Due to the extensive amount of
preclinical research that has been conducted in
recent years, there is a basis for optimism. It
appears likely that some of these approaches will
result in clinically effective therapeutic modalities
in the near future. A short overview of some of the
investigational approaches to combat neurodegen-
eration appears below.
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�� �&� 	�##�����������

�

Inflammatory processes associated with neurode-
generative disease suggest a number of therapeu-
tic targets, including inhibitors of complement
activation or cytokines, free radical scavengers
and inhibitors of microglial activation. In retro-
spective studies, the use of non-steroidal anti-
inflammatory drugs (NSAIDS) has been associ-
ated with a reduced incidence or slowed progres-
sion of Alzheimer disease, indicating a potential
for therapeutic use of this class of agent.

&��"%"���
�� �������
"
��������(���)�����
	"*��
$�	���	�

While all cells have the genetic programs for apop-
tosis, the process is inhibited by certain genes,
such as bcl-2 and bcl-x. In contrast, the proto-
oncogenes bax and � p53 have been shown to
enhance the onset of apoptosis. Accordingly, drugs
that have the ability to enhance the expression of
bcl-2 and bcl-x or to inhibit the expression bax and
p53 could theoretically have the potential to reduce
neurodegeneration4. Drugs that inhibit apoptosis-
inducing enzymes including caspases may also
have a role. Bcl-2 and other genes in this family are
also modulated by trophic factors such as nerve

Fig. 2 Illustration of the major cellular changes 
observed in neuronal apoptosis. A normal neuronal 
cell (A) when exposed to specific triggers (e.g., lipid 
peroxidation, genetic mutation, DNA damage, excito-
toxic injury, etc.) initially shrinks, chromatin becomes 
pyknotic and condenses, then migrates to the nuclear 
membrane, DNA fragmentation and degradation 
occurs, and several organelles disappear. Afterwards, 
blebbing of the plasma membrane occurs (C), the cell 
then fragments into small apoptotic bodies that are 
subsequently phagocytosed and digested (D) without 
triggering inflammation.
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growth factor (NGF) and basic fibroblast growth
factor (FGF), endogenous neurotrophins that have
been shown to block cell death and preserve the
phenotype of various cells in the nervous system.
NGF is well known to support basal forebrain
cholinergic neurons, cells reproducibly ravaged in
Alzheimer’s disease and known to be critically
important for many cognitive processes. Accord-
ingly, there has been interest in using NGF as a
therapeutic modality for Alzheimer’s disease and
potentially other conditions in which cholinergic
deficits may be present (e.g., dementia with Lewy
bodies). In other investigations, the potential role
of trophic molecules in stroke has been evaluated.
For example, in animal models of stroke, ischemia
is reduced following treatment with FGF. Unfortu-
nately, NGF, FGF, as well as most other peptide
molecules fail to adequately penetrate the brain
from peripheral administration and are thus con-
siderably limited from a therapeutic standpoint.
Recent interest has thus focused on low molecular
weight growth factor-like molecules or small
organic molecules that increase the release of
growth factors in the brain or increase the expres-
sion of growth factor receptors.

&��"%"���
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Human trials have evaluated vitamin E, selegeline
and other antioxidant molecules for their ability to
prevent or slow the progressive neurodegeneration
associated with several neurologic diseases. To
date, the data have provided conflicting or equivo-
cal results with some studies showing slightly pos-
itive effects and others showing little or no effect.
A number of issues require further attention such
as the identification of optimal doses of the vari-
ous antioxidant compounds as well as the evalua-
tion of selected combinations of these agents.
These issues are important since specific com-
pounds are known to scavenge or inactivate spe-
cific oxidative agents, and thus a single compound
would not intuitively be expected to combat free
radicals originating from several sources.
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Several glutamate antagonists have been or are in
the process of being evaluated both preclinically
and clinically as neuroprotective agents. For exam-
ple, MK-801 is an NMDA antagonist that reduces
the detrimental effects of excess glutamate (as well

as other insults to neurons) in a variety of animal
models. Unfortunately the compound is too toxic
for use in humans. Other antiglutamatergic agents
such as citicoline, riluzole and aminoadaman-
tanes are being investigated in human trials. Rilu-
zole, in fact, became available clinically for the
treatment of amyotrophic lateral sclerosis after it
was shown to be somewhat effective in slowing
progression in patients with the disease. Riluzole
has also been shown to reduce infarct size in
stroke and brain injury after trauma in animal
models, and accordingly human studies are antici-
pated in the near future. Citicoline was beneficial
in several human stroke treatment protocols and is
also being evaluated further. Other agents that
modulate glutamate receptors, such as AMPA
antagonists and compounds that interact allosteri-
cally at the polyamine and glycine receptor sites,
are also being evaluated.
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Other pharmaceutical and molecular therapies are
currently being developed to antagonize neurode-
generative processes. For example, compounds
designed to prevent toxic reactions of free radicals,
such as nitric oxide (NO) and reactive oxygen spe-
cies (ROS), new calcium channel antagonists, as
well as compounds that stimulate the expression
of antioxidant enzymes such as superoxide dis-
mutase, are being developed. Further, the low inci-
dence of cardiovascular disease in those who con-
sume large amounts of omega-3 fatty acids and
their known ability to protect cell membranes
from a variety of insults has provided the impetus
to evaluate these agents as potential neuroprotect-
ants.

In conclusion, the steadily increasing size of
geriatric populations in developed countries and
the resultant increases in age-related diseases of
the brain have provided the impetus for intensive
study of the processes underlying neurodegenera-
tion. A better understanding of these process will
likely lead to better methods of treatment not only
for progressive memory disorders such as Alzhe-
imer disease, but also for motor disorders such as
amyotrophic lateral sclerosis and cerebrovascular
disorders such as stroke.
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Substance K. 

� Tachykinins
� Neuroleptics
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Neuroleptic-like malignant syndrome is a serious
but very rare adverse effect of some drugs, of e.g.,
neuroleptics, some anaesthetics and apparently
tolcapone. Symptoms include hyperthermia, mus-
cle deterioration, even dissolution.

� Neuroleptics
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Neuroleptics or antipsychotics suppress the “posi-
tive symptoms” of schizophrenia such as combat-
iveness, hallucinations and formal thought disor-
der. Some also alleviate the ‘negative symptoms’

such as affective blunting, withdrawal and seclu-
siveness. Neuroleptics also produce a state of apa-
thy and emotional indifference. Most neuroleptics
block dopamine D2-receptors but some, like cloza-
pine, also block dopamine D4-receptors or serot-
onin 5-hydroxytryptamine2A-receptors.

� Antipsychotic Drugs
� Dopamine System
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� Bombesin-like Peptides
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Neuromedin U is a neuropeptide which is widely
distributed in the gut and central nervous system.
Peripheral activities of neuromedin U include
stimulation of smooth muscle, increase in blood
pressure, alteration of ion transport in the gut,
control of local blood flow and regulation of
adrenocortical function. The actions of neurome-
din U are mediated by G-protein coupled recep-
tors (NMU1, NMU2) which are coupled to Gq/11.
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� Muscle Relaxants
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Neuropathic pain is initiated or caused by a pri-
mary lesion in the peripheral or central nervous
system. The causative agent may be trauma, nerve-
invading cancer, herpes zoster, HIV, stroke, diabe-
tes, alcohol or other toxic substances. Neuropathic
pain is refractory to most analgesic drugs. Altered
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sodium channel activity is characteristics of neu-
ropathic pain states.

� Analgesics
� Local Anaesthetics
� Voltage-dependent Na+ Channels

���������"���))

The octa-peptide neuropeptide FF is generated
together with a related octa-peptide (neuropeptide
AF) from a common precursor protein. It is
involved in nociception and in the modulation of
opiate-induced analgesia, morphine intolerance
and morphine abstinence. The effects of neu-
ropeptide FF are mediated by G-protein coupled
receptors (NPFF1, NPFF2).
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NPY
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Neuropeptide Y (NPY) is a 36 amino acid polypep-
tide with tyrosine residues at both ends of the
molecule. It is characterised structurally by a “PP-
fold” consisting of an extended polyproline helix
and an α-helix connected by a β-turn. Based on
structural and evolutionary criteria, NPY is closely
related to � peptide YY (PYY) and � pancreatic
polypeptide (PP).

� Appetite Control
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NPY is primarily (but not exclusively) synthesized
and released by neurons, which in the peripheral
nervous system are predominantly sympathetic
neurons. In most cases, NPY acts as a co-transmit-
ter that is preferentially released upon high fre-
quency nerve stimulation.

As to be expected from a peptide that has been
highly conserved during evolution, NPY has many
effects e.g. in the central and peripheral nervous
system, in the cardiovascular, metabolic and
reproductive system. Central effects include a
potent stimulation of food intake, anxiolytic
effects, anti-seizure activity and various forms of
neuroendocrine modulation. In the central and
peripheral nervous system NPY receptors (mostly
Y2 subtype) mediate prejunctional inhibition of
neurotransmitter release. In the periphery NPY is
a potent direct vasoconstrictor, and it potentiates
vasoconstriction by other agents (mostly via Y1
receptors); despite reductions of renal blood flow,
NPY enhances diuresis and natriuresis. NPY can
inhibit pancreatic insulin release and inhibit lipol-
ysis in adipocytes. It also can regulate gut motility
and gastrointestinal and renal epithelial secretion.
In some cell types, e.g. in vascular smooth muscle
cells, NPY appears to enhance cell growth.

NPY, PYY and PP act upon the same family of
receptors, which are classified together as NPY
receptors. Based on IUPHAR recommendations,
the NPY receptors are designated by a capital Y
and the various receptors within the family are
designated by subscript numbers. At present five
mammalian subtypes of NPY receptors have been
cloned and are designated Y1, Y2, Y4, Y5 and y6.
Among the cloned receptors the Y1, Y2, Y4 and Y5
receptors represent fully defined subtypes, but no
functional correlate of the cloned y6 receptor has
been reported to date. The Y4 receptor preferen-
tially binds PP, whereas NPY (and PYY) are much
less potent at the Y4 receptor than at the other sub-
types; hence this PP-preferring subtype will not be
discussed here. The y6 receptor represents a non-
functional pseudo-gene in humans and primates,
is absent from the rat genome, and its pharmaco-
logical recognition profile remains controversial;
hence, it will also not be discussed here.

Sequence comparisons show that receptors Y1,
Y4 and y6 are more closely related to each other
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than to the receptors Y2 and Y5. This is apparent
not only from sequence identity but also from
other features, such as cysteines believed to form
disulfide bonds and the size of the third cytoplas-
mic loop, which is large in Y5. The receptors Y2
and Y5 are equally distantly related to one another
as to the Y1/Y4/y6 group. In fact the Y1/Y4/y6
group, the Y2 and the Y5 receptor are more dis-
tantly related to one another than any other G-
protein-coupled receptors that bind the same
endogenous ligand, despite the fact that Y1, Y2 and
Y5 each bind two distinct endogenous ligands,
namely NPY and PYY. However, based on pharma-
cological recognition profiles, the receptors Y1 and
Y5 are more similar to one another than to the
receptor Y4 (see below). Therefore, at present no
formal division of NPY receptors into subfamilies
is recommended.
◗ Y1 receptors have been cloned from rats, mice, 

humans and from non-mammals such as Xeno-
pus laevis. The genomic organization of the Y1 
subtype gene has been determined in humans 
and mice, and the human gene has been located 
on chromosome 4q(31.3–32). Three splice vari-
ants in the 5’ region of the human Y1 receptor 
yield multiple promoters with tissue-specific ex-
pression patterns. Two splice variants of the 
murine Y1 receptor have been described. While 
both variants bind NPY, the form with a short-
ened seventh transmembrane-spanning region 
and a lacking C-terminal tail does not appear to 
couple to signal transduction as efficiently as the 
full length form. Messenger RNA for the Y1 re-
ceptor has been detected in a variety of human, 
rat and murine tissues including brain, heart, 
kidney and gastrointestinal tract.

◗ Y2 receptors were originally cloned from human 
SMS-KAN cells. Later cloning studies in rats 
demonstrated that the cloned Y2 receptor is also 
the molecular correlate of a previously proposed 
PYY-preferring receptor in the gastrointestinal 
tract. Messenger RNA for the Y2 receptor has 
been detected in various parts of the CNS, while 
apparently low levels of Y2 mRNA were found in 
human peripheral tissues.

◗ Y5 receptors were cloned from rats and humans. 
Interestingly, the corresponding gene resides on 
human chromosome 4q in the same location as 
the human Y1 receptor gene, but apparently in 
opposite orientation. Messenger RNA for Y5 re-

ceptors was detected by Northern blotting and in 
situ hybridization in several rat brain areas, in-
cluding those believed to be important for the 
regulation of food intake, as well as in testis.

All known NPY receptors belong to the large
superfamily of G-protein-coupled, heptahelical
receptors. They appear to use similar signal trans-
duction pathways, and no clear and consistent
alignment of a specific receptor type with a dis-
tinct transduction pathway has been identified. In
almost every cell type studied (with the possible
exception of some prejunctional receptors), NPY
receptors act via pertussis toxin-sensitive G-pro-
teins, i.e. members of the Gi and Go family. The
typical signalling responses of NPY receptors are
similar to those of other Gi/Go-coupled receptors.
Thus, inhibition of adenylyl cyclase is found in
almost every tissue and cell type investigated and
also with all cloned NPY receptor subtypes upon
heterologous expression. Additional signalling
responses that are restricted to certain cell types
include inhibition of Ca2+ channels, e.g. in neu-
rons, and activation and inhibition of K+ channels,
e.g. in cardiomyocytes and vascular smooth mus-
cle cells, respectively. Based on experiments with
Ca2+ entry blockers, it has been postulated that
NPY stimulates Ca2+ channels in the vasculature.
In some cell types, members of the NPY family can
mobilize Ca2+ from intracellular stores. While this
appears to involve inositol phosphates in some
cells, inositol phosphate-independent Ca2+ mobi-
lization has been postulated in other cell types. A
sensitivity of certain responses to NPY to the
cyclooxygenase inhibitor, indomethacin, indicates
possible activation of a phospholipase A2 by NPY
receptors, but this has yet to be demonstrated
definitively. Activation of a phospholipase D or of
a tyrosine kinase, which can occur with some Gi/
Go-coupled receptors has also not clearly been
demonstrated. Thus, in general, Y receptors dem-
onstrate a preferential coupling to pertussis toxin-
sensitive G-proteins, i.e. the Gi and Go family,
which is followed by the responses typically under
the control of these G-proteins.

!���


NPY receptors and NPY-induced responses were
originally classified based on agonist orders of
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potency, but the advent of several subtype-selec-
tive antagonists has at least partly superseded the
use of agonists classification purposes. In some
cases, however, particularly in vivo, agonists may
still be required for receptor characterisation. This
is based on the use of NPY, PYY, [Pro34]-substi-
tuted analogues (which may or may not contain an
additional [Leu31] substitution) and on C-termi-
nal fragments of NPY and PYY (including the
endogenous NPY3-36 and PYY3-36).

Y1 receptors are characterised by an agonist
order of potency of NPY ≥ PYY ≥ [Pro34]-substi-
tuted analogue >> C-terminal fragment > PP. C-
Terminal fragments may act as partial agonists at
Y1 receptors and in some cell lines even as antago-
nists; whether such partial antagonism also occurs
with intact tissues or in vivo remains to be deter-
mined. Y1-selective antagonists include BIBO 3304
((R)-N-[[4-(aminocarbonylaminomethyl)-
penyl]methyl]-N2-(diphenylacetyl)-argininamide
trifluoroacetate, Ki or KB 0.2–1 nM), and BIBP
3226 ((R)-N2-diphenylacetyl)-N-[(4-hydroxyphe-
nyl)methyl]-arginine amide, Ki or KB 1–10 nM),
with BIBP 3435 ((S)-N2-(diphenylacetyl)-N-[(4-
hydroxyphenyl)methyl]-argininamide) being a
much less active stereo-isomer which can be used
as an inactive control for the latter one. Other Y1
receptor antagonists include SR 120819A ((R,R)-1-
(2-[2-{2-naphthylsulphamoyl}-3-phenyl-propiona-
mido]-3-[4[N-(4-[dimethylaminomethyl]-cis-
cyclohexylmethyl)amidino}phenyl]propionyl)-
pyrrolidine) or the polypeptide GR 231118 (also
known as 1229U91 or GW1229, homodimeric Ile-
Glu-Pro-Dpr-Tyr-Arg-Leu-Arg-Tyr-CONH2), but
the latter has also been reported to be an agonist
at Y4 receptors in some cases.

Y2 receptors are characterised by an order of
potency of NPY ≈ PYY ≥ C-terminal fragment >>
[Pro34]-substituted analogue > PP. BIIE 0246 ((S)-
N2-[[1-[2-[4-[(R,S)-5,11-dihydro-6(6h)-oxod-
ibenz[b,e]azepin-11-yl]-1-piperazinyl]-2-oxoe-
thyl]cyclopentyl]acetyl]-N-[2-[1,2-di-hydro-3,5-
(4H)-dioxo-1,2-diphenyl-3H-1,2,4-triazol-4-
yl]ethyl]-argininamide) is a Y2-selective antago-
nist with an affinity of 3 nM.

Y5 receptors are characterised by an order of
potency of NPY ≥ PYY ≈ [Pro34]-substituted ana-
logue ≈ NPY2-36 ≈ PYY3-36 >> NPY13-36; rat PP had
very low potency at the rat and human Y5 receptor,
while human and bovine PP had affinities similar

to those of NPY and PYY. Y5-selective antagonists
include CGP 71683A (trans-naphthalene-1-sul-
fonic  acid {4-[4-amino-quinazol in-2-
ylamino)methyl]-cyclohexylmethyl}amide hydro-
chloride) with an affinity of 1 nM.

As additional tools, transgenic mice over-
expressing NPY and knockout mice lacking NPY,
Y1 receptors or Y5 receptors have been published.
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The neuropeptides are peptides acting as neuro-
transmitters. Some form families such as the tach-
ykinin family with substance P, neurokinin A and
neurokinin B, which consist of 11 or 12 amino acids
and possess the common carboxy-terminal
sequence Phe-X-Gly-Leu-Met-CONH2. Substance
P is a transmitter of primary afferent nociceptive
neurones. The opioid peptide family is character-
ized by the C-terminal sequence Tyr-Gly-Gly-Phe-
X. Its numerous members are transmitters in
many brain neurones. Neuropeptide Y (NPY),
with 36 amino acids, is a transmitter (with
noradrenaline and ATP) of postganglionic sympa-
thetic neurones.

� Neuropeptide Y
� Opioid Systems
� Synaptic Transmission
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Neurosteroids are neuroactive steroids, which are
synthesized in the brain. Neurosteroids can bind
to and modulate the activity of γ−aminobutyric
acidA(GABAA) receptors.

� GABAergic System
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Neurotensin is a 13-amino acid peptide synthe-
sized as part of a larger precursor, which also con-
tains neuromedin N, a 6-amino acid neurotensin-
like peptide. Neurotensin functions as a neuro-
transmitter or neuromodulator in the nervous sys-
tem and as a local hormone in the periphery. It has
been shown to modulate dopamine transmission
and anterior pituitary hormone secretion. It exerts
potent hypothermic and analgesic effects in the
brain. In the periphery, neurotensin is a paracrine
and endocrine modulator of the digestive tract
and of the cardiovasular system. It also acts as a
growth factor on a variety of normal or tumor
cells. The effects of neurotensin are mediated by
G-protein coupled receptors (NTS1 and NTS2).
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Neurotransmitters are molecules that convey a sig-
nal from one nerve cell to the other. Neurotrans-
mitters can be biogenic amines (e.g. norepine-
phrine, serotonin), amino acids (e.g. γ-aminobu-
tyric acid, glutamate) or neuropeptides (e.g.
corticotropin releasing hormone, substance P).

� Synaptic Transmission
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Uptake pumps, reuptake system, neurotransmit-
ter carriers
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There are two major types of neurotransmitter
transporters: Vesicular transporters and plasma
membrane transporters. Vesicular transporters
(Table 1) are located intracellularly on � synaptic
vesicles and are responsible for packaging cyto-
plasmic neurotransmitter into vesicles in prepara-
tion for exocytotic release events. By controlling
the amount of neurotransmitter in � synaptic vesi-
cles, these vesicular uptake systems in many ways
control the magnitude of neurotransmitter
response (1). Plasma membrane transporters
(Table 2) are responsible for removing neurotrans-
mitter from the synaptic space after release, thus
limiting the spatial and temporal action of neuro-
transmitters (1).

� Organic Cation Transporters
� Vesicular Transporters
� Antidepressant Drugs
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.���A small gene family
of 12 transmembrane spanning domain (TMD)
antiporters have been identified that mediate the
vesicular uptake of amine-containing neurotrans-
mitters such as dopamine, norepinephrine, serot-
onin (5-hydroxytryptamine; 5-HT) and acetylcho-
line. This family of proteins is also sometimes
referred to as the toxin-extruding proton-translo-
cating antiporter (TEXAN) family due to their
ability remove various toxins from the cytoplasm
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and thus protect cellular constituents from reac-
tive species. Indeed, this “toxin-extruding” prop-
erty was exploited in the original cloning strategy
where protection from the neurotoxin, 1-methyl-4-
phenylpyridinium (MPP+) was used to identify
the first vesicular monoamine transporter
(VMAT-1). Sequence similarities allowed the iden-
tification of additional members of the gene family
that include VMAT-2 as well as the vesicular ace-
tylcholine transporter (VAChT). This family of
transporters relies upon the H+ electrochemical
gradient to drive accumulation of cytoplasmic
neurotransmitter into � synaptic vesicles. The
acidic pH of the vesicle lumen is maintained by a
H+-adenosine triphosphatase (ATPase) that trans-
ports cytoplasmic protons into the vesicles. The
vesicular uptake of amine neurotransmitters is
mediated by the outward transport of a lumenal
H+ and the countertransport of neurotransmitter
into the vesicle. VMAT1 and VMAT2 demonstrate
broad substrate recognit ion transporting
dopamine, norepinephrine and 5-HT. The major
difference between these two transporters is their
tissue localization, where VMAT1 is found in
endocrine cells and VMAT2 is expressed in neuro-
nal and some neuroendocrine tissues.

1�
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.���Vesicu-
lar uptake of the inhibitory neurotransmitters γ-
aminobutyric acid (GABA) and glycine is medi-
ated by a proton-dependent transporter that
resides in a distinct gene family from VMATs and
VAChT. Unlike the VMATs that rely heavily upon
the proton chemical gradient for driving trans-
port, the vesicular GABA transporter (VGAT) is
dependent upon both the electrical and chemical
components created by the H+ gradient. This pro-
tein is predicted to possess eleven TMDs and is a
member of the gene family of transporters classi-
cally defined by biochemical studies as Systems N
and A.

1�
"��	����	���#��������
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.���The vesicular
glutamate transporter (VGLUT) was originally
identified as a brain-specific sodium-dependent
inorganic phosphate transporter (BNPI). Localiza-
tion studies suggested that BNPI was found in
glutamatergic neurons which eventually led to the
identification of the glutamate transporting prop-
erties of this protein. Hydropathy plots suggest a

proposed topology for VGLUT of 6–8 TMDs. The
bioenergetics of this protein are somewhat unique
in comparison to other vesicular neurotransmit-
ter transporters. Whereas the uptake of inorganic
phosphate is Na+-dependent, the uptake of gluta-
mate into vesicles is Na+-independent. Similar to
other vesicular transporters, the accumulation of
glutamate into � synaptic vesicles is dependent
upon the proton gradient maintained by the H+/
ATPase. Whereas the vesicular amine transporters
also rely upon the proton electrochemical gradi-
ent to drive vesicular accumulation of neurotrans-
mitter, VGLUTs appear to be more dependent
upon the electrical component of the H+ gradient
than VMATs. Interestingly, a complex biphasic Cl--
dependence for vesicular uptake of glutamate has
been described. In addition, VGLUTs exhibit a
channel-like Cl- conductance that is blocked by the
presence of the substrate glutamate.

Because VGLUT also transports inorganic
phosphate, a role in promoting biosynthesis of
glutamate has been proposed for this transporter.
Glutaminase, which converts glutamine to gluta-
mate, is activated by inorganic phosphate. Thus,
VGLUT-mediated influx of inorganic phosphate
could stimulate glutamate biosynthesis. The role
of VGLUT in regulating glutamate synthesis is not
yet fully understood.

�	�
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3.���Three
related proteins from non-human species were
cloned that when heterologously expressed in
mammalian cells imparted high-affinity uptake of
the excitatory amino acids glutamate and aspar-
tate. These proteins named GLAST-1 (Glutamate/
Aspartate Transporter), GLT-1 (Glutamate Trans-
porter) and EAAC1 (Excitatory Amino Acid Car-
rier) define a gene family of neurotransmitter
transporters that exhibit ∼50% shared sequence
identity. Human homologs of these three trans-
porters have been identified and named EAAT1,
EAAT2 and EAAT3, respectively. EAAT1 and
EAAT2 are mainly found in the glial cells of the
CNS, whereas EAAT3 has been found in both neu-
rons and glial cells as well as in several peripheral
tissues. Two additional human EAATs have been
cloned, EAAT 4 and EAAT5, with EAAT 4 prima-
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rily localized to the cerebellum and EAAT5
expressed in the retina (2).

EAATs are electrogenic transporters that cou-
ple the co-transport of three Na+ ions, a proton,
and the countertransport of one K+ ion to the
uptake of glutamate. These transporters also pos-
sess a thermodynamically uncoupled ion channel
activity for Cl- that is gated by both Na+ and sub-
strate (glutamate). A series of studies have been
performed seeking to elucidate the membrane
topology of the EAAT family of carriers. In general
these studies have used accessibility of engineered
cysteine residues to modifying reagents to define
the intracellular and extracellular domains of the
protein. Results from these studies suggest that the
topology consists of an intracellular amino termi-
nus followed by six α-helical TMDs, a membrane-
inserted re-entrant loop, a seventh TMD, an extra-
cellular facing membrane-inserted re-entrant
loop, an outwardly accessible hydrophobic linker
to the eighth TMD, and an intracellular carboxy
tail. Evidence from cross-linking studies as well as
freeze-fracture electron microscopy experiments
suggest that EAATs exist as oligomeric structures
with the strongest evidence pointing toward pen-
tameric assembly.

�#"������������
#"���������
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.���The molecu-
lar cloning of the GABA and norepinephrine
transporters (GAT and NET, respectively) in the
early 1990s led to the identification of a large gene
family of Na+-dependent transport proteins now
referred to as the GAT/NET gene family. Members
of this gene family include transporters for serot-
onin (5-HT), dopamine, glycine, proline, creatine
and taurine (3). These transporters are predicted
to possess a twelve TMD topology, intracellular
amino and carboxy terminal tails, a large extracel-
lular loop between TMDs III and IV with sites for
N-linked glycosylation, and multiple intracellular
phosphorylation sites. These transporters have
complex activity and can be considered as multi-
functional proteins. The transporter must first
bind substrate and the co-transported ions and
then move the substrates across the membrane in
a translocation step. In addition to the transport
processes, members of the GAT/NET gene family
have a conducting state that is dependent upon the
transport cycle, yet in many gene family members
appears electrogenically uncoupled to the trans-

port process. Once neurotransmitter has been
transported back into the presynaptic terminal,
the transmitter either, 1) undergoes metabolism by
intracellular enzymes or 2) is recycled into vesicles
for subsequent release events. Thus, reuptake of
neurotransmitters by Na+-dependent transport-
ers not only contributes to clearance and termina-
tion of neurotransmitter action, but also in the
conservation of neurotransmitter molecules. In
addition to participating in the clearance of neu-
rotransmitter, evidence suggests that under cer-
tain conditions members of this transporter family
can engage in reverse transport or efflux  of neuro-
transmitter. In such situations, the transporters
would promote non-vesicular release of neuro-
transmitter, thus implicating the transporters in
the initiation of signaling as well as the termina-
tion of exocytotically released neurotransmitter
action (4).

Early biochemical studies of transporters in
this gene family identified the inward movement
of substrates as being coupled to the energetically
favorable influx of Na+ down its concentration
gradient (3). Additional studies on bioenergetics
of these transporters led to the development of a
model whereby 1 Na+, 1 Cl- and 1 substrate mole-
cule are transported into the cell, and 1 K+ is coun-
tertransported per translocation cycle. Interest-
ingly, the absolute requirement of Na+ for trans-
port is preserved throughout the Na+-dependent
transporter family, whereas the requirements for
Cl- and K+ appear much less rigid for many mem-
bers of this gene family. The precise molecular
events surrounding the interactions of ions with
transporters or the mechanism by which they
facilitate the transport process is not known. The
studies of transporter ion dependence eventually
led to the development of the “alternating access”
model for transport whereby ions and substrate
bind in an ordered sequence to the external face of
the transporter, the binding event promotes a con-
formational change in the protein occluding access
to the extracellular environment so that the sub-
strate and ions now have access to the cytoplasmic
environment, dissociation of the ionic species in
an ordered sequence promotes dissociation of
bound substrate into the cytoplasm, and binding
of K+ or some other countertransported ion to the
“empty” transporter promotes reorientation to the
external side where K+ dissociates generating an
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“available” transporter for another cycle. In gen-
eral, much of the work leading to this model has
been verified using cloned transporters; however,
biophysical studies of these transporters have
revealed discrepancies in this model suggesting
that substrate translocation is a more complex
event than described by the “alternating access”
model.

Clear evidence exists that the amine neuro-
transmitter transporters exist as hetero- and
homo-oligomers. Interactions with other cellular
proteins such as the syntaxins and phosphatases
have been demonstrated and appear to play an
important role in the trafficking of transporters in
and out of the plasma membrane (5). Protein
kinase C-dependent phosphorylation of many of
these transporters appears to stimulate trans-
porter internalization, an effect that may be mod-
ulated by the presence of substrate. Homo-oligo-
meric structures for members of this gene family
have been described, but the functional conse-
quences of such multimeric structures is not
known.

!���
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Historically, drugs that block the uptake of bio-
genic amines (norepinephrine, dopamine and 5-
HT) were some of the first highly efficacious anti-
hypertensive agents. The Rauwolfia serpentina
alkaloid Reserpine  is the prototype in this drug
class. Reserpine  is highly effective in depleting
vesicular stores of biogenic amines by inhibiting
both VMAT1 and VMAT2. The non-selective
action of Reserpine  most likely accounts for many
of the serious side effects including depression
and � Parkinsonism  associated with clinical use
of the drug. Tetrabenazine is a more selective
inhibitor of the neuronal VMAT2 than the periph-
erally localized VMAT1. Vigabatrin is an anti-epi-
leptic drug that inhibits VGAT. Drugs targeted
toward VChAT and VGLUT have yet to be devel-
oped for clinical use.

���������#���	���
L-trans-Pyrrolidine-2,4-dicarboxylic acid (trans-
2,4-PDC) is a non-selective inhibitor of all mem-
bers of the EAAT family. EAAT2 is more selectively
inhibited by compounds such as dihydrokainate,

kainate and threo-β-benzyloxyaspartate (TBOA).
Development of selective EAAT inhibitors has
been hampered by concerns that such compounds
would potentiate the neurotoxic effects of gluta-
mate. However, there is substantial interest in
modulators of EAATs since evidence suggests that
reduced EAAT activity may form the molecular
basis of several neurodegenerative and psychiatric
disorders.

�#"�������
�����������#���	���
The biogenic amine transporters (NET, DAT,
SERT) have generated the most clinical interest as
molecular targets for antidepressants and psycho-
stimulants. The older antidepressant drugs such as
imipramine and amitriptyline inhibit both NET
and SERT. New antidepressants have been gener-
ated that are more seletive for SERT and have been
marketed as � selective serotonin reuptake inhibi-
tors or SSRIs. The � SSRI  class of drugs include
fluoxetine, paroxetine, citalopram and sertraline.
� Psychostimulants  such as cocaine  inhibit all
three biogenic amine transporters. The ability of
cocaine  to inhibit DAT and thus elevate synaptic
dopamine levels has been implicated as the major
activity leading to the potent reinforcing and
addic t ive  proper t ies  of  cocaine.  The
� amphetamines  including � 3,4-methylenedi-
oxymethamphetamine  (MDMA, “Ecstasy”) are
substrates for the biogenic amine transporters and
induce efflux  of neurotransmitter through the
transporter proteins. This non-vesicular trans-
porter-mediated release of neurotransmitter is
responsible for the stimulant action of these drugs.

The three subtypes of the GATs (GAT1-3) are
non-selectively inhibited by nipecotic acid. Tia-
gabine is a more selective inhibitor of GAT1 and is
used therapeutically as an anticonvulsant. Inhibi-
tors of the glycine transporters (GlyT1-2) have yet
to be marketed, but such compounds have been
implicated as having therapeutic potential in the
treatment of schizophrenia and pain conditions.
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Neurotrophins
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Neurotrophic factors are operationally defined as
molecules that support neuron survival during
development and subsequent to lesions. During
development a significant portion of neurons
undergoes apoptosis, the extent of which is widely
believed to be controlled by limiting amounts of
trophic factors provided by target tissues. Neuro-
trophic factors considered here include members
of the nerve growth factor (NGF) family, the glial
cell line-derived neurotrophic factor (GDNF) fam-
ily, the ciliary neurotrophic factor (CNTF) family,
as well as some members of the fibroblast growth
factor (FGF) and transforming growth factor β
(TGF-β) families.

� Growth Factors
� Hematopoietic Growth Factors
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Neurotrophins (NGF, brain-derived neurotrophic
factor, BDNF; neurotrophin-3, NT-3; NT-4, NT-6)
are important regulators of neural survival, devel-
opment, function and plasticity of the vertebrate
nervous system. Neurotrophins generally func-
tion as noncovalently associated homodimers.
They activate two different classes of receptors,
through which signalling pathways can be acti-
vated, including those mediated by ras and mem-
bers of the cdc42/rac/rho G protein families, MAP
kinase, PI-3 kinase and Jun kinase cascades.

NGF binds to the transmembrane receptor
tyrosine kinase (trk, or p140trk), now referred to as
TrkA. BDNF binds to TrkB, whereas NT-3 can bind
to all three Trk (A,B,C) receptors, with a prefer-
ence to TrkC, and NT-4/5 can bind both TrkA and
TrkB. Furthermore, all neurotrophins also bind
with equal affnity to a 75 kD transmembrane glyc-
oprotein, p75NTR (also referred to as low affinity
receptor). The p75NTR appears to be essential for
certain biological responses, such as � apoptosis,
and can modulate the response of Trk activation at
the biological level.

Neurotrophin binding leads to autophosphor-
ylation of the cytoplasmic tyrosine kinase domain
of trk, containing 10 conserved tyrosine residues.
Three of them (Y670, Y674, Y675) are present in
the autophosphorylatory loop that controls kinase
activity, whereas the others create docking sites
for adaptor proteins containing phosphotyrosine-
binding (PTB) or src-homology-2 (SH-2) motifs.
These adaptor proteins couple Trk receptors to
intracellular signaling cascades, which include the
Ras/ERK protein kinase pathway, the phosphati-
dylinositol-3-kinase (PI-3 kinase)/Akt kinase path-
way, and phospholipase C (PLC)-γ1. Neuro-
trophins induce rapid ruffling and cytoskeletal
rearrangements involving small G proteins of the
Cdc-42/Rac/Rho family, which regulate the polym-
erization and turnover of F-actin. The ability of
Trk receptors to activate specific signaling path-
ways is regulated by membrane trafficking. Trans-
mission of the signals from the nerve terminal to
neuronal cell bodies requires retrograde transport
of e.g. NGF together with the activated Trk recep-
tors in endocytotic vesicles, whereby membrane
sorting is thought to determine which pathways
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are activated by Trk receptors. Tyrosine kinase-
mediated signaling by endogenous Trk receptors
has been shown to promote survival and differen-
tiation of all respective neuron populations.

Several signaling pathways are also activated
via the p75NTR receptor. Intracellulary, p75NTR

interacts with proteins including TRAF6, RhoA,
NRAGE and NRIF and regulates gene expression,
cell cycle, apoptosis, mitogenic responses and
growth cone motility. An important pathway pro-
moting cell survival of many cell populations
involves activation of NFκB. All neurotrophins
have been shown to promote association of
p75NTR with the adaptor protein TRAF-6, whereas
only NGF seems to be able to induce nuclear trans-
location of NFκB. Binding of neurotrophins to
p75NTR has also been shown to activate the Jun
kinase pathway.

�!�)�)�#"	�
GDNF is described as a survival promoting and
neuroprotective activity for mesencephalic
dopaminergic neurons in vitro  and in vivo, as well
as for spinal motoneurons. Gene targeting has
revealed that GDNF signaling is also required for
the development of the enteric nervous system
and kidney morphogenesis. GDNF utilizes a
receptor system comprised of a signaling compo-
nent encoded by the c-ret protooncogene and a
glycosylphosphatidylinositol (GPI)-anchored co-
receptor, GDNF family receptor α1 (GFRα1), which
is required for ligand binding. The GDNF family

comprises four members, all of which utilize Ret
as signaling receptor wih the aid of different mem-
bers of the GPI-linked co-receptor: neurturin -
GFRα2, artemin - GFRα3, and persephin - GFRα4,
although promiscuity between the different recep-
tors is also possible.

The current model of GDNF signaling proposes
a rather stringent devision in the functions of Ret
and the GFRα receptor, whereby Ret is regarded as
the signaling receptor and GFRα as the ligand-
binding receptor. Signaling is initiated upon for-
mation of the heterodimeric RET/GFRα receptor
complex. In this context, GDNF-induced signaling
leads to autophosphorylation of the intracellular
tyrosine kinase of RET, the involvement of Grb2
adaptor and Shc docking proteins resulting in
activation of the Ras/ERK, PI-3 kinase/Akt path-
ways as well as PLC-γ.

Recent studies have shown that GFRα recep-
tors are localized in lipid rafts of the plasma mem-
brane. The binding of GDNF to GFRα1 also
recruits Ret to the lipid rafts and triggers an asso-
ciation with Src, which is required for effective
downstream signalling. Furthermore, GDNF has
been shown to activate intracellular signaling in
the absence of Ret via GFRα1-associated Src-like
kinase activity.

���)�)�#"	�
CNTF is expressed in glial cells within the central
and peripheral nervous system. CNTF lacks a sig-
nal sequence and is not secreted by the classical
secretory pathway, but is thought to convey its
cytoprotective effects after release from adult glial
cells by some mechanism induced by injury.

CNTF supports survival and differentiation of
selected neuron populations incuding sensory,
sympathetic and motoneurons. Also, nonneuro-
nal cells, such as oligodendrocytes, microglial
cells, liver cells and skeletal muscle cells, respond
to exogenous CNTF. Mice lacking CNTF develop
normally and only in adulthood do they exhibit a
mild loss in motoneurons, suggesting that CNTF
acts on the maintenance of these cells.

The CNTF receptor complex is most closely
related to, and shares subunits with, the receptor
complex for interleukin-6 (IL-6) and leukemia
inhibitory factor (LIF). The specificity conferring
α subunit of the CNTF receptor complex (CNT-
FRα) is a GPI-anchored membrane protein lack-

Fig. 1  Neurotrophic Factors
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ing a conventional transmembrane domain. Mice
lacking CNTFRα die perinatally, suggesting a
developmentally important CNTF-like ligand.
CNTF binding to CNTFRα results in the formation
of a heteromeric tripartite receptor complex upon
recruitment of pg130 and LIFRβ. IL-6 requires
IL6Rα and a homodimer of gp130 for activity, and
LIF requires gp130 and LIFRβ. Signal transduc-
tion is mediated via tyrosine phosphorylation
through constitutively associated Janus kinases
(JAK) and signal transducers and activators of
transcription (STAT). Activated STATs dimerize,
translocate to the nucleus to bind specific DNA
sequences and resulting in enhanced transcrip-
tion of responsive genes.

)�)
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FGFs have been demonstrated to influence the
growth and function of cells of the vascular, mus-
cular, epithelial and nervous systems. They are
now thought to be involved in processes ranging
from morphogenesis, tissue maintenance and
repair to oncogenesis. To date, 20 distinct FGFs
have been discovered, numbered consecutively
from 1 to 20. Particulary FGF2, FGF5, FGF9 and
FGF20 have been discussed in the context of regu-
lating neuron survival of e.g. motoneurons, mes-
encephalic dopaminergic neurons, cholinergic
neurons. FGFs are small polypeptide growth fac-
tors, many of which contain signal peptides for
secretion. FGFs have a strong affintity for heparin
and heparan-like glycosaminoglycans (HLGAG) of

the extracellular matrix. There are four FGF recep-
tors, FGFR-1 to FGFR-4, known, containing two
intracellular tyrosine kinase domains. FGFR diver-
sity is additionally increased by alternative splic-
ing of the individual FGFR genes. FGF signaling is
propagated via PLCγ, src, Crk-mediated and SNT-
1/FRS2 signalling pathways.

��)
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TGF-βs are a growing superfamily of cytokines
with widespread distribution and diverse biologi-
cal functions. TGF-β has been described to con-
trol neuronal performances including the regula-
tion of proliferation of neuronal precursors, sur-
vival/death decisions and neuronal differentiation.
TGF-βs fall into several subfamilies including the
TGF-βs 1, 2 and 3, the bone morphogenetic pro-
teins (BMPs), the growth/differentiaton factors
(GDFs), activins and inhibins. TGF-β signal
through heteromeric complexes of type II and
type I  ser ine-threonine kinase receptors
(� Receptor Serine/Threonine Kinases), which
activate the downstream Smad signal transduction
pathway. Three classes of Smads have been
defined: receptor-regulated Smads (R-Smads),
common-mediator Smads (co-smads) and inhibi-
tory Smads (I-Smads). TGF-β binding results in
the phosphorylation of Smad2 (R-Smad), its disso-
ciation from the receptor and assembly of hetero-
meric complexes with Smad4 (co-Smad), which
finally translocates to the nucleus where it modu-
lates gene expression.

�	"�"��	�/
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Over the past 15 years neurotrophic factors have
generated considerable excitement because of
their therapeutic potential for a wide variety of
currently uncurable degenerative neurological dis-
orders. Attempts to replicate the success of animal
studies in demonstrating the therapeutic efficacy
in clinical trials has been less successful. CNTF,
BDNF and IGF-I have been tested in clinical trials
for the treatment of � amyotrophic lateral sclero-
sis, NGF in clinical trials for � peripheral neu-
ropathies and GDNF in trials for � Parkinson’s
disease. However, many issues with regard to tech-
nical and pharmacological parameters, such as
drug delivery to the site of action, and mode of
application, remain to be solved before a final

Fig. 2  Neurotrophic Factors
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judgement on the use of neurotrophic factor ther-
apy can be drawn.
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A neutral antagonist binds equally to both active
and inactive states of a G-protein-coupled recep-
tor, regardless of activation state, and therefore
blocks the actions of � agonists and � inverse ago-
nists alike.

� Drug-Receptor Interaction
� Histaminergic System

������	���������"��
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Neutral endopeptidase (NEP, nephrilysin) is an
enzyme that preferentially catalyzes cleavage at the
amino group of hydrophobic residues of the B-
chain of insulin as well as opioid peptides and
other biologically active peptides. The enzyme is
inhibited primarily by EDTA, phosphoramidon,
and thiorphan and is reactivated by zinc. NEP is
identical to common acute lymphoblastic leuke-

mia antigen (CALLA), a marker protein of human
acute lymphocytic leukaemia.

� Endothelins

���������"�

Neutropenia is a drop in the number of circulat-
ing leukocytes, especially neutrophils. It can be
induced by a variety of drugs. Treatment with
cytotoxic antineoplastic drugs usually results in
severe neutropenia, which can be treated with col-
ony-stimulating factors (G-CSF, GM-CSF).

��������"	


� Inflammation

�)��

The nuclear factor of activated T-lymphocytes
(NFAT) is a transcription factor responsible for the
regulation of cytokine gene transcription (e.g. IL-
2) in activated T-cells.

� Immune Defense
� Immunosuppressive Agents

�)
&45

NF-IL6 is a nuclear factor for interleukin-6, a tran-
scription factor which is activated by IL-6 and
other cytokines and stimulates stress protein gene
expression.

� Cytokines
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κ,

� Nuclear Factor−κB
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Nerve Growth Factor.

� Neurotrophic Factors

���

Na+/H+ Exchanger
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� Vitamins, watersoluble
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nAChR

� Nicotinic receptors
� Table appendix: Receptor Proteins
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Nicotinic acetylcholine receptors; cholinergic
receptors, nicotinic; � nAChR

!� "�"�"��

Nicotinic receptors are membrane proteins that
convert extracellular signals into intracellular
effects. They are members of the group of
� Ligand-Gated Ion Channels (LGIC) (1,2).
Together with the glycine, GABAA, serotonin
(5HT3) and P2X receptors, they belong to a super-
family of � ionotropic receptors. In contrast to the
other family of cholinergic receptors,  the
� muscarinic receptors, they are activated by nico-
tine, not by muscarine, and antagonized e.g. by α-
bungarotoxin and other snake venom α-neurotox-
ins  (for subtype specificity see below) and not by
atropine.

� Table appendix: Receptor Proteins
� Muscarinic Receptors
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Nicotinic acetylcholine receptors (nAChR) are
neurotransmitter receptors. They occur in the cen-
tral nervous system, in peripheral ganglia and at
the neuromuscular endplate. Their physiological
function is to participate in nerve impulse trans-
mission at nicotinic cholinergic synapses. At stri-
ated muscles nAChRs are key molecules in the
development and function of neuromuscular syn-
apses. Not all functions of nAChRs in the CNS are
understood: From knockout mouse mutants (3) it
is known that for example the α4 subunit seems to
be involved in nicotine-elicited anti � nociception.
A similar effect can be observed with β2 knockout
mutants. In addition, β2 deficient mice show
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impairment in spatial learning, especially with
aged animals, and reduced protection against age-
related neocortical and hippocampal alterations.
nAChRs in the CNS may therefore participate in
addictive drug behavior, in learning and aging.
Presently they are a target for � Alzheimer  drug
development.
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nAChRs (4,5) are composed of five membrane
spanning polypeptide chains. Each chain is char-
acteristically folded as shown in Fig. 1: The extra-
cellular N-terminal domain is glycosylated. It con-
tains a 17 amino acids–long loop formed by a
disulfide bridge. This loop is considered to be a
“signature” characterizing nAChR resembling
members of the superfamily of LGICs. Other char-
acteristic features are the four membrane span-
ning sequences M1–M4 and the large cytoplas-
matic loop connecting M3 and M4. nAChRs repre-
sent either homo- or hetero-pentameric protein
complexes comprising at least three functional
domains: “R”, the signal recognition (ligand bind-
ing) domain, “E”, the effector (a cation selective
ion channel) and “T”, the transducer coupling “R”
with “E”. These functional domains are not sepa-
rable molecules, rather they are integral parts of
the pentamer. “T” is represented by the allosteric
properties of the receptor protein.

Within the superfamily of LGICs, nAChRs form
a family  of iso-receptors: there are five different
subunits composing the muscle-type peripheral
nAChRs, named α1, β1, (γ)ε, δ. ε replaces the
embryonic γ polypeptide chain in the adult mus-
cle. Furthermore, there are twelve subunits
expressed in neuronal tissue: α2–10 and β2–4
(these neuronal “β-subunits” are frequently called
“non-α” subunits, because they have little resem-
blance to the muscle β-subunits). The physiology
(ion channel properties, rate of gating and desen-
sitization) and pharmacology of the various pen-
tamers formed by these polypeptide chains are
different; the physiological significance of these
differences is largely unknown. The ion channels
formed by these subunits (see below) are permea-
ble to monovalent cations, predominantly Na+ and
K+, to a lesser extent also to divalent cations. The
homo-pentameric channel formed in the CNS by
five α7 subunits is a calcium channel.

The primary structures of all nAChR subunits
from a large variety of organisms have been
deduced from the cloned and sequenced cDNAs
obtained by reverse transcription of the respective
mRNAs. They are similar in sequence, indicating
that they may have derived early in evolution from
a common ancestor. The primary structures are
supplemented by several posttranslational modifi-
cations (glycosylation, acylation, phosphoryla-
tion). They add up to a total of about 15% of the
relative molecular mass of the receptor complex
(total Mr ca. 290 kD). The function of these modi-
fications is largely unknown.

As to the secondary structure β strands and β
pleated sheets prevail (36–42%; nAChR from the
electric tissue of Torpedo californica, the model
organism for much nAChR research). α helical
structures (32–33%) are largely located in the
transmembrane part of the molecule.

Due to fundamental problems with the crystal-
lization of membrane proteins, the tertiary struc-
ture of nAChRs is unknown. Information as to the
folding of the receptor’s polypeptide chains is
indirect and rather fragmentary. Especially scarce
is our knowledge of the three dimensional struc-
ture of the functional domains. It derives from
mutational analysis in combination with patch
clamp electrophysiology and from photo-affinity
labeling in combination with microsequencing
techniques, including mass spectrometry. A gross
picture is obtained by cryo-electron microscopy,

Fig. 1 Nicotinic Receptors
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yielding at present images at 4.6 Angstrom resolu-
tion. It shows the overall dimensions (120 Ang-
stroms perpendicular to the membrane plane with
about 65% of the protein’s mass extending to the
extracellular and cytoplasmic side of the mem-
brane; 65 Angstrom diameter as seen from the
synaptic side, with a 25 Angstrom “hole” in the
center, surrounded by the five subunits, probably
forming the entrance to the channel (see below).

Briefly, detailed here are some prominent fea-
tures of the nAChR’s three-dimensional structure:
“R”, the receptor’s agonist and competitive antag-
onist binding sites, is located at the interfaces
between the α/γ and the α/δ subunits. It is formed
by three loops of the α- and one or more of the δ
polypeptide chain. Most of the crucial amino acid
residues participating in the binding of choliner-
gic ligands are aromatic. Downstream (C-termi-
nal) from this domain the five polypeptide chains
are folded each four times through the membrane
(4TM receptor, Fig. 1, see above). The four (largely
α-helical) transmembrane helices of each subunit
form a hydrophobic helix bundle, in the center of
which is located the effector “E”, the ion channel.
The wall of this channel is formed by the five
transmembrane helices M2, one contributed by
each of the five subunits (Helix M2 Model, Fig. 2).
The five helices form a funnel; the channel’s selec-
tivity filter is located at the narrowest part of it. At
the upper (extracellular) end it widens to the 25
Angstrom ‘hole’, visualized by the electron micro-
scope. This upper part, which admits cations in
their hydrated form, is called the channel’s vesti-
bule.

The third functional domain of the RTE three-
partite receptor model is “T”, the transducer, cou-
pling R with E (converting the agonist binding sig-
nal into channel gating). As mentioned above, T is
not a separate protein, like the G protein in a G-
protein coupled receptor (� GPCR) it cannot be
separated from “R” and “E”. Rather it is an intrin-
sic property of the pentameric protein complex.
This is defined as the receptor’s allosterism. In
terms of the three-dimensional structure dis-
cussed here there are two facts to be considered:
Allosterism is a regulatory property based on the
quaternary structure of a protein. And the allos-
teric site (s) is (are) a ligand-binding site different
from the agonist and competitive antagonist sites.
As to the latter, a major group of allosterically act-

ing ligands are the non-competitive antagonists
(NCIs). They have been shown by affinity labeling
and by mutational analysis to bind to the ‘upper’
part of the funnel-shaped channel. As to the
importance of the quaternary structure for
nAChR’s allosterism there is experimental proof
that the subunit interface (like with the allosteric
model protein hemoglobin) is involved; prevent-
ing quaternary structure changes by cross-linking
the subunit interfaces abolishes allosteric regula-
tion of nAChR.

The mechanism of function can best be
described on the basis of the Induced-fit Model as
follows: The receptor can exist in at least three
functional states: resting (channel closed), active
(channel open), desensitized (channel closed, high
affinity for agonists). Two agonist molecules bind
to the two α-subunits and their neighboring
polypeptide chains. The binding energy is used for
conformational changes in the protein complex,
resulting in transient opening (gating) of the chan-
nel. Removal, and in the case of the natural agonist
acetylcholine, hydrolytic cleavage of the agonist
converts the receptor back to its resting state.
After prolonged presence of the agonist the recep-
tor desensitizes, i.e. the channel closes, and the
affinity for the agonist increases by two orders of
magnitude. The three functional domains R, T,
and E are located closely together near to and
within the membrane and form an active center
only a few Angstroms across (2).

Fig. 2 Nicotinic Receptors



648 Nigrostriatal Tract/Pathway

In addition to allosteric regulation there seems
to be regulation through phosphorylation cata-
lysed by protein kinases. nAChRs contain consen-
sus phosphorylation sites and are phosphorylated
by PKA, PKC and tyrosine kinase. The physiologi-
cal functions of these covalent modifications are
poorly understood.

The most interesting part of the nAChR is “E”,
the pore representing the receptor’s effector, the
ion channel. The lipid bilayer poses a huge energy
barrier for charged entities like cations; the recep-
tor’s channel serves the purpose to decrease this
energy barrier in postsynaptic membranes in a
regulated manner. Photo-affinity labeling experi-
ments using the non-permeant organic cation
triphenymethylphosphonium (TPMP+) identified
the structure of the channel (“Helix M2-model”,
Fig. 2): The membrane spanning helix M2 contrib-
uted by each of the five receptor subunits forms
the wall of the channel. Its hydrophilic serine side
chains facilitate the permeation of cations and
three rings of negative charges formed by gluta-
mate side chains on the luminal surface of M2
seem to represent the channel’s selectivity filter.

!���


Three types of drugs can be discriminated: ago-
nists, competitive antagonists, non-competitive
antagonists (NCIs, channel blockers).

Besides the physiological agonist acetylcho-
line, a variety of natural and synthetic agonists are
available: e.g. nicotine (the “signature agonist”
used to discriminate nicotinic cholinergic nAChRs
from muscarinic mAchRs), phenyltrimethylam-
monium and the persisting ‘partial’ agonists
decamethonium and succinylcholine. Agonists
specific for neuronal AchRs of the autonomic gan-
glia and the CNS are the natural compounds cyti-
sine and epibatidine.

Competitive antagonists include the natural
alkaloid tubocurarine, synthetic compounds like
the bis-quaternary hexamethonium, and the
Elapid snake venom α-neurotoxins (α-Bungaro-
toxin).

Characteristic non-competitive antagonists are
the natural alkaloid histrionicotoxin, local anes-
thetics like tetracaine, certain neuroleptics (chlo-
rpromazine) and synthetic compounds like triphe-
nylmethylphosphonium (TPMP+).
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The nigrostriatal tract is one of the four main
dopaminergic pathways in the central nervous sys-
tem. About 75% of the dopamine in the brain
occurs in the nigrostriatal pathway with its cell
bodies in the substantia nigra, whose axons
project in the corpus striatum. Degeneration of
the dopaminergic neurons in the nigrostriatal sys-
tem results in Parkinsons disease.

� Dopamine System
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� Guanylyl Cyclases
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Nitrergic transmission is synaptic transmission by
nitric oxide. In contrast to other transmitters, NO
is not preformed and stored in synaptic vesicles.
When an action potential arrives at a nitrergic ter-
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NMR, nuclear magnetic resonance, is an analytical
technique based on the energy differences of
nuclear spin systems in a strong magnetic field. It
is a powerful technique for structural elucidation
of complex molecules.

� NMR-based Ligand Screening
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Sequence-Activity-Relationship (SAR)-by-NMR,
lead discovery by NMR, NMR-screening.
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SAR-by-NMR is a method for generating system-
atically lead compounds in the early stages of a
drug finding process. NMR is used as a method for
detecting protein-ligand interactions site-specifi-
cally through the application of correlation spec-
troscopy (1). The inherent parameter of NMR sig-
nals, the chemical shift, is dependent on the chem-
ical environment of the respective nucleus that
gives rise to the signal. Binding of a ligand close to
this nucleus changes the chemical environment
and therefore also the chemical shifts. The moni-
toring of chemical shift changes through correla-
tion spectroscopy thus indicates the binding site.
This information can be used to either i) search
for two compounds that bind close to each other
in the active center of a protein, and that can be
linked chemically to one compound that suppos-
edly binds tighter (1), or ii) to detect the binding of
so-called molecular frameworks (small organic
compounds) as a basis for the design of focussed
compound libraries and improvement of the bind-

ing affinity of these frameworks by addition of
further substitutions to them through the library
approach (2).

In its original form (version i), SAR-by-NMR
involved the following steps:
◗ Screening of a compound library to detect com-

pounds that bind to the active site of the protein 
by correlation spectroscopy

◗ Screening of derivatives of these compounds, op-
tional synthesis of a focussed library yielding 
such derivatives to obtain compounds with im-
proved affinity

◗ Screening for a second compound that binds in 
the vicinity of the first one using the same proce-
dure

◗ Determination of a three-dimensional structure 
of the protein with both ligands

◗ Design of a linker for both ligands and synthesis 
of this compound

◗ Detection of the affinity of the new compound 
and further improvement by synthesis of fo-
cussed library on the basis of the design.

Typically, between 1,000 and 10,000 sub-
stances are screened to find weakly binding lig-
ands.

The linking of two weaker binding compounds
may lead to a strong binding one, primarily due to
the saving of one entropical factor if both original
compounds are chemically connected:

∆GAB=∆GA+∆GB+∆Glink

The binding constant increases then:

Kd(AB)=Kd(A)*Kd(B)*L,

where L is the linking coefficient derived from ∆G
link.

In its modified form (ii), the first three steps of
the original procedure as outlined above are
applied to obtain a good starting point for the
chemists to synthesize new compounds in a more
focused manner.

� Bioinformatics
� Combinatorial Chemistry
� Molecular Modelling
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The NMR screening technology in general is a tool
to detect interactions between ligands and pro-
teins in the milli- to picomolar range, using a
direct binding assay that detects binding in a site-
specific manner.

In both variants of the approach, i) and ii), the
ligands detected in a NMR screen would be sub-
jected to further modifications, and become larger
during the design process. The properties of the
compound library therefore need to fulfill a
number of NMR-specific requirements. The com-
pounds need to be soluble in water and their
molecular weight should be around 250-300.
hydrogen bond donors and acceptors. The latter
allows for generation of still pharmacologically
relevant molecules  at the end of the design proc-
ess.

Most commonly, protein-ligand interactions
are monitored by1H-15N correlation spectroscopy
(Fig. 1), requiring 15N-labeled protein and approxi-
mately 10 min of measurement time for each spec-
trum. These correlation spectra are particularly
well suited for the detection of the binding site, as
each amino acid in the protein leads to exactly one
cross-peak caused by its backbone amid moiety in
a usually well-resolved spectrum. Only few amino
acids, like arginine, asparagine, glutamine and
lycine show additional NH correlation peaks due

to the presence of such moieties in the side chain.
The correlation signals in1H-15N correlation spec-
tra are the so-called fingerprint of a protein, since
the1H and 15N chemical shifts depend on the pro-
tein sequence and structure, and therefore occur
on individual positions, whereby the secondary
structure has a systematical influence on peak
position. Due to the occurrence of only a few sig-
nals, such spectra are usually also well resolved.
Upon binding of a ligand (Fig. 1, right) only those
signals in the spectrum of the undistorted protein
(black) show chemical shift changes, which are in
the direct neighbourhood of the ligand in the
complex (red). Chemical shift changes are usually
quantified as a linear combination of δ1H and
δ15N, e.g.

∆δ(1H,15N)=∆δ(1H)+∆δ(15N)/5.

In principle, any type of NMR spectroscopy
may be used to detect the chemical shift changes
upon ligand-binding. For very small proteins, 1D-
NMR might even be sufficient. Other two-dimen-
sional techniques, such as1H-13C correlation spec-
troscopy or 2D-Total Correlation Spectroscopy
(TOCSY) might be useful in individual cases.

Screening of compound libraries with medium
throughput is only possible if the spectra can be
recorded in a short period of time, and if one
measurement simultaneously gives a number of

Fig. 1 Overlay of regions 
from1H-15N correlation 
spectra of a protein with-
out (black) and with (red) 
bound ligand (left). In 
case of ligand binding, 
only signals in the vicinity 
of the binding sites show 
chemical shift changes 
(red, right).
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answers. In practice, several ligands are usually
measured in one protein sample, depending on the
problem(3). Mostly 10–20 ligands are combined to
multiplexes, which need to be deconvoluted if a
positive answer is obtained, as shown in Fig. 1. The
hits obtained may be analyzed automatically or by
hand through manual inspection of the spectra.

Several ligands are often found to interact with
the protein but showing different binding modes.
An analysis concerning the binding modes of
groups of ligands is possible through a principle
component analysis that is used to cluster the
results according to concerted chemical shift
changes in the respective correlation spectra (4).

The chemical shift changes observed in corre-
lation spectra may be used for measuring binding
constants. The position of the protein signal in the
absence of a ligand is the concentration of the free
protein, whereas an excess of ligand shifts the sig-
nal to the position of the one in the complex. The
result is a binding curve that may be evaluated by
applying standard methods. The data are convi-
eniently fitted with the following equation:

[P]0 is the total molar concentration of the pro-
tein and [L]0 is the total molar concentration of
ligand. X is the molar concentration of the bound
species determined according to the chemical shift
change:

δobs and δfree are the chemical shift values for the
target molecule determined at each concentration
of ligand and for the protein in the absence of lig-
and, respectively. ∆ is the difference between the
chemical shift at saturating amounts of ligand and
δfree.

In the case of tighter binding (nanomolar
range), the signal of the free protein would not
start to change its position upon addition of a lig-
and, but rather decrease in intensity, and at the
position of the chemical shift of the respective res-
onance in the complex, a signal would appear and

its intensity rise with increasing ligand concentra-
tion. This may also be plotted as a binding curve.

Examples of the application of SAR-by-NMR
include the design of stromeolysin and human
papillomavirus E2 protein inhibitors(5,6).

A detailed analysis of designed inhibitors for
stromeolysin by thermodynamical methods (5)

showed that the combination of two ligands, a
biphenyl derivitive and acetohydroxamic acid,
yields an increase in the enthalpic contributions to
the binding energy, whereas the entropical factor
remained constant. In the application of the
method to the design of the virus E2 protein, the
potential of NMR to detect low affinity binding
was exploited by starting a ligand refinement from
compounds that bound in the millimolar range,
and combining features of two compounds to one
which finally showed an IC 50 of 10 micromolar in
the applied test.
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Nitric oxide (NO) is produced in most cells by one
of three isozymes (� NO synthases) and has many
modulatory effects on all kinds of cells and organs.
It is used therapeutically as a gas or in the form of
nitrates. NO activates soluble guanylyl cyclase, but
also has effects independent of cGMP through
nitrosylation of regulatory cysteines.

� Guanylyl Cyclases
� NO Sythases
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NO donators are a group of drugs, which are able
to release NO. They include organic nitrates,
sodium nitroprusside and molsidomine.

� Guanylyl Cyclases
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Nitric oxide synthase
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NO synthases (NOS) represent a family of
enzymes (EC 1.14.13.39) that catalyze the formation

of nitric oxide (NO) from the amino acid L-
arginine. In mammals, three isoforms of NOS have
been identified. They are termed neuronal NOS
(nNOS, NOS I, NOS1), inducible NOS (iNOS, NOS
II, NOS2), and endothelial NOS (eNOS, NOS III,
NOS3). Classically, nNOS and eNOS were consid-
ered “constitutive” enzymes, whereas iNOS is
cytokine-induced. Recent evidence suggests, that
also nNOS and eNOS are subject to important reg-
ulation of expression (1). Within the human spe-
cies, amino acid sequences of the three NOS iso-
forms share 52–58% identity. Each isoform is well
conserved across mammalian species (>90%
amino acid identity for nNOS and eNOS, >80% for
iNOS). NOS enzymes exist in organisms as low as
nematodes, protozoa, and even in plants.

� Guanylyl Cyclase
� Smooth Muscle Tone Regulation
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All NOS isoforms utilize L-arginine as the sub-
strate, and molecular oxygen and reduced nicoti-
namide adenine dinucleotide phosphate (NADPH)
as cosubstrates. Flavin adenine dinucleotide
(FMN), flavin mononucleotide (FAD) and (6R)-
5,6,7,8-tetrahydro-L-biopterin (BH4) are cofactors
of the enzyme. All NOS isoforms contain heme
and bind calmodulin. In nNOS and eNOS, calmod-
ulin binding is brought about by an increase in
intracellular Ca2+ (half-maximal activity between
200 and 400 nM). In iNOS, calmodulin already
binds at low intracellular Ca2+ concentrations
(below 40 nM) due to a different amino acid struc-
ture of the calmodulin binding site. The flow of
electrons requires dimerization of the enzymes. In
nNOS and eNOS, a zinc ion is coordinated tetrahe-
drally to pairs of cysteine motifs (CXXXXC), one
motif being contributed by each NOS monomer.
The zinc in NOS seems to be structural rather than
catalytic and is important for optimal function of
constitutive NOS. The C-terminal portion of all
three NOS isozymes conveys � NADPH-diapho-
rase activity. The NO formed by NOS can act on a
number of target enzymes and proteins. The most
important target of signal transduction quantities
of NO is the soluble guanylyl cyclase.
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nNOS is constitutively expressed in neurons of the
brain. Its activity is regulated by Ca2+ and calmod-
ulin. Half-saturating L-arginine concentrations are
around 2 µM. cDNAs encoding nNOS have been
cloned from rat and human brain. The open read-
ing frame of human nNOS consists of 4299 bp,
corresponding to 1433 aa. This predicts a protein
of 160 kD, which is in accordance with the molecu-
lar mass of the purified protein.

nNOS is not only found in brain. Immuno-
chemical studies identified the enzyme in the spi-
nal cord, in sympathetic ganglia and adrenal
glands, in peripheral nitrergic nerves, in epithelial
cells of lung, uterus and stomach, in kidney mac-
ula densa cells, in pancreatic islet cells and in vas-
cular smooth muscle. In terms of tissue mass, the

largest source of nNOS in mammalians is skeletal
muscle.

The gene for human nNOS is located in the
12q24.2-24.31 region of chromosome 12. The nNOS
gene is by far the largest of the three NOS genes,
spanning over 150 kb of genomic DNA. The mRNA
is encoded by 29 exons with translation start and
stop sites in exons 2 and 29, respectively. More
than 10 different exons 1 have been identified, that
are mostly spliced to a common exon 2. Moreover,
skeletal muscle and some other tissues express an
elongated protein (nNOSµ), containing a 102 bp
cassette exon insertion between exons 16 and 17 of
the human nNOS gene. There is no evidence for a
difference in function between “brain-type” nNOS
and “muscle type” nNOSµ.

Fig. 1 Schematic diagram displaying the spatial relationships between the three cloned isoforms of NOS. 
Alignment of the deduced amino acid sequences of the three isoforms revealed 50–60% sequence identity 
between the enzymes. The reductase domain shows about 35% sequence identity with cytochrome P450 reduct-
ase, and this enzyme shares the cofactor binding regions of the NOS for reduced nicotinamide adenine dinucle-
otide phosphate (NADPH), flavin adenine dinucleotide (FAD) and flavin mononucleotide (FMN). Consensus 
sequences for the binding of the cosubstrate NADPH (adenine and ribose), FAD (isoalloxazine and pyrophos-
phate), FMN and calmodulin (CaM) are indicated. The proximal part of the N-terminal oxygenase domain 
(braces) shows 65–71% sequence identity between the three NOS isoforms and contains the binding region for 
L-arginine and (6R)-5,6,7,8-tetrahydro-L-biopterin (BH4). The C-terminal portion of the isozymes (reductase 
domain) is responsible for the NADPH diaphorase activity that is common to all three isozymes. nNOS con-
tains an N-terminal tail that includes a GLGF (glycine, leucine, glycine, phenylalanine)-motif or PDZ (postsyn-
aptic density protein 95/discs large/ZO-1 homology)-domain. This motif targets nNOS to other cytoskeletal 
proteins in brain and skeletal muscle. eNOS contains N-terminal myristoylation (myr.) and palmitoylation 
(palm.) sites. These lipid anchors contribute to the membrane localization of this isozyme.
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Functions of nNOS include long-term regula-
tion of synaptic transmission in the CNS (long-
term potentiation, long-term depression), whereas
there is no evidence for an involvement of nNOS-
derived NO in acute neurotransmission. Retro-
grade communication across synaptic junctions is
presumed to be involved in memory formation,
and there is evidence that inhibitors of NOS
impair learning and can produce amnesia in ani-
mal models. Evidence is also accumulating that
NO formed in the CNS by nNOS is involved in the
central regulation of blood pressure. In the
periphery, many smooth muscle tissues are inner-
vated by nitrergic nerves, i.e. nerves that contain
nNOS and generate and release NO. NO produced
by nNOS in nitrergic nerves can be viewed as an

unorthodox neurotransmitter that decreases the
tone of various types of smooth muscle. By medi-
ating the relaxation of corpus cavernosum smooth
muscle, nNOS is responsible for penile erection.
This represents the basis of the effect of the
� phosphodiesterase  5 inhibitor sildenafil  (Via-
gra®).

On the pathophysiological side, hyperactive
nNOS has been implicated in N-methyl-D-aspar-
tate (NMDA)-receptor-mediated neuronal death in
cerebrovascular stroke. Some disturbances of
smooth muscle tone within the gastrointestinal
tract (e.g. gastro-esophageal reflux disease) may
also be related to an overproduction of NO by
nNOS in peripheral nitrergic nerves.

Fig. 2 Scheme of catalysis by dimeric NOS. NOS transfers electrons from reduced nicotinamide-adenine-dinu-
cleotide phosphate (NADPH), via flavin-adenine-dinucleotide (FAD) and flavin- mononucleotide (FMN) in the 
carboxy-terminal reductase domain, to the heme in the amino-terminal oxygenase domain, where the sub-
strate L-arginine is oxidized to L-citrulline and NO. Electrons for catalysis flow in a calmodulin-dependent 
manner from the reductase domain of one subunit to the heme of the other subunit (the two monomers are 
shown in white and dark, respectively). Due to differences in the CaM-binding domain, elevated Ca2+ is 
required for CaM binding (and thus catalytic activity) in nNOS and eNOS, whereas CaM binds to iNOS with 
high affinity even in the absence of Ca2+. The normal flow of electrons requires dimerization of the enzymes, 
the presence of the substrate L-arginine, and the cofactor (6R)-5,6,7,8-tetrahydro-L-biopterin (BH4). In nNOS 
and eNOS a zinc ion is coordinated tetrahedrally to pairs of cysteines at the dimer interface. This zinc sulfur 
center probably stabilizes the dimer and is important for maintaining enzymatic activity in constitutive NOS.
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iNOS is usually not constitutively expressed, but
can be induced in macrophages by bacterial
lipopolysaccharide (LPS), cytokines and other
agents. Although primarily identified in macro-
phages, expression of the enzyme can be stimu-
lated in virtually any cell or tissue, provided the
appropriate inducing agents have been identified
(for review see 1;3).

Once expressed, iNOS is active independently
from the intracellular Ca2+ concentration. Half-
saturating L-arginine concentrations for iNOS
have been reported between 3 and 30 µM. cDNAs
encoding iNOS have been cloned from murine, rat
and human cells and tissues. The open reading
frame of human iNOS is 3459 bp, corresponding to
1153 aa and predicting a protein of 131 kD, which is
in agreement with data obtained for purified
iNOS. The human gene for iNOS has been local-
ized to the 17p11-17q11 region of chromosome 17.
The gene contains 26 exons and spans 37 kb of
DNA.

When induced in macrophages, iNOS pro-
duces large amounts of NO which represents a
major cytotoxic principle of those cells. Due to its
affinity to protein-bound iron, NO can inhibit a
number of key enzymes that contain iron in their
catalytic centers. These include ribonucleotide
reductase (rate-limiting in DNA replication), iron-
sulfur cluster-dependent enzymes (complex I and
II) involved in mitochondrial electron transport
and cis-aconitase in the citric acid cycle. In addi-
tion, higher concentrations of NO, as produced by
induced macrophages, can directly interfere with
the DNA of target cells and cause strand breaks
and fragmentation. A combination of these effects
is likely to form the basis of the cytostatic and
cytotoxic effects of NO on parasitic microorgan-
isms and tumor cells.

However, the high levels of NO produced by
activated macrophages (and probably neutrophils
and other cells) may not only be toxic to undesired
microbes, parasites or tumor cells, but, when
released at the wrong site, may also harm healthy
cells. In vivo, cell and tissue damage can be related
to the NO radical (.NO) itself or an interaction of
NO with superoxide leading to the formation of
peroxynitrite (ONOO-). The large majority of
inflammatory- and autoimmune lesions are char-
acterized by an abundance of activated macro-

phages and neutrophils. High levels of NO can be
secreted by those cells, leading to damage of the
surrounding tissue. Interestingly, non-immune
cells can also be induced with cytokines to release
amounts of NO large enough to affect neighbor-
ing cells. Cytokine-activated endothelial cells have
been shown to lyse tumor cells, pancreatic islet
endothelial cells can be induced to destroy adja-
cent β-cells, and induced hepatocytes can use NO
to kill malaria sporozoites. iNOS activity is likely
to be responsible for all of these effects. Also, tis-
sue damage produced in animal models of
immune complex alveolitis and dermal vasculitis
is likely to depend on the presence of excess NO.
iNOS-derived NO seems to be involved also in
non-specific allograft rejection. Finally, iNOS is
likely to play an important role in septic shock.
This disease is characterized by massive arteriolar
vasodilatation, hypotension and microvascular
damage. Bacterial endotoxins initiate the symp-
toms. A number of mediators such as platelet-acti-
vating factor, thromboxane A2, prostanoids, and
cytokines such as interleukin-1, tumor necrosis
factor-α and interferon-γ are elevated in septic
shock and have been implicated in its pathophysi-
ology. However, the fall in blood pressure is largely
due to excess NO production by iNOS induced in
the vascular wall. Similarly, interleukin-2 therapy
is complicated by hypotension, and iNOS induc-
tion in response to cytokines may also take place
in the vascular system of these patients.
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eNOS expression is relatively specific for endothe-
lial cells. However, the isozyme has also been
detected in certain neurons of the brain, in syncy-
tiotrophoblasts of human placenta and in LLC-PK1
kidney tubular epithelial cells.

The cDNAs encoding eNOS have been cloned
from bovine and human endothelial cells. The
open reading frame of human eNOS encompasses
3609 bp, corresponding to 1203 aa and predicting a
protein of 133 kD, which is in good agreement with
the molecular mass determined for the purified
protein. Its activity is regulated by Ca2+and cal-
modulin. Half-saturating concentrations for L-
arginine are around 3 µM. The human endothelial
NOS gene has been localized to the 7q35-7q36
region of chromosome 7. The gene contains 26
exons spanning about 22 kb of genomic DNA.



NO Synthases 657

�

Similar to nNOS, Ca2+-activated calmodulin is
important for the regulation of eNOS activity.
However, several other proteins interact with
eNOS and regulate its activity. Heat shock protein
90 (hsp90) is found associated with eNOS and
probably acts as an allosteric modulator that acti-
vates the enzyme. Caveolin-1 binds eNOS and
directs it to caveolae. Caveolin-1 is viewed as an
inhibitor of eNOS activity, that is being replaced
by CaM upon activation of endothelial cells (2). In
addition, eNOS is subject to protein phosphoryla-
tion. The enzyme can be phosphorylated at Ser-
1177 by protein kinase B/Akt, which increases
enzyme activity. Factors activating eNOS through
this signaling pathway include shear stress, vascu-
lar endothelial growth factor (VEGF), insulin-like
growth factor 1 (IGF-1) and estrogens. In contrast,
phosphorylation at Thr-497 reduces eNOS activity.
Recent work has demonstrated that protein kinase
A signaling leads to phosphorylation at Ser-1177
and dephosphorylation at Thr-497, thereby
increasing eNOS catalytic activity. Protein kinase
C, on the other hand, promotes dephosphoryla-
tion at Ser-1177 and phosphorylation at Thr-497,
leading to a reduction of eNOS activity. Other
kinases that have been shown to phosphorylate
Ser-1177 and activate eNOS are the protein kinases
A and G, as well as the AMP-activated kinase (that
phosphorylates Ser-1177 in addition to Thr-497)
(for review see 2).

In addition to its vasodilator properties, eNOS-
derived NO can convey vasoprotection in several
ways. NO released towards the vascular lumen is a
potent inhibitor of platelet aggregation and adhe-
sion to the vascular wall. Besides protection from
thrombosis, this also prevents the release of plate-
let-derived growth factors that stimulate smooth
muscle proliferation and its production of matrix
molecules. Endothelial NO also controls the
expression of genes involved in atherogenesis. NO
decreases the expression of chemoattractant pro-
tein MCP-1 and of a number of surface adhesion
molecules thereby preventing leukocyte adhesion
to vascular endothelium and leukocyte migration
into the vascular wall. This offers protection
against an early phase of atherogenesis. Also, the
decreased endothelial permeability, the reduced
influx of lipoproteins into the vascular wall and
the inhibition of low density lipoprotein (LDL)
oxidation may contribute to the anti-atherogenic

properties of eNOS-derived NO. Furthermore, NO
has been shown to inhibit DNA synthesis,
mitogenesis and proliferation of vascular smooth
muscle cells as well as smooth muscle cell migra-
tion, thereby protecting against a later phase of
atherogenesis. Based on the combination of those
effects, NO produced in endothelial cells can be
considered an anti-atherosclerotic principle (for
review see 4).

Impaired NO-mediated vasodilatation has
been seen in hypercholesterolemia and atheroscle-
rosis. Arteries, especially human coronary arter-
ies, may thereby be predisposed to vasoconstric-
tion and vasospasm. Indeed, the paradoxical vaso-
constriction in response to the endothelium-
dependent vasodilator acetylcholine can be used
as a diagnostic indicator of beginning coronary
atherosclerosis during coronary catheterization.
Reduced eNOS-mediated vasodilatation has also
been found in arteries from hypertensive and dia-
betic animals, and impaired responses to endothe-
lium-dependent vasodilators has been demon-
strated in the forearm of hypertensive patients. In
isolated blood vessels from animals with patho-
physiological conditions such as hypertension,
diabetes or nitroglycerin tolerance, evidence has
been obtained for eNOS uncoupling. Under these
conditions, superoxide is generated from the oxy-
genase domain instead of NO. Concomitant addi-
tion of L-arginine and BH4 restores NO produc-
tion and abolishes superoxide generation by
eNOS. Administration of BH4 also restored
endothelial function in animal models of experi-
mental diabetes and insulin resistance, as well as
in patients with hypercholesterolemia and in
smokers. Oxidative stress occurs in pathological
conditions such as hypercholesterolemia, diabetes,
aging and smoking, and oxidation of BH4 may be
the common cause of eNOS dysfunction in these
situations (for review see 5).
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Nociceptin is an opioid peptide, which is the
endogenous ligand for the opioid receptor-like
protein (ORL).

� Opioid System
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Pain is a combination of sensory (discriminative)
and affective (emotional) components. The sen-
sory component of pain is defined as nociception.

Physiological pain constitutes a protective
function as it warns the body against potentially
damaging stimuli. Under certain circumstances,
pain becomes pathological and manifests itself
clinical ly as nociceptive hypersensit ivity
(� hyperalgesia and � allodynia) or spontaneous
pain. Pathological pain syndromes include
� neuropathic pain, chronic inflammatory pain
(e.g. rheumatic pain, Morbus Crohn), neuralgias,

� causalgias, phantom limb syndrome and
chronic ischemic pain (e.g. cardiac, cancer pain).

� Analgesics
� Kinins
� Non-steroidal Anti-inflammatory Drugs
� Opioid Systems
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The table illustrates the anatomical components of
nociceptive systems and their physiological func-
tions. Harmful stimuli applied to the body acti-
vate the peripheral endings of primary sensory
neurons, called � nociceptors, whose cell bodies
lie in the dorsal root ganglia (DRG) or the trigemi-
nal ganglia. Distinct classes of nociceptors encode
discrete intensities and modalities of pain. Recep-
tor molecules that impart their signalling mecha-
nisms constitute a novel area of intense investiga-
tion in pain research. One important molecule
amongst them is the Vanilloid receptor 1 (VR1),
which serves as a transducer of noxious thermal
and chemical (protons) stimuli and can be acti-
vated by capsaicin, the active ingredient of hot
chilli peppers.

Nociceptive input is conveyed from the periph-
eral endorgans to the central nervous system pre-
dominantly by two classes of primary afferent fib-
ers (Fig. 1). Of these the slowly conducting, thinly
myelinated Aδ-fibers mediate thermal and
mechanical nociception whereas the unmyeli-
nated, polymodal C-fibers are activated by a vari-
ety of high intensity mechanical, chemical, hot
and cold stimuli. Conduction of nociceptive sig-
nals in nociceptors is mediated via activation of
voltage-gated sodium channels. A newly described
family of sensory neuron-specific TTX-r sodium
channels further modulates the excitability of
nociceptive afferents, and likely mediates patho-
physiological alterations thereof (see Table).

The terminals of C-fibers and Aδ-fibers syn-
apse with and activate numerous second order
neurons located in the superficial laminae of the
spinal dorsal horn (Fig. 1). The functioning of the
primary afferent-second order neuron synapses is
of arch significance in context of the physiology as
well as the pathophysiology of pain (see below).
The amino acid neurotransmitter, glutamate,
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serves as the primary nociceptive neurotransmit-
ter at these synapses by activating several types of
� glutamate receptors such asα-amino-3-hydroxy-
5-methyl-4-isoxazolepropionic acid (AMPA)
receptors, N-methyl-D-aspartate (NMDA) recep-
tors and metabotropic glutamate receptors
(mGluRs). Neurotransmission at primary afferent-
second order neuron synapses is further modu-
lated and/or mediated by other agents that are
released synaptically from primary afferent termi-
nals upon peripheral nociceptive stimulation.
These include peptide neurotransmitters, such as
� substance P (Fig. 1), calcitonin gene related pep-
tide, somatostatin, and � neurotrophins such as
brain-derived neurotrophic factor (BDNF). It is
believed that AMPA receptors mediate transmis-
sion of basal (physiological) pain whereas mGluRs
and substance P- , NMDA- and BDNF-receptors
play a key role in induction and maintenance of
pathological central pain.

Afferent input from cutaneous and visceral
nociceptors is known to converge on spinal neu-
rons, which accounts for the referral of pain
between visceral and cutaneous structures (e.g.
cardiac pain gets referred to the chest and left
upper arm in patients suffering from angina pec-

toris). Projection neurons in the spinal dorsal
horn project to cell nuclei in supraspinal areas
such as the thalamus, brainstem and midbrain. Of
these, the synaptic junctions in the thalamus play
a very important role in the integration and mod-
ulation of spinal nociceptive and non-nociceptive
inputs. Nociceptive inputs are finally conducted to
the cortex where the sensation of pain is per-
ceived (Fig. 1). The mechanisms via which the cor-
tex processes nociceptive inputs are poorly under-
stood.

Nociceptive activity can be modulated at sev-
eral peripheral and central relay points in pain
pathways. For example, activation of myelinated
primary fibers that conduct non-nociceptive input
reduces the activity of spinal nociceptive projec-
tion neurons and thereby reduces the perception
of pain. Local interneurons exert excitatory or
inhibitory influences on projection neurons in the
spinal cord (Fig. 1) and thalamus. Furthermore,
spinal nociceptive output is strongly modulated by
descending inhibitory systems that originate at
supraspinal sites such as the periaqueductal gray,
rostroventromedulla and pons. Stimulation of
these brain regions, either electrically or chemi-
cally, e.g. by morphine and other opiates, produces

Tab. 1 Physiology and pathophysiology of the nociceptive system.

Anatomical 
component

Nociceptor Afferent Spinal cord Brain

Normal function Transduction Conduction Processing, 
mono- and poly-
synaptic reflexes

Processing, 
perception, 
polysynaptic reflexes

Pathological 
change

Sensitization, 
Desensitization, 
Changes in activation 
thresholds

Aberrent conduction, 
ectopic activity, 
sprouting

Hypersensitivity, hyposensitivity, 
changes in activation thresholds, 
expansion or reduction of receptive fields, 
deafferentation, spontaneous activity

Etiology Trauma, ischemia, 
inflammation, 
genetic defects

Neuropathy, 
genetic defects

Peripheral inflammation, 
peripheral neuropathy, trauma, 
viral infections (e. g. Herpes Zoster), 
genetic defects

Clinical 
manifestation

Primary hyperalgesia, allodynia, 
spontaneous pain

Secondary hyperalgesia, allodynia, 
spontaneous pain, 
aberrently-referred pain

Pharmacological 
intervention

NSAIDs, local anesthetics Opioid analgesics
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analgesia in humans. These inhibitory pathways
utilise monoamines such as noradrenaline and
serotonin as neurotransmitters and terminate on
nociceptive neurons in the spinal cord as well as

on spinal inhibitory interneurons that store and
release opioids (Fig. 1). The latter exert both pre-
synaptic and post-synaptic inhibitory actions at
primary afferent synapses in the spinal dorsal

Fig. 1 Schematic Representation of Nociceptive Pathways: Noxious stimuli such as protons (H+), temperature 
(temp) etc. applied to endorgans activate nociceptors. Injury leads to the release of prostaglandins such as pros-
taglandin E2 (PGE2), serotonin (5-HT), nerve growth factor (NGF) from damaged cells, Bradykinin (BK) from 
blood vessels and substance P (sP) from nociceptors. These agents either activate nociceptors directly or sensti-
tize them to subsequent stimuli by parallel activation of intracellular kinases by G-protein coupled receptors 
and tyrosine kinase receptors. Primary nociceptive afferents (C-fibers, Ad-fibers) of dorsal root ganglion 
(DRG) neurons synapse on second order neurons (S) in the spinal dorsal horn (magnified in inset). Here, gluta-
mate (Glu) and sP released from primary afferent terminals (A) activate glutamate receptors (NMDA R, AMPA 
R, mGluRs) and neurokinin-1 (NK-1) receptors, respectively, located post-synaptically on spinal neurons. 
These synapses are negatively modulated by spinal inhibitory interneurons (I), which employ enkephalins 
(Enk) or γ-amino-butyric acid (GABA) as neurotransmitters. Spinal neurons convey nociceptive information to 
the brain and brainstem. Activation of descending noradrenergic and/or serotonergic systems, which originate 
in the brain and brainstem, leads to the activation of spinal inhibitory interneurons (I) thereby resulting in anti-
nociception.



Nociception 661

�

horn by activating specific opioid receptors. Thus,
supraspinal pathways and local spinal circuits co-
ordinately modulate incoming nociceptive signals.
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Common pathological alterations in nociceptive
pathways and their underlying etiological factors
are listed in Table. Damaging stimuli such as
trauma, viral infections, noxious temperature or
noxious pressure (e.g. by tumor outgrowth) can
elicit both short-term and long-term changes in
the activity of nociceptors and/or central nocicep-
tive neurons. Peripheral effects include the release
of chemoactive substances from damaged cells,
blood vessels or from nociceptors themselves (see
Fig. 1 for details) which either activate or sensitize
nociceptors. These peripheral mechanisms are
typically short-term in nature and are predomi-
nantly manifest as primary hyperalgesia. Chronic
nociceptor activity can also produce long-lasting
sensitization of nociceptors by transcriptional reg-
ulation of genes encoding important nociceptive
molecules in dorsal root or trigeminal ganglia
neurons, thereby leading to the up- or down-regu-
lation of receptors, enzymes or other signalling
molecules on primary afferent terminals. Such
molecular events lead to alterations in transduc-
tion as well as conduction properties of primary
afferents.

Nociceptive neurons in the spinal cord as well
as in higher centers such as the thalamus can also
undergo alterations in activity following chronic
peripheral changes and trauma. (Table). These
changes are typically long-term in nature and lead
to the clinical syndromes of centrally-maintained
pain (secondary hyperalgesia, allodynia, sponta-
neous pain). Alterations in the synaptic efficacy of
primary afferent-first order neuron synapses con-
stitute the prime underlying mechanism. At the
molecular level, these are brought about by long-
term changes in the expression and signalling
mechanisms of receptors for nociceptive neuro-
transmitters and neuromodulators at pre-synap-
tic terminals and post-synaptic cells in the spinal
cord.
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.���Prime examples for this class of analge-
sics are Non-steroidal Anti-inflammatory Drugs
(NSAIDs, e.g. aspirin, ibuprofen), which act by
blocking cyclooxygenases (COX-1 and /or COX-2),
the enzymes responsible for synthesis of prostag-
landins, mainly prostaglandin E2 (PGE2), in
peripheral tissues and thereby preventing or ter-
minating the sensitization of nociceptors by PGE2
(Fig. 1). A central component to NSAID-produced
analgesia has been described, the mechanisms
underlying it being complex (5, 6). NSAIDs are
particularly effective against pain in the extremi-
ties, headache, migraine and dental pain, and are
generally unsuitable for treating chronic central
pain.
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.���Anes-
thetics such as lidocaine and tetracaine reversibly
block the generation and conduction of action
potentials in primary afferent fibers without
inducing systemic effects when applied locally to
dermatomes. Their main action is to block volt-
age-dependent sodium channels by physically
plugging the transmembrane pore. The degree of
blockade is inversely proportional to the extent of
myelination on the nerve fibers. Therefore the
nociceptive C-fibers and Aδ-fibers are blocked
preferentially in comparison with thickly myeli-
nated, non-nociceptive primary afferents.

-�"�"����������
.���Similarly to the endogenous opi-
oids,opiates like Morphine and other synthetic
opioids activate G-protein-coupled receptors
which couple to G-proteins of the Gi/o family. They
act as analgesics by depressing nociceptive trans-
mission at central synapses. This is achieved at the
spinal level by inhibiting release of nociceptive
neurotransmitters from primary afferent termi-
nals as well as by depressing post-synaptic poten-
tials on second order neurons. Thus, opiates and
opioids basically mimic the effect of endogenous
opioids released in the spinal cord upon activa-
tion by the descending anti-nociceptive systems
(see above). Moreover, activation of opioid recep-
tors at supraspinal sites leads to the activation of
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descending inhibitory systems (see above).
Although opioid receptors are present on some (in
particular visceral) nociceptors, the contribution
of peripheral mechanisms in opioid-produced
analgesia is being investigated. Opioid analgesics
are used in the treatment of various central pain
syndromes, cancer pain and pain associated with
labour. Although they are capable of causing side
effects on the functioning of the central nervous
system, such as euphoria, dysphoria, sedation, res-
piratory depression and lead to tolerance and
dependence upon chronic use, opioid analgesics
currently constitute prime therapeutics used in
the treatment of severe chronic pain.

���"���'�	
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.���Anticonv ulsants have been
empirically found to be effective in symptomatic
management of neuropathic pain, probably owing
to the similarities between the pathophysiological
phenomena underlying epilepsy and neuropathic
pain. Recent clinical trials support the use of car-
bamezapine and gabapentin in the treatment of
neuropathic pain syndromes such as painful dia-
betic mononeuropathy, post-herpetic neuralgia
and trigeminal neuralgia.
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.���The NMDA subtype of
glutamate receptors are key mediators of chronic
nociceptive phenomena in the spinal cord and the
thalamus. NMDA receptor antagonists like MK-
801; d, 1-2-amino-5-phosphonovaleric acid etc.
effectively inhibit several kinds of chronic pain,
such as neuropathic and inflammatory pain, in
corresponding animal models. In clinical trials,
NMDA receptor antagonists effectively inhibited
chronic pain in humans but produced side effects
on the central nervous system including psychoto-
mimetic effects, which limit their therapeutic
application. Clinically used agents which block
NMDA receptors weakly include ketamine and
dextromethorphan. The newly developed subtype-
specific NMDA receptor antagonists offer new
hope for achieving analgesic effects specifically.
Furthermore, drugs acting on specific mGluR sub-
types involved in nociception are currently being
developed as potential analgesics.

��,����������
.���GABA is the most prominent
inhibitory neurotransmitter in the mammalian
nervous system (� GABA Receptors). Activation of
GABAB receptors by GABA released from local
spinal interneurons (Fig. 1) negatively modulates
nociceptive transmission in the spinal cord. Ago-
nists at GABAB receptors (e.g. baclofen) inhibit
pain in animal models and in humans, but also
produce motor effects such as flaccidity and paral-
ysis. The recent cloning of GABAB receptor sub-
types with site specific expression therefore pro-
vides scope for finding drugs affecting GABAB
receptors on nociceptive neurons without affect-
ing motor neurons.
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.���(� Nocicptive Trans-
ducers) These molecules largely include mem-
brane bound cation channels such as VR1, acid-
sensing ion channels etc., several splice variants of
acid-sensing ion channels are selectively expressed
in nociceptors. Pharmacological intervention at
these channels therefore holds promise for pro-
ducing analgesics with fewer side effects on other
organs.

����������"����������
.���Neurotrophins such as
nerve growth factor (NGF) and brain-derived neu-
rotrophic factor (� BDNF) are now emerging as
important modulators of nociceptor activity in
adult life. Receptors and signalling mechanisms
involved in neurotrophin-produced modulation of
nociception are areas of intensive current research
and represent novel avenues for pharmacological
intervention in chronic pain states. Furthermore,
because of their trophic effects on injured nerves,
neurotrophins may be useful in arresting and
reversing disease processes underlying peripheral
neuropathies and the neuropathic pain syn-
dromes associated with them.
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Nociceptive transducers are ion-channel com-
plexes which generate depolarizing currents in
� nociceptors in response to specific noxious stim-
uli. Transducer proteins for irritant and chemical
stimuli include the vanilloid receptors VR1 and
VRL1 (cation-channels gated by protons, capsai-
cin and noxious heat i.e. 46º C) , the purinergic
receptor P2X3 (ATP-gated ion channel) and acid-
sensing ion channels such as ASIC-α, ASIC-β and
DRASIC (proton-gated ion-channels). The molec-
ular identity of the transducers for noxious
mechanical stimuli is as yet unknown. Expression
of nociceptive transducers is altered following tis-
sue injury or disease, which contributes to long-
term sensitization of nociceptors.

� Nociception
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Nociceptors are a specific subset of peripheral sen-
sory organs which respond to noxious stimuli. Aδ
mechanoreceptors and C-polymodal nociceptors
are the two main classes of cutaneous nociceptors.
The sensory quality of pain evoked by activation
of Aδ-fibers is generally described as ‘pricking’,
whereas that evoked by activation of C-fibers is
generally described as ‘burning’.

� Local Anaesthetics
� Nociception
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The nodes of Ranvier are the gaps formed between
myelin sheath cells along the axons. The sodium
channels are densely localized at the nodes of Ran-
vier.
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Non-adrenergic non-cholinergic (NANC) trans-
mission/mediators describes a part of the auto-
nomic nervous system which does not use acetyl-
choline or noradrenaline as transmitters. NANC-
transmitters often function as co-transmitters,
which are released together with acetylcholine or
noradrenaline. Substances believed to function as
NANC transmitters include ATP, which is found
e.g. in postganglionic sympathetic neurons of
blood vessels and may contribute to the fast con-
traction of smooth muscle cells, γ-aminobutyric
acid (GABA) and serotonin which are found in
enteric neurons and are involved in peristaltic
reflexes, dopamine, found in some sympathetic
neurons (e.g. kidney) and involved in vasodilata-
tion and NO which is released from pelvic or gas-
tric nerves and plays a role in penile erection or
gastric emptying. A variety of peptides have also
been described to function as NANC transmitters,
e.g. neuropeptide Y (postganglionic sympathetic
neurons), vasoactive intestinal peptide (parasym-
phathetic nerves to salivary glands), substance P
(sympathetic ganglia, enteric neurons) or calci-
tonin gene-related peptide (CGRP) (non-myeli-
nated sensory neurons).

� Synaptic Transmission
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If an antagonist binds to the receptor and pre-
cludes agonist activation of that receptor by its
occupancy, then no amount of agonist present in
the receptor compartment can overcome this
antagonism and it is termed non-competitive. This
can occur either by binding to the same binding
domain of the agonist or another (allosteric)
domain. Therefore, this definition is operational
in that it does not necessarily imply a molecular
mechanism, only a cause and effect relationship.
The characteristic of non-competitive antagonism
is eventual depression of the maximal response,
however, parallel displacement of agonist dose-
response curves, with no diminution of maximal
response, can occur in systems with � receptor
reserve for the agonist.

� Drug-receptor-interaction
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Non-ionic contrast media are neutral water-solu-
ble triiodobenzene derivatives; the solubility is
provided by hydrophilic groups in the side chains,
preferentially hydroxy groups.

� Radiocontrast Agents
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Non-neuronal monoamine transporters is the col-
lective designation for OCT1, OCT2, and EMT; the
term indicates that these three carriers share some
substrates with the neuronal monoamine trans-
porters (such as DAT, NET, SERT) and the vesicu-
lar monoamine transporters (VMAT), but they are
expressed (at least predominantly) in non-neuro-

nal cells (e.g. in glia cells, hepatocytes or in the
proximal tubule).

� Organic Cation Transporters
� Vesicular Transporters
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Non-opioid analgesics can be divided into two
groups. The first group contains substances having
anti-inflammatory effects in addition to their anal-
gesic and antipyretic activity and are called � non-
steroidal anti-inflammatory drugs (NSAIDs). The
second group of non-opioid analgesics, which are
not classified as NSAIDs, consists of substances
that lack anti-inflammatory properties, such as
phenazones, metamizole (=dipyrone) and para-
cetamol.
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Non-selective cation channels are macromolecu-
lar pores in the cell membrane that form an
aequous pathway. These enable cations such as
Na+, K+ or Ca++ to flow rapidly, as determined by
their � electrochemical driving force, at roughly
equal rates (>107 cations per channel pore and per
second).

� TRP Channels
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In general, ion channels are multi protein com-
plexes residing in cellular membranes and allow-
ing ions, mainly Na+, K+, Ca++ and Cl–, to flow
rapidly as determined by their electrochemical
driving force in a thermodynamically downhill
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direction. The channel proteins are dynamic
structures; they form channels that can exist in at
least two conformational states, open and closed.
In the closed state the channel can be inactive and/
or is reluctant to be activated. Fast shifts in the
submillisecond range between these states can be
regulated by the membrane potential (� voltage
gated channels), by ligands or agonist (� ligand-
or agonist-gated channels). In many cases these
shifts can be modulated on a longer time scale
(milliseconds to minutes) by hormones, neuro-
transmitters, drugs and toxins.

The open channel has in most cases a selective
permeability, allowing a restricted class of ions to
flow, for example Na+, K+, Ca++ or Cl– and,
accordingly, these channels are called Na+-chan-
nels, K+-channels, Ca++-channels and Cl–--chan-
nels. In contrast, cation-permeable channels with
little selectivity reject all anions but discriminate
little among small cations. Little is known about
the structures and functions of these non-selec-
tive cation channels (1), and so far only one of
them, the � nicotinic acetylcholine receptor
(nAChR, see Nicotinic Receptors), has been char-
acterized in depth (2,3). The nAChR is a ligand-
gated channel (see below) that does not select well
among cations; the channel is even permeable to
choline, glycine ethylester and tris buffer cations.
A number of other plasma membrane cation chan-
nels including certain � ionotropic glutamate

receptors, the � capsaicin receptor  and � cyclic
nucleotide-gated (CNG) channels are also some-
times called non-selective; they favour the flow of
Ca++ over Na+ with relative permeabilities of ∼4
(� glutamate receptors  of the NMDA-type), ∼10
(capsaicin receptor) and ∼90 (CNG channels).
Others, like � hyperpolarization-activated and
cyclic nucleotide-gated (HCN) channels conduct
both K+ and Na+, but are impermeable to divalent
cations. Yet another group of channels, which
belong to the superfamily of � TRP channels (4),
have been implicated to represent non-selective
cation channels. However, their mode of gating
and, most importantly, their pore regions have not
been determined and characterized as yet. There
are two exceptions: The capsaicin receptor, which
is mentioned above as slightly Ca++ selective
channel and the � epithelial Ca++ channel 1 or
ECaC1 (synonym TRPV5). The latter channel is
highly selective for Ca++ compared to Na+ with a
relative permeability above 100. Finally, a subset of
channels activated by stretch have been impli-
cated to be non-selective cation channels (1).
These channels appear to be ubiquitous, but their
structures are unknown.

Acetylcholine-activated channels are found in
the membrane of vertebrate skeletal muscle at the
synapse between nerve and muscle, also called the
neuromuscular junction (muscle type nAChR).
Their function is to depolarize the postsynaptic

Fig. 1 The nicotinic 
acetylcholine receptor 
(nAChR) is localized 
within the cell membrane;  
above the cell membrane 
is the synaptic cleft, below 
the cytoplasm. Drawing of 
the closed (left) and open 
(right) nAChR showing 
acetylcholine (ACh) bind-
ing and cation move-
ment. Dimensions of the 
receptor were taken from 
references 2 and 3.
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muscle membrane when the presynaptic nerve
terminal releases its chemical neurotransmitter,
acetylcholine. The channel is composed of four
protein subunits that are assembled in a predeter-
mined arrangement and stoichiometry (α2βγδ)
around a central, cation-selective pathway. Trans-
membrane segments of the AChR subunits like
those of other channels are mainly formed by 19 to
21 amino acid residues that are folded into a α
helix. The α helix is a rod-like structure, the
tightly coiled polypeptide main chain of which
forms the inner part of the rod, and the side
chains extend outward in a helical array (5). Each
residue is related to the next one by a rise of 0.15
nanometer along the helix axis and a rotation of
100°, which gives 3.6 amino acid residues per turn
of helix. Accordingly, one turn of the helix is 0.54
nanometer, which is equal to 0.15 times the
number of residues per turn. The hydrocarbon
core of cellular membranes is typically 3 nanome-
ters wide, which accordingly, can be traversed by a
α helix consisting of 19 to 21 residues.

The nAChR is cylindrical with a mean diame-
ter of about 6.5 nanometers (Fig. 1). All five rod-
shaped subunits span the membrane. The receptor
protrudes by ∼6 nanometers on the synaptic side
of the membrane and by ∼2 nanometer on the
cytosolic side (2). The pore of the channel is along
its symmetry axis and includes an extracellular
entrance domain, a transmembrane domain and a
cytosolic entrance domain. The diameter of the
extracellular entrance domain is ∼2.5 nanometer
and it becomes narrower at the transmembrane
domain. The pore is lined by five α-helices, one
from each subunit, and adjacent extended loop
regions (3). If two ACh molecules bind to the
receptor sites at the extracellular surface of the
receptor, far from each other and from the pore,
this pathway opens, allowing permeation of Na+

(crystal radius 0.095 nanometer) K+ (crystal
radius 0.133 nanometer) and Ca++ (crystal radius
0.099 nanometer), and initiates depolarization.

Monovalent or divalent cations, but not ani-
ons, readily flow through the open form of the
AChR channel. What makes the channel cation
selective? The amino acid sequences of the pore-
forming helices and the adjacent loop compo-
nents contain three rings of negatively charged
residues. One of them is located within the trans-
membrane region of the pore, and the other two

flank the cytosolic entrance to the pore. Appar-
ently, the upper part of the channel, namely the α-
helical components act as a water pore, whereas
the lower loop components contribute to the selec-
tivity filter of the channel (3). Anions, such as Cl–

cannot enter the pore because they are repelled by
the negatively charged rings. Studies on the per-
meability of a series of organic cations differing in
size, such as alkylammonium ions, triaminogua-
nidinium, histidine and choline, indicate that the
narrowest part of the pore has the dimension of
∼0.65 nanometers by 0.65 nanometers.

At the level of a � single channel, addition of
ACh is followed by transient openings of the chan-
nel. The current i flowing through an open chan-
nel is 4 picoamperes (pA) at a membrane potential
V of –100 mV. Since one ampere (A) represents the
flow of 6.24×1018 charges per second, 2.5×107 Na+

ions per second flow through an open channel.
The conductance g of a plasma membrane channel
is the measure of the ease of flow of current
between the extracellular space and the cytosol or
vice versa and is equal to i/(V-Er), where Er is the
reversal potential at which there is no ionic net
flux; g is expressed in units of siemens (the recip-
rocal of an ohm), i in amperes, and V in volts. Er
equals 0 mV for non-selective cation channels,
thus, a current of 4 pA at a potential of 100 mV
corresponds to a conductance of 40 picosiemens.
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Non-selective monoamine reuptake inhibitors
(NSMRI) are a group of antidepressants, which
function by inhibiting the reuptake of noradrena-
line and serotonin from the synaptic cleft by
blockade of the neurotransmitter transporters
specific for noradrenaline and serotonin. Most tri-
cyclic antidepressants are non-selective monoam-
ine reuptake inhibitors (e.g.  imipramine,
amitriptyline, desipramine).

� Antidepressants
� Synaptic Transmission
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NSAIDs, non-steroidal anti-rheumatic drugs,
NSAR; (� aspirin-like drugs,  � Inflammation).
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� Non-opioid analgesic agents can be divided into
two groups. The first group contains substances
having anti-inflammatory effects in addition to
their analgesic and antipyretic activity and are
called non-steroidal anti-inflammatory drugs
(NSAIDs). The members of this group, with the
exception of the selective inhibitors of cyclooxyge-
nase 2  (� COX-2), are acids. Acidic NSAIDs, which
include salicylates, derivatives of acetic acid and

propionic acid and oxicams among others, com-
prise molecules containing a lipophilic and a
hydrophilic region and are more than 99% bound
to plasma proteins.

The second group of non-opioid analgesics,
which are not classified as NSAIDs, consists of
substances that lack anti-inflammatory proper-
ties, such as phenazones, metamizole (=dipyrone)
and paracetamol. Their molecules are neutral or
weakly basic, have no hydrophilic polarity, and are
much less strongly bound to plasma proteins than
NSAIDs.

� Analgesics
� Inflammation
� Nociception
� Opioid Systems
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In the 1970s, NSAIDs were shown to interfere with
the biosynthesis of � prostaglandins (4). NSAIDs
block cyclooxygenases (COX) that catalyze the for-
mation of cyclic endoperoxides from arachidonic
acid (Fig. 1). Cyclic endoperoxides are precursors
of the prostaglandins, thromboxane A2 and pros-
tacyclin. Prostaglandins have a major role in the
pathogenesis of pain, fever and inflammation.
Inhibition of their biosynthesis would therefore be
expected to result in analgesic, antipyretic and
anti-inflammatory activity. However, since pros-
taglandins are synthesized in most tissues and
have a variety of physiological functions, inhibi-
tion of their biosynthesis also causes unwanted
effects. The clinically most important of these are
gastrointestinal erosion and ulceration with bleed-
ing and perforation and kidney disorders with
retention of sodium ions and water.

Moreover, there are cyclooxygenase independ-
ent effects of NSAIDs potentially contributing to
the activity of NSAIDs [for review: (3)].

The identification of two distinct types of
cyclooxygenases in 1990 (2) encouraged the search
for NSAIDs devoid of the side effects associated
with � COX-1 inhibition. The cyclooxygenase iso-
form COX-1 is physiologically expressed in the
stomach, platelets and the kidney and is there
responsible for the synthesis of prostaglandins
needed for normal organ function (Fig. 2). Its
inhibition by conventional NSAIDs causes side
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effects e.g. inhibition of prostaglandin synthesis in
the gastrointestinal tract results in a loss of protec-
tion in the gastrointestinal mucosa and ulcera-
tions. The cyclooxygenase isoform, COX-2 is rap-
idly induced by various factors including
cytokines, and its expression is triggered by
inflammation, pain or tissue damage. It is clear
from this division of cyclooxygenases into COX-1
and an inducible COX-2 that the anti-inflamma-
tory, analgesic and antipyretic effects of the
NSAIDs are mainly attributable to inhibition of
COX-2 whereas inhibition of COX-1 is associated
with most of the unwanted effects of the NSAIDs
(Fig. 2).

It follows that drugs that selectively inhibit
COX-2 should cause fewer side effects than those
that inhibit both COX-1 and COX-2. At therapeu-
tic doses, all currently available NSAIDs, with the
exception of celecoxib and rofecoxib, are non-
selective and inhibit both COX isoforms.

Newer research has shown that the assignment
of physiological activity exclusively to COX-1 and
pathophysiological activity exclusively to COX-2 is
not strictly valid since COX-2 is expressed consti-
tutively in organs such as spinal cord, kidney or
uterus (Fig. 2). Furthermore, COX-2 is formed
during various physiological adaptation processes
such as the healing of wounds and ulcers.
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NSAIDs are indicated in the treatment of:
◗ various pain states (e.g. headache, toothache and 

migraine), primarily pathophysiological pain in-
volving nociceptors e.g. rheumatic pain and pain 
caused by bone metastases,

◗ defects of the Ductus arteriosus Botalli (short cir-
cuit connection between arteria pulmonalis and 
aorta; non-closure after birth)

◗ fever.

Unwanted reactions of NSAIDs include:
◗ gastrointestinal disorders (e.g. dyspepsia) , gas-

trointestinal erosion with bleeding, ulceration 
and perforation,

◗ kidney malfunctions with retention of sodium 
and water,

◗ inhibition of platelet aggregation,
◗ central nervous symptoms such as dizziness and 

headache,
◗ disturbance of uterine motility,
◗ skin reactions,
◗ triggering of asthma attacks in asthmatics. This 

side effect is a pseudo-allergic reaction where 
COX-inhibition increases the availability of sub-
strates for lipoxygenase which are converted to 
broncho-constrictive leukotriens.

Non-selective inhibitors of prostaglandin synthe-
sis are contraindicated:
◗ in gastric and duodenal ulcer,
◗ in asthma,
◗ in bleeding disorders,
◗ during the last few weeks of pregnancy because 

of the danger in the early seal of the Ductus 
Botalli.

Fig. 1 Non-steroidal anti-
inflammatory drugs 
(NSAIDs) block cyclooxy-
genase, an enzyme cata-
lysing the production of 
prostaglandins. When 
fewer prostaglandins are 
produced, their physio-
logical and pathophysi-
olgical effects are 
decreased, resulting in 
therapeutic as well as the 
unwanted effects of the 
NSAIDs.
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Glucocorticoids increase the risk of gastroin-
testinal complications. Considerable caution is
necessary when using NSAIDs in patients with
severe liver and kidney damage and they should
not be combined with coumarines. Owing to the
limited experience obtained, these precautions
and contraindications also apply to COX-2 selec-
tive inhibitors.

The following drug interactions are the most
important that can occur when conventional
NSAIDs are co-administered with other agents:
◗ the uricosuric effect of probenecid is reduced
◗ the diuretic effect of saluretics is weakened,
◗ the blood glucose-lowering effect of oral antidia-

betics is increased,
◗ the elimination of methotrexate is delayed and 

its toxicity is increased,
◗ the elimination of lithium ions is delayed,
◗ the anti-coagulation effect of coumarin deriva-

tives is enhanced and
◗ the antihypertensive effect of ACE-inhibitors is 

reduced.

Due to the short period of clinical use, the
interaction profile of COX-2-selective inhibitors
cannot be described at the present time.
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Salicylic acid for systemic use has been replaced
by acetylsalicylic acid, amides of salicylic acid (sal-

icylamide, ethenzamide, salacetamide), salsalate
and diflunisal.
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�"�"�3.���The esterification of
the phenolic hydroxyl group in salicylic acid with
acetic acid results not only in an agent with
improved local tolerability but also greater antipy-
retic and anti-inflammatory activity and, in par-
ticular, more marked inhibitory effects on platelet
aggregation (inhibition of thromboxane-A2 syn-
thesis). Because of these qualities, acetylsalicylic
acid is one of the most frequently used non-opioid
analgesics, and the most important inhibitor of
platelet aggregation.

Acetylsalicylic acid irreversibly inhibits both
COX-1 and COX-2 by acetylating the enzymes.
Since mature platelets lack a nucleus, they are una-
ble to synthesize new enzyme. The anti-platelet
effects of acetylsalicylic acid persist therefore
throughout the lifetime of the platelet and the half-
life of this effect is thus being much longer than
the elimination half-life of acetylsalicylic acid
(15 min). Since new platelets are continously
launched into the circulation, the clinically rele-
vant anti-platelet effect of aspirin lasts for up to
five days. This is the reason why low doses of ace-
tylsalicylic acid (ca. 100 mg per day) are sufficient
in the prophylaxis of heart attacks.

After oral administration, acetylsalicylic acid is
rapidly and almost completely absorbed but in the

Fig. 2 Physiological and 
pathophysiological func-
tions of the cyclooxygen-
ase isoenzymes COX-1 
and COX-2, and the con-
sequences of their inhibi-
tion by either unselective 
conventional NSAIDs or 
COX-2 selective “COX-
IBs”.
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intestinal mucosa it is partly deacetylated to sali-
cylic acid, which also exhibits analgesic activity.
The plasma half-life of acetylsalicylic acid is
approximately 15 min whereas that of salicylic
acid, at low dosages of acetylsalicylic acid, is 2–3 h.
Salicylic acid is eliminated more slowly when ace-
tylsalicylic acid is administered at high dose rates
because of saturation of the liver enzymes. The
metabolites are mainly excreted via the kidney.

The dosage of acetylsalicylic acid in the treat-
ment of pain and fever is 1.5–3 g daily and in the
prophylaxis of heart attacks 30–100 mg daily.

Side effects of acetylsalicylic acid administra-
tion include buzzing in the ears, loss of hearing,
dizziness, nausea, vomiting, and most impor-
tantly gastrointestinal bleeding, gastrointestinal
ulcerations including gastric perforation. The
administration of acetylsalicylic acid in children
with viral infections can, in rare cases, produce
� Reye’s syndrome involving liver damage,
encephalopathy and a mortality rate exceeding
50%. Acute salicylate poisoning results in hyper-
ventilation, marked sweating and irritability fol-
lowed by respiratory paralysis, unconsciousness,
hyperthermia and dehydration.
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&���#�����"�.���Indomethacin is a strong inhibitor
of both cyclooxygenase isoforms with a slight
stronger effect in the case of COX-1. It is rapidly
and almost completely absorbed from the gas-
trointestinal tract and has high plasma protein
binding (>95%). The plasma half-life of indometh-
acin varies from 3 to 11 h due to intense enterohe-
patic cycling. Only about 15% of the substance is
eliminated unchanged in the urine, the remainder
being eliminated in urine and bile as inactive
metabolites (O-demethylation, glucuronidation,
N-desacylation).

The daily oral dose of indomethacin is 50–
150 mg (up to 200 mg).

Indomethacin treatment is associated with a
high incidence (30%) of side effects typical for
those seen with other NSAIDs (see above). Gas-
trointestinal side effects, in particular, are more
frequently observed after indomethacin than after
administration of other NSAIDs. The market share
of indomethacin (approximately 5%) is therefore

low compared to that for other non-steroidal anti-
rheumatic agents.

!"�	� ����.���Diclofenac is an exceedingly potent
cyclooxygenase inhibitor slightly more efficacious
(approximately 10-fold) against COX-2 than COX-
1. Its absorption from the gastrointestinal tract
varies according to the type of pharmaceutical for-
mulation used. The oral bioavailability is only 30–
80% due to a first-pass effect. Diclofenac is rapidly
metabolised (hydroxylation and conjugation) and
has a plasma half-life of 1.5 h. The metabolites are
excreted renally and via the bile.

Epidemiological studies have demonstrated
that diclofenac causes less serious gastrointestinal
complications than indomethacin. However, a rise
in plasma liver enzymes occurs more frequently
with diclofenac than with other NSAIDs.

The daily oral dose of diclofenac is 50–150 mg.
Diclofenac is also available as eye-drops for the
treatment of non-specific inflammation of the eye
and for the local therapy of eye pain.
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2-arylpropionic acid derivatives possess an asym-
metrical carbon atom giving rise to S- and R-
enantiomers. The S-enantiomer inhibits cyclooxy-
genases 2 to 3 times more strongly than the corre-
sponding R-enantiomer. This finding has lead to
the marketing of pure S-enantiomers (e.g. S-ibu-
profen and S-ketoprofen) in some countries in
addition to the racemates where the R-enantiomer
is considered as “ballast”. However, it is not yet
proven whether 2-arylpropionic acids are better
tolerated when given as S-enantiomer than as the
racemate. Naproxen, for example, which is clini-
cally available only as the S-enantiomer, does not
cause less serious gastrointestinal side effects then,
e.g., ibuprofen racemate.

Ibuprofen is the most thoroughly researched 2-
arylpropionic acid. It is a relatively weak, non-
selective inhibitor of COX. In epidemiological
studies, ibuprofen compared to all other conven-
tional NSAIDs, has the lowest relative risk of caus-
ing severe gastrointestinal side effects. Because of
this, ibuprofen is the most frequently used OTC
(“over the counter”, sale available without pre-
scription) analgesic. Ibuprofen is highly bound to
plasma proteins and has a relatively short elimina-
tion half-life (approximately 2 h). It is mainly glu-
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curonidated to inactive metabolites that are elimi-
nated via the kidney.

The typical single oral dose of ibuprofen as an
OTC analgesic is 200–400 mg and 400–800 mg
when used in anti-rheumatic therapy. The corre-
sponding maximum daily doses are 1200 or
2400 mg, respectively but the dose in anti-rheu-
matic therapy in some countries can be as high as
3200 mg daily.

Other arylpropionic acids include naproxen,
ketoprofen and flurbiprofen. They share most of
the properties of ibuprofen. The daily oral dose of
ketoprofen is 50–150 mg, 150–200 mg for flurbi-
profen, and 250–1000 mg for naproxen. Whereas
the plasma elimination half-life of ketoprofen and
flurbiprofen are similar to that of ibuprofen (1.5–
2.5 h and 2.4–4 h, respectively), naproxen is elimi-
nated much more slowly with a half-life of 13–15 h.
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Oxicams e.g. piroxicam, tenoxicam, meloxicam
and lornoxicam are non-specific inhibitors of
cyclooxygenases. Like diclofenac, meloxicam
inhibits COX-2 10 times more potently than COX-
1. This property can be exploited clinically with
doses up to 7.5 mg per day, but at higher doses
COX-1 inhibition becomes clinically relevant.
Since the dose of meloxicam commonly used is
15 mg daily, this agent cannot be regarded as a
COX-2 selective NSAID and considerable caution
needs to be exercised when making comparisons
between the actions of meloxicam and those of
other conventional NSAIDs. The average daily
dose in anti-rheumatic therapy is 20 mg for piroxi-
cam and tenoxicam, 7.5–15 mg for meloxicam, and
12–16 mg for lornoxicam. Oxicams have a long
elimination half-lives (lornoxicam 3–5 h, meloxi-
cam approximately 20 h, piroxicam approximately
40 h and tenoxicam approximately 70 h).

�-8
�

�	���"'���+�&!
�2�-8&,
3
The development of the COXIBs has been based
on the hypothesis COX-1 is the physiological COX
and COX-2 the pathophysiological isoenzyme.
Inhibition of the pathophysiological COX-2 only is
assumed to result in fewer side effects compared to
non-selective inhibition of both COX isoenzymes
(Fig. 2).

Rofecoxib and celecoxib were the first sub-
stances approved that at therapeutic doses inhibit

only COX-2. Substances with higher COX-2-selec-
tivity than rofecoxib and celecoxib have been
recently approved or will shortly be approved (e.g.,
etoricoxib, parecoxib, valdecoxib).

Unlike conventional NSAIDs, the “COXIBs”
marketed so farhave no functional acidic group.
The indications for these agents are in principle
identical to those of the non-selective NSAIDs
although celecoxib and rofecoxib have not yet
received approval for the whole spectrum of indi-
cations of the conventional NSAIDs. Because they
lack COX-1-inhibiting properties, COX-2-selective
inhibitors show less side effects than conventional
NSAIDs. However, they are not free of side effects
because COX-2 has physiological functions that
are blocked by the COX-2-inhibitors. The most
frequently observed side effects are infections of
the upper respiratory tract, diarrhoea, dyspepsia,
abdominal discomfort and headache. Peripheral
oedema is as frequent as with conventional
NSAIDs. The frequency of gastrointestinal compli-
cations is approximately half that observed with
conventional NSAIDs. The precise side effect pro-
file of the selective COX-2-inhibitors however, will
only be known after several years of clinical use.
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Protease, proteinase, endopepetidase, exopepti-
dase, protein hydrolyase, peptide hydroloase, pro-
teolytic enzymes.
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Enzymes capable of peptide bond cleavage either
within a polypeptide (endopeptidases) or at the
amino or carboxy termini of a polypeptide chain
(exopeptidase), together, � proteinases, proteases
or proteolytic enzymes, are among the most
numerous and important general classes of
enzymes found in mammalian systems. Further-
more, while these enzymes were originally
thought to be solely metabolic or degradative in
function, they are now understood to have impor-
tant regulatory functions, as well. For example,
they are directly involved in such diverse physio-
logic processes as fertility and reproduction, cell
proliferation, apoptosis, tissue remodeling, wound
healing, clotting, clot dissolution, blood pressure
regulation, digestion and protein turnover. There
has also been a rapid appreciation of the roles pro-
teinases play in pathophysiologic processes such
as cancer invasion and metastasis, the inflamma-
tory response, antigen processing and presenta-
tion and degenerative diseases (Alzheimer’s,
atherosclerosis, emphesyma and osteo and rheu-
matoid arthritis, for example). It is not surprising,
then, that proteinase inhibition has become a
highly competitive area of research and develop-
ment for the biopharmaceutical industry.

This chapter is intended to give the reader a
basic overview of the mechanisms of proteolysis
and the design of proteinase inhibitors as well as a
general understanding of proteinase biology and
the importance of proteinases as targets of drug
development. For a thorough and encyclopedic
review of both human as well as other proteolytic
enzymes the reader should consult (1). A more

complete discussion of the clinical potential of
proteinase-directed therapies can be found in (2).

� Norepinephrine/Noradrenalin
� Proteinase-activated Receptors
� Ubiquitin/Proteasome System
� Viral Proteases
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The terminology used to describe the physical
interaction between the proteolytic enzyme and
its preferred substrate is based on a model in
which the catalytic site is flanked on either side by
subsites that confer specificity for its substrate(s)
based upon the interaction of these subsites with
the side chains of the peptide residues making up
the substrate. The substrate residues are num-
bered sequentially from P1 to Pn from the scissile
bond towards the amino terminus of the substrate
and P1’ to Pn’ towards the carboxy terminus of the
substrate. The enzyme substies that flank the cata-
lytic site and that interact with these residues are
designated, correspondingly, S1...Sn and S1’...Sn’
(see Fig. 1):

Mammalian proteinases fall into five general
classes (serine, cysteine, threonine, aspartyl, and
� metalloproteinases) based upon the mechanism
of peptide bond cleavage and the amino acid(s) or
metal atom used to catalyze this cleavage. In each
case, peptide bond cleavage is accomplished by
nucleophilic attack on the carbonyl carbon of the
scissile peptide bond resulting in the hydrolysis of
that bond and the formation of new carboxy and
amino termini for the two peptide fragments pro-
duced. Inhibition of proteinase activity by small
molecules (as opposed to macromolecular, natu-
rally occurring anti-proteinases) generally derives
from either chemical modification (reversible or
irreversible) of the active nucleophile (the

Fig. 1 Non-viral Proteases
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hydroxyl or sulfhydral moieties) of the active site
serine, cysteine or threonine residues or complex-
ation/chelation of the critical metal atom (usually
zinc) found at the active sites of metalloprotein-
ases. Inhibition of � aspartyl proteinases is usually
accomplished by tight binding “pseudo-sub-
strates” that present a non-cleavable peptide bond
mimetic to the active catalytic site. In simple
terms, the portion of an inhibitor that interferes
with the chemistry of peptide bond cleavage is
called the “message” or “warhead” and the por-
tion of the molecule that allows the warhead to
interact with the enzyme in an effective way (in a
sense, delivering the message) is defined as the
“address”. In general, any pharmacologically
acceptable inhibitor will have both a message and
an address.

Inhibitor specificity can be defined on the basis
of the class(es) of proteinase(s) that can be inhib-
ited by the chemistry of the warhead. For example,
warheads such as aldehydes, halomethylketones,
or α-keto heterocycles will inhibit serine, cysteine
and threonine proteinases but will be ineffective
against metallo- and aspartyl proteinases. Vinyl-
sulfone-based inhibitors are potent irreversible
inhibitors of � cysteine proteinases but are devoid
of activity against the other classes of proteolytic
enzymes. Hydroxamic and carboxylic acids can be
used as warheads for metalloproteinases but are
ineffective against serine, cysteine, threonine and
aspartyl proteinases. Finally, tight-binding pseu-
dosubstrates are generally the only synthetic
inhibitors that have been developed for aspartyl
proteinases. However, pseudosubstrates have not
been found to be of substantial utility in the devel-
opment of inhibitors for the other classes of pro-
teinases.

Inhibitor selectivity can be defined as the abil-
ity of a compound to discriminate between protei-
nases within a specific class of enzyme. Selectivity
usually derives from inhibitor moieties that are
not involved in the inhibition of the chemistry of
catalysis. In other words, inhibitor specificity
derives from the message (or warhead) and selec-
tivity derives from the address. As a general prin-
ciple, a proteinase inhibitor should have high spe-
cificity and a well-circumscribed spectrum of
selectivity in order to avoid potential toxicity
problems or side-effects. Potency is dependent on
both the address and the message and is a measure

of how tightly the inhibitor binds to the enzyme
and interacts with the active site nucleophile or
metal atom.
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An example of how these interactions can be used
to design and develop highly potent and selective
inhibitors is the ability to discriminate between
two different types of � serine proteinases using
substrate-based chloromethylketones. Trypsin-like
serine proteinases (trypsin, thrombin, plasmin,
Factor Xa, tissue and plasma kallikrein, etc.) pre-
fer positively charged amino acid side chains
(arginine or lysine) in the P1 position, while
� elastase-like  serine proteinases (pancreatic
elastase, neutrophil elastase, proteinase-3, etc.)
prefer aliphatic amino acid side chains (alanine,
valine, leucine and isoleucine). A commonly used
synthetic fluorgenic non-selective substrate for
� trypsin-like proteinases which is based on the
known sequence specificities of many trypsin-like
enzymes is NH2-alanyl-prolyl-arginyl-paranitro-
analine. Similarly, a general-purpose substrate for
elasatase-like enzymes is NH2-alanyl-prolyl-valyl-
paranitroanaline.

In most cases, prototype small molecule inhibi-
tors for serine proteinases can be easily generated
from known small molecule substrates by substi-
tuting a “warhead” (cholormethylketone, trif-
luormethylketone, α-keto heterocycle, etc.) for the
fluorphore moiety, in these cases, p-nitroanaline.
Therefore, on the basis of the interaction between
the peptide residue occupying the P1 position of
the molecule, compounds such as NH2-alanyl-pro-
lyl-valyl-chloromethylketone will have more than
5 orders of magnitude greater potency and selec-
tivity for human neutrophil elastase over trypsin
or thrombin. Substituting an arginyl residue for
the valyl residue will produce an inhibitor of
trypsin-like serine proteinases with more than 5
orders of magnitude greater potency and selectiv-
ity for these enzymes over elastase-like enzymes.

Once a substrate-based inhibitor is developed,
a variety of approaches can then be taken to gen-
erate a true drug candidate. Perhaps the most pro-
ductive of these approaches is the combination of
structure based design using x-ray crystallo-
graphic techniques to observe specific inhibitor-
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enzyme interactions with selected peptde-based
inhibitors of interest and crystallography-directed
medicinal chemistry to screen for substitute chen-
mical subunits that can provide similar binding
motifs to those of the peptide-based inhibitors,

thereby retaining and even improving selectivity
and potency. Multiple iterations of crystallogra-
phy-directed synthesis, then, can generate numer-
ous drug candidates that have pharmacologically
desirable characteristics such as oral bioavailabil-

Tab. 1 Non-viral Proteases – Potential clinical applications of and the target enzymes for non-viral protease 
inhibitors.

Clinical Indication Proteinase Target(s) Locus of Action Class

Allergy and 
Autoimmunity

Cathepsin S Intracellular Cysteine

Proteasome Intracellular Threonine

Mast Cell Tryptase and Chymase Extracellular Serine

Caspase-1 
(Interleukin-1 Converting Enzyme)

Intracellular Cysteine

Granzyme B Intracellular Serine

General Inflammatory 
Diseases

Neutrophil Elastase and Proteinase 3 Extracellular Serine

Caspase-1 Intracellular Cysteine

TNFα Converting Enzyme Extracellular Metallo

MMP-8, -9 and -12 
(neutrophil collagenase, gelatinase B and 
metalloelastase)

Extracellular Metallo

Plasma and Tissue Kallikrein Extracellular Serine

Proteasome Intracellular

Bone and Joint Diseases Cathepsin K Extracellular Cysteine

MMP-1, -8, -13 and -12 
(collagenase 1, 2 and 3 and metalloelastase)

Extracellular Metallo

MT1-MMP Extracellular Metallo

Cancer MMP-2 and -9 
(gelatinase A and B)

Extracelllar Metallo

MT-MMPs 1-4 Extracellular Metallo

MMP-3, -10 and -11 
(Stomelsyin 1, 2 and 3)

Extracellular Metallo

Urokinase plasminogen activator Extracellular Serine

Guanadinobenzotase Extracellular Serine

Cardiovascular Thrombin and Factor Xa Extracellular Serine

Renin Extracellular Aspartyl

Angiotensin Converting Enzyme Extracelllular Metallo

Endothelin Converting Enzyme Extracellular Metallo
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ity, prolonged serum or plasma half-lives, intracel-
lular penetration (if needed), etc.  This approach
has been used with considerable success for th
edevelopment of inhibitors fpr each of the classes
of proteinases identified.

As a result of this understanding of how
enzyme structure and inhibitor activity relate to
each other, it is not surprising, then, that one of
the most successful applications of structure-
based drug design has been the design and devel-
opment of proteinase inhibitors. The power of this
approach is best exemplified by the extraordinar-
ily short development time required for the intro-
duction of HIV proteinase inhibitors into clinical
use (see reference 2). In addition, inhibitors for
angiotensin converting enzyme, which were also
developed using these same techniques, have been
a mainstay of therapy for hypertension and con-
gestive hear failure for two decades (2). Drug can-
didates for other non-viral proteinases that have
been generated using this approach that are in var-
ious stages of preclinical and clinical development
include inhibitors for :  serine proteinases
(thrombin, Factor Xa, mast cell tryptase, uroki-
nase, neutrophil elastase and proteinase-3), metal-
loproteinases (MMP-2, MMP-9, MMP-13, MT1-
MMP, endothelin converting enzyme and TNFα
converting enzyme) and cysteine proteinases (cas-
pase-1, cathepsin K and cathepsin S).

Despite the obvious power of a structure-based
approach, it is important to recognize that not all
proteinase-proteinase inhibitor interactions can
be predicted a priori. Directed combinatorial
chemistry approaches also have utility, particu-
larly in developing novel synthetic lead candidates
that can be improved upon by structure-based
modifications. Since combinatorial methods can
be designed to limit inherent bias, they can survey
idiosyncratic compound-induced conformational
changes in the enzyme that could not have been
predicted in advance. Many, if not most, programs
will utilize both methodologies to enhance the
potential for successful clinical candicdate com-
pound identification.

4���
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In addition to the type of proteolytic enzyme
being considered as a potential therapeutic target,
an additional consideration is the locus of action.
Many important proteinase-dependent processes

(thrombosis, thrombolysis, leukocyte migration,
tumor cell invasion and metastasis, angiotensin
conversion, to name a few) are extracellularly
accessible even though the actual proteolytic
events occur at the cell membrane. Other proc-
esses (apoptosis, antigen processing, cytokine,
chemokine and hormone processing) are predom-
inantly intracellular events that require significant
intracellular penetration if an inhibitor is to be
effective. Furthermore, the different proteinase
classes tend to have different loci of action.
Although specific exceptions to each general case
can be found, extracellular proteolysis is generally
a function of serine and metalloproteinases, while
aspartyl, cysteine and threonine proteinase activi-
ties are generally restricted to the intracellular
milieu. In fact, the only known threonine protein-
ases found in mammalian systems are the subunits
of the 20S subcomplex of the 26S � proteasome.
Understanding the locus of action of different pro-
teinases is a significant factor in selecting a target
for drug development. As a result, many initial
proteinase targets for  drug development
(thrombin, Factor Xa, angiotensin converting
enzyme, neutrophil elastase and mast cell tryp-
tase, for example) have been those enzymes that
are accessible extracellularly.

+�##���
Listed in Table 1 is a selected set of potential clini-
cal indications that have been considered for treat-
ment with inhibitors of endogenous proteinases.
This table is by no means exhaustive and is only
intended to give the reader a general understand-
ing of the potential that proteinase inhibitors have
for use in the treatment of human diseases. It is
clear, however, that non-viral proteinase inhibi-
tors have significant potential for the treatment of
a wide variety of clinical conditions. Furthermore,
given the well-understood relationships between
the enzymes of interest and their substrates along
with well-established chemistry for warhead
design and synthesis, proteinase inhibition should
quickly become a mainstay of human therapy.
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1. Handbook of Proteolytic Enzymes (1998), Barrett,
AJ, Rawlings, ND and Woessner, JF (eds), Academic
Press, London/San Diego.
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2. Handbook of Experimental Pharmacology, Vol.140,
Proteases as Targets for Therapy, von der Helm, K,
Korant, BD, and Cheronis, JC (eds), Springer-Ver-
lag, Berlin.
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Noradrenaline transporters (NAT) are localized in
the presynaptic plasma membrane of adrenergic
nerve terminals. They belong to a family of pro-
teins with 12 putative transmembrane proteins
which are responsible for recycling of released
neurotransmitters (noradrenaline/adrenaline,
dopamine, serotonin, amino acid transmitters)
back into the presynaptic nerve ending. Noradren-
aline transporters can be blocked by a number of
different antidepressant drugs, including tricyclic
antidepressants (e.g. desipramine) and selective
noradrenaline reuptake inhibitors (e.g. reboxet-
ine).

� Antidepressants
� Synaptic Transmission
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Norepinephrine is a biogenic amine synthesized
from tyrosine. It is generated in the brain, mostly
by cells of the locus coeruleus located in the brain-
stem.

� α-Adrenergic System
� β-Adrenergic System
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Euglycaemia, blood glucose concentration within
the normal range e.g. fasting blood glucose 3.5 –
6.5 mmol/l; postprandial blood glucose 5 – 11
mmol/l.

� Diabetes Mellitus

�-+

� NO Synthases
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� Non-steroidal Anti-inflammatory Drugs
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NSF, the acronym for NEM-sensitive fusion pro-
tein, was originally discovered as an essential fac-
tor in intracellular membrane transport steps. NSF
is now known to catalyze the disassembly of all
SNARE complexes. NSF requires the binding of
� SNAPs to exert its action. NSF is an evolutionar-
ily conserved protein that forms hexameric dou-
ble-ring structures. During its catalytic cycle, ATP
is cleaved and the N-terminal region undergoes
massive conformational changes. Recently, NSF
has been shown to interact with other proteins
such as glutamate receptors, but the significance
of these interactions is still controversial.

� Exocytosis

�+$�&

� Non-selective Monoamine Reuptake Inhibitors
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Nuclear factor-κB (NF-κB) is a widely expressed
transcription factor, which is involved in a wide
variety of cellular functions, including communi-
cation between cells, embryonic development,
response to stress, inflammation, viral infection
apoptosis and the maintenance of cell-type spe-
cific expression of genes. NF-kappa B is activated
by a variety of stimuli including cytokines, growth
factors, cellular stress and others.

� Glucocorticoids
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The nuclear pore complex, located in the nuclear
envelope, contains more than 50 proteins. It allows
diffusion of small proteins between cytoplasm and
nucleoplasm. Larger molecules (>50kD) are selec-
tively transported by an energy-dependent mecha-
nism.
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� Gluco-/Mineralocorticoid Receptors
� Sex Steroid Receptors
� Nuclear Receptor Regulation of Drug-metabo-

lizing P450 Enzymes
� Selective Sex-steroid Receptor Modulators
� Glucocorticoids
� Contraceptives
� Table appendix: Receptor Proteins

���	�����������������	��"���� �

!���
#���%�	"9"����:;<�

��9�#�


DAVID J. WAXMAN
Division of Cell and Molecular Biology, 
Department of Biology, Boston University, 
Boston, MA, USA
djw@bu.edu

+�����#


None/Not Applicable
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P450 induction is the process whereby cellular or
tissue levels of one or more � cytochrome P450
(CYP) enzymes is increased in response to treat-
ment with certain drugs (e.g., phenobarbital (PB))
or environmental chemicals, which are designated
P450 inducers. This leads to an increase in the
cell’s capacity for P450-catalyzed oxidative metab-
olism of  xenochemicals and endogenous
lipophilic substrates. Many phase II drug conjuga-
tion enzymes, e.g., glutathione S-transferases and
UDP-glucuronyl transferases, are also subject to
induction by classic P450 inducers.

� P450 Mono-oxygenase System
� Pharmacogenetics
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P450 induction can occur in many cell types and
tissues, but is most prominent in liver, a major
organ for metabolism of steroids, drugs and envi-
ronmental chemicals. Many of the drug-inducible
P450s are active catalysts of drug metabolism, and
P450 induction typically leads to an enhanced
capacity for foreign chemical biotransformation.
P450 induction can have a major impact on: P450-
dependent drug metabolism, pharmacokinetics
and drug-drug interactions; the toxicity and carci-
nogenicity of foreign chemicals; and the activity
and disposition of endogenous steroids and cer-
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tain other hormones. Although some P450 sub-
strates are also P450 inducers, there is not neces-
sarily a correlation between the ability of a chemi-
cal to induce a particular P450 enzyme and its
ability to serve as a substrate of that same P450.

Of the ∼57 known human P450s, at least ten are
subject to induction by xenochemicals. In most,
but not all cases, the induction of P450 protein and
enzyme activity occurs by a mechanism that
involves increased transcription of the corre-
sponding P450 gene. Members of four P450 gene
families, CYP families 1, 2, 3 and 4, are induced by
receptor-dependent transcriptional mechanisms
(Fig. 1). P450 genes belonging to the CYP1 gene
family are induced via the Ah receptor, a PAS (Per-
Arnt-Sim) family transcription factor (1), whereas
individual members of the CYP2, CYP3 and CYP4
P450 gene families are respectively induced via the
nuclear receptor superfamily members designated
� CAR (2,3), � PXR and � PPARα (3–5).

CAR, or constitutive androstane receptor, is an
� orphan nuclear receptor that mediates the
widely studied induction of CYP2B genes by PB
and many other ‘PB-like’ lipophilic chemicals. The
pregnane X receptor (PXR) activates CYP3A genes

in response to diverse chemicals, including cer-
tain natural and synthetic steroids. The peroxi-
some proliferator-activated receptor PPARα medi-
ates the induction of fatty acid hydroxylases of the
CYP4A family by many acidic chemicals classified
as non-genotoxic carcinogens and peroxisome
proliferators. These three xenochemical receptors
are most abundant in liver, where they may be
responsive to endogenous ligands. The discovery
of endogenous ligands for CAR (adrostanes, which
inhibit receptor activity), PXR (certain pregne-
nolone derivatives, bile acids and other steroids)
and PPAR (specific prostaglandins and other fatty
acid metabolites) suggests that these three nuclear
receptors play an important role in modulating
liver gene expression in response to endogenous
metabolic or hormonal stimuli in addition to their
more obvious role in modulating liver drug and
xenochemical metabolism by induction of cyto-
chrome P450 and other enzymes of foreign com-
pound metabolism.

�0�=�&�����"���'"�������������
In contrast to the three nuclear superfamily recep-
tors that activate CYP2, CYP3, and CYP4 genes, the

Fig. 1 General mechanism for transcriptional activation of CYP genes by xenochemicals (P450 inducers) that 
activate their cognate xeno-receptor proteins. In the case of Ah receptor, the receptor’s heterodimerization 
partner is Arnt, whereas in the case of the nuclear receptors CAR, PXR and PPARα the heterodimerization 
partner is RXR. The coactivator and basal transcription factor complexes shown are each comprised of a large 
number of protein factors.
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activation of CYP1 genes is mediated by the Ah
receptor (Aryl hydrocarbon receptor), a helix-
loop-helix DNA-binding protein that belongs to
the PAS family of transcription factors (1). The Ah
receptor is activated by binding to an aromatic
hydrocarbon ligand in the cytosol. The activated
receptor then translocates to the nucleus where it
can heterodimerize with the nuclear factor Arnt,
bind to DNA enhancer sequences (‘dioxin-
response elements’ or DREs) found upstream of
CYP1 and other Ah receptor-inducible genes, and
stimulate target gene transcription. The overall
pathway is conserved in many cell types and
across species and accounts for the induction of
CYP1 genes by a large number of polycyclic aro-
matic hydrocarbons, including several important
environmental carcinogens found in auto emis-
sions and cigarette smoke.
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Certain liver P450 enzymes are highly inducible in
vivo following PB administration, with levels of
specific P450s and their associated mRNAs and
gene transcription rates increasing up to 50-fold
(e.g., rat liver CYP2B1). The striking tissue specifi-
city of the PB induction response (liver >> other
tissues), the saturable dose response curves for
induction, and the structure-activity relationships
reported for certain classes of PB-like inducers
(e.g., PCB congeners) all point to a receptor-
dependent induction mechanism. The fact that
diverse chemicals, with no obvious structural rela-
tionship other than their general lipophilicity, can
each serve as PB-like inducers further suggests
that these inducers bind with a ‘sloppy fit’ or an
elastic recognition site to a common receptor; this
has now been identified as the liver-enriched
orphan nuclear receptor CAR. A similar paradigm
of structurally diverse inducer ligands applies to
the nuclear receptors that mediate induction of
other classes of drug-metabolizing P450 enzymes,
i.e., PXR and PPARα.

CAR is the key regulated transcription factor
that mediates the effects of PB and PB-like induc-
ers on liver P450 genes (2, 3). Mechanistically, P450
gene induction by CAR involves at least two dis-
tinct regulated steps. First, CAR is translocated
from the cytosol to the nucleus. The mechanism
whereby PB induces this nuclear translocation,

which is essential for the PB induction response, is
not well understood. It may reflect PB-stimulated
nuclear import or, alternatively, PB-dependent
blocking of a constitutive CAR nuclear export
event. CAR nuclear translocation is followed by a
second step, CAR binding to specific DNA
response elements (PBREs) found upstream of
CYP2B and other PB-inducible genes. This event is
associated with recruitment to the promoter of co-
activator complexes (Fig. 1) and leads to an
increase in the rate of transcription of CAR target
genes. CAR binds to these PBREs as a het-
erodimer with the nuclear receptor � retinoid X
receptor, RXR, which serves as a common het-
erodimerization partner for many orphan nuclear
receptors, including PXR and PPARα .  CAR
nuclear translocation and (CAR-RXR)-PBRE bind-
ing are both strongly enhanced in liver in vivo fol-
lowing administration of PB. In the case of the
potent PB-like inducer and pesticide contaminant
TCPOBOP, but not in the case of PB, direct bind-
ing to CAR’s COOH-terminal ligand-binding
domain as an agonist ligand has been described.

Mouse CAR gene knockout studies confirm the
importance of CAR in the PB induction response,
and demonstrate that CAR is essential, not only
for induction of the highly inducible CYP2B genes,
but for multiple pleiotropic responses to PB-like
inducing agents. These include the induction of
many other genes involved in xenobiotic metabo-
lism and repression of the expression of certain
genes involved in energy metabolism. CAR is also
required for various whole liver physiologic effects
(e.g., hepatomegaly and enhanced hepatocyte pro-
liferation) and pharmacologic responses that are
characteristic of PB-treated liver (e.g., cocaine-
induced hepatotoxicity).

Important unanswered questions regarding the
role of CAR in PB-induction of P450 gene expres-
sion include the following: 1) By which mechanism
is CAR retained in the cytoplasm in the absence of
PB? 2) What contributions do phosphorylation/
dephosphorylation reactions make to CAR nuclear
localization, DNA binding or transcriptional activ-
ity? Modulation of the activity of other nuclear
receptors through receptor phosphorylation reac-
tions is well established. Finally, 3) do interindi-
vidual differences or species differences in the lev-
els of CAR, in the ligand specificity of CAR, or in
the synthesis or metabolism of CAR inhibitory lig-
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ands (e.g., androstanediol) contribute to interindi-
vidual or interspecies differences in CAR-depend-
ent liver induction responses?
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CYP3A4, the single most abundant P450 enzyme
in human liver, is highly expressed in liver and
intestine, where it metabolizes structurally diverse
drugs, environmental chemicals, endogenous ster-
oid hormones and lipophilic bile acids. The high
level expression, broad substrate specificity and
widespread inducibility of this P450 enzyme in
response to steroids, antibiotics and other phar-
macological agents gives rise to many CYP3A-
based drug interactions.

CYP3A enzyme induction can be stimulated by
classic glucocorticoids, such as dexamethasone,
and by certain anti-glucocorticoids (e.g., pregne-
nolone 16α-carbonitrile, PCN), indicating that
CYP3A induction is not mediated by the classical
glucocorticoid receptor. Important species differ-
ences in CYP3A induction have been observed. For
example, the anti-glucocorticoid PCN is an effica-
cious CYP3A inducer in rat but not in humans or
rabbits, whereas the antibiotic rifampicin is an

excellent CYP3A inducer in humans and rabbits,
but not in rat. These species-specific responses are
a function of intrinsic differences in the ligand
specificity of the PXR protein in each species (3–
5). For example, human PXR but not mouse PXR is
activated by xenochemicals that preferentially
induce CYP3A genes in human cells and tissues
(e.g., rifampicin), whereas mouse PXR but not
human PXR mediates the strong response to PCN
that characterizes mouse CYP3A gene induction
(Fig. 2). This conclusion is strongly supported by
mouse PXR gene knockout studies, which estab-
lish PXR as the major mediator of CYP3A induc-
tion in response to various xenochemicals, and
furthermore, demonstrate that a human pattern of
CYP3A inducibility is achieved when the endog-
enous mouse PXR gene is replaced by its human
PXR counterpart. Mouse and human PXR exhibit
an uncharacteristically low amino acid conserva-
tion within the ligand-binding domain (∼75%
sequence identity), suggesting that these rodent
and human PXRs are unusually divergent
orthologs whose evolution reflects receptor adap-
tation to each species unique diet and distinct
endogenous steroid profile.

PXR may serve as a broadly-based ‘steroid and
xenobiotic sensor’ whose intrinsic physiologic
function is to stimulate synthesis of CYP3A
enzymes that catabolize endogenous steroidal
substrates. This possibility is supported by the
striking responsiveness of PXR to endogenous
steroids belonging to several distinct classes (preg-
nanes, estrogens and corticoids) and by the cataly-
sis by many CYP3A enzymes of 6β-hydroxylation
reactions using diverse steroidal substrates,
including androgens, corticoids, progestins and
bile acids. More specifically, PXR plays a key role
in bile acid homeostasis,  as shown by the
decreased production and increased hepatic
uptake and detoxification of cholestatic bile acids,
such as � lithocholic acid, that is mediated by
PXR. Thus, the activation of PXR by bile acids in
liver leads to: 1) decreased expression of CYP7,
cholesterol 7α-hydroxylase, which catalyzes a key
rate-limiting reaction of bile acid biosynthesis; 2)
increased expression of the transporter Oatp2,
which increases hepatic uptake of bile acids from
the sinusoidal blood; and 3) induction of CYP3A
enzymes that detoxify lithocholic acid by catalyz-
ing its 6β-hydroxylation.

Fig. 2 Species-specificity of PXR’s CYP3A induction 
response. Shown are the approximate amino acid 
sequence identities of the COOH terminal-ligand-
binding domain (LBD) and the central DNA-binding 
domain (DBD) of rodent and human PXR. CYP3A11 
and CYP3A23 are, respectively, mouse and rat P450 3A 
genes, whereas CYP3A4 is a human P450 3A gene. 
PCN, pregnenolone 16α-carbonitrile; RIF, rifampicin.
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CYP4A enzymes catalyze the oxygenation of bio-
logically important fatty acids, including arachi-
donic acid and other eicosanoids. CYP4A gene
transcription can be activated in both liver and
kidney by a range of acidic drugs and other xeno-
chemicals, including hypolipidemic fibrate drugs,
� phthalate ester  plasticizers used in the medical
and chemical industries, and other environmental
chemicals. These CYP4A inducers are classified as
� peroxisome proliferator chemicals (PPCs) since
they markedly induce liver peroxisomal enzymes,
which in turn leads to a dramatic increase in both
the size and the number of liver cell peroxisomes.
PPARα is the nuclear receptor responsible for
CYP4A induction, peroxisomal enzyme induction
and hepatic peroxisome proliferation (3–5). The
tissue distribution of PPARα (liver >kidney
>heart >other tissues) mirrors the PPC respon-
siveness of these tissues. CYP4A induction in liver
and kidney and hepatic peroxisome proliferation
are both abolished in PPAR gene knockout mice,
demonstrating the essential role of PPARα for
these responses in vivo. This finding is consistent
with the presence in the 5’-flank of CYP4A genes
of functional DNA response elements (PPREs) that
bind PPARα as a heterodimer with RXR and serve
as functional enhancers with respect to the stimu-
lation of CYP4A gene transcription. PPARα-RXR
complexes bound to PPREs are permissive, in that
they can be synergistically activated by the combi-
nation of a PPARα ligand with the RXR ligand 9-
cis-retinoic acid.

Persistent activation of PPARα can induce the
development of hepatocellular carcinoma in sus-
ceptible rodent species by a non-genotoxic mecha-
nism, i.e., one that does not involve direct DNA
damage caused by PPCs or their metabolites. This
hepatocarcinogenic response is abolished in mice
deficient in PPARα, underscoring the central role
of PPARα, as opposed to the two other mamma-
lian PPARs (PPARγ and PPARδ), in PPC-induced
hepatocarcinogenesis. Other toxic responses to
PPCs, such as kidney and testicular toxicities
caused by certain phthalate di-ester plasticizers,
are not abolished in PPARα-deficient mice, rais-
ing the possibility that PPARγ or PPARδ may
mediate these PPC toxicities.

While many of the molecular details regarding
PPARα and its transcriptional activation of CYP4A
and other target genes have been elucidated, sev-
eral important questions regarding the physiologi-
cal role and toxicological impact of PPAR recep-
tors remain: 1) What precise role does PPARα play
in lipid metabolism and homeostasis? 2) What
structural features enable PPARα to bind a broad
range of xenochemicals, in addition to its struc-
turally diverse endogenous fatty acids ligands?
Crystallographic analysis of the ligand-binding
domains of PPARγ and PPARδ has revealed ligand-
binding pockets that are large in comparison to
other nuclear receptors. This finding may have
direct relevance for our understanding of the
structural basis for the broad ligand specificity of
PPARα, and perhaps that of CAR and PXR as well.
Finally, 3) to what extent are PPARα-dependent
responses (e.g., CYP4A gene induction, hepatocar-
cinogenesis) modulated in vivo through cross-talk
with other nuclear receptors and other signaling
molecules, e.g., thyroid hormone, which sup-
presses hepat ic peroxisome proliferat ive
responses, and growth hormone, which activates
JAK/STAT signal transduction pathways that can
inhibit PPAR transcriptional activity?
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The identification of specific nuclear receptors as
molecular targets of P450 inducers impacts the
fields of drug metabolism and drug development
in two important ways:

1) Drug interactions, often associated with
individual differences in drug metabolism, are a
major contributor to idiosyncratic drug responses,
which can sometimes be fatal. P450 induction,
especially induction PXR and CYP3A enzymes, is
likely to contribute significantly to interpatient
differences in drug metabolism. Cell-based high
throughput screens for P450 inducers that activate
Ah receptor, CAR, PXR or PPARα have been devel-
oped and can readily be applied to characterize
the P450 induction potential of drugs currently
used in the clinic, as well as investigational drugs
and lead compounds under development. These
efforts may help to predict and thereby avoid idio-
syncratic drug interactions associated with P450
metabolism and P450 induction. Further elucida-
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tion of the factors that regulate cellular nuclear
receptor levels (e.g., glucocorticoids, which
increase expression of PXR in human hepatocytes)
and the identification of any genetic polymor-
phisms that impact on receptor expression, ligand
binding specificity or transcriptional activity are
also likely to be important.

2) Receptor proteins involved in the induction
of cytochromes P450 and other enzymes of drug
metabolism may serve as novel drug targets.
Examples of established nuclear receptor drug tar-
gets include PPARα, which is a target of hypolipi-
demic fibrate drugs, and PPARγ, which is targeted
by anti-type II diabetes drugs of the thiazolidine-
dione class. Conceivably, potent activators of PXR
could be useful for the relief of cholestasis associ-
ated with hepatotoxic bile acids, while PXR antag-
onists may be used to block CYP3A auto-induction
responses, which can substantially shorten the
plasma half-life of a drug that simultaneously
serves as a CYP3A inducer and a CYP3A substrate,
a characteristic of several AIDS protease inhibi-
tors. The finding that genes encoding liver and
intestinal drug transporters are also targets for
PXR regulation presents additional opportunities
and additional challenges as well.

Supported by NIH 5 P42 ES07381.
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Nuclear receptors constitute a superfamily of
intracellularly located proteins which share a com-
mon modular structure and act as transcription
factors. At present 65 family members have been
identified from nematodes to man. Specific to
these transcription factors is their ability to bind
small hydrophobic molecules such as steroids.
This causes a change in the transcriptional activity
of the respective receptor thereby leading to
altered gene expression.

� Nuclear Receptor Regulation of Drug-metabo-
lizing P450 Enzymes
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� Genetic Vaccination
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The nucleus accumbens is part of the limbic sys-
tem. It receives dopaminergic input through the
mesolimbic system that originates from cell bod-
ies in the ventral segmental area (A10 cell group).
This mesolimbic dopaminergic pathway is part of
the reward pathways. Drugs of abuse (cocaine,
amphetamine, opiates or nicotine) have been
shown to increase the level of dopamine release in
these neurons.

� Drug Addiction/Dependence
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nisms, which impact on the cell division machin-
ery.

� Proto-oncogenes

�
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Oncogenesis is the process of cancer initiation; the
term is essentially synonomous with carcinogene-
sis.

� Cancer (molecular mechanisms of therapy)

�
�
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On-resin analysis is analysis of compound
attached to a poly-meric carrier material.

� Combinatorial Chemistry
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In the strict sense, opiates are drugs which are
derived from opium and include the natural prod-
ucts morphine, codeine, thebaine and many semi-
synthetic congeners derived from them. In the
wider sense, opiates are morphine-like drugs with
non-peptidic structures. The old term opiates is
now more and more replaced by the term opioids
which applies to any substance, whether endog-
enous or synthetic, peptidic or non-peptidic, that
produces morphine-like effects through an action
on opioid receptors.

� Opioid System
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VOLKER HÖLLT
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Opioid receptors, endogenous opioid peptides,
nociceptin/orphanin FQ, ORL-1
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Opioid  systems comprise opiate alkaloids and the
families of � endogenous opioid peptides (β-
endorphins, enkephalins and dynorphins) inter-
acting with the three opioid receptor subtypes (µ,
δ, κ). Pharmacological conventions define “opi-
oid” when the action is produced by a prototypic
opiate drug such as morphine and is antagonised
by the antagonist naloxone. The classification of
the three opioid receptors was confirmed by clon-
ing of the three opioid receptor genes based on the
fact that they share a homology of more than 60%.
Interestingly, � ORL1  an orphan receptor exhibits
the same high degree of similarity to the opioid
receptors. However, classical opioids do not bind-
ing to this receptor, and the endogenous ligand
discovered for ORL-1 the peptide nociceptin or
orphanin FQ (OFQ) causes actions which are dif-
ferent from that of the classical opioid peptides
and which are not antagonized by naloxone. Nev-
ertheless, based on the high degree of structural
similarity nociceptin/ OFQ and the corresponding
ORL-1 receptor are regarded to belong to the opi-
oid systems.

� Analgesics
� Nociception
� Non-steroidal Anti-inflammatory Drugs

���������
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During the last 25 years it became clear that there
are three types of pharmacologically well-defined
opioid receptors (µ, δ, κ) that belong to the hepta-
helical group of G-protein-coupled receptors. The
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genes of these receptors show a more than 60%
homology to each other. A further “orphan” recep-
tor sharing a similarly high degree of homology to
the classical opioid receptors was recently identi-
fied and named ORL-1 (“opioid receptor like”) (1;
Table 1). The NC-IUPHAR Subcommittee on Opi-
oid Receptors suggested the terms MOP for µ opi-
oid, DOP for δ opioid, KOP for κ opioid and NOP
for ORL-1 receptors (2).

The opioid receptors are targets of a large vari-
ety of exogenous (drugs) and endogenous lig-
ands. Beginning with the discovery of the
enkephalins in 1975, several endogenous opioid
peptides have been isolated that derive from three
precursor genes pro-opiomelanocortin (POMC),
pro-enkephalin and prodynorphin (Table 2). β-
endorphin derives from POMC. Besides in the
pentapeptides met-enkephalin (ME) and leu-
enkephalins (LE), proenkephalin is processed in
the heptapeptide met-enkephalin-arg6-phe7

(MERF) and the octapeptide met-enkephalin-
arg6-gly7-leu8(MERGL). Prodynorphin is proc-
essed into dynorphin A, dynorphin A (1–8),
dynorphin B, α-, β-neoendorphin (3). In addition,
two endogenous pentapeptides have been isolated
that exhibit a high selectivity for µ-opioid recep-
tors and have been called endomorphin-1 and
endomorphin-2. Attempts to clone the genes for
the corresponding precursor molecules have not
been successful.

The µ-opioid receptor (MOP) is the classical
target for morphine and mediates the analgesic
and addictive affects of the drug (3). Therefore, in
MOP-deficient mice morphine does not exhibit
analgesic and positive reinforcing properties (4).
The human MOP gene encodes a heptahelical pro-
tein of about 400 amino acids and is localized on
chromosome 6q24-25. Of the endogenous pep-

tides, β-endorphin and to a lesser extent also the
enkephalins and dynorphins have affinities for
MOP. Endomorphin-1 and –2 are two pentapep-
tides that show the highest selectivity for this
receptor. Another selective agonist is the synthetic
peptide DAMGO (D-Ala2, nMe-Phe4, Gly5-ol)
enkephalin). The action of MOP agonists are com-
petitively blocked by the antagonist naloxone,
which is not absolutely specific for µ-opioid recep-
tors. The somatostatin analogue CTAP (D-Phe-
Cys-Thr-D-Trp-Arg-Thr-Pen-Thr-NH2) has been
found to be a more selective MOP antagonist. β-
FNA (β-funaltrexamine) and naloxonazine are
irreversible antagonists.

Several splice variants of MOP have been
cloned (including MOP-A, -B, -C, -D, -E, -F) that
differ in their amino acid sequence at the C-termi-
nal end (5). These receptor variants differ in the
rate of internalisation and desensitisation upon
agonist exposure but have similar binding and
coupling properties.

The existence of further alternative transcripts
of MOP was postulated by the observation that in
knockout mice with disrupted exon 1, heroin but
not morphine was still analgesically active. Based
on earlier observations that the antagonist naloxa-
zone blocked morphine-induced antinociception
but not morphine-induced respiratory depression,
a subdivision of the µ-opioid receptor in µ1 and
µ2was proposed. However, no discrete mRNA for
each of these µ-opioid receptor subtypes have been
found. Highest concentrations of MOPs are found
in the thalamus, caudate, neocortex in the brain,
but the receptors are also present in gastrointestinal
tract, immune cells and other peripheral tissues.

The δ opioid receptor (DOP) is the primary
target for met- and leu-enkephalin which also
exhibits affinities for µ and κ receptors (3). DPDPE

Tab. 1 Opioid receptors and ligands.

Receptor subtype µ (MOP) δ (DOP) κ (KOP) ORL-1 (NOP)

Prototypic ligands Morphine Met/leu-enkephalin Ethylketocyclacozine Nociceptin/OFQ

Endogenous ligand Endomorphin-1,-2 Met/leu-enkephalin Dynorphin A Nociceptin/OFQ

Selective agonists DAMGO DPDPE, 
D-ala2-deltorphin II

Enadoline, U-50488

Selective antagonists (naloxone) CTAP Naltrindole Nor-binaltorphimine J-113 397
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(D-Pen2, D-Pen5) enkephalin is a selective agonist,
and naltrindole a selective antagonist on DOP.
Only one DOP gene has been cloned to date. The
human DOP is comprised of 372 amino acids and
is localized on chromosome 1p34.3-36.1. Pharma-
cological experiments in rodents indicate the sub-
division into δ1 and δ2 receptors (1). However, cur-
rently no genes encoding these δ receptor isoforms
have been cloned. In addition, there is no evidence
for the existence of splice variants of this receptor.
A DOP that lacks the third intracellular loop was
generated by atypical mRNA processing in human
melanoma tissues. This atypically processed
receptor did not couple to G-proteins.

A high concentration of DOPs are found in the
olfactory bulb, the neocortex, caudate putamen
and in the spinal cord, but they are also present in
the gastrointestinal tract and other peripheral tis-
sues. The functional roles of DOP are less clearly
established than for MOP; they may have a role in
analgesia, gastrointestinal motility, mood and
behaviour as well as in cardiovascular regulation
(3).

The κ opioid (KOP) receptor is the natural tar-
get for prodynorphin-derived peptides, such as
dynorphin A, dynorphin B, α- neoendorphin etc.
The prototypical ligand is ethylketocyclazocine.
Enadoline and U-50488 are selective agonists and
norbinaltorphimine is an irreversible selective
antagonist (3). The human KOP gene encodes a
protein of 380 amino acids which is localized on
chromosome 8q11.12. From the binding character-
istics of the prototypical ligand ethylketocyclazoc-
ine (EKC), evidence for the subdivisions in κ1, κ2
and κ3 has been provided. However, there are no
functional pharmacological data supporting this
subdivisions. Moreover, no mRNAs coding for
these receptor isoforms have been identified. Fur-
thermore, in mice deficient in µ, δ and κ opioid

receptors (“triple knockouts”) no evidence for κ2
binding sites could be found. A KOP with an alter-
native start site and with no known functional sig-
nificance has been identified. High concentrations
of KOP have been found in the cerebral cortex and
hypothalamus; KOP is also present in the gastroin-
testinal tract, in immune cells as well as in other
peripheral tissues. KOPs have been implicated in
the regulation of nociception, diuresis, feeding,
neuroendocrine and immune system functions
(3).

The ORL-1 receptor was identified by its high
homology to the other opioid receptor subtypes
and termed “opioid receptor like” (1). However,
none of the endogenous opioid peptides or the
opiate drugs show a high affinity for this receptor.
An endogenous ligand that binds to ORL-1 with
high affinity has been identified and termed noci-
ceptin or orphanin FQ (N/OFQ). Recently, J-113397,
a drug with potent and selective antagonist activ-
ity at ORL-1 receptors, has been characterized.

According to the NC-IUPHAR Subcommittee
on Opioid Receptors it was proposed to term ORL-
1 receptor NOP receptor (2). The human NOP re-
ceptor gene encodes a protein of 370 peptide. Splice
variants have been found in the human and mouse
NOP receptor with no known functional signifi-
cance. NOP receptors are widely distributed
throughout the brain and in the spinal cord. They
are also present in immune cells. A functional role
for N/OFQ has been proposed in nociception, loco-
motoric activity, reward, stress and immunomodu-
lation.

The OP group of receptors share common
effector mechanisms. All receptors couple via per-
tussis toxin-sensitive Go and Gi proteins leading
to: (1) inhibition of adenylate cyclase; (2) reduc-
tion of Ca2+

 currents via diverse Ca2+ channels; (3)
activation of inward rectifying K+ channels. In

Tab. 2 Endogenous opioid peptides.

Proopiomelanocortin Proenkephalin Prodynorphin Pronociceptin/OFQ (Proendomorphin)

β-endorphin Metenkephalin, 
leuenkephalin, 
MERF, 
MERGL

Dynorphin A, 
dynorphin A(1–8), 
dynorphin B, 
α-neoendorphin, 
β-neoendorphin

Nociceptin/OFQ endomorphin-1, 
endomorphin-2
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addition, the majority of these receptors cause the
activation of phospholipase A2 (PLA2), phospholi-
pase Cβ (PLCβ), phospholipase D2 and of MAP
(mitogen-activated protein) kinase (Table 3).

In response to agonists, receptor desensitisation
by phosphorylation leading to uncoupling as well
as internalisation and recycling has been demon-
strated for each receptor. β-Arrestin appears to play
an important role in the development of morphine
tolerance. Chronic administration of µ opioids has
been shown to cause a superactivation of certain
subtypes of adenylate cyclase. Long-term changes
in adenylate cyclase activity results in activation of
cAMP response element binding protein (CREB).
This may result in changes in the expression of
genes involved in opioid addiction.

In addition to the MOP, DOP, KOP and NOP
receptors the existence of several other opioid
receptors have been proposed. The σ receptor,
originally classified as an opioid receptor, is no
longer regarded as such, since naloxone does not
act as an antagonist at this receptor. The σ recep-
tor rather appears to be the target of phencyclidine
and related drugs. A σ receptor that does not have
the heptahelical structure of G protein coupled
receptor has been recently cloned. A receptor with
selective avidity for β-endorphin has been pro-

posed and termed ε receptor. In addition, a so-
called λ receptor was postulated on the basis of
binding experiments. Recently, a ζ opioid receptor
was cloned that binds Met-enkephalin in a
naloxone displaceable manner and is proposed to
regulate cell growth. The relationship of the ζ
receptor, which shares no sequence homology to
the OP receptors, awaits elucidation.

There has been an extensive search for addi-
tional opioid receptor genes with homology to the
µ, δ and κ receptors which was, however, unsuc-
cessful. It is likely, therefore, that the functional
properties of the subdivision of µ, δ and κ recep-
tors as well as that of the ε and λ receptors results
form alternate mRNA processing, post-transla-
tional modification of the receptor and/or from
the formation of homo- and heterodimeric recep-
tor complexes.

�
���

Of the µ agonists (Table 3) morphine is the classical
opioid alkaloid clinically used for treatment of
pain. Undesirable effects of morphine such as res-
piratory depression, development of tolerance/de-
pendence led to search for analogues. A first
morphine derivative was diacetyl morphine (hero-
in) which, however, was soon shown to exhibit a
higher addictive liability than morphine. Modifica-
tion and simplification of the morphine structure
lead to the development of drugs such as pethidine,
methadone and piperidine derivates fentanyl (suf-
entanil, alfentanil). These opiates differ in their po-
tencies and/or pharmakokinetics, but exhibit
similar side effects than morphine. The long-acting
methadone is a substitute for heroin in addicted pa-
tients. The short-acting and potent fentanyl deriv-
atives are generally used during anesthesia. Other
structural modifications lead to the development of
the oripavine derivatives (e. g. etorphine and bu-
prenorphine). Etorphine is much more potent than

Tab. 3 Cellular responses to opioids.

Inhibition of adenylate 
cyclase

Activation of PLA2

Inhibition of voltage 
operated potassium 
channels

Activation of PLCβ

Activation of PLD2

Activation of inwardly 
rectifying potassium 
channels

Activation of MAP kinase

Tab. 4 Opioid drugs

Agonists Partial agonists Antagonists

Alfentanil, dihydromorphine, etorphine, fentanyl, heroin, 
hydromorphone, levomethadone, morphine, oxymorphone, 
pethidine, piritramide, remifentanil, sufentanil, tilidine, tramadol

Buprenorphine, 
pentazocine

Naloxone, 
naltrexone
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morphine and its catatonic action is used for sedat-
ing large animals. Buprenorphine is a long-acting
partial agonist at µ opioid receptors which shows a
ceiling effect. As compared to pure agonists partial
agonists posses a lower addiction liability. The µ
opioid antagonists (naloxone and naltrexone) are
clinically used for treatment of heroin overdose.

κ receptor agonists produce a powerful antino-
ciceptive effect and do not substitute for morphine
in dependent animals. In addition, κ receptor ago-
nists have neuroprotective effects in animal mod-
els of cerebral ischemia and traumatic head injury.
However, clinical trials using κ agonists such as
enadoline unmasked the dysphoric and psycho-
tropic side effects of these drugs in humans. Clini-
cal trials are presently being carried out to explore
whether κ agonists that do not readily penetrate
the blood brain barrier are useful in producing a
peripheral analgesic effect in inflammatory pain.

Although preclinical studies suggest that δ ago-
nists are potent analgesics with less side effects
than µ agonists, none of the non-peptide agonists
or antagonists have been introduced into clinical
investigations. Similarly, the clinical perspectives
of the use of agonists and antagonists on the ORL-
1 (NOP) receptor have to wait the outcome of clini-
cal trials. The recently discovered nonpeptide
antagonist J-113397 is a promising candidate.
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Opium is an extract of the juice of the poppy
Papaver somniferum, which contains more than 20

distinct alkaloids, including morphine, codeine
and papaverine.

� Opioid System
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� Anticoagulants
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Oral hypoglycaemic agents; oral blood glucose-
lowering drugs; insulin secretagogues; antihyper-
glycaemics.
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Oral antidiabetic drugs are used to treat hypergly-
caemia in type 2 (non-insulin-dependent) diabetes
mellitus. They are used in conjunction with non-
pharmacological interventions involving diet, exer-
cise and health education. The classes of oral anti-
diabetic drugs are sulphonylureas, prandial insulin
releasers (also termed meglitinides), the biguanide
metformin, thiazolidinediones and α-glucosidase
inhibitors (Table 1).

� ATP-dependent K+ Channel
� Diabetes Mellitus
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Type 2 diabetes is a heterogeneous and progressive
endocrine disorder associated with insulin resist-
ance (impaired insulin action) and defective func-
tion of the insulin-secreting β-cells in the pancre-
atic islets of Langerhans. These endocrine disor-
ders  g ive  r ise  to w idespread metabol ic



Oral Antidiabetic Drugs 689

�

disturbances epitomized by hyperglycaemia. The
five classes of oral antidiabetic agents act to either
increase insulin secretion, improve insulin action
or slow the rate of intestinal carbohydrate diges-
tion.

������
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The first sulphonylureas were introduced in the
1950s. They stimulate insulin secretion by a direct
effect on pancreatic β-cells. Sulphonylureas enter
the β-cell and bind to a site at the cytosolic face of
the sulphonylurea receptor (SUR). The SUR-1 iso-
form is expressed by the β-cell. It forms part of a
transmembranal complex that includes ATP-sensi-
tive Kir6.2 potassium efflux channels (K-ATP chan-
nels). The binding of a sulphonylurea to SUR-1
produces a conformational change that closes K-
ATP channels, favouring local depolarisation of the
plasma membrane. This opens voltage-dependent
L-type calcium channels, increasing calcium influx
and raising the cytosolic free calcium concentra-
tion. In turn, this activates calcium-dependent sig-
nalling proteins controlling the contractile
activities of microtubules and microfilaments that
mediate exocytosis of insulin granules. Pre-formed
insulin granules adjacent to the plasma membrane
are released first (first-phase insulin release). New-
ly formed granules contribute to the secretory pool
within one hour of continued stimulation. In-
creased insulin release is sustained as long as drug
stimulation is maintained, provided the β-cells are
functionally competent (Fig. 1).

The SUR-Kir6.2 complex is a non-covalently
bonded octamer (4 x SUR/4 x Kir6.2), with the
pore-forming Kir6.2 channels located at the cen-
tre (Fig. 2). SUR molecules are members of the
ATP binding cassette proteins (ABC proteins).
Each SUR-1 molecule comprises 17 transmem-
brane domains, 2 cytosolic nucleotide binding
domains and cytosolic binding domains for
sulphonylurea, benzamido and other ligands. The
Kir6.2 channel also has cytosolic binding regions,
including one for ADP/ATP. Sulphonylureas bind
to the sulphonylurea site with high affinity (eg. Ki
for glibenclamide in low nanomolar range), being
dependent on a ‘U’ shape to the ligand with 5.5 Å
between the hydrophobic rings.

By closing K-ATP channels, sulphonylureas
induce insulin release by activating a step along
the normal pathway of glucose-induced insulin
secretion. Activation of insulin secretion is there-
fore independent of glucose, provided there is suf-
ficient glucose metabolism to stimulate proinsulin
biosynthesis and service the energy requirements
for the cellular processing and exocytosis of insu-
lin. Hence sulphonylureas can stimulate insulin
secretion at low glucose concentrations, creating
the risk of hypoglycaemia. Sulphonylureas will
also increase the amount of insulin secreted at any
level of stimulation by glucose, subject to ade-
quate β-cell function. Additionally, sulphonylureas
may potentiate insulin release that is stimulated by
glucose and other nutrients. This may involve SUR

Tab. 1 Classes of oral antidiabetic drugs and their main mechanisms of action.

Class Examplesa Main Mechanism of Action

Sulphonylureas Chlorpropamide, glibenclamideb, 
gliclazide, glimepiride, glipizide, 
gliquidone, tolazamide, tolbutamide

Stimulate insulin secretion 
(typically 6–24 h)

Prandial insulin releasers 
(meglitinides)

Repaglinide, nateglinide Stimulate insulin secretion 
(rapid and short acting < 6 h)

Biguanide Metformin Improve insulin action

Thiazolidinediones Pioglitazone, rosiglitazone Improve insulin action 
(PPARγ agonists)

Alpha-glucosidase inhibitors Acarbose, miglitol, voglibose Slow rate of carbohydrate digestion
aAvailability of agents and prescribing instructions vary between countries
bGlibenclamide is called glyburide in some countries
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molecules located within the membranes of insu-
lin granules and activation of certain isoforms of
protein kinase C.

Although the main therapeutic effect of
sulphonylureas is increased insulin secretion,
there is evidence that these drugs exert weak
extra-pancreatic effects. The latter effects include
suppression of hepatic gluconeogenesis, possibly
by suppression of a kinase which leads to
increased formation of fructose-2, 6-bisphos-
phate. This stimulates phosphofructokinase and
suppresses fructose-1, 6-bisphosphatase, thereby
increasing glycolytic flux and suppressing gluco-
neogenic flux. Sulphonylureas might also enhance
insulin-stimulated glucose transport by increas-
ing translocation of GLUT-4 glucose transporters
to the plasma membrane in adipocytes and mus-
cle. However, these effects appear to require supra-
therapeutic concentrations of sulphonylureas and
are probably not therapeutically relevant. Sulpho-
nylureas have been reported to reduce the hepatic
extraction of insulin and to act on pancreatic A-
cells to transiently stimulate and then suppress
glucagon secretion.

The increase in insulin concentrations pro-
duced by sulphonylureas lowers blood glucose
concentrations through decreased hepatic glucose
output and increased glucose utilization, mostly
by muscle (� insulin, � insulin receptor).

�
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This class comprises the meglitinide analogue
repaglinide and the structurally related D-pheny-
lalanine analogue nateglinide. These recently
introduced agents have a benzamido group that
binds to a site on SUR-1 that is distinct from the
sulphonylurea site, but probably in close proximity
and capable of binding interference. Some sulpho-
nylureas also have a benzamido moiety (eg. glib-
enclamide, glimepiride, glipizide) but the binding
affinity for the sulphonylurea site has a higher
affinity. Binding of repaglinide or nateglinide to
the benzamido site closes the K-ATP channels and
induces insulin secretion via the same pathway
described for sulphonylureas.

Repaglinide and nateglinide are rapidly
absorbed; their binding durations to SUR-1 are
much shorter than sulphonylurea binding, and
their hepatic metabolism and subsequent elimina-

Fig. 1 Sulphonylureas stimulate 
insulin release by pancreatic β-
cells. They bind to the sulphonylu-
rea receptor (SUR-1), which closes 
Kir6.2 (ATP-sensitive) potassium 
channels. This promotes depolari-
sation, voltage-dependent calcium 
influx, and activation of calcium-
sensitive proteins that control exo-
cytotic release of insulin.

Fig. 2 Octameric structure (4 x SUR/4 x Kir6.2) of the 
SUR-Kir6.2 complex.
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tion are faster. Consequently, repaglinide and
nateglinide are faster-acting and shorter-acting
insulin releasers than sulphonylureas. They can be
taken immediately before a meal, and quickly
stimulate insulin secretion to coincide approxi-
mately with the period of meal digestion, hence
the categorization of ‘prandial insulin releasers’.

�����
���
Metformin is the main compound in this class,
introduced in the late 1950s. Other biguanides,
namely phenformin and buformin have been
widely discontinued. The antihyperglycaemic
effect of metformin results partly from a direct
improvement of insulin action and partly from
actions that are not directly insulin dependent. A
presence of insulin is required for the therapeutic
efficacy of metformin, but the drug does not stim-
ulate insulin release and is often associated with a
small decrease in basal insulin concentrations in
hyperinsulinaemic patients. Metformin has a vari-
ety of metabolic effects: The main antihypergly-
caemic actions involve a reduction of excess
hepatic glucose production, increased insulin-
mediated glucose utilization predominantly by
muscle, decreased fatty acid oxidation and
increased splanchnic glucose turnover.

Metformin restrains hepatic glucose produc-
tion principally by suppression of gluconeogene-

sis. The mechanisms involve potentiation of insu-
lin action and decreased hepatic extraction of cer-
tain gluconeogenic substrates such as lactate. In
addition, metformin reduces the rate of hepatic
glycogenolysis and decreases the activity of
hepatic glucose-6-phosphatase. Insulin-stimu-
lated glucose uptake and glycogenesis by skeletal
muscle is increased by metformin mainly by
increased movement of insulin-sensitive glucose
transporters (GLUT-4) into the plasma membrane.
Metformin also appears to increase the transport
function of glucose transporters and increases the
activity of glycogen synthase. Further actions of
metformin include insulin-independent suppres-
sion of fatty acid oxidation in liver and muscle,
and insulin-independent increase in anaerobic
glucose metabolism by the intestine. Lactate pro-
duced in this way is recycled to glucose by the
liver. Thus metformin acts to a modest extent via
several different effects to lower blood glucose
concentrations (Fig. 3).

At a cellular level metformin improves insulin
sensitivity by increasing insulin-stimulated tyro-
sine kinase activity of the β-subunit of the insulin
receptor. Metformin also increases insulin signal-
ling at more distal steps in the post-receptor cas-
cades. Although metformin can increase insulin
receptor binding when insulin receptor numbers
are depleted, this does not appear to have a signifi-

Fig. 3 The antihyperglycaemic effect of metformin involves enhanced insulin-mediated suppression of hepatic 
glucose production and muscle glucose uptake. Metformin also exerts non-insulin dependent effects on these 
tissues, including reduced fatty acid oxidation and increased anaerobic glucose metabolism by the intestine. FA, 
fatty acid;  ↑, increase; ↓ decrease.
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cant impact on insulin action. The mediating steps
that enable metformin to interface with insulin
signalling pathways are not resolved. Metformin
has been shown to alter membrane fluidity in
hyperglycaemic states and to alter the activities of
some metabolic enzymes (listed above), appar-
ently independently of insulin. Very high concen-
trations of metformin that occur in the intestine
could increase anaerobic glucose metabolism by
suppression of the respiratory chain at complex I.

	���#�����
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Two thiazolidinediones (TZDs) introduced in 1999
are presently available, pioglitazone and rosiglita-
zone. Another TZD, troglitazone has been with-
drawn. TZDs improve insulin sensitivity and their
principal mechanism of action is stimulation of
the nuclear receptor peroxisome proliferator-acti-
vated receptor-γ (PPARγ). PPARγ is a member of
the nuclear receptor superfamily for retinoid, ster-
oid and thyroid hormones. PPARγ exists as a het-
erodimer with the retinoid X receptor (RXR).
Binding of a TZD to PPARγ together with binding
of cis-retinoic acid to the RXR moiety produces a

conformational change that prompts dissociation
of co-repressors. The activated heterodimer then
binds to the peroxisome proliferator response ele-
ment (PPRE), which is a sequence (AGGTCAXAG-
GTCA) located in the promoter region of the
responsive genes. Recruitment of co-activators
including PGC-1 and assembly of the RNA
polymerase complex follows, initiating transcrip-
tion (Fig. 4). Many of the responsive genes are also
activated by insulin, hence the ability of TZDs to
improve insulin sensitivity.

PPARγ is strongly expressed in adipocytes, and
stimulation by TZDs promotes adipogenesis, pre-
dominantly in pre-adipocytes from subcutaneous
depots. Increased transcription of transporters
and enzymes involved in fatty acid uptake and
lipogenesis increases the deposition of lipid in the
adipocytes (Table 2). This appears to facilitate a
reduction in hyperglycaemia by reducing circulat-
ing concentrations of non-esterified (free) fatty
acids and triglycerides. The consequent effect on
the glucose-fatty acid (Randle) cycle is to reduce
the availability of fatty acids as an energy source,
thereby favouring the utilization of glucose. Addi-

Fig. 4 Thiazolidinediones stimulate the PPARγ moiety of the PPARγ-RXR nuclear receptor complex, which 
then binds to a response element, leading to transcription of certain genes that are also responsive to insulin. 
These facilitate increased uptake of fatty acids, lipogenesis and adipogenesis. PPARγ, peroxisome proliferator-
activated receptor-γ; RXR, retinoid X receptor; PPRE, p,eroxisome proliferator response element; TZD, thiazoli-
dinedione; cis-RA, cis-retinoic acid; GLUT-4, glucose transporter isoform-4; FATP, fatty acid transporter pro-
tein; aP2, adipocyte fatty acid binding protein.
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tionally, TZDs increase transcription of GLUT-4
glucose transporters that directly facilitates glu-
cose uptake. Reducing free fatty acid concentra-
tions also reduces the production of lipid metabo-
lites, which suppress early postreceptor steps in
the insulin-signalling pathway. TZDs may further
improve insulin signalling by decreasing produc-
tion of the adipocyte cytokine tumour necrosis
factor-α (TNFα) and the adipocyte hormone
resistin (and possibly leptin), which have been
implicated in the pathogenesis of insulin resist-
ance.

There is weak expression of PPARγ in muscle,
liver and other tissues, enabling TZDs to support
the effects of insulin in these tissues, notably
increased glucose uptake in muscle and reduced
glucose production in liver. TZDs may also affect
nutrient metabolism by skeletal muscle through a
direct mitochondrial action that is independent of
PPARγ.

α�$����������� 
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The first member of this class, acarbose, was intro-
duced in the early 1990s. α-Glucosidase inhibitors
slow the intestinal process of carbohydrate diges-
tion by competitive inhibition of the activity of α-
glucosidase enzymes located in the brush border
of the enterocytes (Fig. 5). Acarbose also causes a
modest inhibition of pancreatic α-amylase activ-
ity. The principal α-glucosidase enzymes are glu-
coamylase, sucrase, maltase and dextrinase. The
inhibitors bind to these enzymes with much
higher affinity than their natural disaccharide and
oligosaccharide substrates. Hence, when bound to

the inhibitor, the enzyme fails to cleave the disac-
charides and oligosaccharides into their absorba-
ble monosaccharides. The available α-glucosidase
inhibitors, acarbose, miglitol and voglibose, show
different binding affinities for the enzymes, giv-
ing them different activity profiles. For example,
the affinity profile of acarbose is glycoamylase >
sucrase > maltase > dextrinase. Miglitol is a more
potent inhibitor of sucrase, and voglibose of other
α-glucosidases.

When α-glucosidase activity is inhibited, car-
bohydrate digestion is prolonged and takes place
further along the intestinal tract. This in turn
delays and spreads the period of glucose absorp-
tion, which reduces the extent of the postprandial
rise in blood glucose concentrations. The effec-
tiveness of α-glucosidase inhibitors is dependent
on the consumption of a meal rich in complex car-
bohydrate.

���
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Type 2 (non-insulin-dependent) diabetes typically
emerges in middle or later life. Unlike type 1 diabe-
tes in which there is total loss of pancreatic β-cells
and a critical need for exogenous insulin adminis-
tration, type 2 diabetes is associated with a contin-
ued presence of β-cells and continued insulin
production. However insulin resistance usually de-
velops as a prelude to type 2 diabetes and creates a
demand for a compensatory increase in insulin se-
cretion. Eventually, the β-cells are unable to pro-
duce sufficient extra insulin to overcome the
insulin resistance. This results in impaired insulin-

Tab. 2 Tissue expression, ligands, genes activated, and biological actions of the peroxisome proliferator-activat-
ed receptor-γ (PPARγ).

Tissue expression Mainly white and brown adipose tissue; 
weak expression in liver, muscle, gut,  macrophages, pancreatic β-cells and 
haemopoietic tissues

Natural ligands Certain unsaturated fatty acids and prostaglandin metabolites

Synthetic ligands Thiazolidinediones and some non-steroidal anti-inflammatory drugs

Gene activated Lipoprotein lipase; fatty acid transporter protein; 
adipocyte fatty acid binding protein; acyl-CoA synthetase; malic enzyme; 
GLUT-4 glucose transporter; phosphoenolpyruvate carboxykinase

Biological actions Adipocyte differentiation; fatty acid uptake; lipogenesis; glucose uptake; 
other effects on nutrient metabolism which lower hepatic glucose production
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mediated glucose uptake by muscle, failure of insu-
lin to suppress hepatic glucose production and con-
sequently hyperglycaemia. Pancreatic β-cells of
type 2 diabetic patients become increasingly slug-
gish in their responsiveness to raised glucose con-
centrations, and eventually β-cell function
becomes severely impaired, leading to a state of hy-
poinsulinaemia and greater hyperglycaemia. The
toxic effects of hyperglycaemia on the permeability
of small blood vessels and nerve function result in
the long-term microvascular and neuropathic com-
plications of diabetes (retinopathy, nephropathy
and neuropathy). The additional effects of other
metabolic disturbances associated with insulin re-
sistance (the so-called metabolic syndrome) are
largely responsible for the long-term cardiovascu-
lar complications of type 2 diabetes.

Achieving and maintaining blood glucose con-
centrations as close to normal as possible reduces
the morbidity and premature mortality of the long-
term complications of type 2 diabetes. All treat-
ments begin with non-pharmacological measures
(diet, exercise and healthy living), but compliance
is limited, and lasting glycaemic control occurs in
only a small minority of patients. Patients are usu-
ally started on one oral antidiabetic drug. Recent
studies suggest that metformin offers additional
advantages beyond glycaemic control to reduce
long-term cardiovascular complications. Thus, this
is often the first oral agent to be used. The mecha-

nisms of action of metformin also prevent weight
gain and avoid overswings into hypoglycaemia. Al-
ternatively, a sulphonylurea or prandial insulin re-
leaser may be favoured as the first oral antidiabetic
agent if substantial β-cell failure is suspected. The
prandial insulin releaser would be preferred for in-
dividuals with either mainly postprandial hyperg-
lycaemia or irregular meal patterns which
predispose to interprandial hypoglycaemia when
taking a sulphonylurea. An α-glucosidase inhibitor
can be used if the hyperglycaemia is modest and
predominantly restricted to postprandial periods.
The newly available thiazolidinediones are slower
to take effect than other agents, presumably due to
their largely genomic mode of action. At this time
they are used a first-line therapy outside of Europe.
However, in Europe the thiazolidinediones and
nateglinide are presently recommended as second-
line agents to be used in combination with another
differently acting agent, when that agent alone does
not achieve glycaemic control.

Type 2 diabetes is a progressive disease with
continued insulin resistance and gradually declin-
ing β-cell function. Thus, hyperglycaemia
increases with disease duration and glycaemic
control becomes ever more difficult to maintain. If
two or possibly three differently acting oral antidi-
abetic agents do not achieve glycaemic control
then it is apposite to switch to insulin therapy
(insulin, insulin receptor).

The main limitations and precautions for the
use of oral antidiabetic drugs are listed in Table 3.

Hb, haemoglobin; Vit B12, vitamin B12; LFT, liv-
er function test.
a) The dosage of each antidiabetic drug should be

increased until either the target level of glycae-
mia is achieved or the last dosage increment
produces no additional effect.

b) Appropriate monitoring of glycaemic control
using fasting or random blood glucose, glycated
haemoglobin (HbA1c) or fructosamine (glycat-
ed albumin) should be undertaken for all pa-
tients receiving oral antidiabetic drugs.

c) Depending upon pathways of metabolism and
elimination of individual members of the class.

d) Prandial insulin releasers are less likely to pro-
duce severe or prolonged episodes of hypogly-
caemia than sulphonylureas.

e) Liver function should be checked in patients on
high dose acarbose.

Fig. 5 α-Glucosidase inhibitors slow the rate of intes-
tinal carbohydrate digestion by competitive inhibi-
tion of α-glucosidase enzymes in the brush border of 
enterocytes. The α-glucosidase inhibitors have a 
higher affinity for the α-glucosidase enzymes than the 
natural disaccharide and oligosaccharide substrates.
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� Contraceptives

�
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Orexin A and orexin B (also known as hypocre-
tins) are two hypothalamic neuropeptides derived
from the same precursor by proteolytic process-
ing. When injected into cerebral ventricles of rats,
orexin A and orexin B stimulate food consump-
tion. Inactivating mutations of orexins or the
orexin receptor HCRTR2 cause narcolepsy in mice
and dogs. Orexins act through high-affinity � G-
protein-coupled receptors.

� Appetite Control

Tab. 3 Main exclusions, adverse events and precautionary monitoring required for clinical use of oral anti-
diabetic drugs.

Classa Main exclusions Main adverse events Monitoringb

Sulphonylureas Severe liver or 
renal diseasec

Hypoglycaemia --b

Prandial insulin releasers Severe liver or 
renal diseasec

Hypoglycaemiad --b

Metformin Renal or liver disease; 
any predisposition to 
hypoxia

Gastro intestinal upsets; 
risk of lactic acidosis if 
wrongly prescribed

Creatinine, Hb or 
Vit B12b

Thiazolidinediones Cardiac failure; 
liver disease

Oedema, anaemia LFTb

α-glucosidase inhibitors Chronic intestinal disease Gastrointestinal upsets LFTb, e

Hb, haemoglobin; Vit B12, vitamin B12; LFT, liver function test.
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Organic cations are compounds that meet the two
criteria of a single positive charge (no negative
charge) and a significant degree of hydrophobic-
ity (alkyl chains or aromatic rings, little capacity
to form hydrogen bonds). Typical examples are
tetraethylammonium (TEA), N1-methylnicotina-
mide (NMN), and MPP+.

� Organic Cation Transporters (OCT)
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Non-neuronal monoamine transporters
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Cellular membranes are virtually impenetrable to
charged organic compounds, so dedicated inte-
gral membrane proteins must be present to allow

passage of a variety of endogenous organic com-
pounds and drugs. Transport of � organic cations
across cellular membranes was first identified in
the kidney. The proximal tubule efficiently clears
model compounds like TEA and N1-methylnicoti-
namide (see Fig. 1) from the blood by trans-epi-
thelial secretion into urine. Secretion of organic
cations is thought to serve in the elimination or
detoxification of metabolites and xenobiotics
(such as many drugs positively charged at physio-
logical pH). The term “organic cation transport-
ers” (OCT) originally refers to two distinct mecha-
nisms identified and characterized by radiotracer
experiments on membrane vesicles, isolated
tubules, and tissue slices from various species such
as dog, rat, rabbit, flounder, snake and human. At
the basolateral (also called contraluminal or per-
itubular) membrane of proximal tubular cells, an
electrogenic mechanism enhanced by the mem-
brane potential (inside negative) facilitates entry
of organic cations into the cytosol. At the brush
border (also called luminal or apical) membrane,
an organic cation/H+ antiport mechanism allows
electroneutral exit of organic cations in exchange
for protons. Transport mechanisms with similar
functional characteristics were also detected in
other organs such as liver, intestine and choroid
plexus, and in cell lines such as LLC-PK1 (derived
from pig kidney) and OK (opossum kidney). In
addition, released monoamine neurotransmitters
such as noradrenaline and 5-hydroxytryptamine
are removed from the extracellular space into non-
neuronal cells by a transport mechanism that

Fig. 1 Structures of some 
organic cations. TEA: 
tetraethylammonium; 
MPP+: 1-methyl-4-phe-
nylpyridinium; NMN: N1-
methylnicotinamide.
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pharmacologically resembles renal transport of
organic cations.
In 1994, the first organic cation transporter, OCT1
from rat kidney, was cloned by functional expres-
sion in Xenopus laevis oocytes (1). Based on the
amino acid sequence information of OCT1, two
related transporters, OCT2 and EMT, were identi-
fied later by nucleic acid similarity cloning strate-
gies.

� Neurotransmitter Transporters
� Vesicular Transporters
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Hydropathy analysis suggests that OCT1, OCT2
and EMT are integral membrane proteins.The pre-
dicted membrane topology of EMT from human,
representative also of OCT1 and OCT2, is shown in
Fig. 2. All carriers are around 555 amino acids
long, which translates into 61 kD. Characteristic
features are 12 predicted α-helical transmem-
brane segments, a large extracellular loop with
multiple potential N-glycosylation sites between
transmembrane segments 1 and 2, and multiple
potential intracellular phosphorylation sites.
There is some experimental evidence that phos-
phorylation may regulate transport activity of
OCT1 and EMT. Both N- and C-terminus are
exposed to the cytosol. Sequence analysis revealed
corresponding amino acid motifs in the first and
second half of the transporters, which suggests

that during evolution duplication of a primordial
protein with only 6 transmembrane segments has
occured.

EMT corresponds to the classical steroid-sensi-
tive extraneuronal monoamine transport mecha-
nism, first identified as “uptake2” in rat heart, for
noradrenaline and other monoamine transmitters
such as histamine and 5-HT (Fig. 3) (2). It is clear,
however, that OCT1 and OCT2 transport, e.g.
noradrenaline and adrenaline, with an efficiency
similar to EMT and may thus contribute to inacti-
vation of released monoamine transmitters in
vivo. Therefore, by reference to localization, these
three transporters have been termed � non-neuro-
nal monoamine transporters. EMT from rat has
also been called “OCT3”. However, EMT from
human does not accept typical organic cations
such as TEA, guanidinium, creatinine and choline
as substrates. Also, as indicated in Fig. 4, evolu-
tionary distances (human amino acid sequences)
of EMT to OCT1 (50% identity, 70% similarity)
and OCT2 (50%, 73%) are considerably greater
than between OCT1 and OCT2 (70%, 84%). Thus,
the preferred and well established designation is
extraneuronal monoamine transporter, EMT.

The non-neuronal monoamine transporters
are part of the � ASF family of transporters (gene
symbol group SLC22, see Fig. 4), which in addi-
tion contains transporters for organic anions
(OAT1–6), for zwitterions (OCTN1–3) and for uni-
dentified substrates (RST1, UST1) (3). The ASF
family itself is contained within the major facilita-

Fig. 2 Predicted mem-
brane topology of EMT 
from human. Each sym-
bol represents an amino 
acid. The model, based on 
hydropathy analysis, sug-
gests a protein that con-
tains, embedded within 
the membrane (gray bar), 
12 transmembrane seg-
ments (probably α-heli-
ces as indicated).
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tor superfamily (MFS). OCTN1, OCTN2 and
OCTN3 have also been considered to represent
organic cation transporters. However, the trans-
port of, for example, TEA seems to be marginal
with these carriers. Instead, the zwitterion carni-
tine is a relevant and specific substrate of OCTN2.
Another transporter clearly involved in the phe-
nomenon of organic cation transport is the multi-
drug resistance (MDR) efflux pump P-glycopro-
tein.

The genes of OCT1, OCT2, and EMT cluster
closely together in a conserved region, on chromo-
some 6 in human (6q26–27) and on chromosome
17 in mouse. The precise order in the direction
from telomer to centromer is IGF2R - OCT1 -
OCT2 - EMT - APO(α)-similar gene - APO(α).
This, together with the similarity of amino acid

sequences, suggests a common evolutionary ori-
gin, i.e. OCT1, OCT2 and EMT are descendants
from a single gene. The intron exon structures of
all three human genes have been elucidated. By
contrast to OCT1 and OCT2, core promoter and
exon 1 of EMT are part of a CpG island (i.e. a
region with high content of guanine and cytosine
bases and clustering of CpG dinucleotides).

� Heterologous expression in mammalian cell
lines and oocytes from Xenopus laevis and subse-
quent functional characterization mostly with
radiolabeled solutes has revealed that OCT1, OCT2
and EMT share some fundamental functional fea-
tures: (i) � MPP+ is one of the best substrates for
all, irrespective of species, in terms of transport
efficiency. In general, a single positive charge is
required on substrates, uncharged or doubly

Fig. 3 Neuronal and extraneuronal transport mechanisms for noradrenaline (NA). The cartoon depicts 
noradrenaline-based signal transduction at a peripheral sympathetic synapse, e.g. in the heart. After release 
from its storage vesicles, noradrenaline stimulates pre- and postsynaptic adrenoceptors. This signal is termi-
nated and thus controlled by two completely different transport mechanisms, originally called uptake1 and 
uptake2, which are located in neuronal (left) and non-neuronal (right) cells, respectively. Specific inhibitors are 
indicated. After carrier-mediated uptake, the transmitter is metabolized intracellularly (MAO, COMT) or trans-
ported into storage vesicles via the reserpin-sensitive vesicular monoamine transporter (VMAT).
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charged solutes are not transported. Since the
non-neuronal monoamine transporters may be
inhibited by a multitude of cationic compounds
with a wide variety of structures, they have been
called multispecific or polyspecific by some
authors (4). It must be stressed, however, that it is
not possible to judge from inhibition experiments
whether a compound is actually transported.
Thus, in comparison with other carriers e.g. for
sugars or amino acids, it is probably more appro-
priate to attest a broad, but clear cut specificity
with the focus on monoamine transmitters like
adrenaline, noradrenaline, dopamine, tyramine,
histamine, 5-HT, some derivatives like MPP+ and
cimetidine, and some smaller compounds such as
TEA and guanidine. This broad spectrum resem-
bles that of the vesicular monoamine transport-
ers. (ii) Dependence of transport activity on mem-
brane potential and pH is virtually identical, at
least in heterologous expression systems with

intact cells. Decrease of extracellular pH and depo-
larization of membrane independently reduce
velocity of uptake. Transport is independent of
inorganic ion gradients of Na+ and Cl-. (iii) It has
been shown by trans-stimulation  that all three
proteins are transporters, not just channels. Trans-
port works in both directions (uptake and efflux).
Thus, depending on substrate gradients across the
cell membrane, OCT1, OCT2 and EMT may medi-
ate electrogenic uniport of a substrate or elec-
troneutral exchange of two substrates (antiport).
(iv) Some compounds like quinine or mepiperphe-
nidol inhibit all three carriers with similar
potency.

However, the three non-neuronal monoamine
transporters are not just redundant isoenzymes
with marginal differences: (i) Localization differs
widely; although knowledge is incomplete and
sometimes inconsistent, marked differences are
certain. OCT1 is expressed primarily in liver, and
in rodents also strongly in kidney and intestine.
OCT2 is strongly and almost exclusively expressed
in the renal proximal tubule (S3 segment) and
weakly in the brain. By contrast, EMT is expressed
with substantial species differences in many but
not all tissues. Expression levels vary widely
between organs and during organ development
(e.g. in placenta). Consistently high expression has
been reported for placenta and heart. (ii) There
are plain differences in substrate specificity (5). In
contrast to OCT1 and OCT2, EMT does not trans-
port TEA efficiently. Guanidinium and some
derivatives like cimetidine or creatinine are partic-
ularly good substrates of OCT2. OCT1 alone does
not accept histamine as a substrate, but accepts
choline as a good substrate. (iii) Pharmacological
characterization has revealed significant differ-
ences in sensitivity to inhibitors. OCT1 is rela-
tively resistant to some steroids (such as 17β-estra-
diol and testosterone) and cyanine inhibitors,
which are potent inhibitors of OCT2 and EMT.
TEA inhibits OCT2 and OCT1 much better than
EMT, but O-methylisoprenaline is more effective
on EMT than on OCT1 and OCT2.

The physiological and pathophysiological sig-
nificance of the non-neuronal monamine trans-
porters remains to be fully resolved. Apart from
the elimination of metabolites and xenobiotics, a
role in monoamine transmitter inactivation seems
likely.

Fig. 4 Evolutionary tree of the ASF family of transport 
proteins. h, m, p, and r in conjunction with a protein 
name designate the species as being human, mouse, 
pig, or rat, respectively. The greater the sum of lengths 
of connective branches, the greater two transporters 
differ in amino acid sequences.
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Additional details for individual carriers are as
follows:
◗ OCT1: gene symbol SLC22A1; cloned from hu-

man, rat, mouse and rabbit. Transported sub-
strates include TEA, MPP+, dopamine, 
noradrenaline, adrenaline, tyramine, 5-HT and 
choline (radiotracer flux). There is indirect evi-
dence (trans-stimulation or electric currents) 
that other short chain tetraalkylammonia com-
pounds (with species differences) and procaina-
mide are also transported. A fluorescent 
substrate is available. Quinine is not transported. 
Tissue distribution of OCT1 is narrow, with clear 
expression in liver, kidney, intestine and colon 
(OCT1 from rat); OCT1 from human and rabbit is 
absent from kidney and brain. There is unequiv-
ocal evidence that OCT1 from rat is located at the 
basolateral membrane in renal proximal tubule 
(S1 and S2 segments). By analogy, it is probably 
sorted to the sinusoidal membrane of hepato-
cytes. Cell lines expressing OCT1 are Fao (rat) 
and Caco-2 (human). A knock-out is available, as 
well as an antibody. Potent inhibitors include 
disprocynium24 (Ki = 100 nmol/l) and 
cyanine863.

◗ OCT2: gene symbol SLC22A2; cloned from rat, 
pig, mouse and human. Note that the sequence 
first published for rat contains an artifactual C-
terminus. Most functional analyses have been 
performed with this erroneous clone. Radiola-
beled substrates include TEA, MPP+, dopamine, 
noradrenaline, adrenaline, tyramine, 5-HT, his-
tamine, cimetidine, propranolol and memantine; 
there is indirect evidence (intracellular pH-
change or electric current) for metoprolol and 
amantadin. The zwitterion levofloxacin is not 
transported. Tissue distribution is very narrow; 
it is found almost exclusively in kidney, in the 
straight part of the proximal tubule (outer me-
dulla, predominantly S3 segment, perhaps some 
late S2); much less mRNA is found in brain (dem-
onstrated for rat, mouse and human) where the 
exact location is still under dispute. Some uncon-
firmed RT-PCR results suggest very weak expres-
sion in additional organs. Interestingly, OCT2 is 
expressed by a factor of about 1.5–3 (depending 
on the detection method) stronger in male versus 
female rat kidneys. No such differences have 
been found for OCT1 and EMT. The significance 
of this difference is unclear. Cell lines expressing 

OCT2 include LLC-PK1 (pig) and Caco-2 (hu-
man), and a knock-out has not been published. 
An antibody is available. Potent inhibitors in-
clude disprocynium24 (Ki = 10 nmol/l) and some 
steroids.There is still a debate over whether 
OCT2 corresponds to the apical (luminal) or ba-
solateral organic cation transporter. The luminal 
transporter should be, according to membrane 
vesicle studies, an organic cation/H+ antiporter. 
Antibodies to an intracellular loop-epitope sug-
gest a basolateral localisation, functional data in-
dicate an apical localisation.

◗ EMT: gene symbol SLC22A3; cloned from hu-
man, rat and mouse. Radiolabeled substrates (in 
the order of decreasing transport efficiency for 
the human transporter): MPP+, histamine, 
tyramine, adrenaline, noradrenaline, cimetidine. 
Interestingly, sarcosinamide and a derived anti-
cancer drug (SarCNU) are substrates of human 
EMT and may enter tumor cells via EMT. Locali-
zation is broad and probably includes (human 
RNA blot data) salivary gland, prostate, liver, 
placenta, adrenal, heart and probably brain and 
kidney. Expression in rodents seems to be some-
what different, with clear expression in placenta, 
intestine, heart and brain (expression in cerebel-
lum and hippocampus is unconfirmed) and weak 
signals in kidney and lung but not in liver. Cell 
lines expressing EMT include Caki-1, HeLa, 
HKPT, Caco-2, ARPE-19 (human), and a knock-
out has been published. An antibody is not avail-
able. Inhibitors include disprocynium24 (Ki = 
15 nmol/l), O-methylisoprenaline and some ster-
oids.

�
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Cimetidine is a competitive histamine receptor
(H2) antagonist that inhibits e.g. gastric acid secre-
tion.

MPP+is a potent neurotoxin that causes irre-
versible and selective destruction of dopaminer-
gic neurons in primates; the resulting syndrome
resembles Parkinson’s disease.

Quinine is a natural alkaloid, first used as an
antimalarial drug and still used in the treatment of
severe malaria due to chloroquine-resistant or
multidrug-resistant P. falciparum.

TEA is a selective ganglionic blocking agent.
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Organic nitrates are polyol esters of nitric acid.
This group of drugs includes glyceryl trinitrate
(nitroglycerine), isosorbide mononitrate (ISMN),
isosorbide dinitrate (ISDN) and amyl nitrite (AN).
Organic nitrates release nitric oxide (NO), a proc-
ess which involves an enzymatic step. NO release
from organic nitrates activates the soluble form of
guanylyl cyclase by interacting with a haem group
in the enzyme. The formation of cyclic cGMP by
guanylyl cyclase leads then to the relaxation of
smooth muscle cells. Organic nitrates at clinical
concentrations mainly lead to a relaxation of
venous capacitance vessels. Organic nitrates are
mainly used for the prophylaxis or acute treatment
of anginal pain. The anti-anginal effect of organic
nitrates decreases after repeated administration
(tolerance). The main adverse effects are hypoten-
sion and headache.

� Guanylyl Cyclases

�
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Organophosphates are a group of pentavalent
phosphorus compounds, which contain an organic
group (e.g. parathion, malathion, tabun, sarin,
soman). Organophosphates are irreversible
acethylcholinesterase inhibitors. They are used as
insecticides or “nerve gas”.

� Acetylcholinesterase
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The ORL-1 receptor was identified by its high
homology to the other opioid receptor subtypes
and termed “opioid receptor like”, although none
of the endogenous peptides or opiate drugs show a
high affinitiy for this receptor. An endogenous
peptide which binds to this “orphan” receptor
with high affinity was identified and termed
noceptin or orphanin FQ.

� Opioid System

�
���
�(�����
��������


An orphan nuclear receptor is a receptor protein
belonging to the nuclear receptor superfamily,
whose physiological ligand has not been identi-
fied.

� Nuclear Receptor Regulations of Drug-metabo-
lizing P450 Enzymes
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p53 is a tumor suppressor protein which plays a
key role in carcinogenesis. Inactivation of p53 is a
common feature of the majority of human cancers.
p53 is a transcriptional activator protein of 53 kD
that regulates a variety of target genes. Under nor-
mal conditions, p53 is a short-lived protein that is
rapidly degraded by the ubiquitin proteosome sys-
tem (UPS). Conditions such as genetoxic stress
result in a stabilization of p53 which leads to a sup-
pression of growth.

� Ubiquitin/Proteasome System

�����

� Pituitary Adenylate Cyclase-activating Polypep-
tide

���

� Platelet-activating Factor

���

� Periaqueductal Grey
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The p24-family is a family of type I transmem-
brane proteins that function as coat receptors
within the early secretory pathway.

� Intracellular Transport

�
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Mixed function oxidases
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The cytochrome P450 mono-oxygenase system is a
versatile enzyme system located in the membranes
of the endoplasmic reticulum and mitochondria of
eukaryotic cells that incorporates one atom of
molecular oxygen into a substrate molecule and
one atom into water (1). The general stochiometry
of the reaction is as follows (S, substrate):

NADPH+H++O2+S–H → NADP++H2O+S–OH

A great variety of biotransformations including
aromatic and aliphatic hydroxylations, dealkyla-
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tions and oxidations of hetero-atoms, and epoxi-
dations are based on this elementary reaction.
Cytochromes P450 catalyze the phase I metabo-
lism of most drugs and � xenobiotics, often a pre-
requisite for a phase II conjugation reaction and
subsequent elimination from the body, but they
may also be required for � prodrug activation.
Other CYP enzymes participate in many critical
physiological pathways leading to steroid hor-
mones, bile acids, prostaglandines and many other
endogenous compounds.

� Nuclear Receptor Regulation of 
Drug-metabolizing P450 Enzymes

� Pharmacogenetics
� Pharmacokinetics

�
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The P450 mono-oxygenase system functions as an
electron transport chain in which electrons are
transferred from cellular pyridine nucleotides
(NADPH/NADH) to the P450 hemoprotein. In ver-
tebrates, there are two principal types of P450s
and electron transfer chains. One is found in the
mitochondrial inner membrane and the other in
the endoplasmic reticulum (ER). The electron-
donating protein of the ER system is called
NADPH-cy tochrome P450 oxidoreductase
(CYPOR). It consists of two domains with two dif-
ferent prosthetic flavin groups FAD (flavin ade-
nine dinucleotide) and FMN (flavin mononucle-
otide), which transfer two electrons acquired from
NADPH directly, but only one at a time, to the
P450 heme iron. CYPOR is bound to the ER mem-
brane by its N-terminal tail, and the bulk of the
protein is on the cytosolic side of the ER mem-
brane. In humans, CYPOR is encoded by a single
gene (POR) on chromosome 7q11.2, which encodes
a protein of 677 amino acids. The crystal structure
of CYPOR has been determined. In certain reac-
tions catalyzed by microsomal P450s, the second
electron can also be donated by cytochrome b5, a
smaller heme containing protein (MW ∼15 kD),
which accepts electrons from NADH via the flavo-
protein NADH-cytochrome b5-reductase.

In mitochondria, the electron acceptor protein
is also a flavoprotein termed NADPH-adrenodoxin
reductase (MW ∼50 kD) because it was discovered

in the adrenal cortex and because it donates its
electrons not directly to the P450 but to the
smaller redox protein adrenodoxin (MW ∼12.5 kD)
with two iron-sulfur clusters, which serve as elec-
tron shuttles between the flavoprotein and the
mitochondrial P450.
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The name cytochrome P450 (P for pigment)
derives from the unusual spectrum compared to
other hemoproteins. Carbon monoxide strongly
binds to the reduced (ferrous) heme iron inducing
a strong absorption at 450 nm that was first dis-
covered in 1958 and that can be used to quantitate
cytochrome P450 via its reduced CO-difference
spectrum (2). The structural difference between
cytochrome P450 and other hemoproteins is the
unusual 5th ligand to the heme iron, which is a his-
tidine in other hemoproteins and a conserved
cysteine thiolate in all P450s, located close to their
C-termini. X-ray crystal structures now available
for several bacterial P450s and for the mammalian
(rabbit) CYP2C5 protein have confirmed the role
of the conserved thiolate ligand (3). The many
sequences available and the recent structural data
indicate significant structural similarities between
all P450s, which have about 500 amino acids and
most likely evolved from a single common ances-
tor gene. Microsomal P450s are bound to the
membrane by a single hydrophobic N-terminal
transmembrane anchor and some hydrophobic
parts of the heme moiety, which is colocalized
with CYPOR at the cytoplasmic side of the ER.
Mitochondrial P450s are synthesized as slightly
larger precursors with an N-terminal signal
sequence that is cleaved off during translocation of
the protein to the inner mitochondrial membrane.
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Whereas the electron transfer components of the
P450 mono-oxygenases are usually encoded by
single genes, cytochromes P450 are the products
of a gene superfamily with currently more than
1200 known forms (isozymes) from all types of
living organisms. A web site providing databases
and many links to various aspects of P450 research
can be found at http://drnelson.utmem.edu/
CytochromeP450.html. Cytochrome P450 pro-
teins are classified into families and subfamilies
based on their sequence similarities. If more than
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Tab. 1 Overview of the cytochrome P450 superfamily inhumans.

Family Subfamily, genes, pseudogenes (P) Typical substrates/functions

CYP 1 A1 A2 PAHs, estrogens, aromatic amines
B1 PAHs, estrogens, aromatic amines
C1P no function

CYP 2 A6 A7 A13 A18P nicotine, coumarin, nitrosamines
B6 B7P cyclophosphamide, clopidogrel, bupropion
C8 C9 C18 C19 taxol (2C8), NSAIDS, omeprazole (2C19)
D6 D7P D8P antidepressants, opioids, beta-blockers 
E1 ethanol, halothane, aceton
F1 F1P naphtalene, styrene
G1P G2P no function
J2 arachidonic acid
R1 unknown function
S1 unknown function
T2P T3P no function
U1 unknown function
W1 unknown function

CYP 3 A4 A5 A5P A7 A43 cyclosporin, antidepressants, testosterone
CYP 4 A11 A20 A21P A22 fatty acid omega-hydroxylation

B1 fatty acids, clofibrate, steroids
F2 F3 F8 F9P F10P F11 F12 arachidonic acid, leukotrienes, prostaglandines
F22 F23P F24P F25P F26P F27P F28P
V2 V5 unknown function
X1 unknown function

CYP 5 A1 thromboxane A2 synthase
CYP 7 A1 steroid 7-alpha hydroxylase

B1 brain-specific neurosteroid biosynthesis
CYP 8 A1 prostacyclin synthase

B1 steroid 12-alpha hydroxylation
CYP 11 A1 cholesterol side chain cleavage

B1 B2 cortisol and aldosteron biosynthesis
CYP 17 steroid 17-apha hydroxylase/17-20 lyase
CYP 19 steroid aromatase (estrogen biosynthesis)
CYP 20 unknown function
CYP 21 A1P A2 steroid 21-hydroxylase
CYP 24 vitamin D degradation
CYP 26 A1 retinoic acid hydroxylation 

B1 retinoic acid hydroxylation
C1 unknown function

CYP 27 A1 27-hydroxylation in  bile acid biosynthesis
B1 vitamin D3 1-alpha hydroxylase
C1 unknown function

CYP 39 unknown function
CYP 46 cholesterol 24-hydroxylase
CYP 51 51P1 51P2 51P3 lanosterol 14-alpha demethylase
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40% identity exists between two forms at the
amino acid level, they belong to the same family
(indicated by an Arabic numeral), whereas they
belong to the same subfamily (indicated by a capi-
tal letter) if they share more than 55% of identical
amino acids. Individual isozymes of the same sub-
family are distinguished by an additional Arabic
number. Based on the results of the human
genome project, humans have about 60 individual
functional cytochrome P450 genes that are organ-
ized in 18 families and 43 subfamilies and which
are found dispersed over all autosomal chromo-
somes. Besides functional genes, there are also so-
called � pseudogenes, which harbour mutations
that prevent the production of functional protein
products. More than 20 CYP pseudogenes of dif-
ferent families have been identified in the human
genome. Other mammals share the same 18 CYP
families with humans, but the number of individ-
ual functional isozymes in each family or sub-
family can be different. Based on their role in
metabolism, the 18 CYP families can be broadly
dichitomized into those catalyzing the metabo-
lism of xenobiotics (families CYP1, CYP2, and
CYP3), and those that are responsible for biotrans-
formations of important endogenous substances
(families CYP4 to CYP51; Table 1). Whereas muta-
tions in many CYP genes of the first category are
frequent in the population and lead to polymor-
phic drug oxidation, mutations in CYPs catalyzing
physiological reactions are rare inherited deficien-
cies that usually cause various diseases.
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Cytochrome P450s of families CYP1 to CYP3 are
the principal enzymes catalyzing the oxidative
metabolism of xenobiotics,  especial ly for
lipophilic drugs. Typical characteristics of these
P450s are their extraordinarily broad and overlap-
ping substrate specificities and their extremely
variable expression and function both in terms of
inter- and intraindividual variation. The in vivo
activity of a specific P450 enzyme can principally
be estimated by measuring metabolite concentra-
tions of an ingested selective probe drug in urine,
blood or breath of patients. Three basic mecha-
nisms are responsible for variability in the activity
of drug metabolizing enzymes: a) the existence of

genetic polymorphism; b) gene regulatory mecha-
nisms that lead to enzyme induction or down-reg-
ulation; and c) direct inhibition of enzyme activ-
ity.
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� Genetic polymorphism is a difference in DNA
sequence that has a frequency of at least 1% in a
population. Many drug-metabolizing enzyme
genes are highly polymorphic with consequences
for expression and function of the gene product,
such that they affect the disposition of drugs and
xenobiotics. The best-studied example of a P450
genetic polymorphism is that of CYP2D6 (4). It
exists in two major phenotypes in the population,
the extensive metabolizer (EM) phenotype and the
� poor metabolizer  (PM) phenotype. The PM
phenotype is inherited as an autosomal recessive
trait and affects about 5 to 10% of Caucasians who
are unable to metabolize a range of drugs that are
substrates for CYP2D6. For drugs with narrow
therapeutic window, these individuals may be at
risk to develop adverse drug reactions when given
normal drug doses. Further examples for poly-
morphisms in P450 genes are mentioned below.
The Internet Home Page of the Human Cyto-
chrome P450 (CYP) Allele Nomenclature Commit-
tee lists all known human cytochrome P450 alleles
athttp://www.imm.ki.se/CYPalleles/.
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A variety of regulatory mechanisms act on differ-
ent P450 genes in response to environmental stim-
uli to cause changes in gene expression. Members
of the CYP1 family and some other drug metabo-
lizing enzymes including UGT1A6 are collectively
induced by polycyclic aromatic hydrocarbons
(PAH) that serve as ligands to a specialized recep-
tor called the Ah (aryl hydrocarbon) receptor,
which translocates to the nucleus following bind-
ing of another protein component called arnt (arnt
for Ah receptor nuclear translocator). In the
nucleus these two proteins bind DNA and activate
transcription. Another regulatory mechanism is
responsible for the 40–50 fold induction of CYP2B
enzymes of humans and rats following adminis-
tration of phenobarbital and other barbiturates.
The � orphan nuclear receptor CAR (constitu-
tively activated receptor) plays a central role in
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mediating the effect of phenobarbital. PXR,
another orphan nuclear receptor, binds a different
range of ligands including the antibiotic rifampin
and leads to induction of a different set of
enzymes, in particular CYP3A4. Both CAR and
PXR bind to DNA in the form of heterodimers
with the retinoic X-receptor, RXR, as binding
partner (5). Other chemicals also induce P450s,
e.g. ethanol induces the CYP2E enzymes. The gen-
eral feature of these regulatory mechanisms is that
substrates induce their own metabolism.
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Direct inhibiton of P450 enzymatic activity is the
most common reason for drug-drug interactions.
P450 inhibitors can be either of the competitive or
the mechanism-based type. Potent competitive
inhibitors are often, but not always, substrates that
have a high affinity for the enzyme. Mechanism-
based or suicide enzyme inhibition occurs when a
substrate is activated to a reactive intermediate
that subsequently binds either to the P450
polypeptide or to the heme moiety thereby inacti-
vating it irreversibly. Examples for both types of
inhibitors are known for almost every drug-
metabolizing P450. Substance interfering with
P450 enzyme activity may also originate from
food, e.g. grapefruit juice contains CYP3A4 inhibi-
tors that have significant effects on in vivo drug
concentrations lasting several days.
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CYP1A1: Typical substrates are polycyclic aro-
matic hydrocarbons (PAHs) like benzo(a)pyrene
or methylcholanthrene. The carcinogenicity of this
substance depends on metabolic activation by
CYP1A1. Some of the PAHs that induce CYP1
enzymes via the Ah receptor are found in ciga-
rette smoke and charred food.  CYP1A1 is
expressed at very low levels in the liver of unin-
duced individuals but is found in extrahepatic tis-
sues including placenta, lung and lymphozytes.
CYP1A2 has broader substrate specificity than
CYP1A2, including many aromatic and heterocy-
clic amines and is more abundantly expressed in
human liver. Typical substrates are caffeine, phen-
acetine, clozapine, estrogens and others. Caffeine
N3-demethylation can be used as a selective 1A2
marker activity, whereas 7-ethoxyresorufin O-
deethylation or or phenacetin O-deethylation

reflect both CYP1A isozymes. Genetic polymor-
phisms have been found in all human CYP1 genes
and their associations with various forms of can-
cer were intensely studied. The CYP1A1/2 genes are
located on chromosome 15.

CYP1B1 (chromosome 5) has been linked to
primary congenital glaucoma. CYP1B1 is not nor-
mally expressed in liver but is often found in vari-
ous kinds of tumors. It metabolizes many aromatic
amines and PAHs to potentially carcinogenic
products.

The CYP2 family is the largest CYP family in
humans and it comprises about 15 functional
genes and 10 pseudogenes.

CYP2A6 is the principal enzyme for nicotine
metabolism. A selective probe drug for CYP2A6 is
coumarin. Clinically important drug substrates
are rare for this enzyme. Several genetic polymor-
phisms have been found in the CYP2A6 gene that
affects mainly expression levels. It has been sug-
gested that smokers with genetically determined
low CYP2A6 expression need to consume less nic-
otine to achieve the same satisfying blood levels of
the drug.

CYP2B6 is the only functional isozyme of the
2B subfamily in humans, as CYP2B7 appears to be
pseudogene. Both genes are located within a large
CYP2 gene cluster on chromosome 19. CYP2B6 is
inducible by barbiturates but its expression and
function are also affected by frequent genetic pol-
ymorphisms. Clinically important substrates are
the cytostatic cyclophosphamide, the antidepres-
sant bupropion, the platelet aggregation inhibitor
clopidogrel and the narcotic propofol. S-Mepheny-
toin N-demethylation and bupropion hydroxyla-
tion are selective marker activities that can be
used both in vitro and in vivo.

The CYP2C subfamiliy comprises the four
genes CYP2C8, 2C9, 2C18 and 2C19, which are
localized on chromosome 10q1.24. The members
of this subfamily show surprisingly large variation
in substrate specificity and regulation. CYP2C8
appears to have narrow substrate specificity with
taxol 6-α hydroxylation being the most selective
marker activity. CYP2C9 is very abundantly
expressed in human liver and has broad substrate
specificity accepting many weakly acidic sub-
stances like the hypoglycemic agent tolbutamide,
the anticoagulent warfarin, the anticonvulsant
phenytoin and several NSAIDs (nonsteroidal anti-
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inflammatory drugs). CYP2C19 substrates are (S)-
mephenytoin, the 4-hydroxylation of which pro-
vides a very specific marker activity, the antiulcer
drug omeprazole, the antimalarial proguanil, and
diazepam. All CYP2C genes are genetically poly-
morphic. Clinically relevant are the two major var-
iant alleles of CYP2C9, 2C9*2 and 2C9*3 that are
associated with decreased enzyme activity, as well
as the genetic polymorphism of CYP2C19, also
known as the S-mephenytoin polymorphism,
which affects about 3 to 5 % of Caucasians and up
to 20% of Asian populations in the homozygous
form. CYP2C18 is expressed as mRNA but not as
protein in liver.

CYP2D6 was the first P450 for which a classi-
cal pharmacogenetic polymorphism became
known. The enzyme and its gene, which is local-
ized together with two pseudogenes on chromo-
some 22, have been very thoroughly studied.
CYP2D6 is responsible for more than 70 different
drug oxidations, mostly of substrates containing a
basic nitrogen. They include antiarrhythmics (e.g.
propafenone), antidepressants (e.g. amitriptyline,
venlafaxine), antipsychotics (e.g. thioridazine),
beta-Blockers (e.g. metoprolol), opioids (e.g.
codeine) and more. Sparteine and debrisoquine,
which are no longer in use, led to the discovery of
the genetic CYP2D6 polymorphism, also known as
the sparteine/debrisoquine polymorphism. The
molecular basis of this polymorphism is com-
prised in over 40 functionally distinct alleles that
are associated with either complete lack of func-
tion (null-alleles) or with decreased or increased
enzyme activity. The individual inherited allele
combination determines whether an individual
will have the � ultrarapid metabolizer (UM),
extensive (EM), intermediate (IM) or poor metab-
olizer (PM) phenotype. About 5 to 10% of Cauca-
sians carry two null-alleles and are PMs, about 10
to 15% are IMs, and about 10% are UMs. In other
ethnic populations, these percentages can be very
different. Thus, in Asians the PM phenotype has a
frequency of only 0.5 to 1%, whereas in certain
Arabian and Eastern African populations, the fre-
quency of the UM phenotype can be as high as
30%. The phenotype can be determined either by
using one of several available specific probe drugs,
e.g. dextrometorphan or metoprolol, or it can be
predicted by genetic diagnosis.

CYP2E1 (chromosome 10) metabolizes small
molecules including ethanol, halogenated hydro-
carbons like halothane, as well as small aromatic
and heterocyclic compounds, many of which also
act as inducers. For example, it is known that
CYP2E1 is induced in alcoholics. Only few drug
substrates of CYP2E1 are known, but the enzyme
activates many xenobiotic metabolites to toxic
intermediates. Chlorzoxazone 6-hydroxylation has
been proposed as a marker activity. Several poly-
morphisms were described in the CYP2E1 gene,
some of which were found to be more frequent in
Asians and believed to be associated with
increased cancer risk linked to smoking.

CYP2F1 appears to be expressed preferentially
in lung where it bioactivates the selective pneumo-
toxins 3-methylindole and naphthalene. It is abun-
dant in cardiovascular tissue and active in the
metabolism of arachidonic acid to eicosanoids
that possess potent anti-inflammatory, vasodila-
tory, and fibrinolytic properties.

Most of the other CYP2 subfamilies and iso-
zymes listed in Table 1 are poorly characterized, in
part because most of them were discovered in the
course of the human genome project.

The CYP3A subfamily is the most important
drug metabolizing families in humans. CYP3A4
plays the major role because it is the most abun-
dantly expressed P450 not only of human liver but
also of intestinal enterocytes. It has been esti-
mated that CYP3A4 makes significant contribu-
tions to the metabolism of more than half of all
clinically used drugs. They include large mole-
cules like the immunosuppressant cyclosporin A,
macrolid antibiotics like erythromycin, or antican-
cer drugs like taxol, and smaller molecules like
benzodiazepines, HMGCoA reductase inhibitors,
anaesthetics and many more. CYP3A4 expression
levels are increased following exposure to a
number of drugs that bind to the nuclear receptor
PXR (pregnane X-receptor), which increases the
rate of CYP3A4 gene transcription. Whereas
genetic polymorphism does not appear to play a
major role in determining CYP3A4 activity,
expression of the two subfamily members,
CYP3A5 and CYP3A7, is confined to a smaller
fraction of the population who carry particular
alleles of these genes. CYP3A7 is more abundantly
expressed in fetal liver than in adult liver.
CYP3A43 is expressed at very low levels.



P450 Mono-oxygenase System 711

�

�*������� ���������
���
� +
��
Most of these enzymes have steroids or fatty acids
as their substrates. Many P450s in endogenous
biotransformation pathways are characterized by
narrow substrate and product specificity and by
tight regulatory systems, especially those involved
in steroid hormone biosythesis.

The CYP4 family comprises a larger number of
subfamilies and isozymes (Table 1). The major
substrates for CYP4A forms are fatty acids that are
hydroxylated at their omega position. The physio-
logical significance of this is largely unknown.
Non-fatty acid substrates may be metabolized by
specific CYP4A forms. Expression of CYP4
enzymes is regulated by peroxisome proliferators
like clofibrate (peroxisomes oxidize fatty acids),
drugs that bind to another nuclear receptor
termed PPAR (peroxisome proliferator activated
receptor).

CYP5 synthesizes thromboxane A2, a fatty acid
in the arachidonic acid cascade that causes plate-
let aggregation. Aspirin prevents platelet aggrega-
tion as it blocks the cyclooxygenases COX1 and
COX2, which catalyze the initial step of the
biotransformation of arachidonic acid to throm-
boxane and prostaglandins.

CYP7A catalyzes the first and rate-limiting step
of bile acid synthesis. This is the principal way to
eliminate cholesterol. CYP7B is primarily
expressed in brain and catalyzes the synthesis of
various neurosteroids.

CYP8A is the complementary enzyme to CYP5
in that it synthesizes prostacyclin in the arachi-
donic acid cascade. CYP8B catalyzes the steroid
12-α hydroxylation needed for bile acid biosynthe-
sis.

CYP11A1 is known as the mitochondrial side
chain cleavage enzyme that converts cholesterol to
pregnenolone, the first step in steroid hormone
biosynthesis. Steroid hormone levels are under
tight endocrine control via the P450 enzymes
involved in their biosynthesis, which are tran-
scriptionally regulated by ACTH (adrenocortico-
tropic hormone) via intracellular cAMP. Genetic
defects in CYP11A1 lead to a lack of glucocorti-
coids, feminization and hypertension. CYP11B1 is
the mitochondrial 11-β hydroxylase that synthe-
sizes cortisol and corticosterone. Genetic defects
in this gene lead to congenital adrenal hyperplasia.
CYP11B2, aldosterone synthase, hydroxylates cor-

ticosterone at C-18. Genetic deficiency of CYP11B2
is the cause of congenital hypoaldosteronism.

CYP17 is a 17-α-hydroxylase and 17-20 lyase;
two different reactions catalyzed by one enzyme
and required for production of testosterone and
estrogen. Defects in this enzyme affect develop-
ment at puberty.

CYP19 is an aromatase that synthesizes estro-
gen, converting ring A of the steroid nucleus into
an aromatic ring. Lack of this enzyme causes a
lack of estrogen and failure of women to develop
at puberty. Because estrogens are involved in
breast cancer development, CYP19 is an important
target to develop specific anti-breast cancer agents
that inhibit the enzyme.

CYP20 is a newly identified P450 sequence and
no function has yet been found.

CYP21 catalyzes steroid C21 hydroxylation
required for cortisol biosynthesis. Genetic defects
in this gene cause congential adrenal hyperplasia.

CYP24 is a 25-hydroxyvitamin D (3) 24-hydrox-
ylase that degrades vitamin D metabolites.

CYP26 consists of three enzymes each repre-
senting a separate subfamily (Table 1), with proba-
bly all involved in retinoic acid hydroxylation.
CYP26A1 is an all trans retinoic acid hydroxylase
that degrades retinoic acid, an important signaling
molecule for vertebrate development. It acts
through retinoic acid receptors.

CYP27A1 catalyzes the side chain oxidation
(27-hydroxylation) in bile acid biosynthesis.
Because bile acid synthesis is the only elimination
pathway for cholesterol, mutations in the CYP27A1
gene lead to abnormal deposition of cholesterol
and cholestanol in various tissues. This sterol stor-
age disorder is known as cerebrotendinous xan-
thomatosis. CYP27B1 is the 1-α hydroxylase of
vitamin D3 that converts the D3 precursor to the
active vitamin form. The function of CYP27C1 is
not yet known.

CYP46 hydroxylates cholesterol at the 24-posi-
tion, a reaction that appears to play a role in cho-
lesterol homeostasis in the brain.

CYP51 catalyzes lanosterol 14-α demethylation
required in the biosynthesis of cholesterol. This
enzyme is evolutionarily highly conserved in
plants, fungi and animals, and bacteria and may
be the ancestor of all eukaryotic P450s. Triazole
antifungal drugs like ketoconazole act on CYP51.
The enzyme appears to play critical functions.
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p70S6 kinase is a serine/threonine protein kinase,
which is involved in the regulation of translation
by phosphorylating the 40S ribosomal protein S6.
Insulin and several growth factors activate the
kinase by phosphorylation in a phosphatidylinosi-
tol (PI) 3-kinase-dependent and rapamycin-sensi-
tive manner. Phosphorylation of S6 protein leads
to the translation of mRNA with a characteristic 5’
polypyrimidine sequence motif.

� Insulin Receptor

�
��

The International Association for the Study of
Pain (IASP) defines pain as “an unpleasant sen-
sory and emotional experience associated with
actual or potential tissue damage, or described in
terms of such damage”. This broad definition
acknowledges that pain is more than a sensation
subsequent to the activation of nociceptors. It

includes cognitive, emotional and behavioral
responses which are also influenced by psycholog-
ical and social factors.

� Analgesics
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Palmitoylation is the post-translational lipid mod-
ification of cysteine-residues in a variety of pro-
teins.

� Lipid Modifications 
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The predominant cell type in the pancreatic islets
of Langerhans. The main secretory product of the
β-cell is the peptide hormone insulin which has
vital actions for the control of nutrient homeosta-
sis and cellular differentiation.

� Diabetes Mellitus
� Oral Antidiabetic Drugs
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The hormone pancreatic polypeptide (PP) is a 36
amino acid peptide which is closely related to
� neuropeptide Y and � peptide YY. PP is mainly
found in pancreatic cells distinct from those stor-
ing insulin, glucagon or somatostatin. It acts on
receptors  which belong to the  fami ly  of
� neuropeptide Y receptors, particularly on the Y4
subtype.
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� Bacteriophage
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Phagocytes are a group of cells that may engulf
and internalise antigens, pathogens or apoptotic
cells and destroy them.

� Apoptosis
� Inflammation
� Immune Defense
� Hematopoietic Growth Factors
� Humanized Monoclonal Antibodies
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Pharmacodynamics describe the effects elicited by
a drug in the body.
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Pharmacogenetics is the study of genetically
determined inter-individual variation within one
species with respect to the response to drugs.
Inherited genetic variations with frequencies
above one percent are termed � polymorphisms.
In the human genome, there are more than 3 mil-
lion polymorphisms. Some of these polymor-
phisms are the cause why some people do not
respond to drugs or do respond extremely heavily

or suffer from adverse events to drugs. Pharmaco-
genetics also includes the impact of genetic varia-
bility for an organisms response to any external
chemical,  physical  or microbial influence
(� ecogenetics), and some genetic polymor-
phisms affect internal processes of an organism.
Therefore, pharmacogenetics may also provide
explanations of individual differences in the
� susceptibility  for a number of diseases. In con-
trast to inherited disease genes studied in human
genetics, pharmacogenetic polymorphisms are
not closely related to desease and typically the
effect of genetic polymorphism become only
apparent upon exposure to drugs or other condi-
tions (� gene-environment interactions).

� Nuclear Receptor Regulation of Drug-metabo-
lizing P450 Enzymes

� P450 Mono-oxygenase System

�
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Pharmacogenetics is a rapidly evolving field of
research (1,2,3,4,5). Fig. 1 illustrates the relation-
ships of pharmacogenetics with other related dis-
ciplines. Historically, pharmacogenetic research
started with the measurement of the � phenotype,
which is the apparent variability in structures or
functions of one species (phenotyping). For
instance, carriers of the deficiency of the drug
metabolizing enzyme � cytochrome P450 2D6
were identified as persons who did not excrete sig-
nificant amounts of metabolites of drugs like
debrisoquine or sparteine (i.e. they showed the
deficient or � poor metabolizer phenotype). The

Fig. 1 Relationship between Pharmacogenetics and 
other disciplines illustrated using a Venn diagram.
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frequency distribution of this phenotype is illus-
trated in Fig. 2. For a monogenic determined poly-
morphism, the phenotype can typically be classi-
fied into two groups (� biomodal  frequency dis-
tribution) or three groups (� trimodal  frequency
distribution). The values separating the two or
three groups is termed � antimode. For auto-
somal genes, a bimodal distribution would corre-
spond to a dominant mode of inheritance. Trimo-
dal distributions are more frequent in pharmaco-
genetics that mostly correspond to a � co-
dominant  mode of inheritance. Nowadays,
genetic polymorphisms are identified by molecu-
lar genetic analysis of genomic DNA (genotyp-
ing). The analysis of the correlation between a
DNA variation and the phenotype (genotype-phe-
notype correlation) is an essential topic of current
� functional genomics research.

Essential to the definition of Pharmacogenet-
ics is the term genetic polymorphism. It is extrap-
olated that there are at least 3 million genetic poly-
morphisms in the human genome. Historically, a
genetic polymorphism was defined as a genetic
variation with a population frequency of 1% and
above, but the larger inter-ethnic variation of pop-
ulation frequencies makes a strict definition based
on such frequencies impractical. The most com-
mon molecular type of polymorphism is the
� single nucleotide polymorphism (SNP). SNPs
are classified according to their location in the
coding region of exons as either synonymous
SNPs (no change of the amino acid sequence) or
non-synonymous SNPs (change of the amino acid
sequence). Most SNPs are localized outside the
protein coding sequences. Many of these non-cod-
ing SNPs may be absolutely silent, but some of

Fig. 2 Cytochrome P450 2D6 (CYP2D6) polymorphism as a prototype for a pharmacogenetic polymorphism. 
The activity was measured using the drug debrisoquine as a test drug and measuring the urinary excretion of 
the test drug and its 4’-hydroxylated metabolite. The bimodal frequency distribution of CYP2D6 in a human 
population (N=454) is shown with the rapid or so-called extensive metabolizers on the left side of the antimode 
and the deficient or so-called poor metabolizers on the right side. Poor metabolizers are unable to generate sig-
nificant amounts of the 4’hydroxylated metabolite as indicated by the fact that their metabolic ratio is at least 12 
corresponding to 12-times more parent drug than metabolite.
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these polymorphisms have significant effects on
gene transcription or splicing. Other molecular
types of genetic variation include insertions or
deletions of one or several nucleotides or even
entire genes. Some polymorphisms consist of
duplications or higher number amplifications of
entire functional genes (for instance, the gene
duplication of CYP2D6 results in a phenotype with
very extensive expression of the enzyme and ultra-
rapid biotransformation of CYP2D6 substrates).
Another distinct type of polymorphisms are the so
called variable number of tandem repeat polymor-
phisms (VNTR) where a segments of repetitive
DNA sequence exit with inter-individually variable
number of repeats (also termed microsatellites).

Some authors use the term � mutation  as a
synonym for genetic polymorphism. However, it is
recommended to reserve the term mutation for
genetic variations acquired within the life-span of
an organism such as those mutations acquired in
tumor-tissues during multi-step carcinogenesis.

Within a chromosome, genetic polymor-
phisms are inherited in a linked fashion and on
average, the more closely two polymorphisms are
located to each other the more tightly they are
linked, but polymorphisms even located one base-
pair apart may not be linked. The specific combi-
nation of genetic polymorphisms within one chro-
mosome is termed � haplotype. Compilations of
genetic polymorphisms such as those for human
cytochrome P450 enzymes (www.imm.ki.se/CYP-
alleles) or those for � N-acetyltransferases  (http://
www.louisville.edu/medschool/pharmacology/
NAT.html) define the polymorphic alleles as much
as possible as haplotypes of linked SNPs or other
types of variants. Theoretically, medical studies on
the function of polymorphisms should always be
based on haplotypes, but complete experimental
identification of haplotypes from the diploid cells
is almost unfeasible with current technologies.

Genetic polymorphisms may affect the fate of a
dr ug w ithin the  body of  an organisms
(� pharmacokinetics) and genetic polymor-
phisms may affect how the drug is acting on the
molecular  targets  of  the  organism
(� pharmacodynamics). Polymorphisms relevant
for pharmacokinetic variability are in drug trans-
porters relevant for active or facilitated transport
through biological barriers and in the enzymes
catalyzing drug biotransformation. The effect of

polymorphisms in the enzymes of drug biotrans-
formation has been the main focus of pharmaco-
genetic research in the past. Fig. 3 illustrates on
the example of the � cytochrome P450 2C19 poly-
morphism the genotype-phenotype correlation. In
this example, the exposure of the human body to
omeprazole differs about 15-fold depending on the
cytochrome P450 polymorphism as expressed as
the area under the blood plasma concentration
time curve (� AUC) of the drug. In general, the
rapid metabolizers may be prone to ineffective
action of the drug and the deficient metabolizers
(the so-called poor metabolizers) may be prone to
adverse effects due to overdosage. The medical
impact differs depending on the therapeutic index
and other properties of each drug; in the given
example of omeprazole, low efficacy in rapid
metabolizers was identified as a problem.

There are only very few genes which do not
carry any polymorphisms. And there exists even a
significant number of polymorphic genes that are
not expressed at all in part of the population due
to genetic polymorphisms. Table 1 summarizes a
few selected polymorphisms with their functional
and medical impact.

� 
!�
�������
��(���1
���

)�/�1�/$
��'
���������!$��#!�
�����
If the genotype-phenotype correlation is suffi-
ciently high, an individual’s phenotype can be pre-
dicted by the genotype. Thus, genotyping can be
used to predict in part an individual’s response to
specific drugs. A drug therapy optimized accord-
ing to a number of genetic variants is likely to be
more efficacious and will produce fewer or less
severe adverse effects compared with current drug
therapy. It is anticipated that in future non-
responders to drugs who are explained by ultra-
rapid drug biotransformation or by their less reac-
tive receptors will receive higher drug doses or
alternative drugs. Heavy responders to drug due to
genetic receptor variation or due to poor drug
biotransformation will receive lower doses or
alternative drugs. In particular, subjects prone to
idiosyncratic adverse drug reactions that are due
to immunogenetic polymorphisms, impaired
detoxification of reactive metabolites or other
genetic variations will not be treated with the
drugs which may be dangerous for this subgroup.
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In current daily medical practice, the concept
of pharmacogenetic genotyping prior to drug
treatment is not routinely used with a few excep-
tions. At some clinics, phenotyping or genotyping
� thiopurine S-methyltransferase (Table 1) is per-
formed prior to therapy with azathioprine  and the
doses are adjusted accordingly. Currently routine
application of pharmacogenetic testing in medi-
cine is limited in part due to lack of knowledge
about application and impact of pharmacogenet-
ics among physicians and in part due to the lim-
ited availability of rapid genotyping methods. In
some instances only moderate specificity or sensi-
tivity depending on the relevant gene and the clin-
ical problem may also be a problem. For instance,
poor biotransformation of substrates of CYP2C19
or CYP2D6  can be predicted with a 100% specifi-
city  and positive predictive value, thus, low doses
can be prescribed to poor metabolizers with suffi-
cient certainty. But sensitivity and negative predic-
tive value are less than 100% since other factors

like drug-drug-interactions, rare unidentified pol-
ymorphisms or unidentified liver disease may also
result in poor metabolism.
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In drug development the impact of frequent
genetic polymorphisms particularly in genes
involved in drug biotransformation is routinely
studied by in vitro methods and by clinical trials
in humans. Preference is given to those drugs not
significantly affected by genetic polymorphisms,
but existing effects of genetic polymorphisms is
not necessarily a knock-out criterion if the drug
has specific properties not available with other
analogues of that class. In addition, pharmacoge-
netic testing during clinical drug trials may help to
reduce variability and thus to more specifically
identify the effects of a certain drug in smaller
numbers of subjects.

Fig. 3 Illustration of the genotype-phenotype correlation on the example of the cytochrome P450 2C19 poly-
morphism. The upper part illustrates a molecular analysis of this polymorphism using PCR and restriction 
fragment analysis resulting in a loss of the restriction site in carriers of the non-functional variant *2. The gen-
otype CYP2C19*2/*2 indicates poor metabolizers of substrates of the enzyme CYP2C19 and as shown below, the 
area under the concentration time curve of them is about 15-fold higher compared to homozygous extensive 
metabolizers (genotype CYP2C19*1/*1). The phenotype of the heterozygotes is in-between corresponding to an 
co-dominant mode of inheritance typical for polymorphisms in drug metabolizing enzymes.
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Tab. 1 Selected genetic polymorphisms and their medical impact. 

Enzyme Functional effects of polymorphism 
and frequency

Examples for the medical impact

Glucose-6-phosphate 
dehydrogenase

Low or absent enzyme activity in 
about 10 % of African populations.

Hemolysis following intake of a 
number of drugs which have 
electrophilic reactive metabolites, but 
also, carriers of this enzyme deficiency 
have a partial protection from malaria.

Pseudocholine esterase Low or absent activity in 0.05 % of 
Caucasian populations.

Prolonged action of succinylcholine 
and mivacurium.

Paraoxonase (PON1) Low activity in carriers of the 
glutamine192 variant with a 
population frequency of about 50 % 
fort he homozygous glutamine 
genotype in Caucasians.

Carriers of low activity may show 
higher lipid peroxidation and higher 
toxificy from organophosphorothio-
ate insecticides.

NADPH:quinone 
oxidoreductase 1

Pro187Ser variant occurring with 
about 5 % frequency is functionally 
almost completely deficient.

Impaired activity associated with 
benzene toxicity and cancer 
chemotherapy induced leukemia.

Cytochrome P450 2C9 Low activity in about 10 % 
(heterozygotes) and very low activity 
in about 0.8 % (homozygotes) of 
Caucasian populations.

Prolonged action of several CYP2C9 
inactivated drugs like phenytoin, 
tolbutamide, ibuprofen, or S-warfarin.

Cytochrome P450 2C19 Deficient activity in about 3 % of 
Caucasian populations and in about 
20 % of Asian populations.

Prolonged action of several CYP2C19 
inactivated drugs like omeprazole or 
diazepam in the poor metabolizers.

Cytochrome P450 2D6 Extremely high activity in about 2 % 
of Caucasian populations and 
completely deficient activity in about 
7 %.

Inefficiency in ultra-rapid metabo-
lizers and extremely heavy effects in 
poor metabolizers for more than 50 
drugs. A few drugs requiring bio-
activation by CYP have low efficacy in 
poor metabolizers (example: codein is 
activated to morphine via CYP2D6).

N-acetyltransferase 2 Low activity in about 60 % of 
Caucasian populations.

High incidence of adverse events from 
the drug isoniazide in slow acetylators.

Glutathione S-transferase M1 Deficient activity in about 50 % of 
Caucasians.

Carriers of the deficiency may have a 
slightly increased risk for a number of 
smoking-related cancers.

Thiopurine S–methyl-
transferase

Low activity in about 10 % of 
Caucasians and deficient activity in 
about 0.4 %.

High incidence of severe adverse 
events from azathioprine and 
6-mercaptopurine in carriers of low 
activity.

β-adrenergic receptor 2 Amino acid variants appear to be 
associated with receptor function and 
agonist induced downregulation.

Some variants may predispose to some 
types of asthma and modulate action 
of β-2-adrenergic drugs.
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The existence of naturally occurring variations in
almost all genes in the human population provides
a way to identify the genes involved in disease
pathogenesis. This may be particularly helpful in
those diseases or adverse drug effects where the
mechanisms are unknown. By correlating genetic
polymorphisms in possibly related genes (candi-
date gene approach) or in the entire genome (gene
mapping approach) one may be able to identify
genes and their polymorphisms that are causative
for that disease. This may then allow to design new
drugs or other therapeutic principles targeted at
these genes.
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1. Pharmacogenetics & Pharmacogenomics (2000)
Recent Conceptual and Technical Advances. Phar-
macology 61(3) (the entire issue)

2. W. W. Weber (1997) Pharmacogenetics. Oxford Uni-
versity Press, Oxford

3. W. Kalow (1992) Pharmacogenetics of Drug Metab-
olism. Pergamon Press, Oxford

4. Pharmacogenomics: The search for individualized
therapies. edited by J. Licinio, M.L.Wong (2002) Wi-
ley-VCH/John Wiley, Weinheim

5. The reader is also referred to a number of journals
specifically devoted to this field of research: Phar-
macogenetics published by Lippincott Williams
and Wilkins; Pharmacogenomics published by Ash-
ley Publications Ltd.; American Journal of Pharma-
coGenomics published by ADIS international; The
Pharmacogenomics Journal published by Nature
Publishing group.

Factor V Leiden Factor V Leiden refers to a Arg506Gln 
replacement which occurs with about 
5 % frequency in the heterozygous 
form in Caucasians. The variant is 
inactivated approximately ten times 
slower than normal factor V.

About 5-fold increased risk for 
thrombosis in heterozygous carriers of 
the glutamine variant. Extremely 
increased risk in homozygous carriers 
and in heterozygotes taking oral 
contraceptives. On the other hand, 
possibly protection from severe blood 
loss during accidents, surgery or child 
birth.

5-Lipoxygenase A VNTR polymorphism in 100 bp 
upstream from the ATG start codon is 
associated with transcription 
efficiency.

Differences in response to 
5-lipoxygenase inhibitors and 
leucotriene receptor antagonists.

β-adrenergic receptor 2 Amino acid variants moderately 
associated with receptor function and 
agonist induced downregulation.

Some variants may predispose to some 
types of asthma and modulate action 
of β-2-adrenergic drugs.

Cysteine-cysteine chemokine 
receptor 5 (CCR5)

A 32-bp deletion with a population 
frequency of about 0.1 in Caucasians 
results in truncated non-functional 
receptor.

Carriers of this variant are partially 
protected from HIV infection, 
particularly the homozygous carriers.

G protein β-3 subunit Truncated protein with increased 
signal transduction in carriers of the 
825T allele.

Associated with hypertension and 
with the response to thiazide diuretics.

Tab. 1 Selected genetic polymorphisms and their medical impact.  (Continued)

Enzyme Functional effects of polymorphism 
and frequency

Examples for the medical impact
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Pharmacogenomics relates to the exploitation of
genome data for the development of new drug
treatments. Systematic (genomic) theoretical and
experimental approaches are employed for the
identification of new drug targets and the design
and synthesis of new drugs (e.g., � bioinfomatics,
gene expression profiling, � gene expression anal-
ysis). Compared with � pharmacogenetics, which
relates to inherited properties (polymorphisms)
determining an individual’s response to a certain
drug, pharmacogenomics is a broader term,
including both the genome-wide search for new
drug targets and the correlation of polymor-
phisms with drug responses. Quite often, how-
ever, the two terms are used interchangeably. 
(see also: Lindpaintner, K. (2002) The impact of
pharmacogenetics and pharmacogenomics on
drug discovery. Nature Reviews Drug Discovery 1,
463-469.)
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Drug kinetics, ADME
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Pharmacokinetics is the study of the rates of drug
absorption, distribution, metabolism and excre-
tion.

� Drug Interactions
� Nuclear Receptor Regulation of Drug-metabo-

lizing P450 Enzymes
� P450 Mono-oxygenase System

�
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Pharmacokinetics is one of the many disciplines
that contribute to the discovery, development and
use of drugs. Pharmacokinetics, and the closely
related discipline of drug metabolism, have made
a substantial contribution to the understanding
and management of drug action. Prior to 1960,
pharmacokinetics and metabolism made only a
minor contribution to regulatory drug marketing
submissions. Not only was there little apprecia-
tion of the importance of this type of information,
but also little means to provide it. The situation
has changed dramatically since then, and contin-
ues to evolve as greater emphasis is placed on con-
centration-effect relationships, both in drug
research and in clinical practice.

Pharmacokinetics is a highly interactive disci-
pline influencing a large spectrum of activities
ranging from molecular structure determination
during early drug discovery to designing optimal
drug dosage regimens in clinical practice.

Four different approaches to to pharmacoki-
netics can be identified. These are � compartment
modeling, physiological modeling, model-inde-
pendent pharmacokinetics and population or
mixed-effect modeling (1).

In the compartment modeling approach, the
body is assumed to consist of one or more com-
partments. These may be spatial or chemical in
nature. If a drug is converted in the body to a
metabolite then the metabolite may be considered
to be a separate compartment to the parent drug.
Alternatively, a compartment may be used to rep-
resent a body volume, or a group of similar tissues
or fluids into which a drug distributes after
absorption. Typical compartment models of this
type are shown in Fig. 1.

In these models, the drug is assumed to dis-
tribute between compartments at rates controlled
by first-order or saturable kinetics. For example,
in the one compartment open model with bolus
intravenous injection , plasma drug levels may be
described in the form of Equation 1 in which Co is
the concentration of drug in plasma at time zero,
and t is time after drug dosing.

C = Co(EXP - k(el)t) (1)
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Appropriate equations may similarly be derived to
describe drug disposition in other kinetic models.

In the physiological model approach, pharma-
cokinetic modeling is based on known anatomical
and physiological values. Drug disposition is
based on blood flow rates through organs and tis-
sues, and experimentally determined drug blood-
tissue concentration ratios at steady state. The
basic unit model that describes the relationship
between drug concentrations in blood and in a
particular organ or tissue is shown in Fig. 2.

The main advantage of physiological modeling
is that drug movement and drug concentrations in
particular organs and tissues can be predicted,
and changes in organ or tissue perfusion can be
taken into account in pathological conditions
when predicting drug levels. The physiological
model approach has been used extensively for
anticancer compounds and for agents where drug
or metabolite concentrations in particular organs
and tissues are important.

The main disadvantages of physiological mod-
eling are that the mathematics can become com-
plex and unwieldy, and that kinetic model param-
eter values, necessarily developed in experimental
animals, may not apply in humans.

Model-independent pharmacokinetics repre-
sents a less complex approach based on simple
mathematical description of blood or plasma pro-
files of drugs or metabolites without invoking a
particular kinetic model. In many situations dur-
ing drug discovery and development, and also in
clinical practice, it is sufficient to characterise
plasma drug or metabolite profiles in terms of
maximum plasma levels, time of maximum levels,
area under the drug or metabolite plasma curve,
and elimination rate or half-life. Values for these
parameters can generally be obtained by simple
inspection of plasma profiles without fitting data
to a particular kinetic model.

However, more complete kinetic modeling may
be necessary for complete pharmacokinetic char-
acterisation and to examine relationships between
drug disposition and pharmacologic effects.

A fourth approach to pharmacokinetic data
analysis uses a combination of pharmacokinetic
and stat ist ical methods. This is generally
described as � population pharmacokinetics or
mixed-effect modeling. Whereas traditional phar-
macokinetic analysis focuses on fairly complete
data sets obtained from individual subjects, with
averages of such data being used to find popula-
tion tendencies, the population pharmacokinetics
or mixed effect modeling method focuses on the
central tendency of diverse and often sparse data
obtained across a subject population (2).

Fig. 1 Top: One compartment open model after bolus 
intravenous injection. D is the dose, A is the amount 
of drug in the body, C is the concentration of drug in 
distribution volume V and k(el) is the first order rate 
constant for drug elimination. Bottom: Two compart-
ment open model after oral administration. FD is the 
fraction of dose absorbed, k12 and k21 are first-order 
rate constants for transfer of drug between compart-
ments, and ka is the first order rate constant for drug 
absorption. Subscripts denote first (central) or second 
(peripheral) compartments.

Fig. 2 Basic unit of the physiological model. Qm is 
blood flow through the organ, V is organ volume, and 
C is drug concentation. Subscript denotes the organ, 
in this case blood (B) or muscle (M).
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An example of the latter approach to pharma-
cokinetic data analysis is shown in Fig. 3 that is
based on a simulation in which 25 individuals each
yielded 3–4 plasma drug concentration points at
various times after oral drug administration. None
of the individual data sets describes a complete
plasma profile. However, using a population phar-
macokinetics approach, a composite profile can be
obtained that is highly characterised, both phar-
macokinetically and statistically.

Population pharmacokinetics requires only a
small number of data points from each individual
and thus permits cost-effective sampling over a
large population, thus generating a broad base of
pharmacokinetic information. However, this car-
ries with it the disadvantage of possible protocol
deviations, lack of control over study conditions,
and sample documentation problems.
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Current major emphasis in drug development pro-
grams is to establish and characterise relation-
ships between drug pharmacokinetics and phar-
macologic or therapeutic outcomes. Appreciation
of the importance of pharmacokinetic-pharmaco-
logic relationships has projected these disciplines
into a central and critical position in drug discov-

ery and development. This is particularly so in the
case of clinical studies. During all phases of clini-
cal drug development, blood level determinations
and the relation of these values to pharmacologic
or therapeutic end points are included in most
study protocols. Much of the initiative for this has
been the keen interest shown by regulatory bodies
in drug level-effect relationships, and also the
availability of appropriate mixed-effect modeling
computer programs (4).
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Blood drug levels were originally obtained during
toxicity studies merely to ensure that drugs were
administered and were to at least some extent sys-
temically available. Drug safety assessments were
based on dose-effect relationships. This situation
has changed. Toxicokinetics is now a necessary
component of toxicology studies, and the disposi-
tion of a drug or metabolite(s) must now be char-
acterised in toxicity species at toxicological dose
levels. Drug safety assessments are based on con-
centration-effect relationships. The very high
doses generally used in toxicology studies, com-
pared to those used in nonclinical pharmacology
or clinical studies often give rise to marked differ-
ences in toxicokinetic and pharmacokinetic drug
profiles.

The discipline of toxicodynamics  is of more
recent origin than � pharmacodynamics, and few
toxicokinetic-toxicodynamic relationships have
been described. Nonetheless, this area is advanc-
ing rapidly and has presented a new perspective in
the design and interpretation of toxicology stud-
ies.

�����$�����
Pharmacokinetics and toxicokinetics differ in
terms of their goals and philosophical emphasis.
Both are recognised as critical components in the
drug development process. Pharmacokinetic stud-
ies require extensive collaboration with such disci-
plines as pharmacology, clinical pharmacology
and clinical development. Toxicokinetics, on the
other hand, requires collaboration principally
with toxicology, as well as clinical pharmacology,
and clinical development. These latter collabora-
tions are frequently based on assessment of drug
safety and therapeutic margins. These multidisci-
plinary interactions reflect the global impact of

Fig. 3 Population pharmacokinetic analysis of simu-
lated data from 25 individuals to yield a pharmacoki-
netic profile of central tendency (based on data in 
Reference 3).
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the discipline of pharmacokinetics, together with
the related disciplines of drug metabolism, trans-
port and drug interactions, across the spectrum of
pharmaceutical research and development, and in
clinical medicine.
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Pharmocodynamic tolerance develops in response
to continued application of drugs, by mechanisms
that include reversible cellular adaptation proc-
esses, such as receptor desensitization, internaliza-
tion and down-regulation as well as changes in the
activity and levels of other components of the
receptor’s signal transduction pathways.
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Pharmocokinetic tolerance develops in response
to continued application of drugs by pharmocoki-
netic mechanisms that include e.g. decreased
absorption, increased rate of drug metabolism and
excretion.

� ���� �
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� Antipsychotic Drugs

� �������

The phenotype is the apparent form of a polymor-
phism measurable as function or structure by use
of inspection, enzyme kinetic methods, or other
methods.

� Pharmacogenetics

� ����
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Phenylalkylamines are a family of compounds
blocking dihydropyridine-sensitive high-voltage-
activated (HVA) calcium channels.

� Ca2+ Channel Blockers
� Voltage-dependant Ca2+ Channels

� �!&���"���!�

Phorbol esters are diterpene esters isolated from
croton oil produced by the plant Croton tiglium.
The prototypical phorbol ester, 12-O-tetrade-
canoyl-13-acetate (TPA) is a tumour promoter
which activates various protein kinase C (PKC)
isoforms.

� Phospholipases
� Protein Kinase C
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Cyclic nucleotide phosphodiesterases, PDEs
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Cyclic nucleotide phosphodiesterases are a class of
enzymes that catalyze the hydrolysis of 3′,5′-cyclic
guanosine monophosphate (cGMP) or 3′,5′-cyclic
adenosine monophosphate (cAMP) to 5′-guanos-
ine monophosphate (GMP) or 5′-adenosine mono-
phosphate (AMP), respectively.

� Adenylyl Cyclases
� Guanylyl Cyclase
� Smooth Muscle Tone Regulation

�
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The cyclic nucleotide phosphodiesterases (PDEs)
are a superfamily of enzymes that hydrolyze cGMP
and cAMP to their respective 5′ monophosphates.
Cyclic nucleotide signaling is important in a large
number of processes including proliferation,
� chemotaxis, contraction, relaxation and inflam-
mation. Therefore, together with the cyclases
(adenylyl and guanylyl cyclase), the PDE family is
crucial for survival and for maintaining quality of
life in eukaryotic organisms. Currently there are 11
known PDE gene families, all of which have
unique characteristics in terms of substrate specif-
icity, expression patterns, kinetics and regulatory
properties (Table 1). The current nomenclature for
a PDE contains, in order, 2 letters to indicate spe-
cies, a number indicating gene family, a letter to
represent an individual gene, and a letter to signify
splice variant. For example, MMPDE9A1 repre-
sents the mouse PDE9 gene family, gene A, splice
variant 1. In general, all PDEs share the same
structural organization. Each protein has an N-

terminal motif that is used to regulate the protein’s
activity or localization, and a C-terminal cataly-
itic domain, followed by a short tail. The catalyic
domains of PDEs share approximately 35%
sequence identity, including the conserved signa-
ture sequence H-D-X2-H-X4-N.

�$&��!
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The substrate specificity of the PDEs range from
dual specificity enzymes (PDE1,2,10 and 11) to
those that hydrolyze either cGMP (PDE5,6 and 9)
or cAMP (PDE3,4,7 and 8) exclusively. In fact, the
relative substrate specificity can vary between
members of a gene family. For example, within the
PDE1 gene family PDE1A has a Km for cGMP that
is much lower than that for cAMP, while PDE1C
has roughly equal affinity for both nucleotides. In
addition, the activity of a PDE toward one cyclic
nucleotide can vary depending on the concen-
tratation of the other cyclic nucleotide. For
instance, PDE2 will hydrolyze cAMP and cGMP
with relatively similar Km values. However, the
presence of a small amount of cGMP (through
allosteric binding sites) stimulates the activity of
PDE2 towards cAMP. There are also PDEs for
which one cyclic nucleotide acts as a competitive
inhibitor for the other. Cyclic AMP is a competitive
inhibitor of PDE10 cGMP hydrolysis, and cGMP is
a potent inhibitor of PDE3’s cAMP hydrolyzing
activity. Thus, with a wide variety of specificities
and affinities for the different nucleotides, the
PDEs are a group of enzymes that are well adapted
to fine tune the cyclic nucleotide pools within the
cell.
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All of the PDEs possess a significant amount of
sequence that is N-terminal to the catalytic
domain. In fact, the N-terminus can be larger than
the catalyitic domain itself. Within the N-terminus
there are domains used to regulate the activity of
the catalyic site (Fig. 1). The PDE1 family mem-
bers have two Ca2+/calmodulin-binding domains.
Binding of Ca2+/calmodulin to these domains
stimulates the activity of the PDE1s several fold.
PDE2, PDE5, PDE6, PDE10 and PDE11 all have
allosteric, cGMP-binding GAF domains (named
after cyclic GMP-binding phosphodiesterase,
� adenylyl cyclase, FhlA) in their N-termini. Bind-
ing of cGMP to these domains have various effects
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on PDEs. For PDE2, binding of cGMP to its GAF
domain results in stimulation of its cAMP hydro-
lyzing activity. Binding of cGMP to PDE5 increases
its susceptibility to phosphorylation, but it is not
clear whether cGMP binding has a direct effect on
activity. PDE10 and PDE11 have unusual GAF
domains. The affinity of PDE10 for cGMP is low,
with a reported Kd of greater than 10 µM. This
high Kd value implies that the GAF domains in
PDE10 might bind some other small molecule and
therefore play a different role in regulation of
PDE10 catalytic activity than the GAF domains of
PDE2, 5 and 6. In the PDE11 family there are
reported splice variants with one full length and
one truncated GAF domain. It is unclear what role
this truncated form might play, if any, in PDE11
function. The N-terminus of PDE8 has another
small molecule binding domain, the PAS domain.
PAS domains are found in a number of eukaryotic
systems and are found within proteins that are
involved in sensing their environment such as oxy-
gen, energy or light levels. They also bind small
molecules and can be involved in protein-protein
interactions. PAS domains in other proteins com-

monly function either as protein interaction sites
or small molecule binding domains. Occasionally
they serve both functions. However, it is not
known for PDE8 whether the PAS domain has
either of these functions. It will be of great interest
if a small molecule regulatory ligand that binds to
the PAS domain can be identified. 

PDEs are also regulated by targeting and phos-
phorylation. The PDE3 family members have six
putative transmembrane domains in their N-ter-
minal regions, the likely reason PDE3 activity is
largely membrane associated. Some PDEs, such as
PDE2A2 and PDE9A1, have putative N-myristoyla-
tion  sites which presumably target these proteins
to the membrane. While this has not been demon-
strated for PDE9, a membrane associated form of
PDE2 activity has been shown. PDE6, the PDE
involved in retinal � phototransduction, is pre-
nylated and tightly associated with the disc mem-
branes of the photoreceptor cells. Lipid modifica-
tion, however, is not the only mechanism for local-
izing PDEs. Examples of proteins that associate
with PDEs and likely target them to cellular com-
partments are emerging. Recently, RACK1, a

Tab. 1 Characteristics of the individual PDE families.

PDE 
Family

Genes Splice 
Variants

Regulatory Domains 
/ Role

Phosphorylation Substrate(s) Commonly 
used Inhibitors

PDE1 1A, 1B, 1C 9 CaM / activation PKA cGMP, cAMP KS-505

PDE2 2A 3 GAF / activation unknown cAMP, cGMP EHNA

PDE3 3A, 3B 1 each transmembrane 
domains / membrane 
targeting

PKB cAMP Milrinone

PDE4 4A, 4B, 4C, 4D >20 UCR1, UCR2 / unclear ERK, PKA cAMP Rolipram

PDE5 5A 3 GAF / unclear PKA, PKG cGMP Sildenafil, 
Dipyrimadole, 
Zaprinast

PDE6 6A, 6B, 6C 1 each GAF / activation PKC, PKA cGMP Dipyrimadole, 
Zaprinast

PDE7 7A, 7B 6 unknown unknown cAMP none identified

PDE 8A, 8B 6 PAS / unknown unknown cAMP none identified

PDE9 9A 4 unknown unknown cGMP none identified

PDE10 10A 2 GAF / unknown unknown cAMP, cGMP none identified

PDE11 11A 4 GAF / unknown unknown cAMP, cGMP none identified
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� scaffolding protein that associates with PKC and
Src, was also shown to bind PDE4D5. PDE4D also
associates with a centrosomal protein, myomega-
lin, and a PKA anchoring protein, mAKAP. All of
these associations with PDE4D are likely to be tar-
geting this PDE to specific cAMP pools in the cell.
Undoubtedly, more examples of this type of target-
ing will be discovered.
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Compartmentalization of cyclic nucleotide signal-
ing within the cell is a notion that has been around
for some 20 years, yet has been difficult to demon-
strate for the PDEs. However, some examples of
compartmentalization of PDEs in cells have been
shown. The best studied example is in the pho-
toreceptor, where PDE6 is concentrated on the
membrane disks along with the other players in
the phototransduction cascade. There, PDE6 is
activated in response to light and hydrolyzes local
cGMP, and resident cGMP-gated cation channels
close, hyperpolarizing the cell. In kidney mesang-
ial  cells, the production of � superoxide  and
mitogenesis  are both stimulated through the ele-
vation of cAMP. The production of superoxide is
rolipram sensitive, indicating a role for PDE4 in
this process. Mitogenesis is cilostamide sensitive,

implying a role for PDE3. Superoxide generation is
not effected by cilostamide and mitogenesis is
insensitive to rolipram. Thus, while both of these
processes are cAMP-dependent, different cAMP
pools and PDEs are involved in each. Another
example of compartmentalization of PDE activi-
ties in the cell exists in the olfactory epithelium,
where PDE1C2 and PDE4A are expressed. PDE1C2
is found in the cilia of the epithelium, where it co-
localizes with adenylyl cyclase. PDE4A is found
throughout the epithelial layer, but not in cilia.
Therefore, as in the kidney mesangial cells, differ-
ent PDEs must be working on different cyclic
nucleotide pools.

�!$��

Currently, Viagra (Pfizer, Inc.) is the best example
of a specific PDE inhibitor put to clinical use.
Stimulation of the smooth muscle cells of the cor-
pus callosum by nitric oxide results in the eleva-
tion of cGMP. This increase in cGMP levels results
in relaxation of the vascular smooth muscle and
engorgement of the penis. Viagra, through inhibi-
tion of PDE5 in the smooth muscle cells, potenti-
ates this effect. And because it is highly selective

Fig. 1 Domain organiza-
tion of the phosphodi-
esterase family.
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for PDE5, Viagra has been used to treat male erec-
tile disfunction with generally minor side effects.

Beyond Viagra, there are a number of other
PDE inhibitors that are used clinically. In fact, the
classic drugs papaverine and dipyridamole were
used clinically before their effects on PDEs were
known. Caffeine and theophylline (a compound
found in tea) are also PDE inhibitors. However, all
of these drugs most likely have multiple targets,
making conclusions regarding the roles of PDEs in
processes that are sensitive to these agents difficult
to interpret. Certainly, some of their effects are
due to their action on adenosine receptors.

The PDE3 inhibitor, cilostazol, has been used
as an anti-thrombotic agent and is currently being
used in patients being treated for intermittent
claudication. Cilostazol is also used for the preven-
tion of � restenosis  after treatments such as angi-
oplasty. Another PDE3 selective inhibitor, milri-
none, has been used in the treatment of conges-
tive heart failure. Milrinone also has been shown
to increase the conductance of the CFTR trans-
porter in vitro. This observation, although prelim-
inary, indicates that milrinone may have future
applications in the treatment of cystic fibrosis.

PDE4 inhibitors may also serve as anti-inflam-
matory agents. Older PDE4 inhibitors tend to be
limited by their emetic side effects, but newer
drugs are now in clinical trials and may have
milder side effects. These drugs (Ariflo; Glaxo-
SmithKline, and Roflumilast; Byk Gulden) are
being tested for the treatment of asthma and
chronic obstructive pulmonary disease with some
success.

Dipyridamole is a PDE5/PDE6 selective inhibi-
tor that is used widely in conjunction with aspirin
to reduce clotting and prevent stroke. While the
combination of dipyridamole and aspirin is com-
monly prescribed, the evidence for an added bene-
fit of dipyridamole over aspirin alone is limited.
The recent European Stroke Prevention Study 2 is
the first clear demonstration of added benefit of
this combination over aspirin, yet the patients
reported high levels of neurological and gastroin-
testinal side effects.

And finally, IBMX is a methylxanthine deriva-
tive that has long been used in vitro as a general
PDE inhibitor. IBMX is effective at inhibiting most
PDEs, with an IC50 of 2–50 µM. However, the
recently cloned PDEs, PDE8 and PDE9, are IBMX-

resistant. It is therefore important to keep this in
mind when using IBMX to investigate potential
roles for PDEs.
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Enzymes that hydrolyze � phospholipids

� Phospholipid Kinases
� Transmembrane Signalling
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� Phospholipases are widely distributed in nature
and carry out many important cellular functions.
They are classified into four types: A1, A2, C and D.
Phospholipase A1 and A2 act respectively on the
ester bonds that link fatty acids to the sn-1 and sn-
2 positions of the glycerol backbone of phospholi-
pids (Fig. 1). Their action generates free fatty acids
and lysophospholipids. Phospholipase C acts on
the phosphodiester bond that links the headgroup
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of the phospholipid to the glycerol backbone. It
y ields  phosphor ylated headg roups  and
� diacylglycerol  (DAG). Phospholipase D acts on
the other side of the phosphodiester bond to yield
free headgroups and � phosphatidic acid (PA).
Phospholipases alter cell activities through their
effects on membrane phospholipids. Their prod-
ucts also influence cellular functions by acting as
intracellular and extracellular messengers. Thus
the lipids (fatty acids, DAG, PA) released as a result
of phospholipase activity can alter the activity of
enzymes and other cellular proteins or they can be
metabolized to other lipids, some of which are
released and exert diverse effects (eicosanoids, lys-
ophosphatidic acid). Mammalian phospholipase C
acts on inositol phospholipids, principally
� phosphatidylinositol 4,5-bisphosphate  (PIP2)
and the phosphorylated headgroup primarily
released by phospholipase C action (inositol 1,4,5-
trisphosphate, IP3) plays a major role in Ca2+

mobilization in the cell, with subsequent impor-
tant physiological consequences. As expected from
their important physiological functions, many
phospholipases are highly regulated by hor-
mones, neurotransmitters, growth factors and
cytokines.

� ��� ����
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Phospholipase A1 (PLA1) is widely distributed. It
has not been studied extensively and is not known
to be regulated. Its major substrates are PA, phos-
phatidylcholine (PC) and phosphatidyleth-
anolamine (PE) and it releases mainly saturated or
monounsaturated fatty acids, which are predomi-
nantly present at position sn-1 of these phospholi-
pids. Through the combined action of PLA1 and
lysophospholipase, arachidonic or other unsatu-
rated fatty acids can be released from the sn-2
position also. A PA-preferring PLA1 isozyme has
been cloned. It has a molecular mass of 98 kD and
is expressed in brain and testis. No other iso-
zymes have been cloned. The function of PLA1
relates to phospholipid remodeling i.e. the substi-
tution of one fatty acid by another, which it
accomplishes in combination with lysophospholi-
pid acyltransferase.

� ��� ����
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Phospholipase A2 (PLA2) occurs in several forms
as the products of different genes (Tables I and II).
Some forms are of low molecular mass (∼14 kD)
and are secreted by cells, whereas others are of
higher mass (26–114 kD) and are mainly located in
the cytosol (1). The smaller forms are components
of snake and bee venoms, but some are also
present in mammalian tissues and are secreted
into pancreatic juice and synovial fluid (1). They
have a rigid crystal structure due to their high
disulfide bond content (Table I). Catalysis involves
a conserved His that, together with a conserved
Asp, polarizes a bound H2O to attack the sub-
strate carbonyl group. They require millimolar
Ca2+ for activity. The Ca2+ is bound to a conserved
glycine-rich loop and interacts with the conserved
Asp to stabilize the transition state. Secretory
PLA2s (sPLA2s) act predominantly on PC and PE
and have been classified into several groups (I, II,
III, V and X) based on sequence differences
(Table I). For conciseness, only the mammalian
groups will be described. Group I sPLA2 is present
in pancreatic acinar cells as a proenzyme form. It
is released into pancreatic juice and is converted
by trypsin to the active form, which is involved in
digestion. Group II sPLA2 exists in several sub-
groups and is present in synovial fluid and many
tissues. Group III sPLA2 is present in several
human tissues and has a preference for phosphati-

Fig. 1 Generic phospholipid with sites of action of 
phospholipases shown.
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dylglycerol. Groups V and X are also widely dis-
tributed and are active on PC and PE. Serum levels
of sPLA2s are elevated in inflammatory conditions
and trauma, and secretion of these isozymes into
other body fluids occurs in specific diseases e.g.
pancreatitis, inflammatory bowel disease and
arthritis. The secretion and expression of sPLA2s
is increased by pro-inflammatory cytokines, e.g.
tumor necrosis factor α and certain interleukins,
resulting in the production of arachidonic acid
that is subsequently converted to prostaglandins
and other eicosanoids.

The cytosolic forms show no sequence homol-
ogy to the secreted forms and have a different cat-
alytic mechanism (1). They are widely distributed
and occur as either Ca2+-dependent and Ca2+-
independent forms (Table II). Ca2+-dependent
PLA2 (Group IV or cPLA2) occurs in three iso-
forms (α, β,γ). cPLA2α is regulated by cytokines
and growth factors and plays a major role in the
regulated production of arachidonic acid. It shows
marked specificity for phospholipids containing
arachidonic acid in position sn-2 and also exhibits
lysophospholipase activity. The arachidonic acid
produced is subsequently metabolized to a variety
of eicosanoids (e.g. prostaglandins, prostacyclin,
thromboxanes, leukotrienes) that contributes to
inflammation and a large variety of other physio-
logical responses. These include changes in blood
flow, platelet function, smooth muscle contractil-
ity, renal function, endocrine responses and gas-
trointestinal secretion. These effects may be posi-

tive or negative, depending on the specific eicosa-
noid and target tissue.

cPLA2α (85 kD) has been much studied and
contains a Ca2+-lipid-dependent binding (CaLB)
domain in its N-terminus (1). The structure of this
domain is similar to that of the C-2 Ca2+-binding
domains found in � protein kinase C, phospholi-
pase Cδ and synaptotagmin. The catalytic mecha-
nism is different from that of the low molecular
mass PLA2s and involves a Gly-Leu-Ser-Gly-Ser
sequence which resembles that seen in many ser-
ine esterases and neutral lipases. The central Ser
(Ser228) serves as the active site nucleophile and
catalyzes hydrolysis in association with Asp549.
Like other serine esterases in which the nucle-
ophilic serine is on a ‘nucleophilic elbow’ (a turn
between a β strand and α-helix), cPLA2 has a cen-
tral β-sheet with Ser228 located within this ‘elbow’.
However, other structural features of the catalytic
site are quite different from those of other serine
esterases. Surprisingly, the catalytic site is buried
quite deeply in the catalytic domain core suggest-
ing that the enzyme must become embedded in
the lipid bilayer.

An increase in Ca2+ in the micromolar range
induces translocation of cPLA2 to the nuclear
membrane. The translocation involves the CaLB
domain that presents the catalytic domain to the
phospholipid substrate, resulting in increased ara-
chidonic acid release. The enzyme is also phos-
phorylated and activated by mitogen-activated
protein kinases (MAPKs). The phosphorylation is

Tab. 1 Classification of low molecular mass phospholipase A2 isozymes that use catalytic His.

Group Sources Molecular Mass [kDa] Disulfides (No.)

I A, B Snake venom, pancreas 13–15 7

II A–F Snake venom, synovial fluid, pancreas, 
testis, spleen, brain, heart, uterus

13–17 6–8

III Bee, lizard, scorpion, human 15–18 5

V Heart, lung, macrophages 14 6

IX Snail venom 14 6

X Spleen, thymus, leukocytes 14 8

XI A, B Rice 12–13 6

Adapted from Six and Dennis (1)
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catalyzed by both extracellular signal-regulated
kinase (ERK) and p38 MAPK, and involves a spe-
cific residue (Ser505). This Ser residue is located
within the catalytic domain in close proximity to
the C-2 Ca2+ binding domain. It has been pro-
posed that phosphorylation of Ser505 improves the
positioning of the catalytic site in relation to the
lipid bilayer.

In addition to its rapid activation by agonists
that elevate cytosolic Ca2+ and activate MAP
kinase, cPLA2 can be regulated at the transcrip-
tional level by the proinflammatory cytokines
interleukin 1 and tumor necrosis factor α, whose
action is inhibited by glucocorticoids. Other fac-
tors (macrophage colony-stimulating factor,
lipopolysaccharide, epidermal growth factor) also
activate transcription of cPLA2.

The Ca2+-independent cytosolic PLA2 (iPLA2
or Group VI) isozymes are widely distributed and
located predominantly in the cytosol (1), although
there are some membrane-associated forms (Table
II). Their molecular masses range between 84 and
90 kD due to multiple splice variants, and some
forms contain ankyrin repeats. They contain the
lipase consensus sequence and the active Ser
found in cPLA2s. They are involved in phospholi-
pid fatty acid remodeling and may be involved in
arachidonic acid release and prostaglandin forma-
tion, although this is limited compared with other
PLA2 isozymes.

Two other groups of PLA2s (Groups VII and
VIII) inactivate platelet-activating factor (PAF) (1).
They are also called PAF-acetylhydrolases and are
highly specific for PAF or PAF analogues with
short-chain oxidized fatty acids in position sn-2.

PAF is a modified form of PC in which the sn-1
chain is linked by an ether linkage, and an acetyl
group is present at sn-2. It has many potent effects
including vasodilation, platelet activation, chemo-
tactic action and smooth muscle contraction.
These types of PLA2 have the characteristic lipase
catalytic sequence of cytosolic PLA2s, but are of
lower molecular mass (26–45 kD). They exist as
either intracellular or secreted forms, and are
found in many tissues.

� ��� ����
����
In contrast to phospholipases of the A type, which
have broad substrate specificity, phospholipase C
(PLC) in mammalian cells acts only on inositol-
containing phospholipids, in particular PIP2,
which is cleaved to form IP3 and diacylglycerol
(� PI Response). Mammalian PLC occurs as four
different isozymes (β, γ, δ and ε) and there are sev-
eral subtypes of these (β1–β4, γ1, γ2, δ1–δ4) (2).
The β1, β3, γ1, δ1, δ4 and ε isozymes are widely dis-
tributed, whereas the β2 and γ2 forms are found
predominantly in hematopoietic cells, and the β4
isozyme is confined to retina and brain. The β and
γ isozymes are highly regulated by different ago-
nists, whereas the δ isozymes are not subject to
agonist control, but are stimulated by a rise in
cytosolic Ca2+ (2). The β isozymes are activated by
α- or βγ-subunits released from heterotrimeric
proteins of the Gq and Gi/o families as the result of
activation of certain receptors. The γ isozymes are
activated by growth factor receptors that encode
tyrosine kinase activity and by cytokines that
induce tyrosine phosophorylation of their recep-
tors. The PLCε isozyme contains a Ras guanine

Tab. 2 Classification of higher molecular mass phospholipase A2 isozymes that use catalytic Ser.

Group Sources Molecular Mass [kDa] Ca2+ Requirement

IV A–C Platelets, lymphocytes, kidney, pancreas, 
liver, heart, brain, skeletal muscle

61–114 <µM*

VI A, B Macrophages, lymphocytes, heart, 
skeletal muscle

84–90 0

VII A, B Plasma, kidney, liver 40–45 0

VIII A, B Brain 26 0

Adapted from Six and Dennis (1)
*Group IVC does not require Ca2+
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nucleotide exchange factor domain (GRF CDC25)
and two Ras binding domains. It is directly acti-
vated by active Ras, which also causes its mem-
brane translocation.

All PLC isozymes have conserved catalytic
domains designated X and Y, and a C2 domain
similar to that in cPLA2. (Fig. 2). In addition, the
β-, γ- and δ-isozymes have pleckstrin homology
(PH) domains and EF-hand domains located in
the N-terminal region. The γ-isozymes differ in
that they have Src homology domains (SH2 and
SH3) and an additional PH domain split by the SH
domains. The β- and γ-isozymes are of 140–155 kD
mass, whereas the δ-isozymes are smaller (85 kD)
and the σ-isozyme is larger (240 kD).

The three-dimensional structure of PLC-δ1 has
been defined. The catalytic domain is in the form
of an α/β or TIM barrel (discovered first in triose-
phosphate isomerase). The active site is in the cleft
of the barrel and contains a coordinated Ca2+ that
is required for catalysis. The proposed general
mechanism is general base/general acid catalysis.
Membrane binding of the enzyme depends on the
PH domain, which is proposed to tether the
enzyme through PIP2 binding. The C2 domain is
proposed to fix the catalytic domain so that it can
penetrate the membrane, allowing PIP2 hydrolysis
to proceed.

The β isozymes are activated by G protein-cou-
pled receptors through two different mechanisms

(2). The first involves activated α-subunits of the
Gq family of heterotrimeric G proteins (Gq, G11,
G14, G15/16). These subunits activate the β1, β3 and
β4 PLC isozymes through direct interaction with a
sequence in the C terminus. The domain on the
Gqα-subunit that interacts with the β isozymes is
located on a surface α-helix that is adjacent to the
Switch III region, which undergoes a marked con-
formational change during activation. The second
mechanism of G protein activation of PLCβ iso-
zymes involves βγ-subunits released from Gi/o G
proteins by their pertussis toxin-sensitive activa-
tion by certain receptors. The βγ-subunits activate
the β2 and β3 PLC isozymes by interacting with a
sequence between the conserved X and Y
domains.

The physiological importance of PLC activa-
tion is to cleave PIP2 into IP3 and DAG. IP3 induces
the release of Ca2+ from Ca2+ stores in the endo-
plasmic reticulum, which results secondarily in
increased Ca2+ influx into the cell. The resultant
increase in cytosolic Ca2+ causes a variety of phys-
iological responses including smooth muscle con-
traction in many organs, secretion of cellular con-
stituents in many cells and glycogen breakdown
and other metabolic responses in liver and other
organs. The DAG that accumulates in the plasma
membrane as a result of PLC activation causes
membrane translocation and activation of most
isozymes of protein kinase C (PKC). This kinase

Fig. 2 Representation of the domains in the major isozymes of phospholipase C (adapted from Ref. 2).
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acts on many membrane proteins (e.g. receptors,
ion channels, transporters) to modulate their
activities and modify certain physiological
responses.

� ��� ����
����
Phospholipase D is widely distributed in bacteria,
fungi, plants and animals, and is present in almost
all mammalian cells (3). In mammals, it occurs as
alternatively spliced products of two genes (PLD1
and PLD2) (Fig. 3). Most mammalian cells express
different levels of both isoforms. Both PLD1 and
PLD2 have four conserved sequences (I-IV), and
sequences I and IV contain the HXKX4D (HKD)
motif that is characteristic of the PLD super-
family, which includes bacterial endonucleases,
phospholipid synthases, viral envelope proteins
and a murine toxin (Fig. 3) (3). Both HKD
domains are required for catalytic activity and
they dimerize to form the catalytic center. Cataly-
sis occurs in a two-step reaction involving the two
His residues of the dimer (3). The first step is a
nucleophilic attack by one His on the substrate
phosphorus to produce a phosphatidyl-enzyme
intermediate. The second step involves the other
His that protonates the oxygen of the leaving
group. Both PLD isoforms require PIP2 for activ-
ity, but are distributed in different cellular sites
and are differentially regulated. PLD1 is activated
in vitro by the α- and β-isozymes of PKC and by

members of the Rho and ARF families of low Mr G
proteins (3). Combinations of these proteins pro-
duce synergistic activation of the enzyme. In con-
trast, PLD2 is not regulated by these factors in
vitro. The interaction site for PKCα is at the N-ter-
minus of PLD1, while that for RhoA is at the C-ter-
minus. The binding site for ARF is unknown.

PLD is highly regulated in vivo by hormones,
neurotransmitters and other G protein-coupled
agonists,  and also by grow th factors and
cytokines. The regulation is not direct but involves
signaling through PKC and Rho family proteins.
The enzyme can be phosphorylated on Tyr and
Ser/Thr residues in vivo, but the role of these
phosphorylations in its regulation is unclear. The
cellular roles of PLD include the regulation of
Golgi function, exocytosis, endocytosis, the actin
cytoskeleton, superoxide production and growth.
It has been proposed that the role of ARF in vesicle
trafficking in the Golgi involves not only coatomer
formation, but also PLD activation, which stimu-
lates vesicle budding through PA formation. PLD
is implicated in catecholamine secretion, endocy-
tosis of membrane receptors and glucose trans-
port. The rearrangement of the actin cytoskeleton
resulting in stress fiber formation also depends on
PLD activity. The activation of NADPH oxidase
that yields superoxide in neutrophils involves PA
formation via PLD activity, and PLD has been
implicated in ERK activation in some cells.

Fig. 3 Representation of the domain structure of phospholipase D1 (adapted from Frohman MA, Sung T-C, 
Morris AJ (1999) Biochim. Biophys. Acta 1439:175-186).
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Glucocorticoids inhibit cPLA2 at the level of tran-
scription and this is part of their anti-inflamma-
tory action. Antimalarial drugs (mepacrine,
aminoglycosides and polyamines) inhibit PLA2
activity, but they are too non-specific to be thera-
peutically useful. This is also true of covalent-
modifying PLA2 agents such as manoalide and p-
bromophenacyl bromide, which are selective for
sPLA2 in vitro. Another agent 3-(3-acetamide-1-
benzyl-2-ethylindol-5-oxy) propane sulfonic acid
(LY311727) inhibits sPLA2 selectively in cell stud-
ies, but there have been no reports of its use in
vivo. Arachidonyl trifluoromethyl ketone and
methylarachidonyl fluorophosphonate are potent
cPLA2 inhibitors. However, they are too toxic and
insufficiently specific to be useful therapeutically.
Bromoenol lactone, which is a potent inhibitor of
cPLA2, has actions on other lipid-metabolizing
enzymes and therefore limits its use in vivo.

� ��� ����
����
There are no specific inhibitors of PLC, but com-
pounds that interact with PIP2, e.g. neomycin can
reduce its activity. However, such drugs interfere
with other signaling processes involving this lipid.
The aminosteroid 1-[6-[[17β-3-methoxyestra-
1,3,5(10)-trien-17-yl]amino]hexyl]-IH-pyrrole-2,5-
dione (U-73122) has been reported to inhibit PLC,
but has other effects related to cell Ca2+ homeosta-
sis.

� ��� ����
����
There are no specific inhibitors of PLD. Xantho-
genate tricyclodecan-9-yl (D609) and 1-O-octa-
deyl-2-O-methyl-sn-glycero-3-phosphocholine
(ET-18-OCH3) lack specificity since they act by
competing with substrate (phosphatidylcholine).
Primary alcohols such as ethanol, propanol and
butanol inhibit the actions of PLD by reducing the
formation of PA through the transphosphatidyla-
tion reaction that generates phosphatidylalcohols.
Since PA is the primary signaling molecule pro-
duced by PLD action, the cellular actions of this
lipid are curtailed.

(���!�����
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A phospholipid is an amphiphilic lipid that is a
derivative of glycerol-3-phosphate, with fatty acids
esterified to the sn-1 and sn-2 positions of the glyc-
erol and a head group (choline, ethanolamine, ser-
ine or inositol) esterified to the phosphate. Phos-
pholipids are major constituents of membranes.
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� ��� �����/�.��
���

BERND NÜRNBERG
Universitätsklinikum Düsseldorf, 
Düsseldorf, Germany
Bernd.Nuernberg@uni-duesseldorf.de

��������

Phosphoinositol kinases, Phosphatidylinositol
kinases, Phosphatidylinositide kinases

����������

Phospholipid kinases comprise a family of
enzymes that phosphorylate phosphatidylinositol
and phosphatidylinositides at positions 3’, 4’ or 5’
but not at positions 2’ and 6’ of the inositol ring
(Fig. 1). Phosphatidylinositides represent approxi-
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mately 1% of all membrane lipids of the plasma
membrane but are also found on endomembranes
and in the nucleus. In unstimulated cells, more
than 90% of all phosphoinositides correspond to
unphosphorylated phosphoinositol (PtdIns),
whereas the remaining 10% consist of roughly
equal amounts of PtdIns-4-P and PtdIns-4,5-P2 (1).
These phosphoinositides were initially assumed to
exclusively function as precursors for signaling
molecules. For instance, PtdIns-4,5-P2 serves as a
substrate for phospholipases C and phosphoi-
nositide-3-kinases. Interestingly, PtdIns-4,5-P2
also interacts with intracellular proteins in a regu-
latory manner, thereby affecting their localization
and activity. In resting cells, less than 0.25% of the
phosphoinositides are 3’-phosphorylated. Stimula-
tion of cells with ligands activating receptor tyro-
sine kinases or � G-protein-coupled receptors
results in the rapid and transient phosphorylation
of PtdIns-4,5-P2 to PtdIns-3,4,5-P3. This 3’-phos-
phorylated phospholipid behaves as a typical sec-
ond messenger. Hence, the responsible phosphoi-
nositide-3-kinases are considered as important
regulatory modules of the cell.

� Phospholipases

�
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Cellular phosphoinositide concentrations are
under tight control by phospholipid kinases and
phosphatases. Phospholipid kinases preferentially
phosphorylate distinct positions of the inositol
ring and hence are subdivided into phosphoi-
nositide-3-kinases, phosphoinositide-4-kinases,
and phosphoinositide-5-kinases. Moreover, phos-
pholipid kinases exhibit some substrate specifi-
city which allows further differentiation. Accord-
ingly, enzymes responsible for generation of
PtdIns-4-P are phosphatidylinositol-4-kinases
(PI4K). They are grouped into two subfamilies, i.e.
the type II and III PI4-kinases (2). In a canonical
pathway, PtdIns-4,5-P2 is generated from PtdIns-4-
P by phosphatidylinositol-4-phosphate 5-kinase
(PIP5K) enzymatic activity [see Fig. 1 and (3)]. The
corresponding enzymes are also divided into two
subfamilies, PIP5K class I and PIP5K class II, and
operate by different mechanisms. Moreover, as
shown in Fig. 1, additional pathways have been
discovered which are regulated by poorly defined
phospholipid kinase.

Of all phosphoinositides, PtdIns-3,4,5-P3 and
PtdIns-3,4-P2 have been recognized as important

Fig. 1 Phosphoinositol (PtdIns [PI], left part) is found in the inner leaflet of the plasma membrane where it 
becomes a substrate for phospholipases and phosphoinositide kinases. Phosphorylation of PI by various phos-
pholipid kinases results in the formation of distinct phosphoinositides (right part). According to (1).
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intracellular mediators of signalling processes.
These molecules act as second messengers gener-
ated after stimulation of cells by extracellular
stimuli. They are involved in cell survival path-
ways, the regulation of gene expression, cell
metabolism and cytoskeletal rearrangements
including cell movement (4). Correspondingly, the
enzymes producing PtdIns-3,4,5-P3 have been
implicated in major human diseases such as diabe-
tes, cancer and inflammatory processes. This has
attracted high interest in establishing specific
pharmacological interventions into PI3-depend-
ent pathways. Based on their substrate specificity,
phosphoinositide-3-kinases (PI3K) are sub-
grouped into three classes (Fig. 2).

Class I PI-3-kinases are capable of phosphor-
ylating PtdIns, PtdIns-4-P and PtdIns-4,5-P2 in
vitro, whereas class II PI-3-kinases phosphorylate
PtdIns and PtdIns-4-P but not PtdIns-4,5-P2, and
class III PI-3-kinases only utilize PtdIns as a sub-
strate. Receptor-induced formation of PtdIns-
3,4,5-P3 from PtdIns-4,5-P2 is therefore restricted
to the enzymatic activity of class I kinases. In fact,
it appears that class I members only use PtdIns-
4,5-P2 as a substrate in vivo. Accordingly, PtdIns-3-
P concentrations remain unchanged following
agonist stimulation and PtdIns-3,4-P2 is most
likely the result of PtdIns-3,4,5-P3 degradation cat-
alyzed by a PI-5-phosphatase (4).

Parallel to the difference in substrate specifi-
city, important functional and structural differ-
ences are evident between the members of the
three PI3K classes. 

All class I members are heterodimers consist-
ing of a p110 catalytic and a p85 or p101 type non-
catalytic subunit (1,4). The class IA p110 isoforms
α, β, and δ are relatively unstable and form a com-
plex with p85 adapter subunits whereas the only
class IB member p110γ is associated with a p101
non-catalytic subunit. The p85 subunit (Fig. 3)
binds to tyrosine-phosphorylated RTKs. This
interaction has two consequences and results in
the activation of heterodimeric PI3K. First, the
cytosolic enzyme translocates to the inner leaflet
of the plasma membrane giving p110 access to its
lipid substrate. Secondly, the interaction with the
tyrosine-phosphorylated receptor induces a con-
formational change of p85 which results in disinhi-
bition of the enzymatic activity of the p110 cata-
lytic subunit. Since the p85 regulatory subunit
inhibits the p110 subunit, it is feasible that consti-
tutively membrane-associated class IA p110
mutants trigger downstream responses character-
istic of growth factor action. Hence, the non-cata-
lytic p85 subunits are important regulators of p110
activity (1,4). Seven isoforms exist which are the
products of three distinct genes, α, β and γ (Fig. 3).
Interestingly, specific interactions between p85
and p110 isoforms have not been reported so far.
p85 proteins contain characteristic protein mod-
ules which allow multiple protein-protein interac-
tions. With the exception of the shorter isoforms,
they harbour an N-terminal SH3 domain, a pro-
line-rich sequence (P1), and a � BH domain (Bcr
homology domain). These modules are followed
by a second proline-rich domain and two SH

Fig. 2 Classification of the 
catalytic subunits of PI-3-
kinases (according to 1). 
For details see text.
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domains which are distinguished by their relative
position to the N- and C-termini. An inter-SH2-
region (iSH2) between the two SH2 domains is
responsible for the interaction with the catalytic
p110 subunit. Interestingly, recently it became evi-
dent that cells contain excess p85 which may allow
fine tuning of signalling processes.

Similar to class IA PI3Ks, unstimulated class IB
PI3Kγ is predominantly localized in the cytosol,
and GPCRs induce an increase of PI3Kγ in the
membrane fraction (5). This membrane recruit-
ment is accompanied by the activation of the
enzyme, most likely through direct interaction
with Gβγ dimers. In addition, Gβγ is able to stimu-
late membrane-targeted PI3Kγ which suggests that
PI3Kγ can be activated synergistically by both
membrane recruitment and interaction with Gβγ.
There is some evidence that the catalytic p110γ
subunit also occurs in the absence of the non-cata-
lytic p101 subunit. Accordingly, Gβγ is able to
stimulate both the monomeric and the het-
erodimeric PI3Kγ, although p101 functions as a
Gβγ sensitizer for p110γ.

Class II PI3K are monomers and predomi-
nantly localized in the membrane fraction (1,6).
They have a molecular weight of 170—210 kD and
possess a characteristic C2-domain at their C-ter-
minal end. Accordingly, the three mammalian
class II PI3Ks are subdivided into PI3K-C2α, PI3K-
C2β and PI3K-C2γ. There are recent indications
that they are sensitive to stimulation by receptors
specific for chemokines, insulin and growth fac-
tors.

Vps34p (vacuolar protein-sorting protein) rep-
resents the prototypical class III PI3K which was
found in S. cerevisae. It apparently plays a major
role in intracellular trafficking (1,6). The mamma-
lian homolog Vps34p has been suggested to have
similar functions. However, in contrast to class I
enzymes, extracellular stimuli do not regulate the
activity of Vps34p. It exists as a heterodimer
together with a myristoylated serine/threonine
kinase, Vps150p, which is responsible for its mem-
brane association.

Despite marked differences between the vari-
ous PI3-kinases, they all share characteristic struc-
tural features (1). They exhibit three conserved
domains which are termed homology regions
(HR). HR1 represents the C-terminal kinase
domain harbouring the catalytic domain. This cat-
alytic core shows considerable similarity to known
serine/threonine kinases, in particular with
respect to the ATP-binding region. In fact, PI3-
kinases also exhibit protein kinase activity which
results in autophosphorylation of the catalytic
and/or p85 subunit. HR2 is shared by all lipid
kinases and is also known as PIK domain as ini-
tially described for PI4-kinases. The PIK domain
may serve as a backbone being surrounded by
other domains. Furthermore, it is assumed to be
involved in protein-protein interactions.

The HR3 domain is identical to a � C2 domain.
C2 domains mediate calcium-dependent and -
independent binding of proteins to phospholipid
membranes. In fact, recent data showed that p110γ

Fig. 3 Classification of the 
regulatory subunits of 
class IA PI-3-kinases 
(according to 6). 
For details see text.
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interacts with phospholipid vesicles through its
HR3 domain.

Most interestingly, all catalytic class I p110 sub-
units have a Ras binding domain (RBD) or HR4
domain in common (1). This domain, close to the
N-terminus, shows some similarity with the RBD
of the Ras effector � Raf. Accordingly, several p110
members were shown to be activated by Ras,
although there is some evidence that Ras may be
under control of PI3K activity.

The 3’-phosphorylated phosphoinositides
interact with specific domains of proteins thereby
recruiting them to the membrane (4).  For
instance, PtdIns-3-P generated by class III PI3Ks
interact with FYVE- and PX domains. The putative
second messengers PtdIns-3,4,5-P3 and PtdIns-3,4-
P2 bind to � PH domains of different specificity
(Fig. 4). PKB/Akt contains a PtdIns-3,4-P2-specific
PH domain whereas guanine nucleotide exchange
factors such as GRP1 bind PtdIns-3,4,5-P3 through
a specific PH domain.

�!$��

PI3-kinases are involved in basic pathophysiologi-
cal processes. They are involved in the develop-
ment of a broad variety of dysfunctions including
chronic proliferative and inflammatory diseases.
Many pharmaceutical companies are currently
screening for specific and potent inhibitors of
these enzymes. Previously, some compounds have
been identified which are for experimental work

(7). One example is the irreversible inhibitor Wort-
mannin, which shows a reasonable specificity for
class I PI3Ks at nanomolar concentrations. Other
inhibitors of the ATP-binding site are demethoxy-
viridiin and the reversible inhibitor LY294002, a
morpholine derivative of the flavonol quercetin.
Very recently, caffeine and theophyllin were also
reported to selectively affect class I PI3K members.
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Fig. 4 Cellular functions 
of class I lipid products.  
(according to 4).
For details see text.
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Prostanoids, or prostaglandins, are potent media-
tors of a wide range of physiological actions
including pain, inflammation, modulation of
smooth muscle tone as well as water and ion trans-
port. Prostaglandins are oxygenated metabolites
of the essential fatty acid � arachidonic acid. Four
of the principal prostaglandins are analogs of the
twenty carbon unnatural fatty acid prostanoic
acid, distinguished by its five carbon “prostane”
ring group comprised of carbons 5 through 8. The
fifth prostanoid, thromboxane, has an inserted
ether oxygen and thus has a six-member ring
structure and is an analog of the unnatural fatty
acid thrombanoic acid (1).

� Cyclooxygenases
� G-protein-coupled Receptors
� Nuclear Receptor Regulation of Drug-metabo-

lizing P450 Enzymes

�
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PGs act locally in an autocrine or paracrine fash-
ion in the tissues in which they are synthesized,
rather than as circulating hormones that act at a
distant site. For this reason, studies localizing the
enzymatic machinery that synthesize prostagland-
ins is informative with respect to the site of PG
ac t ions .  PG sy nthes is  i s  ini t iated by
� cyclooxygenase  (COX) mediated metabolism of
the unsaturated twenty carbon fatty acid arachi-
donic acid to PGG/H2, generating five primary
bio-active prostanoids: PGE2, PGF2α, PGD2, PGI2
(prostacyclin) and TXA2 (thromboxane; Fig. 1).
Arachidonic acid is esterified in the lipid bilayer of

most cells, and is liberated by the action of specific
phopholipases e.g. PLA2. Mobilization of arachi-
donic acid by phospholipases is regulated by a
number of hormones and signal transduction
pathways, and represents a critical control point of
prostanoid synthesis. Upon liberation, arachidonic
acid is rapidly metabolized by a number of enzy-
matic pathways including the cyclooxygenase
pathway. Cyclcooxygenase, also known as PGH
synthase, catalyzes two sequential reactions, a
bisoxygenase, or cyclooxygenase, reaction leading
to the formation of PGG2 and a subsequent peroxi-
dase activity at the C15 position leading to the con-
version of PGG2 to PGH2 (2). Two isozymes of
cyclooxygenase have been identified, designated
COX-1 and COX-2, which catalyze the formation of
identical products but have different patterns of
expression and differential regulation. Differen-
tial blockade of the COX isozymes has proven to
be a clinically important pharmaceutical strategy,
as described below. PGH2, the immediate product
of COX activity, is an unstable product that spon-
taneously degrades to other prostaglandin metab-
olites. However, in vivo, PGH2 is acted upon by
specific PG synthases leading to differential shunt-
ing of PGH2 to 1 of the 5 principal prostanoid
products. Following their formation, PGs cross the
cell membrane where local concentrations of PGs
may be modulated by specific transporters includ-
ing the recently described specific PG transporter
(PGT). Although PGT’s role is incompletely under-
stood, it has been proposed to facilitate the re-
uptake of PGs to allow vectorial transport of PGs
synthesized in polarized cells.

(������!�� 
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The local action of PGs depends in part on activa-
tion of a family of specific � G-protein coupled
receptors (GPCRs), designated EP for E-prosta-
noid receptors, FP, DP, IP and TP receptors respec-
tively, for the other prostanoids (3). The EP recep-
tors are unique in that four receptors, designated
EP1 through EP4, have been described for PGE2,
each encoded by a distinct gene. A second class of
prostaglandin D receptor designated chemoat-
tractant receptor-homologous molecule expressed
on Th2 cells (CRTH2) has been identified which
has no sequence homology to the remaining PG
receptors. This receptor has been unofficially des-
ignated “DP2”. Each of the other PGs has a single
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receptor, and taken together there are nine PG
GPCRs, each encoded by distinct genes (Table 1).
Alternative mRNA splice variants have been
cloned for the EP1, EP3, TP and FP receptors. In
each case, these splice variants generate receptor
sequence diversity in the intracellular C-terminal
tail of the receptor protein (Fig. 2). Functionally,
these splice variants appear to modulate the spe-
cificity of G-protein coupling, as well as regula-
tion of receptor desensitization by encoding alter-
nate phosphorylation sites. Pharmacologically, the
PG receptors are distinguished by their ligand-
binding selectivity as well as the signal transduc-
tion pathway they activate. In general, PG recep-
tors may have significant affinity for PGs other
than its principal ligand. Moreover, multiple PG
receptors are frequently co-expressed in a single
cell type or tissue. COX activation and resulting
PG production may lead to complex effects in the

target tissue by activation of multiple PG receptor
subtypes. Thus, a given PG ligand may elicit multi-
ple and at times apparently opposing functional
effects on a given target tissue. For example, pros-
taglandin receptors were initially characterized by
their actions on smooth muscle, where they may
lead to either smooth muscle contraction or relax-
ation. The vasodilator effects of PGE2 have long
been recognized in both arterial and venous beds.
Smooth muscle relaxation by PGE2 is, however,
not uniformly observed, and PGE2 is a potent con-
strictor in other smooth muscle beds, including
trachea, gastric fundus and ileum. Importantly,
some structural analogs of PGE2 are capable of
reproducing the dilator effects of PGE2 but are
inactive on tissues where it is a constrictor. Con-
versely, analogs that reproduce the constrictor
effects of PGE2 may fail to affect tissues where
PGE2 is a dilator. The EP receptor mRNAs exhibit

Fig. 1 Synthetic pathway of the prostaglandins.  Arachidonate is metabolized by cyclooxygenases –1 and –2 
(COX1 & COX2) to PGG2 then PGH2 in a two step reaction.  PGH2 is relatively unstable and is then enzymati-
cally converted to one of five known primary prostanoids: PGI2, PGD2, PGE2, PGF2α, and TxA2.  Each prosta-
noid interacts with distinct members of a subfamily of the G-protein coupled receptors. PGI2 activates the I-
prostanoid (IP) receptor, PGD2 activates the DP and CRTH2 receptors, PGF2α the FP receptor and TxA2 the TP 
receptor. PGE interacts with one of four distinct EP receptors each of which also couples to distinct signaling 
pathways.
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differential expression in a number of tissues with
distinct functional consequences of activating
each receptor subtype. Functional antagonism
among PGs can also be observed in platelet aggre-
gation, where TXA2 activation of the TP receptor
causes platelet aggregation. Conversely, prostacyc-
lin activates a platelet IP receptor that opposes this
platelet aggregation. Thus, the balance of PGs syn-
thesized as well as the complement of PG receptors
expressed determines the COX effect on platelet
function.

In addition to the GPCR-mediated effects,
there is evidence that prostaglandin metabolites
are capable of activating some nuclear transcrip-
tion factors. This action is exemplified by the
cyclopentenone prostaglandins of the J-series, e.g.
15-deoxy-∆12,14-PGJ2 (15d-PGJ2), which are
derived from PGD2. 15d-PGJ2 activates a nuclear
hormone receptor designated � perixisome prolif-
erator activator receptor γ (PPARγ). There is also
evidence that prostacyclin (PGI2) also activates
another member of this family designated PPARδ.
It is unclear whether the PGs represent true
endogenous ligands of these receptors, as their
affinity is generally in the micromolar range. This
is two to three orders of magnitude lower affinity
than the nanomolar affinities observed for PGs at
the GPCRs, yet nonetheless concentrations that
could be achieved in the intracellular environ-
ment.
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Prostaglandins are short-lived and endogenous
PGs circulate only at extremely low levels. Once
synthesized and released, PGs are rapidly inacti-
vated by one pass through the pulmonary circula-
tion. The principal inactivating step of PGs is the
oxidation of the 15-OH group to the corresponding
ketone by prostaglandin 15-OH dehydrogenase (4).
Consequently many synthetic PG analogs have
modifications at the 15 carbon to decrease inacti-
vation of these compounds and increase their half-
life in vivo.

�!$��

Two distinct classes of drugs are important in
modulating PG signaling: There are those that
inhibit PG synthesis, and those that act directly on
the receptor as either agonists or antagonists.

Drugs that inhibit PG synthesis are a particularly
widely utilized class of therapeutic agents desig-
nated as � non-steroidal anti-inflammatory drugs
(NSAIDs). These drugs act as either competitive
inhibitors of COX (e.g. ibuprofen, indomethacin,
diclofenac etc.), or as irreversible inactivators of
COX enzymes (aspirin). Classical non-selective
NSAIDs inhibit the cyclooxygenase activity of
both COX-1 and COX-2, thereby suppressing PG
synthesis. These drugs are utilized for their anti-
pyretic, anti-inflammatory and analgesic proper-
ties, and as a class represent one of the most
widely prescribed and economically important
groups of drugs. Although generally safe and
effective, because of their widespread use signifi-
cant numbers of patients develop undesirable side
effects from these drugs. The most common seri-
ous side effects are gastro-intestinal bleeding and
renal failure. PGE2 is a major PG in the gastro-
intestinal (GI) tract, and NSAID-mediated sup-
pression of PGE synthesis is thought to be respon-
sible for NSAID-induced gastrointestinal injury.
Co-administration of the PGE analog misoprostol
with NSAIDs is cytoprotective. Nonetheless, miso-
prostol itself can have unwanted GI side effects
such as cramping and diarrhea. An alternative
approach for developing NSAIDs with decreased
side effects has been the identification of isozyme
selective inhibitors that selectively target the COX-
2 enzyme, while leaving the COX-1 isozyme func-
tional. COX-2 expression is inducible, and its
expression level is elevated in response to many
inflammatory stimuli. COX-2 selective inhibitors
such as valdecoxib, rofecoxib and celecoxib
(� COXIBs) have significantly reduced the
unwanted side effects of NSAIDs such as gastro-
intestinal bleeding, while retaining their anti-
pyretic, analgesic and anti-inflammatory proper-
ties (5). Moreover these drugs can be adminis-
tered at doses sufficient to allow essentially com-
plete blockade of COX-2 without the acute side
effects of dual COX-1 and COX-2 blockade. More
recent studies have raised the theoretic possibility
that selective inhibition of COX-2 may yet cause a
unique profile of unwanted side effects. For exam-
ple, studies suggest pro-thrombotic platelet
derived TXA2 is primarily synthesized by COX-1,
whereas antithrombotic prostacyclin is at least in
part, a COX-2 product. Thus selective COX-2 inhi-
bition could potentially been suggested tip the



Prostanoids 755

�

Fig. 2 Amino acid sequence of three mouse EP3 receptor splice variants differing only in their intracellular car-
boxyl termini. The predicted amino acid sequences of each splice variant is represented by the one letter amino 
acid code.  The carboxyl variable tails are designated alpha, beta and gamma.
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TXA2/PGI2 balance towards the pro-aggregatory
TXA2 arm of PG modulation. This may causes a
loss of the cardioprotective of aspirin, and may
cause an increase in cardiac events. Other data in
rodent models suggest that inhibition of microvas-
cular derived COX2 activity could block angiogen-
esis, including that occurring in cancers. This has
promoted studies designed to explore whether
COX-2 inhibition may be beneficial in the treat-
ment of cancer.

Because of the complexities resulting from use
of these relatively broadly acting COX inhibitors,
the use of selective PG receptor agonists and
antagonists could provide therapeutic alternatives
devoid of these side effects and therefore with
therapeutic value. At this point there are no potent
and selective PG receptor antagonists in routine
clinical use (1). Development of selective agonists

for PG receptors has been limited. Use of PG
receptor agonists is complicated because these
� autacoids  normally act locally and systemic
administration of PG agonists may have profound
adverse side effects. Nonetheless several PG ago-
nists are in clinical usage, and they are particularly
effective when they can be delivered directly to the
site of action.

For example PGF2α agonists such as latana-
prost have been developed as eye-drops to reduce
intraocular pressure for the treatment of glau-
coma. More recently the PGF2α analog bimato-
prost has also been approved for this indication.
Topical instillation of these agonists is effective in
lowering intraocular pressure and may be used as
a first line therapy for the treatment of glaucoma.

PGE2 was initially characterized by its actions
on female reproductive tissue, and this has been

Tab. 1 Prostanoid Receptor Pharmacology and Signaling

Prostanoid Receptor Agonist Signaling

Thromboxane A2 TP I-BOP
U46619
STA2

↑ IP3/DAG

PGI2 (prostacyclin) IP Cicaprost
AP-227
Iloprost

↑ cAMP

PGE EP

EP1 17-phenyl-trinor PGE2
Iloprost
Sulprostone

↑ IPE/DAG

EP2 Butaprost
AH13205
11-deoxy PGE1
19(R)-OH-PGE2 (?)

↑ cAMP

EP3 M&B 38767
Sulprostone
11-deoxy-PGE1
Misoprostol

↑ cAMP

EP4 Misoprostol ↑ cAMP

PGF2α FP Fluprostenol ↑ IP3/DAG

PGD DP

DP (“DP1”) BW 245C ↑ cAMP

CRTH2 (“DP2”) DK-PGD2 ↑ Ca2+
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an area of considerable pharmaceutical develop-
ment activity. PGE2 (dinoprostone) and PGE1
(alprostadil) have been used as abortafacients in
early pregnancy, and they facilitate labor at term
by promoting ripening and dilatation of the cer-
vix. PGE1 may be used for the treatment of impo-
tence by direct intracavernous injection. As noted
above, PGE1 analog misprostol has been utilized
for the treatment of NSAID induced GI bleeding,
and presumably acts by replacing the loss of the
endogenous PGE2.

Prostacyclin (epoprostanol) is one of the few
drugs effective for the treatment of primary pul-
monary hypertension (PPH), a rare but frequently
fatal illness of young adults where increased blood
pressure in the pulmonary circulation leads to
right-heart failure. Continuous infusion of epo-
prostanol leads to a decrease in blood pressure,
however it is unclear whether this is due to direct
dilator activities of the IP receptor acting on
smooth muscle or a more indirect mechanism.

It is worth noting that in many cases PG drugs
have found greatest use where they may be applied
locally and directly rather than systemically. Glau-
coma is treated with latanprost eye drops, induc-
tion of labor with dinoprostone vaginal supposito-
ries, GI ulcers are treated with oral misoprostol. In
contrast, treatment of PPH with epoprostanol, and
the use of PG analogs as abortafacients requires
their systemic application.
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Protamine sulfate is a mixture of basic polypep-
tides isolated from salmon sperm that is used to
neutralize heparin in    vitro or in vivo.

� Anticoagulants
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� Proteinase-activated Receptors
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� Proteinases
� Non-viral Proteases
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The proteasome is a multi-subunit intracellular
structure containing multiple threonine protein-
ases with different substrate specificities. The pro-
teasome is responsible for degradation of ubiquiti-
nated intracellular proteins and/or peptides.

� Ubiquitin/Proteasome System
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Proteins fold on a time scale from µseconds to sec-
onds. Starting from a random coil conformation,
proteins can find their stable fold quickly,
although the number of possible conformations is
astronomically high. 

� Bioinformatics
� Molecular Modelling
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� Table appendix: Protein Kinases
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Protein kinase A (PKA) is a cyclic AMP-depend-
ent protein kinase, a member of a family of protein
kinases that are activated by binding of cAMP to
their two regulatory subunits, which results in the
release of two active catalytic subunits. Targets of
PKA include L-type calcium channels (the relevant
subunit and site of phosphorylation is still uncer-
tain), phospholamban (the regulator of the sarco-
plasmic calcium ATPase,  SERCA) and key
enzymes of glucose and lipid metabolism.

� Voltage-dependent Ca2+ Channels
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The protein kinase C-family (PKC) consists of at
least 12 isoforms of serine/threoine protein
kinases, which possess distinct differences in
structure, substrate requirement, expression and
cellular localization. PKC isoforms have been
grouped into three subfamilies. The subfamily of
convential or classical PKCs (cPKCs) is activated
by Ca2+, diacylglycerol (DAG) or phorbol esters
and includes the isoforms α, βI, βII and γ. The
subfamily of so-called novel PKCs (nPKCs), com-
prises the isoforms δ, ε, η and θ. They are Ca2+-
independent but are also activated by DAG and
phorbol esters. The third subfamily called “atypi-
cal” PKCs (aPKCs) consists of the isoforms ζ and
θ/λ. Atypical PKC-isoforms are  Ca2+ and DAG-
independent.

� Phospholipases
� Tyrosin Kinases

4
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14-3-3 proteins are a family of conserved regula-
tory molecules, which are expressed in all eukary-
otic cells and are able to bind a multitude of sign-
aling proteins, including kinases and phosphatases
as well as transmembrane receptors. They are
involved in the coordination of cellular processes
such as mitogenic signal transduction, apoptotic
cell death and cell cycle control.
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Protein sorting, intracellular protein transport

� Intracellular Transport
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Intracellular protein transport is the transport of
proteins to their correct subcellular compartment
or to the extracellular space (secretion). Endo- and
exocytosis describe vesicle budding and fusion at
the plasma membrane and are by most authors
not included in the term protein transport.

� Intracellular Transport

�
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Intracellular protein transport mechanisms ensure
that proteins are delivered to their correct subcel-
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lular compartment. An efficient intracellular pro-
tein transport is a prerequisite for the establish-
ment of both cell architecture and function. In the
past decade, transport processes have also drawn
the attention of clinicians and pharmacologists
since many diseases have been shown to be caused
by transport deficient proteins.

The general transport routes of proteins are
well established (Fig. 1). Initially, every protein is
synthesized at cytoplasmic ribosomes. Its destina-
tion within the cell is then determined by trans-
port signals. If the nascent chain does not contain
transport signals, it becomes a cytosolic protein.

Transport signals can be of the import or the
export type. Import signals are contained in pro-
teins that are transported into the individual com-
partments of mitochondria (matrix, inner mem-
brane, intramembrane compartment, outer mem-
brane) ,  peroxisomes ( lumen,  boundar y
membrane) and into the interior of the nucleus.
They mediate transport to the target compartment
when protein biosynthesis is complete (post-
translational transport).

Export signals direct proteins to the secretory
pathway that extends from the � endoplasmic
reticulum (ER) via the � ER/Golgi intermediate
compartment (ERGIC) and the different compart-
ments of the � Golgi apparatus to the plasma
membrane. The occurence of export signals leads
to the stop of the cytoplasmic protein translation
(elongation arrest) by the binding of the � signal
recognition particle (SRP). The resulting nascent
chain/ribosome/SRP complex is then targeted to
the � translocon  at the ER membrane. Here trans-
lation restarts and the export signals mediate inte-
gration into (membrane proteins) or transloca-
tion across the ER membrane (secretory pro-
teins). At the ER membrane, protein integration or
translocation takes place simultaneously with pro-
tein sythesis (co-translational transport). Secre-
tory proteins contain N-terminal signal peptides
as export signals. The signal peptides are cleaved
off by the � signal peptidases of the ER after trans-
location of the nascent chain. Secretory proteins
consequently become part of the ER lumen. In
membrane proteins, two different types of export
signals are found to mediate ER targeting/inser-
tion (Fig. 2): a) proteins with an extracellular N
terminus may contain cleavable signal peptides
similar to that of secretory proteins (type I pro-

teins); b) the vast majority, however, use the first
transmembrane domain of the mature protein as a
so-called signal anchor sequence (type III pro-
teins). Membrane proteins with an intracellular N
tail invariantly contain signal anchor sequences
(type II proteins). In contrast to secretory pro-
teins, membrane proteins become part of the ER
membrane. Their extracellular domains are trans-
located into the ER lumen, their intracelluar
domains remain in the cytoplasm.

Fig. 1 Intracellular protein transport.  General trans-
port routes of proteins starting with the initial synthe-
sis at cytoplasmic ribosomes (Ri). The export 
(secretory) pathway to the plasma membrane (PM) 
via the endoplasmic reticulum (ER), the ER/Golgi 
intermediate compartment (ERGIC) and the Golgi 
apparatus (Golgi) is indicated in red. The different 
import pathways are indicated in blue. Import path-
ways direct proteins into the individual compart-
ments of mitochondria (Mi) (matrix, inner 
membrane, intermembrane compartment, outer 
membrane), peroxisomes (Pe) (lumen, boundary 
membrane) and into the interior of the nucleus (Nu). 
Note that transport is post-translational in the case of 
all import pathways but co-translational in the case of 
the export pathway.
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In the secretory pathway, the ER is the com-
partment in which protein folding is established.
Correct folding is mediated by proteins called
� molecular chaperones. The ER also contains a
quality control system allowing only correctly
folded proteins to leave the ER. Misfolded, or
incompletely folded proteins are recognized,
retained and finally subjected to proteolysis.
Mutations in secretory and membrane proteins
frequently lead to misfolded and transport defi-
cient proteins and thereby to inherited diseases
(see below).

The quality control system is mainly located in
the ER. It consists of several components:
a) Molecular chaperones like BiP recognize mis-

folded proteins by exposed hydrophobic do-
mains that are more likely present on the
surface of misfolded molecules. Binding to
these domains leads to a prolonged association
with the chaperones and consequently to ER re-
tention.

b) An yet unknown system in the ER recognizes
misfolded proteins by dibasic ER retention sig-
nals (consensus sequence = RXR). These signals
are not accessible in correctly folded forms but
are exposed upon misfolding. The adaptor mol-
ecules for the RXR signals are not identified as
yet.

c) Recent results indicate that the quality control
of misfolded proteins is not restricted to the ER.
If misfolded proteins escape from the ER, they
are also recognized in the ERGIC. From there,
misfolded proteins are transported back to the
ER (retrograde transport). In the ERGIC, the
misfolded proteins seem to be recognized by the
molecular chaperone � BiP.

Once the proteins have reached a correct and
transport competent folding state, they are trans-
ported in vesicles from the ER via the ERGIC, the
cis-Golgi region, the medial compartment of the
Golgi apparatus, and the trans-Golgi network to
the plasma membrane. Soluble proteins are trans-
ported in the vesicle lumen, membrane proteins in
the vesicle membrane. Transport to the cell surface
is the “default” pathway for secretory and mem-
brane proteins. Proteins may also become part of
one of the intracellular compartments along the
secretory pathway, but only if they contain spe-
cific retention signals.

Fig. 2 Intracellular protein transport.  Types of signal 
sequences in the export pathway for translocation 
across (secretory proteins) or integration into (mem-
brane proteins) the ER membrane. The signal 
sequences are indicated in red. Lu, ER lumen; Mem, 
ER membrane; Cy, cytoplasm. Upper panel: secretory 
proteins contain signal peptides which are removed 
by signal peptidases in the ER lumen. A subset of the 
membrane proteins with an extracellular N terminus 
may also contain signal peptides (type I proteins). 
Lower panel: the second group of membrane proteins 
with an extracellular N terminus use signal anchor 
sequences for ER insertion (type III proteins). Mem-
brane proteins with an intracellular N terminus con-
tain invariantly signal anchor sequences (type II 
proteins).
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It is thought that soluble proteins enter the
transport vesicles of the secretory pathway by bulk
flow. In contrast, the recruitment of membrane
proteins into the vesicles seems to require specific
sorting signals. Whereas the sorting signals medi-
ating the transport through the intracellular com-
partments seem to be identical in different cell
types, those for the plasma membrane may be var-
iable. In polarized epithelial cells, for example, the
cell surface is not homogenous but consists of two
different compartments, the apical and the basola-
teral membranes. Here, additional sorting infor-
mation is required in the trans-Golgi network to
deliver proteins correctly. The same holds true for
neurons containing dentritical and axonal mem-
branes or endothelial cells, containing luminal and
abluminal membranes.
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To date more than 90 diseases are known that are
caused by the intracellular retention of mutant
proteins or by the impairment of components of
the secretory pathway (see 1 for an overview). The
disease-causing mechanisms are variable and
include:
a) Disorders caused by ER retention and degrada-

tion of mutant proteins (e.g. mutations of the
cystic fibrosis transmembrane regulator pro-
tein (CFTR) causing cystic fibrosis)

b) Disorders caused by ER retention and accumu-
lation of mutant proteins. The consequence are
ER stress and cell damage (e.g. mutations in α1-
antitrypsin (PiZ) leading to α1-antitrypsin defi-
ciency and hereditary emphysema with liver in-
jury).

c) Disorders caused by the impairment of the Gol-
gi apparatus and further vesicular trafficking
(e.g. mutations in the Rab escort protein Rep1
leading to choroideremia).

d) Disorders caused by mislocalization of lyso-
somal proteins (e.g. mutations in the N-
acetylglucosamine 1-phosphotransferase lead-
ing to inclusion cell disease).

e) Disorders affecting the import pathways to mi-
tochondria, peroxisomes and the nucleus (e.g.
mutations in the peroxisomal Pex proteins lead-
ing to Zellweger syndrome).

Among the many diseases known to be caused
by transport defective proteins, cystic fibrosis is

one of the most frequent and best characterized. It
is caused by mutations in the gene for the CFTR
protein, a cAMP-regulated chloride channel
belonging to the ABC transporter family. The
CFTR protein is expressed in the apical mem-
brane and in subapical endosomal compartments
of secretory epithelial cells, where it regulates the
chloride transport over the apical membrane. In
about 70% of the patients, the ∆F508 mutation of
the CFTR protein is found. The ∆F508 mutant is
recognized by the quality control system, retained
intracellularly and subjected to proteolysis. The
quality control of the ∆F508 mutant is exerted by
a) molecular chaperones like Hsp70, b) the expo-
sure of RXR retention signals of the mutant pro-
tein, and c) the ERGIC which recognizes ∆F508
mutants that have escaped from the ER. The intra-
cellularly retained ∆F508 mutant is functional, i.e.
the quality control system seems to be overprotec-
tive in the case of this mutant.
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Most pharmacological strategies for the treatment
of protein transport diseases aim to rescue mutant
poteins retained by the quality control system of
the ER. The idea is to develop substances favour-
ing correct folding of the mutant proteins, thereby
allowing them to pass the quality control system.
Most studies were carried out with the ∆F508
mutant of the CFTR protein. Although the new
pharmacological approaches for the causal treat-
ment of protein transport diseases are promising,
none of the substances made its way out of the
experimental or the early clinical trial level as yet.
Two groups of substances favouring correct pro-
tein folding are examined at the moment: the
chemical and the pharmacological chaperones.
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The observation that reduction of temperature
sometimes favours correct protein folding led to
the idea that this effect may also be achieved by
the addition of chemical compounds acting as
“chemical chaperones” which improve protein
folding by unspecific interactions with target mol-
ecules. Indeed, it was shown for the ∆F508 CFTR
mutant that the amount of correctly processed and
functional protein could be increased if cells were
treated with chemical chaperones such as glyc-
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erol, trimethylamine-N-oxide and 4-phenylbu-
tyrate. These chemical chaperones were also able
to correct misfolding of many other membrane
and secretory proteins. The most important disad-
vantage of chemical chaperones is that they must
be used in very high (toxic) concentrations (10–
1000 mM) that precludes their application.
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The disadvantages of the chemical chaperones led
to the idea that correct protein folding may also be
stabilized by compounds binding specifically to
the patients target proteins. For example, addition
of an agonist or an antagonist during the folding
process of a mutant receptor protein may help to
establish the correct conformation of the ligand
binding pocket and consequently the correct
structure of the full length protein. If such high
affinity “pharmacological chaperones” interact
with the extracellular domains of membrane pro-
teins or with secretory proteins, they must, how-
ever, be hydrophobic enough to pass not only the
the plasma but also the ER membrane.

In the case of the ∆F508 CFTR mutant, the A1
adenosine receptor antagonist 8-cyclopentyl-1,2-
dipropylxanthine (CPX) is such a compound that
exhibits a more specific action. It binds to the first
nucleotide binding domain of CFTR that is struc-
turally related to an A1 adenosine receptor bind-
ing site. In transfected cells, CPX leads to a resto-
ration of the plasma membrane transport of the
∆F508 CFTR mutant, most likely by stabilizing
correct folding. For this compound, phase II clini-
cal trials with cystic fibrosis patients are under-
way. Likewise, the CFTR-activating benzo(c)qui-
nolizinium drugs MPB-07 and MPB-91 restore the
transport of the ∆F508 CFTR mutant This effect,
too, appears to involve a specific binding site. The
concept of pharmacological chaperones was
recently extended to misfolded vasopressin V2
receptors (rescue with the nonpeptidic antagonist
SR121463A) and the α subunit of the rapidly acti-
vating delayed rectifier potassium channel (rescue
with the antiarrhythmic drug E-4031).

Neither chemical nor pharmacological chaper-
ones lead to wild-type expression levels of the
mutant proteins at the cell surface. Alternative or
additional strategies are needed to improve the
intracellular transport of the mutant proteins. In
the future drugs may be developed that influence

those components of the quality control system
that are involed in the retention of misfolded pro-
teins. Among these are e.g. the yet unknown adap-
tor proteins for the exposed RXR signals.
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Protease-activated receptors
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� Proteinase-activated receptors (PARs) are a sub-
class of G-protein coupled receptors activated by
� serine proteinase-mediated proteolysis of their
N-terminal sequence leading to the formation of a
new N-terminal sequence, or � tethered ligand
that intra-molecularly activates the receptor.

� Non-viral Proteases
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Proteinase-activated receptors (PARs) are defined
by their mechanisms of activation: Unlike other G-
protein coupled receptors (GPCRs) that are acti-
vated by a soluble ligand, � serine proteinase
enzymes activate PARs. The N-terminus of the
receptor is cleaved at specific amino acid residues
and the new terminus functions as an intra-molec-
ular ligand to activate the receptor within the
extracellular loops (ECL) (Fig. 1). This is known as
the � tethered ligand mode of activation. Corre-
spondingly, synthetic PAR activating peptides
(APs) can be generated that mimic the new N-ter-
minus and activate PARs without the need for
enzymatic cleavage of the receptor. The proto-
typic member of this class of receptor, PAR-1, is
cleaved at Arg41 by thrombin to generate the N-
terminal ligand sequence SFLLRN that then acti-
vates the receptor by binding principally to the N-
terminal exodomain and the ECL-2 (1).

There are currently 4 members of the PAR fam-
ily, PARs 1–4, although additional subtypes have
been proposed. Each receptor is characterised by
the preferred activating � serine proteinase
enzyme, the site of cleavage within the N-terminus
and the peptide sequence that can activate the
receptor exogenously (Fig. 2). � Thrombin selec-
tively activates PARs 1 and 3 through high affinity
binding to a site within the receptor known as the

� hirudin-like binding domain. PAR-4 does not
contain such a domain and is less selective for
thrombin over � trypsin and may also be activated
by cathepsin G. PAR-2 is distinct from PARs 1, 3
and 4 in that it is selectively activated by trypsin
and relatively insensitive to thrombin  (Table 1).
However, PAR-2 is also activated by other pro-
teases such as α-tryptase (2), acrosin, the blood
coagulation Factors VIIa and X, and other serine
proteases such as neurosin and MT-SP-1 (1). Thus,
relative to the other PARs, PAR-2 has a potentially
complex mode of activation depending upon the
tissue or cellular expression of the relevant activa-
tors.
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Activation of PARs 1–4 results in increased
InsP3formation and a rise in intracellular
Ca2+indicating coupling to the Gq/11 class of het-
erotrimeric G-proteins. PAR –1, and to a lesser
extent PAR-2, has been shown to be coupled to
multiple kinase signalling pathways including
ERK, JNK and p38 MAP kinase and nuclear factor
κ B (1). To date, no such events have been demon-
strated for hPAR-3 or -4.

�$������
��(��������� ����(�

��(�4>���This receptor is recognised to play impor-
tant roles in the regulation of cardiovascular func-

Fig. 1 Schematic diagram 
of the ‘tethered ligand’ 
theory of activation char-
acteristic of the PAR 
family.
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tion particularly in response to vessel damage. Ini-
tially thrombin stimulates platelet aggregation and
vascular smooth muscle contraction as part of an
acute response. Thrombin also increases endothe-
lial permeability, recruitment of white blood cells,
in particular leucocytes, and release of inflamma-
tory cytokines and induction of adhesion mole-
cule expression. These events, combined with a
marked increase in endothelial and smooth mus-
cle proliferation, the synthesis of matrix proteins
and other tissue factors, contribute to a co-ordi-
nated wound healing response. Important non-
vascular functions of PAR-1 include the regulation
of neuronal cell survival, intestinal motility and
bone remodeling (1).

��(�	>���In contrast to the other PARs, PAR-2 is
strongly expressed in cells of epithelial origin
including vascular endothelial cells, airway and
kidney epithelia, intestinal smooth muscle and
enterocytes and basal keratinocytes. PAR-2 is also
expressed in neutrophils, leucocytes and mast
cells. Stimulation of PAR-2 in vascular prepara-
tions and airways causes relaxation though NO or
PGE2 release whilst in the intestine, increases

intestinal motility and fluid release. In keratinoc-
ytes, PAR-2 activation results in a decrease in cell
proliferation and an increase in cytokine release.
PAR-2 is also associated with increased adhesion
and rolling of leucocytes and mast cell degranula-
tion. In neuronal cells, PAR-2 has been implicated
in cell death (1).

��(��7��(�
>���Far fewer studies have shown func-
tions for these novel thrombin-sensitive receptors.
The function of hPAR-has proved difficult to eluci-
date due to the lack of a specific agonist for the
receptor, although the distribution of the receptor
has been well documented. In one study the
mouse homologue of PAR-3 was unable to func-
tion as a receptor but was suggested to act as a
tethering protein for thrombin to activate PAR-4
(3).

PAR-4 is also expressed in human platelets and
functions to maintain the late phase of platelet
coagulation. PAR-4 is also expressed in a number
of smooth muscle preparations where it causes
contraction (1).

(����������(���������
��

��(�4>���Since thrombin  plays a key role in wound
healing, PAR-1 is strongly implicated in cardiovas-
cular disease (Table 1). PAR-1 expression is up-reg-
ulated in coronary vessels following balloon
injury, whilst in PAR-1-deficient mice reduced
neointima formation is observed following injury.
PAR-1 is also associated with vascular inflamma-
tion including crescentric glomerulonephritis, a
renal inflammatory condition associated with
fibrin deposition. Since thrombin is able to stimu-
late cellular proliferation, motility and increased
expression of adhesion molecules, PAR-1 is impli-
cated in some forms of cancers including pulmo-
nary metastasis and breast cancers. Finally, PAR-1
is associated with some neurological disorders
particularly those involving brain trauma (1).

��(�	>���The tissue and cellular distribution of PAR-
2, its mechanisms of action and its cellular effects
have strongly implicated PAR-2 in inflammation
(Table 1). PAR-2 activators such as tryptase and
trypsin are released by inflammatory challenge or
during diseases such as psoriasis and pancreatitis.
Indeed, in PAR-2-deficient mice, inflammatory

Fig. 2 Diagram showing the cleavage sites and teth-
ered ligand sequences for the 4 known PAR family 
members.
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responses are delayed although not fully compro-
mised. Recently, PAR-2 has been strongly impli-
cated in mediating inflammatory pain, including
thermal hyperalgesia and intestinal pain. In addi-
tion to psoriasis, PAR-2 is also associated with
skin pigmentation and hair follicle development
and implicated in diseases associated with disor-
ders in these processes (1).

In some tissues, such as the lung, a role for
PAR-2 in disease is not easily defined. In airway
vessels PAR-2 promotes relaxation but may also
promote airway smooth muscle and fibroblast
proliferation and cytokine release. Thus the role of
PAR-2 in disease states may be dependent on levels
of receptor and expression of tissues specific pro-
teases.

��(��7��(�
>���No definitive roles of PAR-3 or PAR-4
have been identified for these PARs to date.

�!$��

��!�����!���
���)� �&���!�
Since thrombin plays an important role in initiat-
ing blood coagulation in addition to its receptor
mediated actions, initial studies focused on the
development of thrombin inhibitors. These
included active site inhibitors and compounds
based on the binding site of hirudin. Other anti-
thrombin compounds, such as antithrombin II,

have been implicated as potential agents for inhib-
iting PAR-1 activation. However; such inhibition of
thrombin in a global manner may not be desirable,
the development and use of specific PAR-1 antago-
nists must remain the preferred option for the
treatment of PAR-1 specific diseases.

� Serine proteinase inhibitors may be of use in
PAR-2 related diseases. For example, work in both
pigs and humans has indicated the potential use-
fulness of serine proteinase inhibitors, topically
applied, in dealing with diseases of skin pigmenta-
tion (4). As is the case with thrombin inhibitors
however; the widespread inhibition of proteinases
within the body would prove highly undesirable,
and is unlikely to be of overall use in the treatment
of PAR-related disease.

��(�4��������7���
�������
The distinct hexapeptides that activate PARs have
been used as structural templates for the design
and synthesis of receptor antagonists. For PAR-1, a
series of substituted pentapeptides incorporating
substitutions at positions 2, 3 and 4 of SFLLRN,
e.g. A(pF)FRCha-HarY-NH2. This template has
also been used to synthesise antagonist peptides
and peptoids including, N-trans (p-F)FpGu-Phe-
Leu-Arg-NH2 (BMS-197525), RWJ-56110 and
SCH79797. RWJ-56110 has been shown to inhibit
both thrombin and SFLLRN-stimulated responses
including platelet aggregation and smooth muscle

Tab. 1 Activators, tethered ligand sequences, known and proposed functions for human PAR family members.
For more complete tables, see (1,5).

PAR-1 PAR-2 PAR-3 PAR-4

Endogenous agonist Thrombin Trypsin,
tryptase,
acrosin

Thrombin Thrombin,
trypsin,
cathepsin G

Specific peptide ligand TFLLR SLIGKV,
SLIGRL

-- GYPGQV,
AYPGKF

Known function Platelet activation -- -- Platelet activation

Proposed disease 
associations

Cancer, 
wound healing, 
vascular remodeling, 
inflammation, 
crescentric glomerulo-
nephritis

Skin pigmentation, 
cancer, 
vascular remodeling, 
neuorogenic pain, 
inflammation

-- --
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Ca2+ mobilisation. However, an orally active
antagonist with good bioavailability has not
reached clinical trials. However, PAR-1 antagonists
are likely to find uses as antithrombotic agents,
inhibitors of vascular remodelling or possible anti-
cancer agents (1).

It should be noted that several of these puta-
tive PAR-1 selective drugs require to be re-assessed
following the discovery of PARs 2–4.

��(�	>���A similar approach has been used to iden-
tify PAR agonists and antagonists. No such ago-
nist compounds have been identified with more
than moderate potency. However pharmacologi-
cal studies using one of these peptides, trans-cin-
namoyl-LIGRLO-NH2, have suggested the pres-
ence of PAR-2 subtypes. Recently a PAR-2 antago-
nist has been identified as part of a recent patent
application displaying relatively low potency.

��(��7��(�
>���To date little progress has been made
in the synthesis of highly selective PAR-3 or PAR-4
agonist/antagonists. However the observation that
PAR-4 is activated in platelets by relatively high
concentrations of thrombin, suggests that block-
age of this receptor may be desirable in thrombo-
sis.

(���!�����
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Proteinases are enzymes which catalyze the
hydrolysis of peptide bonds in proteins. Many, but
not all, proteinases require specific amino acid
sequences around the preferred cleavage site. 

� Non-viral Proteases

�!������

The proteome is the protein complement
expressed by a genome. While the genome is
static, the proteome continually changes in
response to external and internal events.

� Proteomics
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Proteome analysis; proteome research
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The proteome has been defined as the entire pro-
tein complement expressed by a genome. Thus the
field of proteomics involves the extensive study of
the dynamic protein products of the genome and
includes the identification, characterization and
quantitation of proteins and their interactions.
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� Gene Expression Analysis
� Microarray Technology
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The term proteome was introduced in 1995 (1) and
has spread world wide within just a few years. Pro-
teome is the linguistic equivalent of the term
genome and describes the whole complement of
proteins expressed by a cell at any given time. In
contrast to the genome, the proteome is dynamic
and very complex. The expression of a gene has no
definitive relationship to the expression or abun-
dance of its protein product. In addition, � post-
translational modifications (PTM), such as
processing, phosphorylation and glycosylation as
well as other modifications cannot be deduced
from genomic data. PTMs are important for struc-
ture, localization, function and turnover of pro-
teins, and have been shown to be involved in dis-
ease states. Proteomics involves extensive protein
analysis and is intimately involved with protein
chemistry. In the early work, proteomics was asso-
ciated with the cataloging of a large number of
proteins separated by two-dimensional gel electro-
phoresis. Now that the human genome and the
genomes of several species have been determined,
proteomics is expected to contribute to the under-
standing of gene function. The field of proteomics
is currently in a rapid state of development (2).
The main areas of research include: (i) identifica-
tion of proteins; (ii) characterization of post-
translational modifications; (iii) studies of protein
interactions and complex formation; and (iv) dif-
ferential display effects for the comparison of pro-
tein expression. Functional proteomics is defined
as the use of the methods of proteomics to analyze
the molecular networks in cells, for example the

identification of specific proteins of these net-
works following functional stimulation.

# ��#���������!��������
One of the most challenging steps in proteome
research is the separation, visualization, and
quantification of proteins. Current methodology
suffers from the lack of an amplifying method
analogous to the polymerase chain reaction. If a
given cell at a given time expresses 5000 genes,
approximately 15000 cellular proteins can be
expected as a result of mRNA splicing and post-
translational modifications. In addition, the broad
dynamic range of protein expression (108 and
higher) and the physico-chemical diversity of pro-
teins makes the visualization of an entire pro-
teome an unresolved problem. Unfortunately,
there is no universal separation method, although
� two-dimensional gel electrophoresis, 2DE (3) is
commonly used for the quantitative analysis of the
state of expression of large numbers of proteins in
a cell. Proteins are separated electrophoretically in
the first dimension according to their isoelectric
point (isoelectrofocusing, IEF) and in the second
dimension according to their mobility in the
porous polyacrylamide gel (SDS-PAGE). A stand-
ard 2DE of 150 µg of cell lysate allows the resolu-
tion of more than 2000 proteins on the basis of
charge and mass. Sample pre-fractionation tech-
niques prior to 2DE aim to reduce the complexity
of protein mixtures found in cells or tissues and
may enhance sensitivity for the more interesting
low-abundance proteins by removing the house-
keeping proteins that are present at higher concen-
trations. Sensitive silver staining methods that do
not covalently modify proteins, or Coomassie Blue
dye staining methods are available for the detec-
tion of gel-separated proteins. In particular, fluo-
rescent staining methods that offer a broader
dynamic range of detection than silver staining,
and computer image analysis methods enable
quantification of proteins at least over the range of
a few orders of magnitude and allow comparative
proteome mapping. The weakness of 2DE is that it
does not work well with very large, very small, or
hydrophobic proteins (especially membrane-
bound and cytoskeletal proteins), and those
exhibiting extreme isoelectric points. An alterna-
tive approach is to use affinity-based protein puri-
fication combined with one-dimensional SDS gel

Fig. 1 Genome versus proteome.



768 Proteomics

electrophoresis, a technique that is able to visual-
ize even extremely hydrophobic as well as acidic
and basic proteins.

Non-gel separation techniques such as multi-
dimensional capillary chromatography and the
recently described isotope-coded affinity tag
(ICAT) method circumvent the disadvantages of
2DE. The ICAT methods (4) are based on a class of
cysteine-specific reagents that incorporate an iso-
topically coded linker and a biotin affinity tag. The
method involves three steps: (i) site-specific cova-
lent labeling of proteins with isotopically “light” or
“heavy” deuterated ICAT reagents; (ii) proteolysis
of the combined labeled protein samples; and (iii)
isolation, identification and quantification of the
tagged peptides by avidin affinity chromatogra-
phy, reversed-phase chromatography, and
� tandem mass spectrometry followed by compu-
tational analysis. The isotope peak ratios of the
labeled pairs of peptides give the relative amounts
of the corresponding proteins. ICAT enables quan-
titative cataloging and comparison of protein
expression by mass spectrometry and is therefore
useful for differential display proteomics. How-
ever, at present 2DE gives the highest resolution of
all separation methods and the broad applicabil-
ity of non-gel approaches has yet to be proven.
Further advances in proteomics can be expected
from the miniaturization of separation techniques
(nano methods) that lead to increased sample con-
centration, reduced loss of analyte and improved
compatibility with mass spectrometry.

The study of proteomes also requires efficient
methods for the identification and characteriza-
tion of separated proteins. Recent advances in
mass spectrometric instrumentation and tech-
niques have revolutionized protein analysis; see (5)
for review. The development of so-called “soft”
ionization methods such as electrospray ioniza-
tion (ESI) and matrix-assisted laser desorption/
ionization (MALDI) have enabled the generation
of gas-phase ions of peptides and proteins with-
out significant fragmentation. Various mass ana-
lyzers such as the time-of-flight (TOF), quadru-
pole, ion trap and ion cyclotron resonance systems
as well as various combinations thereof can be
used. MALDI-TOF-MS provides very accurate and
sensitive mass measurements of peptides as well
as high molecular weight proteins. New instru-
mental designs such as delayed extraction ion
sources and low-flow devices (nanoelectrospray,
nanoESI) have improved the resolution and sensi-
tivity of mass spectrometry. Triple quadrupole,
ion trap, or in particular, hybrid mass analyzers
such as quadrupole-TOF (Q-TOF) systems have
been applied to tandem mass spectrometry in
which peptide ions are selectively separated in the
first step and then fragmented by collision-
induced dissociation (CID) and analyzed in the
second step in the mass spectrometer. These types
of mass spectrometers typically use electrospray
ionization. MALDI-MS including fragmentation of
high-energy ions by post-source decay (PSD) tech-
niques also may yield fragment ion spectra. Both
CID and PSD spectra obtained by these methods
mainly show sequence-specific N-terminal ‘b’ and
C-terminal ‘y’ ions. Such fragmentation by mass
spectrometry gives at least partial information
about the peptide sequence and can be used to
identify proteins from databases of expressed
sequence tags. In contrast to Edman sequencing,
which fails in the analysis of subpicomole quanti-
ties or of N-terminally blocked proteins, mass
spectrometry provides accurate mass measure-
ments at a very high level of sensitivity even of
protein mixtures. Although it has been demon-
strated that sample amounts at attomole (10-18

mol) levels can be analyzed by MS, for protein
identification the sensitivity limit is in the low
femtomole range and routine sensitivities are only
in the low picomole range. Suitable sample vol-
umes are in the range from 500 nL to 1 µL.

Fig. 2 A strategy for mass spectrometry-based identi-
fication and characterization of proteins.
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Although MS is now the method of choice for pro-
tein analysis, there is a need for instrumentation
that allows greater sensitivity, reliability and
speed. Thus sample preparation methods, the ion-
ization process, mass analyzers and data process-
ing are fields of rapid development. Besides sensi-
tive methods for the analysis of proteins, bioinfor-
matics is one of the key components of proteome
research. This includes software to monitor and
quantify the separation of complex samples, e.g. to
analyze 2DE images. Web-based database search
engines are available to compare experimentally
measured peptide masses or sequence ions of pro-
tein digests with theoretical values of peptides
derived from protein sequences. Websites for data-
base searching with mass spectrometric data may
be found at  http: //www.expasy.ch/tools ,
ht tp: / /prospector.ucsf .edu/ ,  and
http://www.matrixscience.com.
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Because knowledge of the molecular weights of
proteins is insufficient for database identification,
mass spectrometric identification of proteins
requires enzymatic digestion of proteins into pep-
tide mixtures. Trypsin is the most commonly used
enzyme for digestion since it is inexpensive and
the cleavage rules are well known (peptide bonds
after lysine and arginine are cleaved selectively).
Digestion can be performed directly in-gel, fol-
lowed by elution of the peptide mixture. The
enzyme normally generates peptides between 600
and 2000 D, a mass range suitable for sensitive
and accurate mass spectrometry. Once digested,
the peptide mixtures can either be directly ana-
lyzed by MALDI-MS or can be separated by capil-
lary reversed-phase liquid chromatography cou-
pled directly to a quadrupole-TOF MS. From the
mass spectra a set of experimentally obtained pep-
tide masses, the � peptide mass fingerprint
(PMF), can be extracted and used for database
searches. Depending on protein molecular weight,
the detection of even a small number of peptides
(20 to 30% sequence coverage) provides sufficient
data for reliable identification. Peptide mass map-
ping using MALDI-MS works satisfactorily if a
complete genomic sequence database is available.
The method can be automated and makes possi-
ble the identification of hundreds of 2DE sepa-

rated proteins. In case peptide mass mapping is
unsuccessful, tandem mass spectrometry (MS/MS)
has to be used. The method utilizes the fragmenta-
tion of individual peptides of the protein digest by
collision-induced dissociation in a collision cell of
the mass spectrometer (see above). Protein identi-
fication using this approach is particularly useful
for proteins from species with incompletely
sequenced genomes. MS/MS spectra may yield an
amino acid sequence or at least a partial sequence
that is specific for a protein and can be used to
search protein sequence databases or nucleotide
databases (EST).

More than 200 different naturally occurring
post-translational protein modifications (PTMs)
have been described. Most of these modifications
are accessible to analysis via mass spectrometry.
Although mass spectrometry is the method of
choice to determine the structure and site of mod-
ification, such an analysis is much more difficult
than the determination of protein identity. Despite
numerous reports of MS analysis of phosphoryla-
tion and glycosylation, the detection of such mod-
ifications in mass fingerprints still presents a seri-
ous challenge. Because the modification is fre-
quently labile, mass spectrometry has to be
performed under very mild conditions in terms of
sample preparation and ionization. Furthermore,
the identification of PTMs requires determination
of the specific peptide that contains the modified
amino acid. In principle, procedures used for pro-
tein identification are also applicable to the deter-
mination of PTMs. A mass difference compared to
the expected mass after enzymatic degradation of
the protein by specific endoproteinases (peptide
mass mapping) can be used as a sign for the pres-
ence of modified peptides, even though this indi-
cation is not very specific. Selection and precon-
centration of modified sequences by immunopre-
cipitation or binding to a chelating column are
techniques that have been described for phos-
phopeptides. To determine the site of modifica-
tion, i.e. the modified amino acid side chain, frag-
mentation by post-source decay MALDI-MS or
collision-induced � ESI-MS  must be performed.

Because it is well accepted that cellular proc-
esses are controlled by multi-protein complexes
and such complexes are actual molecular targets
of drugs, a further key aim of proteomics is to
study protein-protein interactions. The characteri-
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zation of complexes in which several proteins are
associated to perform their biological function can
be achieved by purification of the entire protein
complex using affinity based methods, such as
glutathione S-transferase (GST)-fusion proteins.
The tandem-affinity-purification-tag (TAP-tag)
techniques use two high affinity binding
sequences separated by a highly specific cleavage
site for a protease to capture and purify a protein
complex. After separation by gel electrophoresis
the single proteins are identified either by their
peptide mass fingerprints or via tandem mass
spectrometry. As an example, several new factors
of the human spliceosome were obtained by these
techniques and analyzed further (2).
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Extensive protein identifications has been per-
formed in the framework of numerous proteome
projects to study human pathogens (e.g. compara-
tive proteome analysis of Helicobacter pylori), to
identify disease-associated proteins (e.g. cancer or
heart proteomics), and to analyze proteins
involved in signal transduction cascades.
Although the main goal of proteomics is the map-
ping of proteins of cells or tissues, there are fur-
ther tasks beyond the identification of proteins.
Post-translational modifications of proteins are
important for biological processes, particularly in
cellular signal transduction. The processing gener-
ates functional proteins, lipid modifications deter-
mine the location of proteins, and the attachment
of phosphate can activate or inactivate reaction
cascades. Because of its regulatory importance,
protein phosphorylation, i.e. the formation of
phosphate esters with the hydroxyl groups of ser-
ine, threonine, and tyrosine, has received the most
attention. Kinases and phosphatases catalyze
phosphorylation and dephosphorylation, respec-
tively. Several receptor-mediated signal transduc-
tion pathways result in tyrosine phosphorylation
of various proteins. A functional proteomics
approach that focuses on the isolation, separation
and identification of phosphorylated proteins fol-
lowing stimulation of wild-type and/or modified
receptors provides insights into the quality and
quantity of signaling proteins. Examples include
EGF and PDGF receptor signaling, which involve
activation or inactivation by endogenous or exoge-

nous factors and interactions between different
signal pathways. Post-genomic proteomics also
includes areas such as the determination of pro-
tein function, structural analysis, analysis of meta-
bolic pathways, drug mode-of-action and toxicity
studies. Proteomics directly contributes to the
identification of diagnostic markers and drug tar-
gets.
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Proteosomal degration is the process by which
improperly folded proteins or proteins with
altered post-translational modifications are
removed from a cell before they have a detrimental
effect on cellular function. This is performed in
small organelles known as proteosomes. Proteins
are targeted for destruction in the proteosome by
having a number of small ubiquitin molecules
added.

� Glucocorticoids
� Ubiquitin/Proteasome System
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Prothrombin time (PT) is a coagulation assay
which measures the time for plasma to clot upon
activation by ‘thromboplastin’ (a mixture of tissue
factor and phospholipids).

� Anticoagulants
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� Table appendix: Adhesion Molecules
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Gastric H, K-ATPase inhibitors
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The � gastric H, K-ATPase in the parietal cell
secretes hydronium ions, H3O+, in exchange for
K+ into the secretory canaliculus generating a pH
of <1.0 in lumen of the stomach.

Pump directed inhibitors of acid secretion can
be classified into two groups: reversible (acid
pump antagonists, APA’s) and non-reversible cova-
lent inhibitors (protn pump inhibitors, PPI’s). The
covalent binding inhibitors are substituted 2-
(pyridinemethylsulfinyl) benzimidazoles and the
reversible inhibitors are K+-competitive. PPI’s
have dramatically influenced the management of
acid-peptic disorders.
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The gastric H,K-ATPase consists of a α-subunit of
about 1034 amino acids and a β-subunit having
about 290 amino acids, and 6 or 7 N-linked glyco-
sylation sites The H,K-ATPase α-subunit has ten
transmembrane segments and β-subunit one
transmembrane segment. The H,K-ATPase α-sub-
unit has a strong association with the β-subunit at
the luminal loop between the seventh segment
(TM7) and the eighth transmembrane segment
(TM8). The gastric H,K-ATPase transports H3O+

ions from the cytoplasmic region to lumen by con-
formational changes induced by phosphorylation
and dephosphorylation. In the first step, the E1
form of the H,K-ATPase binds hydronium ion and
MgATP with the ion site facing the cytoplasm. The
enzyme is then phosphorylated to form E1P•H3O

+

and the conformation changes from E1P•H3O
+ to

the E2P•H30+ form, where the ion site faces exo-
plasmically. H3O

+ is released and K+ binds on the
extra-cytoplasmic surface of the enzyme, result-
ing in the E2P•K+ conformation. This dephosphor-
ylates, forming E2•K+ with the ion occluded and
this conformation converts to E1K

+ that releases
K+ to the cytoplasmic side with binding of MgATP.
The H,K-ATPase has a very similar structural
motif when compared with other P2-type ATPases
such as the Na,K- and � Ca-ATPases.

Since a substituted benzimidazole was first
reported to inhibit the H,K-ATPase, many PPI’s
have been synthesized and are in clinical use.
These all have a similar core structure. Several
APA’s have been in clinical trial and these contain
protonatable nitrogens but have a variety of core
structures. One type is represented by the imi-
dazo-pyridine derivatives, others are piperidi-
nopyridines, substituted 4-phenylaminoquino-
lines, pyrrolo[3,2-c]quinolines, guanidino-thia-
zoles, 2,4-diaminopyrimidine derivatives, and
scopadulcic acid (1). Some natural products such
as cassigarol A and naphthoquinone also showed
inhibitory activity.

�!������$���)� �&���!�
The first compound of this class with inhibitory
activity on the enzyme and on acid secretion was
the 2-(pyridylmethyl)sulfinylbenzimidazole, timo-
prazole, and the first pump inhibitor used clini-
cally was 2-[[3,5-dimethyl-4-methoxypyridin-2-
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yl]methylsulfinyl]-5-methoxy-1H-benzimidazole,
omeprazole. Omeprazole is an acid-activated pro-
drug. Omeprazole can be accumulated in the
acidic space of the parietal cell and there converts
to a thiol-reactive cationic sulfenic acid and
sulfenamide, which binds to -SH groups to form
disulfides as shown in Fig. 2 (1).Substituted benz-
imidazole inhibitors show slightly different effects
depending on the inhibitor structure. The ome-
prazole-bound enzyme is in the E2 form. Another
inhibitor, rabeprazole (E3810), 2-[[4-(3-methoxy-
propoxy)-3-methylpyridin-2-yl]methylsulfinyl]-
1H-benzimidazole, stabilizes the E1 form of the
enzyme after binding. It is claimed that the K+

dependent dephosphorylation of the phosphoen-
zyme is inhibited in the rabeprazole-bound
enzyme but not in the omeprazole-bound enzyme,
whereas phosphoenzyme formation in the absence
of K+ is inhibited in both the E3810- and omepra-
zole-bound enzyme.

Omeprazole binds to cysteines in the extra-
cytoplasmic regions of M5/M6 (cys-813) and M7/
M8 (cys-892). Pantoprazole binds only to both the
cysteines in M5/M6, cysteine 813 and 822, and lan-
soprazole binds to cysteine 321 in M3/M4 and to
cysteine 813 in M5/M6, and cysteine 892 M7/M8.
These data suggest that of the 28 cysteines in the
α-subunit only the cysteines present in the M5/M6

domain are important for inhibition of acid secre-
tion by the PPI’s (1,2).
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SCH28080, a substituted imidazo[1,2α] pyridine,
is the best defined among other reversible proton
pump inhibitors. SCH 28080, 3-cyanomethyl-2-
methyl-8-(phenylmethoxy) imidazo[1,2α]pyrid-
ine, inhibits the H,K-ATPase competitively with
K+ (1). SCH 28080 binds to free enzyme extra-
cytoplasmically in the absence of substrate to form
E2(SCH 28080) complexes. SCH 28080 inhibits
ATPase activity with high affinity in the absence of
K+. SCH 28080 has no effect on spontaneous
dephosphorylation but inhibits K+-stimulated
dephosphorylation, presumably by forming a E2-
P•[I] complex. Hence SCH 28080 inhibits K+-stim-
ulated ATPase activity by competing with K+ for
binding E2P. Steady state phosphorylation is also
reduced by SCH 28080, showing that this com-
pound also binds to the free enzyme.

MDPQ or other 2,4-diaminoquinazoline deriv-
atives are also known to act like SCH28080.

������
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Proton pump inhibitors are used for the therapy of
gastric ulcer, duodenal ulcer, � gastroesophageal
reflux disease, � Zollinger-Ellison syndrome and

Fig. 1 Proton Pump Inhib-
itors and Acid Pump 
Antagonists – Irreversible 
proton pump inhibitors 
used clinically.
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for eradication of Helicobacter pylori. The pri-
mary effect of these proton pump inhibitors is gas-
tric acid suppression. The degree of acid suppres-
sion correlates with healing rates for reflux
oesophagitis and peptic ulcer. Omeprazole, lanso-
prazole, pantoprazole, and rabeprazole showed
equivalent potency of gastric acid suppression (3).

Recently, S-omeprazole has become available
for clinical use. Omeprazole is a racemate consist-
ing of S- and R-enantiomers. The R-form of ome-
prazole is sensit ive to CYPs 2C19 and 3A4
enzymes, while S-form is less sensitive to these
� CYP enzymes (4). S-omeprazole has longer
plasma half-life compared to omeprazole, provid-
ing longer duration of acid suppression.

Proton pump inhibitors are successfully used
in triple therapy (i.e. combined with two antibiot-
ics) for eradication of � Helicobacter pylori.
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Fig. 2 Proton Pump Inhib-
itors and Acid Pump 
Antagonists – Mecha-
nism of irreversible pro-
ton pump inhibitor, 
Omeprazole. Omepra-
zole, one of substituted 
benzimidazole com-
pounds, is accumulated in 
acidic lumen and con-
verted to active sulfena-
mide, which binds 
extracytoplasmic 
cysteinesof the gastric 
H,K-ATPase.
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A proto-oncogene is a normal cellular gene, usu-
ally concerned with the regulation of cell prolifera-
tion, that can be converted to a cancer promoting
oncogene by mutation.

� Oncogenes
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A pseudogene is a defective gene which has accu-
mulated mutations that interfere with the produc-
tion of a functional protein. Pseudogene tran-
scripts may however be expressed. The origin of

pseudogenes are gene duplications. Because one of
the copies can continue to provide the enzymatic
activity, the other(s) often degenerates over time
and loses its function. Alternatively, it may acquire
a new catalytic function.
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Autosomal recessive pseudohypoaldosteronism
type I is caused by loss of function mutations in
any of the three subunits of the epithelial sodium
channel. Disease manifestations are apparent
shortly after birth and include failure to thrive,
renal Na wasting and dehydration, hyperkalemia,
metabolic acidosis, and elevated plasma renin and
aldosterone. In addition, salt concentrations in
sweat are elevated, and recurrent infections and
wheezing indicate altered fluid transport in the
lung. Autosomal dominant pseudohypoaldos-
teronism type I is the result of mutations in the
mineralocorticoid receptor gene.

� Diuretics
� Epithelial Na+ Channels (ENaC)

Fig. 3 Proton Pump Inhib-
itors and Acid Pump 
Antagonists – Some 
reversible proton pump 
inhibitors under investi-
gation.
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Psoralens are naturally occurring substances,
which are used for photochemotherapy, e.g. for
treatment of psoriasis or vitiligo. The local appli-
cation of e.g. 8-methoxypsoralen on the skin and
subsequent irradiation with UVA-light is called
PUVA. Psoralens are absorbed rapidly after oral
administration and photosensivity is maximal
about 1–2 hours after ingestion.
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The term “psychedelic” literally means “mind
manifesting” and was applied to hallucinogens like
LSD or mescaline to emphasize the intensification
of awareness and sensory perception that is asso-
ciated with these drugs.

� Psychotomimetic Drugs
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Stimulants, stimulant drugs, psychomotor stimu-
lant drugs.
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Psychostimulants are drugs that substantially influ-
ence cognitive and affective functioning and be-
haviours. Effects are increased motivational desire,
agitation, heightened vigilance, euphoria, hyperac-
tivity and decreased sleepiness as well as appetite.
Traditionally, mainly cocaine and amphetamines

are considered psychostimulants. However, nico-
tine, coffeine and even certain antidepressants
could be included in this class. Methylphenidate,
amphetamine (like dextro-amphetamine) and also
pemoline – the latter was newly retracted from the
market due to hepatotoxicity – are or have been
widely used for the treatment of � attention deficit/
hyperactivity disorder (ADHD). Another psychos-
timulant indicated in � narcolepsy  is modafinil.

� Psychotomimetic Drugs
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The final pathway of psychostimulants on the
behavioural level is an increased mobilization of
the normal fight/flight/fright reaction that is
mediated by the biogene amines epinephrine,
norepinephrine, serotonin and dopamine. The
most widespread extra-clinically used psychostim-
ulant is ecstasy (3,4-methylenedioxymethamphet-
amin; MDMA), which also exhibits perceptual dis-
tortions due to 5-HT2A-receptor agonism like
lysergic acid diethylamide (LSD).

The main target of action of methylphenidate,
the most widespread clinically used psychostimu-
lant, is the dopamine transporter (DAT); its inhibi-
tion increases intrasynaptic dopamine concentra-
tions. The subcortical dopamine system (mes-
olimbic and nigrostriatal parts) mediates the
unconditioned and conditioned responses toward
reinforcement.

Within the striatum, dopamine terminals have
direct synaptic contacts with the spines of striatal
neurons. These synaptic contacts appear to provide
the anatomical substrate for both compartmental
(synaptic) and volume (extra-synaptic) transmis-
sion. The DAT is located intra- or perisynaptically,
suggesting that dopamine has a limited ability to
escape the striatal synapse. Moreover, dopamine
D2 and, to a lesser extent, D1 receptors are located
postsynaptically from dopamine terminals, sug-
gesting compartmental transmission. However,
there is a significant cohort of D1 and D2 receptors
that are not directly opposed to dopamine termi-
nals, suggesting some component of volume trans-
mission within the striatum. Therefore, tonic and
phasic changes in dopamine transmission are crit-
ical in producing behavioural effects associated
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with the striatum. In contrast, in cerebral cortex,
volume transmission appears to be more critical in
mediating the effects of dopamine. DAT density is
reduced in the � frontal cortex (FC) relative to the
striatum, and it is localized extra-synaptically.
Moreover, D1-immunoreactivity within FC is virtu-
ally never opposed to tyrosine hydroxylase-immu-
nopositive terminals suggesting that the effects of
dopamine on D1 receptors is by volume transmis-
sion. This hypothesis has direct relevance to the
neurochemistry of ADHD because cognitive func-
tions known to be affected in this disorder, namely
working memory and inhibitory control, are sensi-
tive to manipulations of D1 receptor-mediated
dopamine transmission (1). Thus, the tonic compo-
nent might be more critical for the behavioural
functions of the FC.

Several classes of drugs modulate the firing
rates or patterns of midbrain dopamine neurons by
direct, monosynaptic, or indirect, polysynaptic, in-
puts to the cell bodies within the ventral mesen-
cephalon (i.e. nicotine and opiates). In contrast,
amphetamine, cocaine and methylphenidate act at
the level of the dopamine terminal interfering with
normal processes of transmitter packaging, release,
reuptake and metabolism.
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Methylphenidate like cocaine largely acts by
blocking reuptake of monoamines into the presyn-
aptic terminal. Methylphenidate administration
produces an increase in the steady-state (tonic)
levels of monoamines within the synaptic cleft.
Thus, DAT inhibitors, such as methylphenidate
increase extracellular levels of monoamines. In
contrast, they decrease the concentrations of the
monoamine metabolites that depend upon
monoamine oxidase (MAO), i.e. HVA, but not cat-

echoamine-o-methyltransferase (COMT), because
reuptake by the transporter is required for the for-
mation of these metabolites. By stimulating presy-
naptic autoreceptors, methylphenidate induced
increase in dopamine transmission can also
reduce monoamine synthesis, inhibit monoamine
neuron firing and reduce subsequent phasic
dopamine release.

The pharmacology of amphetamine is consid-
erably more complex. It does not only block
monoamine reuptake, but also directly inhibits the
vesicular monoamine transporter, causing an
increase in cytosolic but not vesicular dopamine
concentration. This may lead to reverse transport
of the amines via the membrane-bound transport-
ers. Further mechanisms of amphetamine action
are: direct MAO inhibition and indirect release of
both dopamine and serotonin in the striatum.

Mild increases in tonic dopamine release – as a
consequence of the administration of both methyl-
phenidate and amphetamine – could have impor-
tant impact on subsequent phasic release by
feedback mechanisms (lowering the concentra-
tion).

As pointed out before there are some major dif-
ferences between the striatal and cortical
dopamine terminals (Table 1).

Therefore, dopamine transporter inhibitors
exhibit less effect in the FC. There, dopamine
seems to be reuptaken by the norepinephrine
transporter, which dopamine actually has a higher
affinity for than norepinephrine itself.

Amphetamine administration produces a
marked increase in cortical dopamine, norepine-
phrine and serotonin release that is impulse-inde-
pendent. Methylphenidate can produce significant
increases in dopamine and norepinephrine release
(Table 2).

Dopaminergic mechanisms within the ventral
striatum (i.e., nucleus accumbens) subserve the
ability of amphetamine and methylphenidate in
low to moderate doses to increase locomotor
activity. In contrast, very low dosages in animals
seem to cause hypoactivity presumably by stimu-
lation of autoreceptors, a finding that would be
compatible with the clinical impression that meth-
ylphenidate might be useful in some patients with
mania.

At low doses, both psychostimulants could the-
oretically stimulate tonic, extracellular levels of

Tab. 1 Properties of cortical versus striatal dopamine
system.

Cortical Striatal

Synthesis-regulating 
autoreceptors

0 ++

Impuls-regulating 
autoreceptors

0 ++

DAT expression 0/+ ++
DAT localization extrasynaptical synaptical
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monoamines, and the small increase in steady
state levels would produce feedback inhibition of
further release by stimulating presynaptic autore-
ceptors. While this mechanism is clearly an impor-
tant one for the normal regulation of monoamine
neurotransmission, there is no direct evidence to
support the notion that the doses used clinically to
treat ADHD are low enough to have primarily pre-
synaptic effects. However, alterations in phasic
dopamine release could produce net reductions in
dopamine release under putatively altered tonic
dopaminergic conditions that might occur in
ADHD and that might explain the beneficial
effects of methylphenidate in ADHD.

Repeated intermittent exposure to psychomo-
tor stimulants can produce sensitisation, where

subsequent drug exposures produce increased
behavioural and neurochemical responses. The
ability of the drug and ultimately of related stimuli
to elicit behaviour may be increased with repeated
administration or intake of the drug. Dopaminer-
gic sensitization within the amygdala has also
been found after repeated exposure to ampheta-
mine and this can enhance appetitive and aversive
learning even after drug cessation.

Besides the dopaminergic system, the
noradrenergic nucleus, locus coeruleus (LC) may
be another structure involved in the mode of
action of psychostimulants. Electrophysiological
recordings from this area demonstrate a relation-
ship between behavior and response of the LC to
targets versus distractors in an attention task.
Baseline firing shows a constant increase parallel-
ing the conditions from drowsiness to hyperar-
ousal. In contrast, phasic responses are maximal
in an optimal alert attentive state and minimal in
drowsiness as well as hyperarousal that may be
associated with poor cognitive performance due
to high distractability.

Finally, the cerebellum has recently become a
focus of interest in the context of the pathophysiol-
ogy of ADHD and as a possible target for psychos-
timulants since it is not only important for motor
coordination but also for processing cognitive sit-
uations.

Tab. 2 Influence of the psychostimulants ampheta-
mine, cocaine and methylphenidate on the different
biogene amines.

Amphetamine Cocaine Methyl–
phenidate

Dopamine ++ ++ ++

Norepi-
nephrine

++ ++ +

Serotonin + ++ (+)

Fig. 1 Nucleus accumbens 
as a major intersection of 
cognitive, motor and 
arousal processes.
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In summary, main structures involved in the
action of psychostimulants can be divided into
cortical (mainly prefrontal cortex) and subcorti-
cal (basal ganglia and related structures, LC and
cerebellum) ones. Fig. 1 gives a schematic over-
view of the connections between these structures,
omitting the cerebellum due to lack of precise
information.
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The mode of action of modafinil, a new

arousal-promoting compound used in the treat-
ment of sleepiness associated with narcolepsy, is
not fully understood. It has been suggested that
modafinil increases wakefulness by activating α1
noradrenergic receptors or hypothalamic cells that
contain the peptide � hypocretin  (3), or that it
may act by modulating the GABAergic tone that
might lead to an increased dopamine release in the
nucleus accumbens. On the other hand, modafinil
does not have any effect in DAT knockout mice.

0�������
Nicotine is the main psychoactive ingredient of
tobacco and is responsible for the stimulant effects
and abuse/addiction that may result form tobacco
use. Cigarette smoking rapidly (in about 3 sec!)
delivers pulses of nicotine into the bloodstream.
Its initial effects are caused by its activation of
� nicotinic acetylcholine (nACh) receptors. nACh
receptors are ligand-gated ion-channels and pre-
and postsynaptically located. Reinforcement
depends on an intact mesolimbic dopamine sys-

tem (VTA). nACh receptors on VTA dopamine
neurons are normally activated by cholinergic
innervation from the laterodorsal tegmental
nucleus or the pedunculopontine nucleus.
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The main indication for certain psychostimulants
is ADHD in children and adults (4). Recent
research shows that the clinical effect and benefit
are dramatic even in adults. About 60% of adult
patients receiving stimulant medication showed
moderate-to-marked improvement, as compared
with 10% of those receiving placebo. The core
symptoms of hyperactivity, inattention, mood
lability, temper, disorganization, stress sensitivity,
and impulsivity have been shown to respond to
treatment with stimulant medications.

The characteristic behavioural effects of acute
and chronic psychomotor stimulant drugs are
locomotor activation, stereotypy, and conditioned
reward and stimulus-reward learning. The most
important brain regions involved in these effects
are summarized in Table 3.

Each of these processes depends upon
increases in dopaminergic transmission within the
striatum, and possibly, amygdala. Moreover, neu-
rochemical actions within the FC may contribute
to the ability to modulate some of these basic
motivational processes. This data is based prima-
rily on studies in rodents given systemic injections
of moderate to high doses of stimulants, and it is
not known whether lower doses applied orally
would produce similar behavioural and neuro-
chemical effects. Nevertheless, when given acutely
or chronically to animals, psychomotor stimu-
lants appear to alter the neurochemistry of the
striatum in such a way as to augment the control
of behaviour by conditioned or unconditioned
stimuli associated with reinforcement processes.
These effects may be consistent with the sugges-
tion that amphetamine or methylphenidate may
exert some of their beneficial clinical effects by
augmenting conditioned reinforcement and stim-
ulus-reward associations that could enhance
aspects of task performance.

A simple decrease in striatal dopamine trans-
mission produced by even low clinical doses of the
drugs according to current data seems an untena-
ble hypothesis. However, if the tonic control of

Tab. 3 Acute effects of psychostimulants and the brain
regions that are mainly involved in these effects.

Acute effects Mainly involved brain 
region

Locomotion Ventral striatum 
(i.e. nucleus accumbens)

Motor stereotypy Dorsal striatum 
(i.e. caudate putamen)

Reinforcement Ventral striatum

Conditioned reward Ventral striatum / 
amygdala

Stimulus-reward learning Amygdala
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�phasic release by dopamine is abnormally low in
ADHD, then a high phasic dopamine response
may be associated with ADHD and treatment effi-
cacy. Moreover, alterations in corticolimbic tonic/
phasic balance may also provide an explanation of
why chronically administered psychostimulants in
ADHD produce a behavioural profile and response
associated with subcortical dopamine neuronal
hyperactivity and cortical hypoactivity, though
issues of dose and route of administration should
be considered in this context.

Another theory for the action of stimulant
drugs in ADHD involves effects on nonstriatal
monoamine systems. Frontal cortical dopamine,
norepinephrine and serotonin are clearly impor-
tant in cognitive functioning and impulse control.
These neurotransmitters directly modulate
reward-related behaviors associated with the stri-
atal dopamine system. Moreover, the amygdala
may be pharmacologically influenced leading to

enhanced associative learning and recall. Thus,
the net behavioural effects of psychomotor stimu-
lant drugs may promote changes in reward-moti-
vated behaviors and impulsivity, as well as neuro-
modulation of inhibitory control (FC), working
memory and incentive learning (amygdala).

Dysfunction of cortical-subcortical dopamine
systems are associated with an impaired inhibitory
control after chronic drug administration.

Since there is some evidence that the dopamin-
ergic system might also play an important role in
the pathophysiology of depression, methylpheni-
date has also been successfully used as an aug-
mentation strategy in the treatment of depressive
disorders. Modafinil might be useful in this indi-
cation, too, besides its effect in narcolepsy and
ADHD (5).

Fig. 2 (adapted from 2) illustrates the acute and
chronic actions of methylphenidate. By blocking
DAT, methylphenidate causes an accumulation of

Fig. 2 Dopamine molecules have two different possible targets. Both ways are initially increased by DAT inhibi-
tion caused by methylphenidate: pre- and postsynaptic dopamine receptors. Stimulation of postsynaptic recep-
tors results in inhibition of presynaptic action potential generation. On the other hand, presynaptic receptor 
stimulation leads to a transmission inhibition of action potentials. Therefore, both mechanisms are responsible 
for a decrease in vesicular depletion of dopamine into the synaptic cleft (adapted from 2).
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dopamine in the synaptic cleft. Although this may
initially increase the stimulation of postsynaptic
DA receptors, in the long term the consequence is
rather a down-regulation of dopamine release.
First, there is feedback inhibition of dopamine
neuron firing to decreased spike-dependent
dopamine release. Second, much larger quantities
of dopamine are enabled to escape from the cleft
and accumulate in the extrasynaptic space. Presy-
naptic receptors are stimulated and thus firing rate
is reduced. The amount of phasic dopamine that
can be released is subsequently diminished.

Moreover, no significant differences could be
found between the efficacy of methylphenidate
and amphetamine. Methylphenidate is faster
metabolized and seems to be associated with fewer
side effects regarding appetite loss and insomnia.
From a clinical point of view, dosage and route of
administration are the most important features
influencing the spectrum of effects and side
effects.

An important clinical clue connected with the
difference between tonic and phasic dopamine
release is the so-called “rate dependence” of psy-
chostimulant action. That means, it depends on
the actual dopaminergic state (tonic and phasic)
how an individual will react to psychostimulants.
Fig. 3 illustrates this rule by some examples
(adapted from 2). The arrows represent the
response of each component to methylphenidate
for each of the classes of subjects tested, with the
horizontal dashed line representing the baseline
tonic and phasic levels present in control individu-
als. Summarizing, methylphenidate tends to nor-
malize dopamine transmission regardless what the
baseline rate is.

Despite their clinical use, psychostimulants are
strongly reinforcing, and their long-term use is
linked to potential abuse and addiction, especially
when they are rapidly administered. Nevertheless,
long-term use is rather associated with emotional
and motivational than with physical dependence.
This is also true for cocaine and amphetamine.
Methylphenidate might also be abused, although it
is far less potent, possibly due to its specific mode
of action (see above).

Nicotine differs from cocaine in that it is pow-
erfully reinforcing in the absence of subjective
euphoria. The high incidence of cancerinogenic-
ity associated with long-term tobacco use is asso-

ciated with compounds other than nicotine that
are also contained in tobacco. Main short-term
effects of nicotine are increased alertness, muscle
relaxation, nausea and increased psychomotor
activation. Typical withdrawal symptoms include
dysphoria, increased appetite, hyperventilation
and concentration difficulties.
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“normal” state only minimal changes are noted 
(which points to a rather low abuse potential). From a 
“hypoactive” state, methylphenidate increases both T 
and P levels. However, this is much more true for the 
strongly lowered P tone. In contrast, in moderately 
hyperactive states and ADHD, T levels are increased 
and P levels are decreased, respectively, correlating 
with the baseline levels (adapted from 2).
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Hallucinogenic, psychotogenic
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Psychotomimetic drugs can be defined as chemical
agents that reliably and dose-dependently induce a
psychosis, often including hallucinations and
delusions in normal individuals. Implicit in this
term is a mimicking of naturally occurring psycho-
sis.

� Psychostimulants
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There are remarkable qualitative differences in the
types of psychoses induced by different classes of
psychotomimetic drugs. Some drugs cause such
profound deficits in cognitive functioning that the
resulting psychosis is associated with gross disori-
entation and confusion; a state sometimes called
“dementia” or “organic psychosis”. A psychotomi-
metic effect of this kind is seen, for example, after

high doses of atropine or scopolamine, drugs
which block muscarinic cholinergic receptors.
Drugs of this type serve to mimic or model Alzhe-
imer’s disease and other severe brain disorders.
There are other types of drugs that produce hallu-
cinations and delusions without marked disorien-
tation or confusion. Examples are � psychedelic
hallucinogens such as lysergic acid diethylamide
(LSD) and mescaline and, in low doses, the
� dissociative anesthetics phencyclidine (PCP)
and ketamine. This essay will focus upon the
psychedelic hallucinogens and dissociative anes-
thetics, which are of special interest because they
are believed to model some important features of
� schizophrenia (1, 2).
For many years it was believed that the brain
mechanisms underlying the effects of psychedelic
hallucinogens and dissociative anesthetics were
separate and distinct. Indeed, there has been con-
siderable debate about which represents the best
drug model of schizophrenia. However, recent
data shows that the two classes of psychotomi-
metic drugs share a common final pathway involv-
ing an increase in the release of the excitatory neu-
rotransmitter � glutamate.
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In the early 1950s, not long after the discovery of
the powerful hallucinogenic properties of LSD, it
was proposed that this drug interacted with a
structurally related endogenous brain substance
named � serotonin. As seen in Fig. 1, LSD and
serotonin  (5-hydroxytryptamine; 5-HT) share an
indolethylamine moiety, as do certain simpler
indoleamine hallucinogens such as psilocin. On
the other hand, the hallucinogen mescaline,
despite having psychological or behavioral effects
virtually identical to LSD, has a phenethylamine-
rather than indoleamine-based structure. Never-
theless, mescaline does share certain other struc-
tural features with LSD (Fig. 1), consistent with the
hypotheses that these two drugs have a common
site of action. In the mid-1980s it was shown that
the hallucinogenic potency of indoleamine and
phenethylamine hallucinogens could be predicted
by their affinity for a subtype of serotonin recep-
tor, the 5-HT2A receptor (3). The recognition of an
association between hallucinogens and the 5-HT2A
receptor has formed the foundation for contempo-
rary research in the field. Presently there is much
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evidence from biochemical, electrophysiological,
and animal as well as human behavioral studies
that the effects of hallucinogens are mediated
through a partial agonist action at 5-HT2 recep-
tors, particularly of the 5-HT2A subtype (4).

The effects of hallucinogens on an array of
complex integrative processes such as cognition,
perception and mood suggest the involvement of
the cerebral cortex. In support of this idea, histo-
chemical mapping by receptor autoradiography,
mRNA in situ hybridization, and immunocyto-
chemistry, shows a high expression of 5-HT2A
receptors in the cerebral cortex, particularly
within the apical dendrites of cortical � pyramidal
cells. At an electron microscopic level, an associa-
tion has been observed between 5-HT2A immuno-

reactivity and the postsynaptic density of excita-
tory synapses in the neocortex.
The high density of 5-HT2A receptors in the cere-
bral cortex has stimulated study of the physiologi-
cal role of this receptor in that region of brain (4).
A striking effect of serotonin in the cerebral cor-
tex is to increase the release of � glutamate onto
layer V � pyramidal cells of neocortex, as meas-
ured by electrophysiological recording of “sponta-
neous” excitatory postsynaptic potentials
(� EPSPs). In vitro studies in brain slices show that
EPSPs are induced by serotonin through a focal
action at the apical dendrites of pyramidal cells.
This effect is blocked by low concentrations of
highly selective 5-HT2A antagonists and is virtu-
ally absent in mice where there has been a genetic
deletion of the 5-HT2A receptor. While a serot-
onin-induced increase in � EPSPs  occurs
throughout the neocortex, this effect is most pro-
nounced in frontal areas such as the medial pre-
frontal cortex where there is an increased density
of 5-HT2A receptors as compared to more poste-
rior regions. It has been postulated that the effect
of  serotonin is  mediated indirec t ly by a
� retrograde messenger since 5-HT2A receptors
have a predominantly postsynaptic localization.
Recently, it has been found that LSD and other hal-
lucinogenic drugs, while having relatively low effi-
cacy in inducing spontaneous � EPSPs, dramati-
cally increase the probability of occurrence of a
late component of EPSPs evoked by electrical stim-
ulation of the subcortical white matter. In contrast,
serotonin itself usually does not promote the late
component of electrically-evoked EPSPs, probably
due to opposing actions at 5-HT1 or other non-5-
HT2A receptors. It has been proposed that exces-
sive induction of late EPSPs may underlie the dis-
ruptive effects of hallucinogens upon cortical
function. The opposition by non-5-HT2A recep-
tors of this effect may explain why treatments that
elevate endogenous serotonin (e.g., monoamine
oxidase inhibitors or selective serotonin uptake
blockers) are not hallucinogenic and may in fact
attenuate the subjective effects of hallucinogens in
humans.

��� 
�������������������������
��1������� �����
The most commonly used (or abused) drugs in
this category are the structurally-related drugs,
PCP and ketamine (Fig. 2). At high doses these

Fig. 1 Chemical structures of serotonin (5-hydrox-
ytrptamine; 5-HT), the ergoline hallucinogen LSD 
(lysergic acid diethylamide), the simple indoleamine 
hallucinogen psilocin, and the phenethylamine hallu-
cinogen mescaline. The letters A–D denote the four 
rings of LSD which are shared in varying aspects by 
the other hallucinogens as well as serotonin.
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drugs produce a delerium-like state as seen in
stage I anesthesia. Lower, subanesthetic doses are
capable of producing a psychotomimetic state in
normal subjects that stops short of frank delir-
ium. Both PCP and ketamine are known to act as
non-competitive antagonists of the � NMDA
receptor; a subtype of ionotropic � glutamate
receptor (5). The NMDA receptor belongs to the
general class of ligand-gated non-selective cation
channels and is distinguished within this group by
its high permeability for calcium in addition to
sodium and potassium ions. Because of it high cal-
cium permeability, the NMDA receptor has been
linked to various intracellular calcium signalling
pathways. Another notable characteristic of
NMDA receptor channels is blockade by magne-
sium ions under resting or hyperpolarized condi-
tions, a block that is relieved under excitatory,
depolarizing conditions. As suggested by the non-
competitive nature of the blockade, these drugs do
not act directly at the glutamate  ligand-binding
site, but rather interact with a separate site within
the pore of the open channel, hence their designa-
tion as “open channel” blockers. While other
actions also have been described, it is generally
believed that the primary mechanism by which
PCP and ketamine produce their adverse behavio-
ral effects is through blockade of NMDA receptors.
The net effect of these drugs has sometimes been
thought of in terms of a general impairment of
glutamatergic transmission. However, it should be
noted that these drugs do not block non-NMDA
glutamate receptors, including other ionotropic
glutamate receptors (i.e., AMPA and kainate) and

all three major groups of metabotropic glutamate
receptors. Recently, it has been shown that many
of the effects of NMDA antagonists may be medi-
ated through increased release of glutamate in pre-
frontal cortex and other regions, causing excessive
activation of non-NMDA receptors. Suppression of
excessive glutamate release ameliorates many of
the resulting adverse behavioral effects. The mech-
anism by which NMDA  antagonists increase
glutamate release appears to be distinct from that
of 5-HT2A agonists since local application of phen-
cyclidine to brain slices, in contrast to local serot-
onin  application, does not result in an increase in
EPSCs in layer V pyramidal cells of prefrontal cor-
tex.

�����$�����
This essay has highlighted both differences and
similarities in the mechanism of action of the
psychedelic hallucinogens and � dissociative anes-
thetics. The initial sites at which these two classes
of psychotomimetics act are quite different: the
psychedelic hallucinogens acting via 5-HT2A
receptors and dissociative anesthetics through
blockade of NMDA receptors. However, recent evi-
dence reveals intriguing common features down-
stream from the initial receptors. Most notably,
both hallucinogens and dissociative anesthetics
indirectly produce an enhancement of glutamate
release in the cerebral cortex. However, it would
not be expected that the effects of the two classes
of drugs would be identical since in the case of the
psychedelic hallucinogens, NMDA receptors are
not be blocked. Blockade of NMDA receptors may
account for the progressive disorientation or delir-
ium seen clinically with near-anesthetic doses of
the phencyclidine/ketamine class of drugs, effects
that are not characteristic of the psychedelic hallu-
cinogens. Nevertheless, evidence for an increase in
glutamate  transmission for both psychedelic hal-
lucinogens and dissociative anesthetics points to a
convergence upon a final common glutamatergic
pathway to account for overlapping aspects of
their psychotomimetic effects.

Fig. 2 Chemical structures of the dissociative anes-
thetics phencyclidine (PCP) and ketamine. Both are 
arylcycloalkylamine derivatives that are open channel 
blockers of the NMDA channel.
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� Prothrombin Time
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�  Phosphotyrosine-binding (PTB) Domain

�#"0

PTEN is a phosphatase, which is a product of a
tumor suppressor gene. This phosphatase has a
unusually broad specificity and can remove phos-
phate groups attached to serine, threonine and
tyrosine residues. It is believed that its ability to
dephosphorylate phosphatidylinositol (PI) 3,4,5-
triphosphate, the product of PI-3 kinase, is
responsible for its tumor suppressor effects.

� Phosphatases
� Phospholipid Kinases
� Phospholipid Phosphatases

�#�

� Post-translational Modification
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� Table appendix: Membrane Transport Proteins
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Primary pulmonary hypertension is a disease of
unclear etiology that is characterized by abnor-
mally high mean pulmonary arterial pressures, in
the absence of a demonstrable cause. A wide vari-
ety of pulmonary and cardiac diseases can lead to
secondary pulmonary hypertension.
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The purinergic system is a signalling system where
the purine nucleotides, � ATP  and ADP, and the
nucleoside, � adenosine, act as extracellular mes-
sengers. This concept, which was first proposed
over 30 years ago1, met with considerable resist-
ance for many years because ATP had been estab-
lished as an intracellular energy source involved in
various metabolic cycles, and it was thought that
such a ubiquitous molecule was unlikely to be
involved in selective extracellular signalling. How-
ever, ATP was one of the first molecules to appear
in biological evolution so that it is not really sur-
prising that it should have been utilized early for
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extracellular, as well as intracellular, purposes.
The existence of potent extracellular enzymes that
regulate the amount of ATP and adenosine availa-
ble for signalling also provides support that ATP
has extracellular actions.

�
����� 
!
���!������

�$!��������!��$&�����
Implicit in purinergic signalling is the presence of
receptors for ATP2. A basis for distinguishing ade-
nosine receptors (P1) from ATP/ADP receptors
(P2) was proposed in 1978. This helped resolve
some of the earlier ambiguous reports, which were
complicated by the breakdown of ATP to adenos-
ine by ectoenzymes so that some of the actions of
ATP were directly on P2 receptors while others
were due to indirect action via P1 receptors. Four
subtypes of P1 receptors have been cloned, namely,
A1, A2A, A2B and A3. P2 receptors belong to two
families based on molecular structure and second
messenger systems, namely P2X ionotropic lig-
and-gated ion channel receptors and P2Y metabo-

tropic G protein-coupled receptors. This frame-
work allows for a logical expansion, as new recep-
tors are identified. There are currently seven
subtypes of P2X receptors and six subtypes of P2Y
receptors identified and characterised in mam-
mals (Table 1). P2X receptors are characterized by
two transmembrane domains, short intracellular
N- and C-termini and an extensive extracellular
loop with conservation of 10 cysteines (Fig. 1a).
Broadly, P2X1 receptors are strongly represented in
smooth muscle, P2X2, P2X4 and P2X6 receptors in
the central nervous system, P2X3 receptors on sen-
sory neurones, P2X5 receptors associated with cell
proliferation and differentiation and P2X7 recep-
tors with cell death. The ion pores appear to con-
sist of three subunits forming homomultimers or
heteromultimers, including P2X1/5, P2X2/3, P2X2/6
and P2X4/6. P2Y receptors, in common with other
protein-coupled receptors, have seven transmem-
brane domains, an extracellular N, and intracellu-
lar C-terminus (Fig. 1b; � G-protein-coupled
Receptors). P2Y1 receptors are ADP-selective in

Fig. 1 a. Diagram depicting the transmembrane topology for P2X receptor protein showing both N- and C- ter-
minals in the cytoplasm. Two putative membrane spanning segments (M1 and M2) traverse the lipid bilayer of 
the plasma membrane and are connected by a hydrophilic segment of 270 amino acids. This putative extracellu-
lar domain is shown containing two disulphide-bonded loops (S-S) and three N-linked glycosyl chains (trian-
gles). b. Schematic diagram of the sequence of the P2Y1 receptor showing its differences from P2Y2 and P2Y3 
receptors. Filled circles represent amino acid residues that are conserved among the three receptors (from 1).
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mammals, and 2-methylthioADP and MRS 2179
are selective agonists and antagonists, respectively.
At P2Y2 and P2Y4 receptors in the rat, ATP and
UTP are equipotent, but the two receptors can be
distinguished with antagonists. P2Y6 is UDP-selec-
tive. P2Y11 is unusual in that there are two trans-
duction pathways, adenylate cyclase as well as
inositol trisphosphate, which is the second mes-
senger system used by the majority of the P2Y
receptors. The P2Y12 receptor is found on platelets.

� ��������

� �!����!��0�$!��
������
�����>���There was early
evidence that ATP was a � neurotransmitter  in
nonadrenergic, noncholinergic (NANC) nerves
supplying the gut and bladder. There is now sup-
porting evidence that ATP is a cotransmitter in
many nerve types1, probably reflecting the primi-
tive nature of purinergic signalling. Thus, there is
now evidence for ATP as a cotransmitter with:
◗ noradrenaline and neuropeptide Y in sympa-

thetic nerves.
◗ ATP with acetylcholine and vasoactive intestinal 

peptide in some parasympathetic nerves.
◗ ATP with nitric oxide and vasoactive intestinal 

peptide in enteric NANC inhibitory nerves.
◗ ATP with calcitonin gene-related peptide and 

substance P in sensory-motor nerves.

There is also evidence for ATP as a cotransmit-
ter with γ-aminobutyric acid in retinal nerves and/
or ATP with glutamate, serotonin or dopamine in
nerves in the brain.

In sympathetically innervated tissues, such as
vas deferens or blood vessels, ATP produces fast
responses mediated by P2X receptors followed by a
slower component mediated by G protein-coupled
α-adrenoceptors (Fig. 2); neuropeptide Y usually
acts as a pre- or postjunctional modulator of the
release and/or action of noradrenaline and ATP.
Similarly, for parasympathetic nerves supplying
the urinary bladder, ATP provokes a fast, short-
lasting twitch response via P2X receptors, whereas
the slower component is mediated by G protein-
coupled muscarinic receptors. In the gut, ATP
released from NANC inhibitory nerves produces
the fastest response, nitric oxide gives a less rapid
response, and vasoactive intestinal peptide pro-
duces slow tonic relaxations. In all cases of
� cotransmission, there are considerable differ-
ences in the proportion of the cotransmitters in
nerves supplying different regions of the gut or
vasculature, in different developmental or patho-
physiological conditions and between species.

The first clear evidence for nerve-nerve purin-
ergic � synaptic transmission was in 1992, when it
was shown that excitatory postsynaptic potentials
in the celiac ganglion and in the medial habenula
in the brain were reversibly antagonized by
suramin, a P2 receptor antagonist. Since then,

Fig. 2 Cotransmission in sympathetic nerves. ATP 
and noradrenaline (NA) from terminal varicosities of 
sympathetic nerves can be released together. With NA 
acting via the postjuctional α1-adrenoceptor to 
release cytosolic Ca2+ and ATP acting via P2X1-gated 
ion channel to elicit Ca2+ influx, both contribute to 
the subsequent response (contraction). IP3, inositol 
triphosphate; e.j.p., excitatory junction potential 
(from 1).
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there have been many articles describing either
the distribution of various P2 receptor subtypes in
the brain and spinal cord or electrophysiological
studies of the effects of purines in brain slices, iso-
lated nerves and glial cells. Synaptic transmission
has also been found in the myenteric plexus and in
various sensory, sympathetic and pelvic ganglia.

� �!����!��0�����$!��
������
�����>���There are
many examples of purinoceptor-mediated
responses  in non-neuronal  cel l  t y pes 3 .
c Endothelial cells, which express P2Y1, P2Y2 and
probably P2Y4 receptors, when occupied, release
nitric oxide leading to vasodilatation (Fig. 3). The
more recent discovery of P2X receptors in
endothelial cells suggests a role regulating gap and
tight junctions involved in permeability and in cell
adhesion. P2Y1 receptors in pancreatic β-cells have
been shown to be involved in insulin secretion,
and P2Y2 receptors are present on hepatocytes.
P2Y12, P2X1 and P2Y1 receptors are expressed in
platelets and P2Y1 and P2Y2 receptors on non-
myelinating and myelinating Schwann cells,
respectively. Purinergic receptors are also involved
in signalling to endocrine cells, leading to hor-
mone secretion.

A������!��9�!�� ��:�����
�����>���Purinergic signal-
ling is also concerned with long-term events, such
as cell proliferation, migration, differentiation and
death associated w ith development  and
regeneration1,3. For example, αβ-meATP produces
proliferation of glial cells, whereas adenosine
inhibits proliferation. A P2Y8 receptor was cloned
from frog embryo that appears to be involved in
the development of the neural plate. P2Y1 recep-
tors seem to have a role in cartilage development
in limb buds and in development of the mesone-
phros. P2X5 and P2X6 receptors have been impli-
cated in the development of chick skeletal muscle.
In recent studies of purinoceptor expression in
developing mouse myotubes, there was progres-
sive expression of P2X5, P2X6 and P2X2 receptors.
The P2X1 receptor is prominent in the contractile
smooth muscle phenotype but is absent in the
synthetic smooth muscle phenotype grown in cul-
ture, while P2Y receptor expression is substan-
tially increased. There are several reports showing
that P2X and P2Y receptors in � osteoclasts  and
osteoblasts are involved in bone development and
remodelling.

�
� �� ���������
�/�# �!
��$�����������
�
There is increasing interest in the therapeutic
potential of purinergic compounds in relation to
both P1 and P2 receptors4. A number of purine-
related compounds have been patented.

Fig. 3 A schematic representation of the interactions 
of ATP released from perivascular nerves and from 
the endothelium (ENDOTH). ATP is released from 
endothelial cells during hypoxia to act on endothelial 
P2Y receptors leading to production of EDRF (NO) 
and subsequent vasodilatation (-). In contrast, ATP 
released as a cotransmitter with noradrenaline (NA) 
from perivascular sympathetic nerves at the adventi-
tia (ADVENT.)/muscle border produces vasoconstric-
tion (+) via P2X receptors on the muscle cells. 
Adenosine (ADO) resulting from rapid breakdown of 
ATP by ecto-enzymes produces vasodilatation by 
direct action on the muscle via P1 receptors and acts 
on the perivascular nerve terminal varicosities to 
inhibit transmitter release (from 1).
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It is well established that the � autonomic nerv-
ous system shows marked plasticity. The expres-
sion of cotransmitters and receptors shows dra-
matic changes during development and ageing, in
nerves that remain after trauma or surgery and in
disease conditions. There are now a number of
examples where the purinergic component of
cotransmission is increased in pathological
conditions4. Purinergic nerve-mediated contrac-
tions of the human bladder are increased up to
40% in pathophysiological conditions such as
interstitial cystitis, outflow obstruction and possi-
bly also neurogenic bladder. ATP plays a signifi-
cantly greater cotransmitter role in sympathetic
nerves supplying hypertensive blood vessels.
Upregulation of P2X1 and P2Y2 receptor mRNA in
hearts of rats with congestive heart failure has
been reported. Adenosine modulates long-term
synaptic plasticity in the hippocampus; it attenu-
ates long-term potentiation (LTP); P1 receptor
antagonists facilitate LTP. It is suggested that ade-
nosine-related compounds might prove helpful in
the treatment of memory disorders and intellec-
tual performance related to caffeine intake.

A new hy pothes is  for  pur inerg ic
� mechanosensory transduction in visceral
organs involved in the initiation of pain has been
proposed. It is suggested that distension of tubes
(such as the ureter, salivary duct and gut) and sacs
(such as urinary and gall bladder) leads to the
release of ATP from the lining epithelial cells that
diffuses to subepithelial sensory nerves with P2X3
and/or P2X2/3 nociceptive receptors, which medi-
ate messages to pain centres in the central nerv-
ous system5 (Fig. 4). Recording in P2X3 knockout
mice has shown that the micturition reflex is
impaired and that responses of sensory fibres to
P2X3 agonists are gone, suggesting that P2X3
receptors on sensory nerves in the bladder have a
physiological as well as a nociceptive role.

P1 (adenosine) receptors were explored as ther-
apeutic targets before P2 receptors. Adenosine was
identified early and is in current use to treat
� supraventricular tachycardia. A2A receptor
antagonists are being investigated for the treat-
ment of � Parkinson’s disease, and patents have
been lodged for the application of P1 receptor sub-
type agonists and antagonists for myocardial

Fig. 4 Schematic representation of the hypothesis for purinergic mechanosensory transduction in tubes (e.g. 
ureter, vagina, salivary and bile duct and gut) and sacs (e.g. urinary and gall bladders, and lung). It is proposed 
that distension leads to release of ATP from the epithelium lining the tube or sac, which then acts on P2X2/3 
receptors on subepithelial sensory nerves to convey sensory (nociceptive) information to the CNS (from 5).
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ischaemia and reperfusion injury, cerebral ischae-
mia, stroke, intermittent claudication and renal
insufficiency.

Purinergic receptors have a strong presence in
bone cells. P2X and P2Y receptors are present on
osteoclasts, with P2Y receptors only present on
osteoblasts. ATP, but not adenosine, stimulates the
formation of osteoclasts and their resorptive
actions in vitro, and can inhibit osteoblast-
dependent bone formation. A recent study has
shown that very low (nM) concentrations of ADP,
acting through P2Y1 receptors, turn on osteoclast
activity. Modulation of P2 receptor function may
have potential in the treatment of osteoporosis.
The anticancer activity of adenine nucleotides was
first described in 1983 and since then intraperito-
neal injection of ATP into tumour-bearing mice
has resulted in significant anticancer activity
against several fast-growing aggressive carcino-
mas.

Purinergic signalling is important in the spe-
cial senses. For example, P2Y2 receptor activation
increases salt, water and mucus secretion in the
eye, and thus represents a potential treatment for
dry eye disease. P2 receptor agonists have greater
efficacy in reducing intraocular pressure than
cholinergic and adrenergic agents, raising possi-
bilities for novel treatment of glaucoma. It has
been suggested that ATP may regulate fluid home-
ostasis, cochlear blood flow, hearing sensitivity
and development, and thus may be useful in the
treatment of Ménières disease, tinnitus and sen-
sorineural deafness.

There have been very promising recent devel-
opments concerning purinergic drugs aimed at
treating � thrombosis. Clopidogrel and ticlopidine
are antagonists to the P2Y12 receptor and appear to
reduce the risks of recurrent strokes and heart
attacks, especially when combined with aspirin.
Further therapeutic targets include: chronic renal
failure, congestive heart failure, hypertension,
stroke, angina, asthma, chronic obstructive pul-
monary disease (COPD), epilepsy, sleep apnea,
diabetes, inflammation, erectile function and
wound healing.
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A purinoceptor is a cell surface receptor for the
purinergic nucleotides ATP and ADP and for the
purine nucleotide, adenosine.

� Purinergic System

�<(

� Pregnane X Receptor
� Nuclear Receptor Regulation of Drug-metabo-

lizing P450-Enzymes
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Pyknosis refers to a degenerative (thickening)
process in a cell in which the nucleus shrinks in
size and chromatin condenses to a solid mass that
has no defined structure.

� Apoptosis
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The QT interval is measured in an electrocardio-
gram (ECG) between the onset of ventricular
depolarisation (QRS) and the end of the repolari-
zation process (T wave). The QT interval is rate-
dependent and may be altered by numerous
pathophysiologic and pharmacologic influences.
The QT interval corrected for heart rate is termed
QTc; its prolongation is known to be associated
with various malignant tachy-arrhythmias and
specifically � torsades de pointes. Drugs which
prolong the cardiac action potential, lead to a pro-
longation of the QTc interval on the electrocardio-
gram. This may for instance be the case for drugs,
which delay cardiac repolarisation (e.g. class III
antiarrhythmic drugs). In addition antibacterial
agents, such as macrolides and quinolones, as well
as drugs from other classes, have the potential to
prolong the QTc interval. A slight prolongation
does not represent a risk per se, but when these
drugs are combined with other agents known to
prolong the QT interval in at-risk patients possi-
ble untoward effects might occur.

� Antiarrhythmic Drugs
� Quinolones: Potent Inhibitors of Bacterial

Topoisomerases

�
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Quantitative polymerase chain reaction, also
called real-time RT-PCR or QPCR, is a method
which employs insertion of a signal, such as fluo-
rescence or enzyme activity, into PCR products
generated by RT-PCR to determine the amount of
messenger RNA (mRNA) in a tissue accurately.

� Gene Expression Analysis

�
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� Kynurenine Pathway

�
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The term “quinolone antibacterials” describes a
large group of drugs that are 4-quinolone deriva-
tives with a carboxylic acid moiety in position 3 of
the basic ring structure or 1,8-naphthyridone (8-
aza-quinolone) derivatives. They are active against
a broad spectrum of gram-negative and gram-pos-
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itive pathogens. They exhibit their antibacterial
action by inhibiting topoisomerase II (so-called
� gyrase) and topoisomerase IV, which are
enzymes that control structure and function of
bacterial DNA. � Topoisomerases  in eukaryotic,
mammalian cells are not inhibited by quinolone
antibacterial agents. Among the quinolones in
clinical use today, four groups can be distin-
guished: those which inhibit gram-negative bacte-
ria, but are not sufficiently active against pneumo-
cocci (groups I and II, e.g. ciprofloxacin), those
which exhibit increased activity against a broad
spectrum of bacteria, including pneumococci
(group III, e.g. levofloxacin) and those which act
against a broad spectrum with high anti-pneumo-
coccal activity and are also active against some
anaerobic bacteria (group IV, e.g. moxifloxacin
and gatifloxacin). All of these compounds are
fluorinated in position 6 of their basic heterocy-
clic structure and therefore are also termed
“� fluoroquinolones”. However, quinolones with-
out 6-fluorination are under development (e.g.
garenoxacin, PGE9262932) and thus the term “qui-
nolones” seems to be more appropriate for the
whole group of antibacterials. According to their
differences in antibacterial activity and also their
pharmacokinetic properties the indications differ
for their clinical use. When used therapeutically,
also their potential toxicities and possible adverse
reactions have to be taken into account.

� β-lactam Antibiotics
� Microbial Resistance to Drugs
� Ribosomal Protein Synthesis Inhibitors
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The � chromosomes  of Escherichia coli and other
bacteria are single, double-stranded DNA mole-
cules with a total length of more than 1,000 µm. Re-
laxed DNA exists as a helical molecule, with one full
turn of the helix occurring approximately every
10.4 base pairs. This molecule must undergo several
folding and compaction steps to fit into an E. coli
cell which is only 1 to 3 µm long. Despite this enor-
mous compaction, bacterial DNA must be accessi-
ble for the bacterial enzymes that catalize DNA
replication and transcription into mRNA, the pre-
requisite for protein synthesis. These and other
topological problems are solved by enzymes called

DNA topoisomerases. DNA gyrase (topoisomerase
II) was the first quinolone target identified on the
basis of genetic studies with E. coli mutants that
were resistant against nalidixic acid (i.e. the first
quinolone antimicrobial which is no longer in clin-
ical use). DNA gyrase has a tetrameric A2B2 struc-
ture (Table 1); the two subunits of gyrase are
encoded by the gyrA and gyrB genes. The enzyme is
responsible for introducing negative � supercoils
into DNA - negatively supercoiled DNA contains
slightly less than 1 helical turn per 10.4 base pairs.
This is an ATP-dependent reaction that requires
both strands of the DNA be cut to permit passage of
a segment of DNA through the break; the cleavage is
then resealed. Topoisomerase IV is a homologue of
gyrase, which is encoded by the parC and parE
genes. This enzyme catalizes the unlinking of repli-
cated daughter chromosomes, a process that is
called decatenation. Both enzymes cause double
strand breakage of DNA strands and are called
“type II topoisomerases” in contrast to “type I
topoisomerases” that catalyze single-stranded-
DNA cleavage.

Quinolones inhibit bacterial DNA synthesis by
their ability to bind to and to stabilize complexes of
DNA and type II topoisomerases; there is strong ev-
idence for a role of Mg2+ ions in this process. The
enzymes break DNA and the quinolones prevent re-
ligation of the broken DNA strands. Inhibition of
DNA synthesis by interaction with gyrase occurs
rapidly, but inhibition due to interaction with
topoisomerase IV occurs with some delay. This is
thought to relate to differences in the localization of
DNA gyrase and topoisomerase IV on the bacterial
chromosome; gyrase works ahead of replication
forks and topoisomerase IV is located behind rep-
lication forks. Differences exist with respect to the
primary targets of quinolones in different bacteria.
For E. coli, DNA gyrase is more sensitive to many
quinolones than topoisomerase IV, but for the
gram-positive pathogen S. aureus topoisomerase
IV is the more sensitive of the two enzymes. The
more sensitive enzyme usually represents the pri-
mary quinolone target for a given organism. Events
in addition to interaction of the quinolone with its
target enzyme DNA complex are necessary for the
rapid bactericidal action of quinolones, but these
events are poorly understood. Probably at least two
different lethal modes of action exist, one that re-
quires protein synthesis and one that does not.
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Most of our knowledge about the targets of
quinolone action is the result of extensive studies
performed to understand (and possibly over-
come) the phenomenon of bacterial � resistance
against quinolones, which represents an increas-
ing problem with the use of these and other anti-
microbial agents. In E. coli  and other Gram-nega-
tive bacteria first step quinolone resistance muta-
tions occur in gyrA, or less commonly, gyrB. In
contrast, for many Gram-positive bacteria, as for
S. aureus, first-step mutations occur in parC, less
commonly parE. To avoid the development of dou-
ble mutants, the quinolone should be active
enough to destroy pathogens with reduced suscep-
tiblity due to first step resistance. An optimal bac-
tericidal effect requires the AUC/MIC ratio to be
greater than 100, selection of resistant mutants is
unlikely with a Cmax/MIC ratio greater than 10.

Interestingly, rather slight modifications of the
molecular structure of antibacterial quinolones
can render them into substances that have the
potential to inhibit mammalian topoisomerases.
One of such compounds is CP-115,953 which is a
more potent inhibitor for mammalian topoisomer-
ases than etoposide, a drug that is used as a cyto-
static agent in cancer patients. CP-115,953 and sim-
ilar derivatives were not further developed for
clinical use. Because any inhibition of mammalian
topoisomerases is unwanted with drugs used for
the treatment of bacterial infections, quinolones
are tested at very early stages during their preclini-
cal development as to whether they exhibit such a
potential. However, these antineoplastic quinolo-
nes represent a potentially important source of
new anticancer agents.
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Besides the four most widely used fluoroquinolo-
nes (ciprofloxacin, levofloxacin, moxifloxacin and
gatifloxacin) more than a dozen other derivatives
of the same basic structure are available for clini-
cal use. However, several shortcomings, such as
relatively low antibacterial activity or poor phar-
macokinetics, do not render them drugs of first
choice. For example, enoxacin has a relatively low
antibacterial activity and exhibits a pronounced
potential for � drug interactions by inhibition of
CYP1A2 (theophylline metabolism). Another
example is ofloxacin that represents a racemate
consisting of equal parts of two substances (the R-
and L-forms), but only one of these compounds –
the L-form, also called levofloxacin – exhibits anti-
bacterial activity. Thus, from a pharmacological
point of view levofloxacin is the more rational
choice than ofloxacin. The indications for the four
most often used quinolones differ due to differ-
ences in their antimicrobial spectrum as well as
their pharmacokinetics. Table 2 provides an over-
view of the indications of these drugs as licensed
in Germany and many other countries. They are
available for oral as well as for intravenous appli-
cation (exception: the i.v. formulation of gati-
floxacin is available in the USA, but not yet in
Europe).

As with all drugs, the specific side effects of the
quinolones must be considered when they are cho-
sen for treatment of bacterial infections. Reac-
tions of the gastrointestinal tract and the central
nervous system are the most often observed
adverse effects during therapy with quinolones. It
should be underlined, however, that compared
with many other antimicrobials, diarrhea is less

Tab. 1 Quinolones – Classification of bacterial topoisomerases.

Topoisomerase Type Structure Gene Predominant function in cell

I I 1 subunit Relaxes negatively supercoiled DNA

II (“gyrase”) II tetramer 
(2 GyrA; 2 GyrB subunits)

gyrA/gyrB Introduces negative supercoils into DNA

III I 1 subunit Decatenation of replication intermediate

IV II tetramer 
(2 ParC; 2 ParE subunits)

parC/parE Decatenation of linked daughter DNA 
molecules
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frequently observed during quinolone treatment.
Also, antibiotic-associated colitis has been
observed only very rarely during quinolone ther-
apy. Similarly, hypersensitivity reactions, as
oberved during therapy with penicillins and other
β-lactams, is more rarely caused by quinolones.
Some other risks of quinolone therapy have been
defined and must be considered if a drug from this
class is chosen for treatment of bacterial infec-
tions.

Because quinolones can cause prolongation of
the QTc-interval, they should not be used (i) in
patients with inborn � QT prolongation, (ii) in
patients treated with other drugs that cause QT
prolongation (e.g. antiarrhythmics), (iii) in
patients with electrolyte disturbances, such as
hypokaliemia or hypomagnesiemia or (iv) in
patients with severe heart disease. Alterations of
glucose homoestasis have been observed with qui-
nolone use and strict glucose controls of diabetic
patients are recommended, especially if they are
treated with sulphonylurea agents. Damage of
articular joint cartilage as well as the epiphyseal
growth plate can be induced by quinolones in
immature animals and these chondrotoxic effects
have led to a restricted use of quinolones in pedi-
atrics. Another manifestation of the connective
tissue toxicity of quinolones is tendopathies.

� Tendinitis  and tendon ruptures have occurred
in rare cases as late as several months after treat-
ment with quinolones.

A number of quinolones had to be taken off the
market due to toxic effects on the liver, the heart
or other organs, that became recognized only after
marketing (e.g. temafloxacin, trovafloxacin,
grepafloxacin). A risk for severe cardiotoxicity,
hepatotoxicity or phototoxicity is not associated
with the clinical use of those four quinolones (cip-
rofloxacin, levofloxacin, moxifloxacin, gati-
floxacin) described as preferential quinolones in
this chapter.
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Tab. 2 Quinolones

Indication Ciprofloxacin Levofloxacin Moxifloxacin Gatifloxacin

Uncomplicated UTI∗ X X X

Complicated UTI X X X

Gonorrhea X X X

Community-acquired pneumonia X X X

Acute exacerbation of chronic 
bronchitis

X X X

Sinusitis X X X

Uncomplicated skin and skin 
structure infections

X X X X

Pseudomonas infections X

Sepsis X

∗UTI = urinary tract infection (“uncomplicated” = no obstruction)
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Rab proteins are a family of small GTPases related
to ras. Rab proteins possess GTP-binding motifs,
an effector loop that changes conformation con-
comitant with the GTP-GDP cycle and a C-termi-
nal CXC or CC box that serves as attachment for
the hydrophobic geranylgeranyl membrane
anchors. Each intracellular membrane carries a
specific set of Rab proteins.The GTP-GDP cycle of
rab proteins is regulated by a complex network of
protein-protein interactions. The GDP form of
rabs is recognized by a soluble protein termed GDI
(for GDP dissociation inhibitor). GDI dissociates
GDP-rabs from the membrane and allows for re-
binding, thus ensuring that rabs are not carried
along the secretory pathway, which would result in
a loss of membrane specificity.
Membrane-bound GTP rabs recruit effectors to
the membrane. In neurons and neuroendocrine
cells, the vesicle-associated Rab3 binds to rabphi-
lin and to RIM. RIM is a component of the presyn-
aptic cytomatrix and may thus serve as a docking
receptor for synaptic vesicles at the active zone.

� Exocytosis
� Intracellular Transport
� Small GTPases
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X-ray contrast agents, contrast media, contrast
materials
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� Radiocontrast agents are compounds, composi-
tions, or preparations aimed at modifying the X-
ray absorption in a human or an animal undergo-
ing an X-ray examination.

Although X-rays of suitable energy are able to
penetrate the living organism without major scat-
tering, thus providing a shadow image of their
absorption by the body constituents, only the
bones and gas-filled lungs are clearly visible. Soft
tissues and liquid-filled cavities are too similar in
X-ray absorption to be differentiated. X-ray con-
trast agents enhance the contrast between body
cavities and soft tissues or between tissues of dif-
ferent quality, preferably between normal and dis-
eased tissue.

�	
�����������
����
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X-ray radiography relies on differences in the
absorption of X-rays by the various body constitu-
ents. The absorption of X-rays depends in a com-
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plex way on their energy (keV) and the atomic
number of the absorbing materials (Fig. 1). X-rays
used in diagnostic radiology range in energy from
about 10–70 keV. They are produced by tube volt-
ages of 20–140V. As a rule, elements with higher
atomic numbers absorb X-rays more efficaciously
than lighter elements. Furthermore, absorption
depends on the amount of the material to be
passed by the rays. Consequently, thick layers of
dense material (e.g. large calcium-containing
bones) absorb a greater proportion of X-rays than
soft tissues consisting mainly of water (hydrogen
and oxygen), protein, and fat (with carbon and
nitrogen as the main additional elements). The X-
ray absorption of different soft tissues is very simi-
lar. Only fat displays a somewhat lower absorp-
tion due to its low oxygen content and low density
(g/ml).

Since, as a rule, contrast media cannot be
administered in unlimited amounts or concentra-
tions, they need to be very different in X-ray
absorption from the usual body constituents in
order to be effective. This can only be achieved by
using heavy elements or introducing gas into body
cavities normally filled with fluid. Iodine and bar-
ium are the preferred X-ray-absorbing elements in
contrast agents. More recently, contrast media
based on a lanthanide element (gadolinium) have

been introduced because of certain favorable fea-
tures in their tolerance profile.
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In projection radiography a certain part of the
body is irradiated from one side (e.g. the chest)
with a film or a screen behind the object to detect
the radiation as it passes through the different
structures within the body. Digital detectors
allowing for quantification and various calcula-
tions based on the original data are gaining in
importance. In the subtraction mode two images
are obtained shortly after each other: the first one
immediately before and the second one directly
after contrast medium injection. The difference
between the two images represents the distribu-
tion of the contrast medium without the interfer-
ing native contrast of the tissues and bones. In
projection radiography the minimum amount of
the radiation-absorbing element per square cen-
timeter which may be detected is about 20 mg
(this is very similar for iodine and barium and
only slightly lower for elements such as gadolin-
ium). The amount of 20 mg per square centimeter
corresponds to a concentration of 20 mg per ml if
a structure 1 cm thick in the direction of the rays is
to be visualized or to 200 mg iodine/ml for a blood
vessel with a diameter of 1 mm. Gas-filled struc-
tures may not be visible unless they are several

Fig. 1 Absorption of diag-
nostic X-rays by various 
materials and elements.
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millimeters in size in the direction the X-rays are
passing them.

In � computerized tomography the radiation
source as well as the detector circles around the

subject collect quantitative data on the X-ray
absorption of every line through the body from
every direction. These data serve to calculate thin
slices through the body.

Fig. 2 Chemical structure of common radiographic contrast media.
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The sensitivity of contrast detection is about
1 mg/ml or less for heavy elements such as iodine,
barium, or gadolinium. Even small gas bubbles
(less than 1 mm in diameter) are visible.

Doses of less than 1 g of the contrast-providing
element may be necessary to visualize small body
cavities following direct puncture and injection of
the contrast agent. At the other end visualization
of the whole gastrointestinal tract or of large blood
vessels as well as tissue contrast enhancement in
computerized tomography may require doses of
more than 100 g of barium or iodine per patient.
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�������
	���
�!���	���������

"�
����	
�
����������	���#���The most frequently
used X-ray contrast media are based on iodine as
the heavy X-ray-absorbing element. Iodine has
been selected because of its low toxicity and the
capability of the organism to excrete free iodide
but, most importantly, because it forms stable cov-
alent bonds with organic molecules. The carriers
of iodine have been optimized in terms of toler-
ance and pharmacokinetics. The currently used
iodinated X-ray contrast media are almost exclu-
sively derivatives of triiodobenzoic acid (Fig. 2).
Originally, these were sodium or meglumine (an
organic base somewhat similar to glucosamine)
salts of the iodinated acids. Nowadays neutral
(=non-ionic) molecules with a better safety pro-
file are preferred for most conventional applica-
tions. The use of acidic molecules remains justi-
fied where the efficacy depends on a specific phar-
macokinetic profile, requiring the accumulation of
the molecules by an anion transport mechanism.
An iodinated oil is the only contrast agent of some
importance that is not a derivative of triiodoben-
zoic acid.

Water-soluble iodinated contrast agents are
usually available as highly concentrated prepara-
tions containing up to 400 mg of organically
bound iodine per ml, which is equivalent to about
800 mg of dry contrast material/ml. These solu-
tions contain less than 0.7 ml of water/ml, result-
ing in a specific density of up to 1.4 g/ml or more.
The osmolality and viscosity of these preparations
are decisive criteria for practical application and
tolerance. Viscosity should be as low as possible.
The osmolality of modern products ranges

between 300 and 1000 mosm/kg H20 (blood and
other body fluids: 300 mosm/kg H20).

���������!���	#���Barium absorbs X-rays very well.
The ion itself is rather toxic, and its excretion is
extremely slow. Barium is used in the form of the
largely insoluble sulfate.

�	��!�
�	!��	�#���Heavy metal ions are effective
absorbers of X-rays. However, their solubility at
physiological pH, instability of covalent binding to
organic molecules, inherent toxicity, and lack of
excretion are significant drawbacks compared to
iodide. Since the introduction of magnetic reso-
nance imaging in medicine, stable chelates of par-
amagnetic ions have been developed which are
surprisingly well tolerated at low doses. Their
administration as radiocontrast agents is feasible
if doses are limited in an appropriate way.

���#���Because of its low density, gas of any compo-
sition is a weak absorber of X-rays compared to
tissues and body fluids. Gas can serve as a contrast
agent provided the contrast is sufficient for the
diagnostic problem, the formation of different
phases (layers) within the target location does not
impair image quality, and the risk of embolism
can be excluded. The preferred gas is carbon diox-
ide because of its almost immediate solubility in
blood and, therefore, low risk of embolism.

��	
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Whereas therapeutic agents may flood the whole
organism and still exert specific effects on the
heart, the pancreas, the central nervous system, or
other targets, useful information provided by radi-
ocontrast agents depends completely on their
appropriate distribution within the field of view
imaged during the X-ray examination. Several
mechanisms have been found to be useful and
suitable for routine clinical application:
◗ Direct filling of body cavities with contrast mate-

rial through natural entrances or by percutane-
ous injection

◗ Injection of contrast agents into blood vessels 
and observation of their passage with the blood 
stream

◗ Renal or biliary excretion with opacification of 
the kidneys and the  urinary and biliary tract

◗ Visualization of perfusion, capillary permeabili-
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ty, and the proportion of the extracellular space 
of tissues.

The underlying pharmacokinetic principles are
simple:

With the exception of the orally administered
cholegraphic contrast media, all other com-
pounds and preparations are practically not
absorbed by the gastrointestinal tract, and they do
not penetrate cell membranes (again with the
exception of cholegraphic contrast media which
enter the hepatocytes by a rate-limited active
transport process). After intravascular injection,
water-soluble iodinated contrast media (or metal
chelates) just flow with the plasma, leave the capil-
laries where these are perforated, distribute within
the extracellular space of the tissues, and diffuse
back through the same pores through which they
left the capillaries as the plasma level decreases
due to excretion by glomerular filtration without
undergoing biotransformation. If injected into
body cavities, such as the subarachnoid space or
synovial cavity or directly into solid tissue, they
follow the bulk water flow to the general circula-
tion, for example, through valve-like structures of
spinal and arachnoid granulations or via the inter-
stitial lymph. These contrast media are known as
urographic or extracellular agents. Because they
passively flow with the plasma or diffuse where
pores allow them to pass membranes without
interaction with active transport systems, specific-
binding to receptors, transporters or enzymes,
they are also called ‘non-specific contrast media’.

They still provide very useful and often specific
information, for example, on the shape of the
lumen of a variety of organs, the perfusion of tis-
sues (Fig. 3), the disruption of the blood-brain
barrier at sites of inflammation in the central
nervous system, the absence of the blood-brain
barrier in tumours, or the increased interstitial
space of diseased tissue. As markers of glomerular
filtration they provide quantitative and spatially
resolved information on renal function.

In contrast to � urographic contrast agents,
which serve many purposes, � cholegraphic
agents are solely applied in cases of known or sus-
pected disease affecting the bile ducts or gall blad-
der. They have to meet three requirements regard-
ing their molecular structure: A negative electri-
cal charge (� ionic contrast media), a threshold

molecular size and some lipophilicity. After oral
ingestion (oral cholegraphic agents) or intrave-
nous injection (i.v. cholegraphic agents), a large
proportion of the iodinated molecules are reversi-
bly bound to albumin, thus apparently increasing
the molecular size beyond the limit of glomerular
filtration. Uptake into hepatocytes and biliary
excretion occur via the same anion transport
mechanism which handles bilirubin glucuronide
and many other acidic compounds. Therefore, ele-
vated serum bilirubin reduces the efficacy of bil-
iary contrast agents because of competitive inhibi-
tion of the transport system.
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Radiocontrast agents belong to several classes of
products and are available for different clinical
indications. Water-soluble iodinated non-ionic
contrast agents are the most frequently used and

Fig. 3 Computed tomography of a patient before and 
after contrast agent administration.
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most versatile class of products. A few examples
for indications are:
◗ Intravenous injection in computed tomography 

to visualize
- blood vessels and cardiac cavities
- perfusion of tissues/ischemia
- tumours, inflammation, and other diseased 

tisues
- the kidneys and the urinary tract.

◗ Doses range from about 1–2 ml/kg per injection; 
more than one injection per patient may be re-
quired. Doses should preferably be calculated in 
grams of iodine/kg body weight since it is possi-
ble in many cases to use higher volumes and in-
jection rates rather than higher concentrations. 
Common concentrations are 300–370 mg of io-
dine/ml and injection rates of 1–5 ml/sec. Disrup-
tion of the blood-brain barrier, which may be 
caused by a tumour, can be detected with a simi-
lar effectiveness by infusion of less concentrated 
preparations.

◗ Angiography including selective opacification of 
arteries and veins for diagnostic or intervention-
al radiologic or cardiologic procedures such as 
angioplasty and stent implantation, thromboly-
sis, embolization. In most cases injection is per-
formed through catheters specially designed for 
the individual type of procedure. Depending on 
the size of the vessel and the type of imaging 
equipment (digital subtraction versus conven-
tional), very different volumes (a few ml to about 
80 ml), concentrations (150–400 mg iodine/ml), 
and injection rates (hand injection or automatic 
injector up to 20 ml/sec) are administered.

◗ Intravenous urography. Contrast agents are typ-
ically administered by fast intravenous injection 
of 50–10 ml of a preparation containing 300–
37 mg iodine/ml.

◗ Contrast enhancement of open and closed body 
cavities for 
- gastrointestinal tract assessment
- arthrography
- myelography
- endoscopic retrograde cholangiography.

Again, depending on the size of the cavity and
the imaging modality (CT versus projection radi-
ography), very different doses and concentrations
may be used. In most cases slow administration is
preferred.

Cholegraphic contrast media are far less
important. Oral cholecystographic agents are
administered 12 hours before the radiological
examination to allow absorption, biliary excretion,
and concentration in the gall bladder. Doses are
low (about 2–4 g iodine). Intravenous agents
require slow administration (infusion over 10 min
or more) because of side effects and increased
renal excretion in case of rapid injection. Doses
are limited to about 5 g iodine. Due to rate-limited
biliary excretion, higher doses do not improve
contrast.

Carbon dioxide is used to visualize not only
body cavities but also arteries below the dia-
phragm. It dissolves rapidly enough to avoid gas
embolism. The absence of toxicity (no iodide, no
hypersensitivity reactions, good renal tolerance)
allows for its use in patients at high risk of react-
ing adversely to iodinated agents.

For the same reason, gadolinium chelates have
been used in selected patients. However, there is as
yet too little data to justify a general recommenda-
tion.

Barium sulfate may be used for gastrointesti-
nal studies only. Patients at risk of gastrointestinal
leaks must not receive barium sulfate because it
may induce severe inflammatory reactions in the
peritoneum and is not excreted. Doses are low in
CT (up to about 10 g) but may reach several hun-
dred grams for other applications.

�
�	��	�	�	���
Iodinated contrast agents contain or release traces
of iodide sufficient to induce, in the worst case, a
thyrotoxic crisis in patients prone to such a reac-
tion.

Contrast media (even barium sulfate, most
likely due to excipients or additives) may cause
immediate or delayed hypersensitivity reactions.
The incidence of minor reactions is in the range of
several percent of the examinations. They include
hot flushes, urticaria, nausea and vomiting, and
slight cardiovascular reactions. More severe reac-
tions such as bronchospasm with dyspnea and sig-
nificant hypotension are rare (about 0.1%), the
incidence of severe reactions requiring emergency
resuscitation may be another order of magnitude
lower. Fatal reactions occur but are too rare to give
any relevant incidence even with the large number
of contrast-enhanced procedures performed
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today. The main risk factors are previous reactions
to contrast media, asthma and allergies in general
but it is not possible to make a prediction for an
individual patient. Prophylactic measures include
administration of corticosteroids, the first dose at
least 12 hours, a second dose two hours before con-
trast medium administration, and of H1- and H2-
blockers.

High-dose intravascular contrast media may
affect renal function; these effects are usually tran-
sient but may also become permanent. The risk is
very low in patients with normal renal function
and intravenous injection. It increases signifi-
cantly with preexisting renal impairment, diabe-
tes, dehydration, high dose of contrast agents,
repeated examinations requiring contrast agents
within a few days, and arterial injection. The only
generally accepted prophylactic measure is hydra-
tion of the patients before and several hours after
contrast agent injection.

In addition to the above-mentioned potential
adverse events of contrast agents, there are proce-
dure-related side effects, of which only a few are
given:

Peripheral arteriography: local heat sensation
and pain mainly due to the hypertonicity of cer-
tain contrast agents.

Cardioangiography: ECG disturbances such as
bradycardia, negative but also positive inotropic
effects.

Cerebral arteriography: neurologic deficits, in
most cases transient.

Myelography: headache, neurologic deficits.
Gastrointestinal studies with barium sulfate:

Barium sulfate may enter the lungs through aspi-
ration or a leak in the peritoneal cavity causing
severe, potentially fatal inflammatory reactions
mixed with infections.

Overall, radiographic contrast media provide
essential diagnostic information and cause few
side effects. However, since severe reactions may
reach a life-threatening grade, although very
rarely, the administration of radiographic con-
trast media requires continuous attention.

�	�	�	�
	�

1. Dawson P, Clauss W: Contrast media in practice.
Questions and answers. 2nd Edition, Springer Ber-
lin, Heidelberg, 1998.

2. Dawson P, Cosgrove DO, Grainger RG (eds.): Text-
book of contrast media. Isis Medical Media, Oxford,
1999.

3. Speck U. (ed.): Contrast media. Overview, use and
pharmaceutical aspects. 4th Edition, Springer Ber-
lin, Heidelberg, 1999.
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The 131 isotope of iodine is used for treatment of
thyroid disorders.131I-iodine is administered orally
as a single dose. It is rapidly and completely
absorbed and is accumulated in the thyroid gland
via an active transport mechanism. Thereafter it is
oxidized and organified by thyroid follicular cells.
Its physiologic half life is 8 days. 131I emits both
beta and gamma radiation. The toxic effect on thy-
roid tissue is caused by the released beta particles,
which have a path length of 1 to 2 mm. They
destroy thyroid follicular cells. The additional
fraction of gamma radiation is utilised for detec-
tion. When used for treatment of benign thyroid
disorders (e.g. Graves’ disease or thyroid auton-
omy), exposure of other organs is small. Infre-
quent side effects of radioiodine therapy are nau-
sea, vomiting and anorexia. Although there is no
established teratogenic risk, the use of radioiod-
ine is contraindicated in pregnancy and breast-
feeding women. It should be administered within
10 days of the onset of a menstrual period or after
a negative pregnancy test and pregnancy should
be avoided for 4 months after radioiodine treat-
ment. 

� Antithyroid Drugs

��
�����	��
�

Radiomimetics are a class of agents that cause
DNA damage of a similar quality to that resulting
from exposure to ionising radiation.

� Cancer (molecular mechanisms of therapy)
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octapeptide, angiotensin II, which is a potent
vasoconstrictor.

� Renin-angiotensin-aldosterone System

�	����������	������!
���	���	�
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MICHAEL BADER
Max Delbrück Center for Molecular Medicine 
(MDC), Berlin-Buch, Germany
mbader@mdc-berlin.de
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RAAS, Renin-angiotensin system (RAS)

�	��������

The renin-angiotensin-aldosterone system
(RAAS) generates the peptide hormone angi-
otensin II and subsequently the mineralocorticoid
aldosterone which both exert considerable impact
on blood pressure (� Blood Pressure Control) and
fluid homeostasis and have prime etiologic and
therapeutic significance for cardiovascular dis-
eases.

� ACE Inhibitors
� Blood Pressure Control

����
� ����
�	�����
�

�	�	��!
Renin is a circulating enzyme formed in special-
ized smooth muscle cells in the kidney that cleaves
its only, liver-born substrate, angiotensinogen, in
the plasma to form the inactive decapeptide angi-
otensin I. Angiotensin I is then metabolized fur-
ther into the octapeptide angiotensin II via the
endothelium-bound angiotensin converting
enzyme (ACE). Angiotensin II elicits an increase
in blood volume and blood pressure by stimulat-
ing vasoconstriction, sodium retention, thirst, the
sympathetic nervous system and aldosterone
secretion from the adrenal gland. Aldosterone is a

steroid hormone that binds to the mineralocorti-
coid receptor and amplifies the sodium-retaining
effect. Physiologically this makes sense, since the
RAAS is activated under conditions of acute vol-
ume loss by the induction of the rate-limiting
enzyme renin. Major renin-inducing stimuli
include a fall in renal perfusion pressure, a
decrease in salt content in the distal tubule sensed
and transmitted via the � macula densa, an
increase in the renal sympathetic tone, and a
reduction in angiotensin II concentration employ-
ing a negative feedback mechanism. In addition to
their haemodynamic actions, angiotensin II and
aldosterone also induce growth- and fibrosis-
related processes in several organs, such as vessels,
heart and kidney.

To elicit these effects, angiotensin II binds to
two main receptors, AT1 and AT2, which both
belong to the � G-protein-coupled receptor fam-
ily. Most of the abovementioned effects of angi-
otensin II are however, mediated by the AT1 recep-
tor, while the physiological function of the AT2
receptor is enigmatic. In most studied cases, the
AT2 receptor counteracts the AT1 effects by exert-
ing growth-inhibiting and vasodilatating actions
partly by the stimulation of kinin generation.

Angiotensin II binding to the AT1 receptor
stimulates via the G-protein, Gq, the activity of
phospholipase C to generate the second messen-
gers inositole phosphate (IP3) and diacylglycerol,
and inhibits via Gi the activity of adenylyl cyclase
to reduce the synthesis of cyclic AMP. Diacyglyc-
erol activates protein kinase C and can be con-
verted to arachidonic acid and � eicosanoids. Fur-
thermore, angiotensin II induces the generation of
� reactive oxygen species by the stimulation of
membrane-bound NAD(P)H oxidase. One of the
immediate consequences of these early signals is
activation of tyrosine kinases that include PYK2,
c-Src, JAK2, platelet-derived growth factor (PDGF)
receptor and the epidermal growth factor (EGF)
receptor, as well as of the serine/threonine kinases,
ERK, Akt/protein kinase B and S6 kinase, and sub-
sequent induction of � immediate early genes and
protein synthesis.

Besides the plasma renin-angiotensin system
(RAS), intrinsic tissue RAS exist. Angiotensin II is
generated not only in the circulation but also
locally in organs from precursors and enzymes
either locally synthesized or imported from the
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plasma. These systems are autonomously regu-
lated and have physiological functions inside the
respective organs. Local RAS have been described
for organs involved in cardiovascular control such
as kidney, vessels, heart, adrenal gland and brain.

�
�	��!��!��
#���In the � zona glomerulosa of the
adrenal gland, renin is locally synthesized and
together with angiotensinogen and ACE generates
angiotensin II, which acts as paracrine or intrac-
rine hormone on adrenocortical cells. Circulating,

as well as this locally produced angiotensin II,
stimulates aldosterone release by increasing the
expression of aldosterone synthase, the rate-limit-
ing enzyme of aldosterone synthesis.

/�
�	�#���The kidney contains the major site of
renin synthesis, the juxtaglomerular cells in the
wall of the afferent arteriole. From these cells,
renin is secreted not only into the circulation but
also into the renal interstitium. Moreover, the
enzyme is produced albeit in low amounts by

Fig. 1 The renin-angiotensin-aldosterone system. Angiotensin II is generated in a two-step enzymatic process 
from the liver-born protein angiotensinogen by the kidney-derived enzyme renin and the endothelium-bound 
angiotensin-converting enzyme (ACE). The octapeptide interacts with two receptors, AT1 and AT2. The AT1 
receptor confers most of the known actions of angiotensin II such as the liberation of aldosterone from the 
adrenal gland. Aldosterone via the mineralocorticoid receptor (MR) and angiotensin II together induce sodium 
retention in the kidney and fibrotic processes in kidney and heart. Moreover, angiotensin II elicits constriction 
of vessels, has positive inotropic and chronotropic actions on the heart, promotes growth in vessels and heart, 
and induces thirst, salt appetite, vasopressin release, and the activation of the sympathetic nervous system in 
the brain. Some of these effects are also mediated by locally produced angiotensin II in the respective tissues.
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proximal tubular cells. These cells also synthesize
angiotensinogen and ACE. The RAS proteins
interact in the renal interstitium and in the proxi-
mal tubular lumen to synthesize angiotensin II. In
the proximal tubule, angiotensin II activates the
sodium/hydrogen exchanger (NHE) that increases
sodium reabsorption. Aldosterone elicits the same
effect in the distal tubule by activating epithelial
sodium channels (ENaC) and the sodium-potas-
sium-ATPase. Thereby, it also induces water reab-
sorption and potassium secretion.

In the interstitium, angiotensin II induces pro-
liferation of mesangial cells and fibroblasts and
the synthesis of collagen and other matrix mole-
cules by these cells via the AT1 receptor. Moreover,
by the concomitant stimulation of chemoattract-
ant � cytokines, inflammation is induced. These
processes  are  mediated by endothel in,
� transforming growth factorβ and reactive oxy-
gen species and finally lead to interstitial fibrosis
and glomerulosclerosis observed in hypertension
and diabetes.

0	������
�1	��	!�#���In heart and vessels, angiotensin
II is generated mostly by renin and angiotensino-
gen imported from the plasma and locally synthe-
sized ACE. Additionally in the human heart, mast
cells contain the enzyme chymase that also metab-
olizes angiotensin I to angiotensin II. The physio-
logical relevance of this enzyme is controversial.
Circulating as well as locally generated angi-
otensin II, induce vasoconstriction and exert
direct inotropic and chronotropic actions on the
heart. These effects are enhanced by a facilitation
of noradrenaline release from sympathetic nerve
endings.

Alike in the kidney, angiotensin II also in the
heart induces inflammation and fibrosis by
increasing endothelin, transforming growth fac-
tor β, reactive oxygen species and pro-inflamma-
tory cytokines. Furthermore, angiotensin II
induces hypertrophy of cardiomyocytes and
smooth muscle cells in the heart and vessels,
respectively, partially employing the same media-
tors. This is aggravated by increased circulating
aldosterone levels that also elicit fibrotic processes
in the heart by a yet unresolved mechanism.

�����#���Circulating angiotensin II can only reach
the � circumventricular organs of the brain, which

express AT1 receptors and lack a blood-brain bar-
rier normally limiting the access of peptides to
brain receptor sites. However, areas beyond the
blood-brain barrier have been shown to be
responsive to angiotensin II and to express AT1
receptors. These sites are affected by locally syn-
thesized peptide from renin, angiotensinogen and
ACE present in the central nervous system. Possi-
bly, also other enzymes may be involved in angi-
otensin II generation in the brain, e.g., cathepsins.
Circulating and locally synthesized angiotensin II
induces thirst, salt appetite, and � vasopressin
release, stimulates the sympathetic nervous sys-
tem and moderates the � baroreceptor reflex, and
thereby increases blood volume and blood pres-
sure.

�����

� &�����������
Pharmacological intervention in RAS began in the
late 1960s with the discovery that the venome of
the brazilian snake Bothrops jararaca contains a
substance that inhibits ACE. In first clinical trials
this substance proved to be a potent antihyperten-
sive agent but it had the disadvantage that it could
only be taken by injection. By modelling the active
site of ACE and designing drugs potentially bind-
ing to this site, the first orally available ACE inhib-
itor was discovered, captopril. In the meantime, at
least a dozen -prils have been developed and mar-
keted; captopril, enalapril, lisinopril, perindopril,
cilazapril, benazepril, quinapril, fosinopril, rami-
pril, moexipril and trandolapril. ACE inhibitors
are first choice antihypertensive drugs. Further-
more, a multitude of large scale clinical studies
have proven a strong beneficial effect of these
drugs on morbidity and mortality in congestive
heart failure, e.g. after myocardial infarction, and
chronic renal diseases, e.g. caused by diabetes or
hypertension. In the heart, ACE inhibitors exert
their beneficial actions by reducing preload and
afterload and inhibiting myocardial fibrosis and
remodelling processes. In the kidney, a reduction
in glomerular pressure as well as antifibrotic and
antiinflammatory actions contribute to the effi-
ciency of the drugs.

ACE not only activates angiotensin but is also
involved in the metabolism of other peptides, e.g.,
it is a major kinin-degrading enzyme. Therefore,
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ACE inhibitors also increase kinin concentrations.
Furthermore, it has recently been shown that these
drugs potentiate kinin effects by modulating a
direct interaction between the ACE protein and
the kinin B2 receptor, which is independent from
the enzymatic activity of ACE. Kinin potentiation
may be involved in the beneficial action of ACE
inhibition since � kinins  are known to exert car-
dio- and renoprotective actions. However, it is also
the major reason for the adverse side effects of
ACE inhibitors, namely cough and angio-oedema.
Another observed side-effect, first-dose orthos-
tatic hypotension, is probably due to both angi-
otensin inhibition and kinin potentiation.

Since angiotensin II is important for kidney
development in mammals, ACE inhibitors and
other drugs interfering with RAS should not be
given during pregnancy.

��2������������
A second, newly developed group of drugs inter-
fering with RAS are specific antagonists for the
AT1 receptor. The first example of this class was
losartan, which was followed by at least 5 other -
sartans (telmisartan, candesartan, valsartan, epro-
sartan, irbesartan). These drugs exert a more
complete angiotensin blockade, since alternative
pathways of angiotensin generation not affected
by ACE inhibitors and employing cathepsins or
chymase become ineffective by AT1 antagonism.
They are also more specific for RAS than ACE
inhibitors since other peptide systems should not
be affected. However, the compensatory increase
in renin concentration after AT1 blockade leads to
an accumulation of angiotensin II, which activates
the AT2 receptor. It is yet unknown whether this
AT2 stimulation often followed by kinin genera-
tion is involved in the action of AT1 antagonists.

In first clinical trials, AT1 antagonists have
proven to be as effective in hypertension, conges-
tive heart failure and renal failure as ACE inhibi-
tors. However, large scale trials comparing both
classes of drugs have to be awaited. If equipotency
can be confirmed the favourable side-effect pro-
file of AT1 antagonists would argue for a greater
use of these drugs. At present, they are indicated
in patients who do not tolerate ACE inhibitor
treatment.

�	����"���������
The most logical point to interfere pharmacologi-
cally with RAS would be the rate-limiting enzyme
renin. Intervention at this step is expected to be
more specific than ACE inhibition and AT1 antago-
nism since hardly any angiotensin peptide could
be generated and no other peptide system would
be directly affected. Therefore, fewer compensa-
tory and unwanted effects would be expected, and
thus renin inhibitors should be safe drugs. Never-
theless, the development of renin inhibitors has
been stopped by most companies and only
remikiren has been used for some clinical trials.
Several reasons may be responsible for this: First,
since the human renin protein is different from the
rodent enzymes and only interacts with primate or
human angiotensinogen, the testing of such drugs
can not be performed in classical animal models.
Second, the first renin inhibitors were difficult to
synthesize and exhibited a low bioavailability.
Third, it would be difficult to market a third class
of drugs interfering with RAS, when the existing
drugs are quite effective and safe.

1����	���
��	�"���������
(� Vasopeptidase Inhibitors)A new class of drugs
has been developed that inhibits ACE and neutral
endopeptidase 24.11 (NEP). NEP degrades
vasodilatory peptides such as kinins, � natriuretic
peptides, and adremomedullin, and, therefore, its
inhibition should complement the vasodilatory
action of ACE inhibition. Since ACE and NEP are
very similar in structure it was possible to develop
inhibitors with dual specificity for both enzymes
such as omapatrilat, sampatrilat, and gemopatri-
lat. In first clinical trials, the -patrilats have proven
to be even more effective than ACE inhibitors in
blood pressure reduction and in improving con-
gestive heart failure. Nevertheless, large trials are
needed to confirm these encouraging results and
have to assess safety issues, which may be more
problematic because of the diversity of substrates
metabolized by NEP.

�!
���	���	������������
ACE inhibitors do not completely block aldoster-
one synthesis. Since this steroid hormone is a
potent inducer of fibrosis in the heart, specific
antagonists, such as spironolactone and epler-
enone, have recently been very successfully used
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in clinical trials in addition to ACE inhibitors to
treat congestive heart failure. Formerly, these
drugs have only been applied as potassium-saving
diuretics in oedematous diseases, hypertension
and hypokalaemia as well as in primary hyperal-
dosteronism. Possible side effects of aldosterone
antagonists include hyperkalemia and, in case of
spironolactone, which is less specific for the min-
eralocorticoid receptor than eplerenone, also
antiandrogenic and progestational actions.

�	�	�	�
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Repolarization is a return of membrane potential
to its resting value. It refers mostly to repolariza-
tion of an action potential, although a more gen-
eral meaning of returning a membrane potential
back to a more negative value after (forced) depo-
larization is also common.

� Antiarrhythmic Drugs

�	�����	����-��

Resiniferatoxin (RTX) is the toxin isolated from
the spurge Euphorbia resinifera which is responsi-
ble for the powerful burning sensation and skin
irritation induced by the milky sap of these plants.
Like capsaicin, resiniferatoxin activates TRPV1
currents, but not the currents through other mem-
bers of the TRPV subfamily.

� TRP Channels
� Vanilloid Receptor

�	������
	

If the concentration of an antibacterial agent
required to inhibit or kill a microorganism is
greater than the concentration that can be safely
achieved during therapy, the microorganism is
considered to be resistant to the drug. Resistance
most often is acquired by horizontal transfer of
resistance determinants from a donor cell by
transformation, transduction or conjugation and
subsequently it may be rapidly and widely dissem-
inated by clonal spread. The recent emergence of
antibiotic resistance in bacterial pathogens (e.g.
penicillin-resistant pneumococci) is a very seri-
ous development.

�	���������������

The respiratotry burst is the ability of phagocytes
to destroy pathogens by the release of a variety of
toxic products including, hydrogen peroxide,
superoxide anion and nitric oxide. Production of
these toxic metabolites is induced by the binding
of aggregatred antibodies to the Fc gamma recep-
tors.
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Retinoic Acid receptors (RARs) are nuclear recep-
tors. Nuclear receptors are a large family of struc-
turally related ligand-inducible transcription fac-
tors, including steroid receptors (SRs), thyroid/
retinoids receptors (TR, RARs and RXRs), vitamin
D receptors (VDR), LXR, peroxisome proliferator
activated receptors (PPARs), estrogen receptors
(ERa and ERb), and orphan receptors for which no
ligand has been yet identified. While having in
common a modular structure, they are activated
by distinct lipophilic small molecules such as glu-
cocorticoids, progesterone, estrogens, retinoids,
and fatty acid derivatives.

All nuclear receptors have a hydrophobic
pocket into which its specific ligand binds, with
helix 12 (H12) being the key response element of
NR’s. When an agonist is bound to a NR, H12 is
oriented anti-parallel to H11, capping the ligand
binding pocket. This leaves a hydrophobic groove
exposed for the binding of coregulator proteins.
When an antagonist is bound, H12 is displaced via
an extended side chain. H12 moves outward,
rotates, and packs into the hydrophobic groove
between helices 3, 4, and 5. As a result, coactivators
needed for transcription cannot bind.

Several loci encoding RAR isoforms have been
identified in mammals, RAR-alpha, -beta and -
gamma. They respond to at-RA, 9-cis-RA and 13-
cis-RA. The RARs show spatially restricted distri-
bution patterns during embryogenesis, which have
led to speculation on a variety of roles for RA in
developmental processes. As with other enhancer-
binding proteins, nuclear receptors act as tran-
scription factors by binding to specific DNA recog-
nition sequences generally located upstream of
responsive genes. Although RARs can activate
gene expression through binding to thyroid hor-
mone response elements, much more specific and
potent RA response elements (RAREs) have been
identified within the promoter of the RAR gene.
These RAREs are essential for RA induction of the
RAR-gene and, when linked to heterologous pro-
moters, can confer transcriptional activation via
all three RARs.

�	�����
��	������
	

The major limitation to the application of retin-
oids is the retinoid resistance observed in cancer
cells. This means that such cells do not respond
either to physiological or therapeutic concentra-
tions of retinoids. Silencing of RARβ has been sug-
gested to contribute to the tumorigenicity and
retinoid resistance of lung and breat cancer cells.
RARβ silencing is caused by epigenetic changes,
namely DNA methylation and repressive chroma-
tin remodeling of the RARβ P2 promoter. Epige-
netic changes can be reversed. Pili et al. developed
a strategy to overcome the silencing at RARβ by
specifically targeting the epigenetic defect at
RARβ P2, using combinations of histone deacety-
lase inhibitors (HDACIs), a class of chromatin
remodeling drugs and RARβ agonists.

�	�����
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Retinoids, vitamin A, carotinoids, retinylesters,
� retinol, � retinal, � retinoic acid, vitamin A acid

�	��������

Vitamin A (retinol) and its naturally occurring
and synthetic derivatives, collectively referred to
as � retinoids (chemical structure), exert a wide
variety of profound effects in apoptosis, embryo-
genesis, reproduction, vision, and regulation of
inflammation, growth, and differentiation of nor-
mal and neoplastic cells in vertebrates.

Retinoids are alcohols and accordingly soluble
in ethanol, isopropanol, and polyethylenglycol.
Major sources of natural retinoids are animal fats,
fish liver oil (retinylesters) and yellow and green
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vegetables (carotenoids). Ingested retinylesters
(RE) are hydrolysed to retinol by enteral hydro-
lases in the intestine. ROL and carotenoids are
absorbed by intestinal mucosa cells.

 � Gluco-/Mineralocorticoid Receptors
 � Sex Steroid Receptors

�	
�����������
����

Retinoids mediate their biological effects through
binding to nuclear receptors known as � retinoic
acid receptors (RARs) and � retinoid X receptors
(RXRs), which belong to the superfamily of lig-
and-inducible transciptional regulators that
include steroid hormone receptors, thyroid hor-
mone receptors, and vitamin D3 receptors
[reviewed in (1)]. RARs and RXRs act via poly-
morphic cis-acting responsive elements, the retin-

oic acid responsive elements (RAREs) and retinoid
X responsive elements (RXREs), present in the
promoters of retinoid-responsive genes (Fig. 1).

The known beneficial effects of retinoids on
malignancies are assumed to relate to retinoid
receptor-mediated anti-promoting and anti-initi-
ating effects. The latter appears to be influenced by
interference of several xenobiotics with different
steps of the retinoid metabolism in the target cell.
Of the carotenoids, β-carotene is the most potent
retinol precursor, yet being six-fold less effective
than preformed retinol, resulting from incom-
plete resorption and conversion (one retinol
equivalent is equal to 1 µg of retinol, 6 µg of β-car-
otene, or 12 µg of mixed carotenoids) [for retinoid
metabolism review see (7)].

Although all-trans- and 9-cis-RA are only
minor metabolites of ROL and β-carotene, they
display 100 to 1000-fold higher biological activity.

Fig. 1 Intracellular path-
ways and molecular 
action of retinoids.
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Whereas all-trans-RA binds only to RARs, 9-cis-
RA binds both RARs and RXRs. The stereoisomer
of all-trans-RA, 13-cis-RA, exhibits a much lower
affinity for RARs and RXRs and exerts its molecu-
lar effects mostly through its isomerization into
all-trans-RA.

 !���
�!�$�	

Up to now, far more than 5000 retinoic acid ana-
logues have been synthesized, out of which the fol-
lowing 3 generations have been established for
therapy of various disorders: First, the non-aro-
matic retinoids β-carotene (provitamin A), all-
trans-retinoic acid (RA) (tretinoin) and 13-cis-RA
(isotretinoin), second, the mono-aromatic retin-
oid-derivatives trimethyl-methoxyphenyl ana-
logue of RA (etretinate) and 9-(4-methoxy-2,3,6-
trimethylphenyl)-3-2,4,6,8-nonatetraenoic acid
(acitretin), and third, the poly-aromatic retinoid-
derivatives tazarotenic acid and 6-[3-(1-ada-
mantyl)-4-methoxy-phenyl]-2-naphthoic acid
(adapalene) (see Table 1).

�����	��
��	�����
��	
	������	!	
���	���������.

�����������
The concept of drug development is based on the
findings that retinoid receptors (RARs and RXRs)
offer a new approach by targeting different genes
depending on the activated retinoid receptor com-
plexes. The multiplicity of these retinoid signaling
pathways affords potential for therapeutic oppor-
tunity as well as retinoid therapy associated unde-
sired side effects. It is possible that the indiscrimi-
nate activation of all pathways by non-specific
retinoid ligands could lead to unacceptable side
effects so that any enhanced efficacy would be
obtained at the cost of enhanced toxicity.

The development of ligands selective for indi-
vidual receptor subtypes relevant to a targeted dis-
ease could decrease these toxic effects thereby
improving the therapeutic index. Two new aroti-
noids are already available for topical use in skin
diseases. These are tazarotenic acid (tazarotene)
and 6-[3-(1-adamantyl)-4-methoxyphenyl-2-
naphtoic acid (adapalene) (Table 1), and other
synthetic retinoid derivatives are in the pipeline.
Also fenretinide, a synthetic amide of retinoic acid
is available for systemic therapy in oncology.

Tazarotene (Table 1) is an acetylenic third gen-
eration retinoid derivative. It is a poorly absorbed,
non-isomerisable arotinoid, which is rapidly
metabolized to its free carboxylic acid, tazarotenic
acid, binding with high affinity to RARs, with the
rank order  of  af f ini t y  being
RARβ>RARγ>>RARα. It does not bind to any of
the RXRs. This retinoid derivative is said to have
lower cytotoxic effects than other retinoids while
achieving sustained therapeutic efficiacy in the
treatment of plaque type psoriasis.

Adapalene (Table 1), a new highly stable
naphtoic acid arotinoid with lipophilic properties,
does not bind to CRABP, although it enhances its
synthesis, and its rank-order of retinoid receptor
affinity apears to be RARβ>RARγ>>RARα.

These arotinoids, which were first introduced
for the treatment of skin diseases, may also have
potential as anticancer drugs. For example, the
synthetic retinoid 6-[3-(1-adamantyl)-4-hydroxy-
phenyl]-2-naphthalene carboxylic acid (CD437)
has been shown to induce apoptosis in a variety of
cancer cells including lung cancer cells in vitro,
and studies concerning the use of this agent in
vivo would be desirable.

Future generations of such receptor subtype-
selective retinoids or also retinobenzoic acids (3)
may provide clinicians with more specific and less
toxic drugs for dermatologic therapy.

�	�����
������	�����!���

0��	�4	������
������
	��#���The topical and oral use
of retinoids for treatment of hyperkeratotic disor-
ders such as psoriasis and Darier’s disease has
long been established. Systemic retinoid therapy is
often combined with topical drugs such as corti-
costeroids, dithranol, tar, and also UVA/UVB pho-
totherapies where synergistic effects have been
reported.

�
�	#���Among retinoids, 13-cis-retinoic acid is
known to have not only anti-inflammatory but
also sebostatic effects. Therefore it is one of the
most potent topical and also systemic agents for
therapy of acne.

�������������
�5���
�0	�!���#���Drug treatment of
photoaged skin can be categorised as antioxidants,
α-hydroxy acids and topical retinoids. Of these 3
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approaches only topical retinoids, particularly ret-
inaldehyde and all-trans-retinoic acid, have a well
documented ability to restorethe repair function
of photoaged skin at the clinical, histological and
molecular level (4). According to these observa-
tions, retinoids were also shown to accelerate
wound healing (4) and reduction of early striae
distensae.

�4�����
�,��!���!�����
�	�#���Actinic keratoses were
the first skin lesions to be treated topically with
all-trans-retinoic acid. In various clinical trials,
retinoids have been shown to be active in chemo-
prevention and treatment or prevention skin
malignancies (7).

Currently, 13-cis-retinoic acid is the most stud-
ied chemopreventive agent that decreases the inci-
dence of second primary tumors in patients with
head-and-neck cancer, reverses premalignant
lesions, and reduces appearance of non-melanoma
skin cancer in patients with xeroderma pigmento-
sum. Unfortunately, this vitamin A derivative has a
significant clinical toxicity, which limits its utility
in a practice setting.

Molecular epidemiological studies to assess the
risk associated with metabolic polymorphisms for
cancers of head-and-neck and the lung have
shown that the overall effect of common polymor-
phisms is moderate in terms of penetrance and
relative risk. However, some gene combinations,
such as mutated CYP1A1/GSTM1-null genotype,
seem to predispose the lung and oral cavity of
smokers to an even higher risk for cancer or DNA
damage. These results require confirmation in
larger studies that take into account the existence
of ethnic variations even within the commonly
defined groups. 

Retinoids, isothiocyanates and tea polyphe-
nols have been identified as possible chemopre-
ventive agents for cancers of the lung and oral cav-
ity. While a number of trials have been conducted
with retinoids or β-carotene, the results were
ambiguous and the causes are still being debated.

Newly acquired knowledge in the field of
tumor biology and of the genetic changes underly-
ing carcinogenesis through the use of new molecu-
lar technology represents the basis on which che-
moprevention efforts should be based.

�	�����
�����,�
�!���
Since retinoids play an important role in the
molecular regulation of growth, differentiation
and apoptosis of normal, premalignant and malig-
nant cellls, especially epithelial cells, numerous
studies have focussed on the effect of retinoids on
a variety of malignancies. In animals, vitamin A
deficiency has been shown to be associated with
an increased incidence of cancer and an increased
susceptibility of chemical carcinogens. On the
molecular level, aberrant expression and function
of nuclear retinoid receptors have been found in
various types of premalignant lesions and can-
cers. Thus, aberrations in retinoid signalling
appear to be early events in carcinogenesis, and
retinoids at pharmacological doses have been
shown to exhibit a variety of beneficial effects
associated with cancer prevention and cancer
therapy e.g. by suppression of transformation,
inhibition of carcinogenesis in various organs in
animal models.

6���� ��
	�#���Epidemiological and animal studies
have demonstrated that retinoids are effective
agents in preventing the development of tobacco-
associated cancers. Unfortunately, clinical trials of
retinoids on cigarette smokers have shown lack of
efficacy in preventing lung cancer. A study investi-
gated the effect of nicotine on the anti-cancer
activity of all trans-retinoic acid (trans-RA) in
human lung cancer cells and demonstrated that
nicotine could abrogate the growth inhibitory
effect of trans-RA by suppressing its ability to
induce the expression of RA receptor β (RARβ), a
tumor suppressor. The inhibitory effect of nicotine
was accompanied with induction of orphan recep-
tor TR3. Inhibition of TR3 expression by overex-
pression of TR3 anti-sense RNA in H460 lung can-
cer cells strongly prevented the suppressive effect
of nicotine on trans-RA activity. These results sug-
gest that nicotine suppresses the growth inhibitory
effects of all-trans-RA by inhibiting RARβ expres-
sion through its induction of TR3 expression.
Accordingly, RXR-selective retinoids may be more
effective than classical retinoids for preventing
and treating tobacco-associated cancers. Another
study indicates the epidermal growth factor to be a
target for the lung cancer preventive effect of
retinoic acid.
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Encouraging findings concerning effective
therapy strategies derive from combination stud-
ies in which retinoids, especially all-trans-retinoic
acid, are added to either α-interferon or chemo-
therapy and radiotherapy. Here, more retinoid
receptor-selective molecules may have a greater
activity against lung cancer, with a more favoura-
ble toxicity profile, as recently suggested by pre-
liminary data on Ro 41-5253 (2).

��	���� ��
	�#���Studies with fenretinide in woman
with stage I breast cancer did not show an overall
effect of decreasing the risk of contralateral breast
cancer. A protective effect could only be observed
in premenopausal women, probably due to the
modulation of the insulin-like growth factor 1
(IGF-1) by fenretinide in this population.

6��	�� ��
	�#���Hepatocellular carcinoma (HCC)
develops in patients with chronic liver diseases
associated with hepatitis B and hepatitis C virus
infections with high incidences. Here, an acyclic
retinoid has been shown to suppress the post-ther-
apeutic recurrence after interferon-γ or glycerrh-
icin treatment in cirrhotic patients who under-
went curative treatment of preceding tumors. The
retinoid induced the disappearance of serum lec-
tin-reactive α-fetoprotein (AFP-L3), a tumor
marker indicating the presence of unrecognizable
tumors in the remnant liver, suggesting a deletion
of such minute (pre)malignant clones (clonal dele-
tion). As a molecular mechanism of the clonal
deletion, a novel mechanism of apoptosis induc-
tion by the retinoid via tissue transglutaminase
has been implicated (5). In future, a combination
of immunopreventive and chemopreventive thera-
pies may give a clue to the further advances of can-
cer prevention, and thereby to the improvement of
the prognosis of cirrhotic patients.

6	�4�	���#���Acute promyelocytic leukaemia (APL)
is known as the most curable subtype of acute
myeloid leukaemia in adults. Here, all-trans-retin-
oic acid induces differentiation of the leukemic
cells into mature granulocytes. On the basis of
clinical and in vitro studies, the following mecha-
nisms have been proposed to explain the fre-
quently occurring ATRA resistance: 1) induction of
accelerated metabolism of ATRA, 2) increased
expression of cellular retinoic acid-binding pro-

teins (CRABPs), 3) constitutive degradation of
PML-RARα, 4) point mutations in the ligand-
binding domain of RARα of PML-RARα, 5) P-
glycoprotein expression, 6) transcriptional repres-
sion by histone deacetylase activity, 7) isoforms of
PML-RARα, 8) persistent telomerase activity, and
9) expression of type II transglutaminase. It is yet
unclear which of these factors is mainly responsi-
ble for retinoid resistancies. Patients, who relapse
after retinoic acid therapy, should be transferred
to arsenic trioxide or stem cell transplantation
therapy.

*	����!������#���Most recently, a phase-I-study
defined a dose of 13-cis-retinoic acid that was tol-
erable in patients after myeloablative therapy, and
a phase-III-trial showed that postconsolidation
therapy with 13-cis-retinoic acid improved EFS for
patients with high-risk neuroblastoma (6). Pre-
clinical studies in neuroblastoma indicate that
ATRA or 13-cis-RA can antagonize cytotoxic
chemotherapy and radiation, such that use of 13-
cis-RA in neuroblastoma is limited to mainte-
nance after completion of cytotoxic chemother-
apy and radiation. It is likely that recurrent disease
seen during or after 13-cis-RA therapy in neurob-
lastoma is due to tumor cell resistance to retinoid-
mediated differentiation induction. Studies in
neuroblastoma cell lines resistant to 13-cis-RA and
ATRA have shown that they can be sensitive, and
in some cases collaterally hypersensitive, to the
cytotoxic retinoid fenretinide. Here, fenretinide
induces tumor cell cytotoxicity rather than differ-
entiation, acts independently from RA receptors,
and in initial phase-I-trials has been well toler-
ated. Clinical trials of fenretinide, alone and in
combination with ceramide modulators, are in
development.

��
	�&��	
�������	�����
�
Hy per v itaminosis  A is  character ized by
hepatomegaly, cerebral edema and bone structure
alterations. β-Carotene causes yellow-orange
coloring of the skin by binding to keratins. Topi-
cally applied retinoic acids can lead to irritation,
rash and Xerosis. Also worsening of atopic derma-
titis and increased light sensitivity has been
reported.

Systemic treatment of 13-cis retinoic acid fre-
quently leads to cheilitis and eye irritations (e.g.
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unspecific cornea-inflammation). Also other
symptoms such as headache, pruritus, alopecia,
pains of joints and bone, and exostosis-formation
have been reported. Notably, an increase of very
low density lipoproteins and triglycerides accom-
panied by a decrease of the high density lipopro-
teins has been reported in 10 to 20% of treated
patients. Transiently, liver function markers can
increase during oral retinoid therapy. Etretinate
causes the side effects of 13-cis retinoid acid at
lower doses. In addition to this, generalized edema
and centrilobulary toxic liver cell necrosis have
been observed.

The most important clinical side effects of sys-
temically applied retinoic acid therapy are tera-
togenity and embryotoxicity. Topical administra-
tion of retinoic acid does not appear to cause such
effects. This is supported by the observation that
nutritional retinoid administration can lead to
higher plasma levels than topical treatment with
retinoic acid. However in several countries, the
topical administration during pregnancy is pro-
hibited. In the USA, contraception during topical
use of retinoic acid is recommended. This narrow
therapeutic frame requires a pregnancy testing,
measuring of liver enzymes, triglycerides, choles-
terin and glucose before and frequent follow up
examinations during retinoid therapy (every 3rd or
4th week).

Increased risk factors for suffering retinoid
side effects are adipositas, alcohol abuse, diabetes,
nicotine-abuse, familiar lipid-metabolism altera-
tions and other concommittant therapies (see
below).

"��	��
������7����,��	����	���
Dexamethasone, the macrolide antibiotic triacety-
loleandromycin, and phenobarbital are all well
established inducers of the CYP3A subfamily, and
can increase microsomal 4-hydroxylation of RA in
rat liver. To what extent this is also the case for
humans is not completely clear.

Glucocorticoids (clobetasol) also induce the
expression of CYP1A1 in human skin. This is medi-
ated through glucocorticoid receptor responsive
elements (GRE) that have been identified in the
first intron of the rat and human CYP1A1 genes.
These findings suggest the possibility that skin
changes caused by long-term treatment with topi-
cal or systemic glucocorticoids could be mediated

by a steroid-induced depletion of active retinoids.
Therefore, we hypothesize that tandem treatment
of patients with both glucocorticoids and low-dose
RA may prevent some steroid side effects. In a
mouse model this idea has already been con-
firmed. Interestingly, there retinoids showed a
steroid-sparing effect.

Skin procarcinogens, such as 3-MC and the
polyc ycl ic  aromat ic  hydrocarbon (PAH)
benzo[a]pyrene, can increase RA catabolism in
human skin and induce local tissue depletion of
retinoids, respectively. This can be antagonized by
high dietary intake of β-carotene or retinoid acid.
This acceleration of retinoid cleavage is primarily
due to the xenobiotic-mediated induction of
CYP1A1, which is also involved in the inactivation
of RA to 4-OH-RA. Accordingly, retinoid-induced
inhibition of basal as well as coal tar- and gluco-
corticoid-induced CYP1A1-expression in human
skin as reported in (7) seems to reflect a competi-
tive feedback-inhibition of CYP1A1 activity by RA.
Interestingly, CYP1A1 is one major enzyme that
converts the procarcinogens mentioned above into
active carcinogenic metabolites in skin. The
induction of this enzyme, leading to an accelera-
tion of the turnover of RA to inactive metabolites
and a local RA deficiency, might further explain
the profound effect of these carcinogenic CYP1A1-
inducers on cell proliferation and tumor forma-
tion. In support of this notion, 7,8-benzoflavone,
an inhibitor of CYP1A1 activity, increases local
vitamin A concentrations, and reduces tumor for-
mation in mouse skin [review see (7)].

Imidazole antimycotics, ketoconazole, clotrim-
azole, and miconazole are potent inhibitors of var-
ious cytochrome P450-isoenzymes that also affect
the metabolism of retinoids. They were first
shown to inhibit the metabolism of RA in F9
embryonal carcinoma cells. When tested in vitro
liarazole, a potent CYP-inhibitor, suppressed neo-
plastic transformation and upregulated gap junc-
tional communication in murine and human
fibroblasts, which appeared to be due to the pres-
ence of retinoids in the serum component of the
cell culture medium. Furthermore, liarazole mag-
nified the cancer chemopreventive activity of RA
and β-carotene in these experiments by inhibiting
RA-catabolism as demonstrated by absence of a
decrease in RA-levels in the culture medium in the
presence of liarazole over 48 h, whereas without
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liarazole 99% of RA was catabolized. In vivo, treat-
ment with liarazole and ketoconazole reduced the
accelerated catabolism of retinoids and increased
the mean plasma all-trans-RA-concentration in
patients with acute promyelocytic leukemia and
other cancers.

Vitamin D3 (VD3) and retinoids synergisti-
cally inhibit the growth and progression of squa-
mous cell carcinomas and actinic keratoses in
chronically sun exposed skin. One reason for this
synergism may be the direct influence of VD3 on
the isomerization and the metabolism of RA.
Here, VD3 inhibits the isomerization of 13-cis-RA
to the more receptor active all-trans and 9-cis-iso-
mers. Moreover, the VD3 derivative secocholestra-
trien-1,3,24-triol (tacalcitol), used for the treat-
ment of severe keratinizing disorders inhibits 4-
hydroxylation of all-trans-RA.

Ethanol also inhibits ADH-catalyzed retinol
oxidation in vitro, and ethanol treatment of mouse
embryos has been demonstrated to reduce endog-
enous RA levels. The inhibition of cytosolic
RolDH activity and stimulation of microsomal
RolDH activity could explain ethanol-mediated
vitamin A depletion, separate from ADH isoen-
zymes. Although the exact mechanism of inhibi-
tion of retinoid metabolism by ethanol is unclear,
these observations are consistent with the finding
that patients with alcoholic liver disease have
depleted hepatic vitamin A reserves [review see
(7)].

Different combinatory therapy regimens are
known which additively or synergistically act in a
variety of diseases: 

Combinations of drugs displaying distinct
effects on cell proliferation/ differentiation and
immunomodulation (e.g.: retinoids and chemo-
therapy in advanced cutaneous T cell lymphoma). 

Combinations of retinoids with ultraviolet A or
B radiation (and other drugs). For example,
RePUVA-therapy (retinoids and psoralen and UVA
combination) is currently one of the most effec-
tive regimens for recalcitrant severe psoriasis.

Drugs with metabolic interactions that can
enhance the half-life of active compounds. An
example of this regimen is the interaction between
azole- and vitamin D-derivatives that inhibit the
metabolism of retinoids in skin cells leading to
increased intracellular amounts of active RA-iso-
meres. Further study and the identification of

novel interactions of this type of drug interaction
is of great clinical interest since they may decrease
the dose of retinoids required for efficacy thereby
also reducing the risk of side effects of the retin-
oids.

�	�����
��	������
	
(� Retinoid-resistance) Two possible explanations
for accelerated clearance of retinoids in patients
during long-term treatment with retinoids have
been suggested: First, RA-mediated induction of
CRABP-expression, which is known to lower the
plasma and intracellular levels of active RA by
binding RA, and second, the RA-mediated induc-
tion and/or constitutive overexpression of P-glyco-
protein, which is encoded by the multidrug resist-
ance gene-1, leading to decreased intracellular lev-
els of RA by enhancing active transport of
intracellular retinoids out of the target cells
[review see (7)].

The knowledge concerning the molecular
action of retinoids is steadily increasing but still
the many steps of retinoid metabolism especially
retinoid inactivation are not fully understood. The
interaction of retinoids as the central agent with
other drugs represents a new dimension of dis-
ease-therapy providing us with more specific and
less toxic therapy approaches to influence cell pro-
liferation and differentiation. Perhaps in no other
area of pharmacology is the concept of using
drug-drug interactions as a rationale for therapy
more advanced than with retinoids in dermatol-
ogy. It is likely that this strategy will prove useful
in other areas as well.

�	�	�	�
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Retinoids represent a class of compounds consist-
ing of four isoprenoid units joined in a head-to-
tail manner. All retinoids may be formally derived
from a monocyclic parent compound containing
five carbon-carbon double bonds and a functional
group at the end of the acyclic portion. Notably,
the so-called ‘arotinoids’ or ‘retinoidal benzoic
acid derivatives’ as well as others, are not chemi-
cally retinoids. They contain, e.g., aromatic rings
replacing either the basic-ionone-type ring struc-
ture or unsaturated bonds of the tetraene side
chain of the retinoid skeleton.

� Retinoids

�	�����
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The retinoid X receptor (RXR) is a nuclear recep-
tor that binds and is activated by certain endog-
enous retinoids, such as 9-cis-retinoic acid. RXR is
the obligatory heterodimerization partner for a
large number of non-classic steroid nuclear recep-
tors, such as thyroid hormone receptor, vitamin
D3 receptor, peroxisome proliferator-activated
receptor and pregnane X receptor.

�	����!

� Vitamin A
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� Vitamin A
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A retrograde messenger is a chemical substance
released by a postsynaptic neuron which can mod-
ify the release of neurotransmitter, either posi-
tively or negatively, from a nerve terminal input.
It is designated “retrograde” because it is opposite
to the usual forward direction of transmission
from nerve terminal to postsynaptic cell.

� Synaptic Transmission

�	��������	�

� Gene Therapy
� Antiviral Drugs

�	����4	����������	�

Reuptake transporters are structures within the
cell membranes of the presynaptic nerve terminal
that serve to transport biogenic amines released
from vesicles back into the nerve cell. These struc-
tures are targets for antidepressants, that block the
transporter, thus increasing the bioavailability of
neurotransmitters at postsynaptic receptors.

� Antidepressant Drugs
� Neurotransmitter Transporters
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Rho is a small monomeric GTPase that regulates a
number of cellular functions (cell movement, cell
adhesion, cytokinesis, cell growth).

� Small GTPases
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Rho-kinase is the direct target for Rho. The
enzyme is inhibited by Y-27632, a compound that
lowers elevated blood pressure in animal models
of hypertension.

� Small GTPases
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Riboflavin is vitamin B2.

� Vitamines, watersoluble

��������!�����	��������	����
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Translation inhibitors, ribosome-targeting antibi-
otics
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Ribosomes are ancient ribonucleoprotein com-
plexes that are the sites of protein synthesis in liv-
ing cells. Their core structures and fundamental
functional mechanisms have been conserved
throughout the three domains of life: bacteria,
archaea and eukaryotes. All ribosomes are organ-
ized into two subunits that are defined by their
apparent sedimentation coefficient, measured in
Svedberg units (S). There is a general increase in
ribosome size with organism complexity from
bacteria to archaea to eukaryotes. The smaller bac-
terial ribosome has a molecular mass of approxi-
mately 2.5 MD and is composed of a 30S small sub-
unit, with 16S ribosomal RNA (rRNA; 1540 nucle-
otides) and 21 proteins, and a 50S large subunit,
with 23S rRNA (2900 nucleotides), 5S rRNA (120
nucleotides) and over 30 proteins. Recent progress
in the structural elucidation of the ribosome
through X-ray crystallography has resulted in
atomic resolution structures of ribosomal subu-
nits and their complexes in association with anti-
biotics. These structures have begun to reveal
molecular details of antibiotic binding to the
ribosome and insights into the structural basis for
antibiotic inhibition and resistance (1).

Protein synthesis is a complex multi-step proc-
ess that can be divided into initiation, elongation
and termination stages. In the initiation phase, the
30S subunit binds to messenger RNA (mRNA),
along which triplet base codons specify the indi-
vidual amino acids in a protein sequence that will
be added via cognate transfer RNAs (tRNAs).
tRNAs span the interface between the subunits,
with the tRNA anticodon and aminoacylated ends
interacting with the 30S and 50S subunits, respec-
tively. The tRNA carrying the first amino acid
(methionine) binds the mRNA on the 30S subunit
through codon-anticodon base pairing, followed
by positioning of the 3′-end in the peptidyl-donor
site in a cavity on the 50S subunit. The second
tRNA binds at the aminoacyl-acceptor site with its
3′-end positioned next to that in the donor site.
Peptide bond formation occurs, catalyzed by the
50S subunit and resulting in transfer of the nascent
peptide to the aminoacylated tRNA. The precise
positioning of the 3′-ends of aminoacyl- and pep-
tidyl-tRNA substrates is achieved in part through
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base pairing interactions with the A-loop and P-
loop of 23S rRNA, respectively. Although the
mechanism of peptidyl transferase remains
unclear, the atomic resolution structure of the
archaeon Haloarcula marismortui 50S subunit
complexed with a transition state analog reveals
that there are no ribosomal proteins within 18 Å of
the nascent peptide bond (2). Peptide bond forma-
tion is followed by translocation of the mRNA-
tRNA complex, leaving a vacant A-site for the
tRNA carrying the next encoded amino acid.
Incoming tRNAs move through successive sites on
the ribosome in a unidirectional manner, includ-
ing aminoacyl-acceptor (A), peptidyl-donor (P)
and exit (E) sites. This elongation cycle is repeated
for each encoded amino acid. Termination occurs
upon recognition of a termination codon, which
triggers release of the nascent polypeptide along
an exit channel through the 50S subunit, followed
by subunit dissociation. The entire process is
aided by protein factors at every stage, including
aminoacyl-tRNA selection and translocation of
the mRNA-tRNA complex.

��	��������	����������	���������������
�
The ribosome is an important target for a wide
variety of antibiotics. Antibiotics inhibit protein
synthesis at different functional steps and have
served as valuable tools in determining the mecha-
nisms of translation. Although a few universal
antibiotics inhibit protein synthesis in most, if not
all, living organisms, the majority of antibiotics
exhibit selectivity for one or two domains of life.
Consequently, many of the drugs have important
medical applications in the treatment of serious
bacterial infections. The wide clinical use of some
antibiotics, however, has been curtailed in recent
years due to problems of toxicity and antibiotic
resistance. A detailed understanding of antibiotic
inhibitory mechanisms has remained elusive
despite the fact that many of the drugs have been
known for decades. An important step forward
has come with the recent breakthroughs in ribos-
ome crystallography and the structural elucida-
tion of ribosomal subunit-antibiotic complexes,
obtained from crystals of ribosomal subunits
through either soaking or co-crystallization with
antibiotics. These complexes localize antibiotic
binding sites and yield molecular insights into the

structural basis of antibiotic inhibition and resist-
ance.

A number of general points can be made on
antibiotic targeting of the ribosome: First, antibi-
otics bind to specific sites on the ribosome, with
the majority targeting ribosomal RNA and not
ribosomal proteins. This is consistent with crystal-
lographic data showing that many functional cent-
ers on the ribosome are composed largely of
rRNA. In addition, many antibiotics bind to
regions of rRNA that are near mRNA template or
tRNA substrate binding sites. Finally, antibiotics
bind to regions of the ribosome that undergo con-
formational changes or rearrangements during
translation. Most antibiotics that target the ribos-
ome act at or near one of the following functional
centers (Fig. 1). These are (1) the decoding center
on 16S rRNA, (2) the GTPase-associated region, (3)
the ribotoxin site and (4) the � peptidyl trans-
ferase center, where the latter three involve 23S
rRNA. This review will focus on antibiotics that
target functional centers (1) and (4), on which
there is high-resolution structural information
available from ribosomal subunit-antibiotic com-
plexes.

� β-lactam Antibiotics
� Microbial Resistance to Drugs
� Quinolones

�	
�����������
����

���������
����
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The two primary functions of the 30S subunit in
protein synthesis are (1) decoding, the discrimina-
tion between cognate and non-cognate tRNAs by
monitoring codon-anticodon base pairing in the
ribosomal A site, and (2) translocation, where,
together with the 50S subunit, tRNAs and the asso-
ciated mRNA are moved by precisely one codon.
The high degree of translational accuracy achieved
by the ribosome is thought to involve both initial
selection (via codon-anticodon base pairing) and
proofreading steps, with the latter important for
discrimination between cognate and near-cognate
tRNAs. The structures of bacterial 30S-antibiotic
complexes yield insights into how the following
drugs interfere with 30S function: spectinomycin,
streptomycin, paromomycin, tetracycline and
pactamycin (3,4).
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Spectinomycin inhibits translocation of pepti-
dyl-tRNA from the A- to the P-site. The antibiotic
has a rigid structure composed of three fused
rings that binds at one end of helix 34 in the minor
groove, interacting mostly with nucleotides G1064
and C1192. Translocation requires movement of
elements of the head of the 30S subunit, including
helix 34. Through binding near a pivot point of the
head, spectinomycin can interfere with move-
ments of the head through steric hindrance and
thereby block translocation.

Streptomycin is thought to make ribosomes
error-prone by affecting proofreading and initial
selection steps. The antibiotic interacts with four
points of the phosphate backbone of 16S rRNA (at
nucleotides 13, 526, 915 and 1490) through salt
bridges and hydrogen bonds. It also contacts
lysine 45 of protein S12. The binding site suggests
that streptomycin affects the helix 27 accuracy
switch by stabilizing the ram state of the ribosome.
In the ram state there is a higher affinity for tRNA
in the A-site, which increases binding of non-cog-

nate tRNAs. Stabilization of the ram state would
make switching to the restrictive state more diffi-
cult and thereby affect proofreading. A number of
streptomycin-resistance mutations in 16S rRNA
and protein S12 result in a hyperaccurate pheno-
type. In general, these mutations disrupt interac-
tions that contribute to stabilization of the ram
state.

Paromomycin belongs to a subclass of
aminoglycoside antibiotics that target an asym-
metric internal loop element in helix 44 of 16S
rRNA, where they decrease the fidelity of transla-
tion. These antibiotics contain a 2-deoxys-
treptamine ring and an aminoglycoside ring that
is either 4,5-disubstituted (neomycin and paromo-
mycin) or 4,6-disubstituted (gentamycin and kan-
amycin). Paromomycin binds in the major groove
of helix 44, where rings i and ii direct the specific
interaction with 16S rRNA (Fig. 2). Ring i stacks
against G1491 and hydrogen bonds to A1408 and
the backbone of A1493, to flip A1492 and A1493 out
of the helix. The unstacked bases point into the A-
site and are positioned to interact in the major
groove of the codon-anticodon helix. The bases
hydrogen bond to 2′-hydroxyl groups on both
sides of the codon-anticodon helix and are thereby
able to monitor the shape and width of the minor
groove of three consecutive base pairs, allowing
for discrimination between correct base pairing
and mismatches. Structural data suggests that
unstacking of A1492 and A1493 occurs during nor-
mal translation if favorable interactions can be
made across the minor groove with both mRNA
and cognate tRNA in the codon-anticodon helix.
When paromomycin is bound, the bases are
flipped out of the helix causing an increase in the
affinity of cognate and near-cognate tRNAs, and
also the error rate. NMR studies show that paro-
momycin and gentamycin interact with 16S rRNA
in the same manner, indicating that other
aminoglycosides induce errors in translation via
the same mechanism.

Hygromycin B is an aminoglycoside composed
of four rings (I-IV) that inhibits translocation by
sequestering tRNA in the A-site. It binds above
paromomycin in the major groove near the top of
helix 44 (Fig. 2), contacting rRNA from both
strands (nucleotides 1400–1410 and 1490–1500).
Hygromycin B binds exclusively to RNA bases in a
sequence-specific manner. The drug adopts an

Fig. 1 Schematic drawing of the morphology of the 
ribosome. The ribosomal subunits are labeled, as are 
the approximate locations of their respective func-
tional centers. The drawing is a transparent view from 
the solvent side of the small subunit. Transfer RNAs 
are shown in different binding states with the arrow 
indicating their direction of movement through the 
ribosome. The tRNA anticodon ends are oriented 
towards the viewer, whereas the 3’-ends of the tRNAs 
are oriented towards the peptidyl transferase region 
on the large subunit. The letters ‘h’ and ‘b’ denote the 
head and body regions on the 30S subunit, respec-
tively.
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extended structure and makes base-specific
hydrogen bonds spanning more than three bases
along one strand of helix 44. Hygromycin B pre-
vents movement from the A- to the P-site by inter-
acting with regions of helix 44 that are known to
be involved in translocation. Binding of the drug
could also disrupt the switch between ram and
restrictive states since this transition affects bases
in the hygromycin B binding site.

� Tetracycline  is known to block binding of
aminoacyl-tRNA to the A-site, but not initial bind-
ing of the EF-Tu:aminoacyl-tRNA:GTP ternary
complex. The primary binding site is located just
above the binding site for aminoacyl tRNA,
between the head and the body of the 30S subunit.
The drug interacts with the sugar phosphate back-
bone of residues in helices 31 and 34 through
hydrogen bonds with oxygen atoms and hydroxyl
groups on the hydrophilic side of the drug (Fig. 3).

A magnesium ion is found in the binding site that
mediates salt bridge interactions between the drug
and the backbone of 16S rRNA. The binding site is
not well conserved between bacteria and eukaryo-
tes, providing a rationale for the specificity of the
drug for bacteria. Tetracycline prevents binding of
tRNA in the A-site through steric hindrance. The
initial binding of tRNA in the ternary complex is
not affected since its angle of approach is different
from free tRNA in the A-site, avoiding a steric
clash with the antibiotic.

Tetracycline has a secondary binding site in the
H27 switch region that may also be functionally
significant. The drug binds at the interface of the
three domains of 16S rRNA, close to helix 44 and
between helices 11 and 27. As with the primary
binding site,  contacts are made from the
hydrophilic face of the drug to the backbone of 16S
rRNA. In this binding site, tetracycline may func-
tion to stabilize the ram state.

The universal antibiotic pactamycin targets a
highly conserved region of 16S rRNA, contacting
the tips of helices 23b and 24a in the central
domain. Pactamycin folds up to mimic a RNA
dinucleotide in that its two distal aromatic rings

Fig. 2 The bound structures of paromomycin and 
hygromycin B in helix 44 of the 30S subunit. Two 
nucleotides in helix 44, A1492 and A1493, are labeled, 
as are rings i–iv of paromomycin and rings I-IV of 
hygromycin B (from (4) with copyright permission).

Fig. 3 The chemical structure of tetracycline and pos-
sible interations with 16S rRNA in the primary bind-
ing site. Arrows with numbers indicate distances (in 
Å) between functional groups. There are no intereac-
tions observed between the upper portion of the mol-
ecule and 16S rRNA, consistent with data that these 
positions can be modified without affecting inhibi-
tory action (from (4) with copyright permission).
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stack on each other and G693 (Fig. 4). The central
ring of the drug interacts with nucleotides in heli-
ces 23b and 24a. The stacked aromatic rings lie in
the position occupied by the last two bases of the
E-site codon, displacing mRNA from its normal
position and disrupting interactions with the E-
site tRNA (Fig. 4). The position of the bound drug
also suggests that it would disrupt the χ Shine-
Dalgarno interaction, which is im portant for initi-
ation in bacteria.

Antibiotics and the Peptidyl Transferase Center
The peptidyl transferase center is the site where
peptide bond form ation occurs, and is located in a
cavity on the interface side of the 50S subunit that
leads into the peptide exit channel. It is the bind-
ing site for the 3′-term ini of both donor and accep-
tor tRNA substrates, and is targeted by a group of
structurally diverse antibiotics that either inhibit
peptide bond form ation directly (including am ice-
tin, chloram phenicol, purom ycin and sparsom y-
cin) or indirectly by interfering with m ovem ent of
the nascent peptide (including erythrom ycin and
the streptogram in B drugs). The structures of bac-
terial 50S-antibiotic com plexes have localized
binding sites of chloram phenicol, erythrom ycin
and clindam ycin that are consistent with biochem -

ical and genetic data (Fig.5) and represent a for-
ward step towards understanding their inhibitory
m echanism s (5).

Chloram phenicol is a com petitor of purom y-
cin and thereby considered to be an inhibitor of
the A-site. Several functional groups on the drug
are within hydrogen-bonding distance of nucle-
otides in the peptidyl transferase cavity including
G2061, C2452, U2504, G2505 and U2506 (Fig.5).
Two divalent m agnesium  ions are involved in chlo-
ram phenicol binding and m ediate som e interac-
tions between the drug and the peptidyl trans-
ferase cavity. Chloram phenicol binds in the A-site
and m ay interfere with the positioning of the am i-
noacyl m oiety and form ation of the transition
state.

Erythrom ycin is a m acrolide antibiotic com -
posed of a 14-m em bered lactone ring, substituted
with desosam ine and cladinose sugars, which does
not block peptide bond form ation directly. The
χ m acrolides are believed to function prim arily by
blocking the nascent peptide from  the exit tunnel.
Reactive groups of the desosam ine sugar and the
lactone ring m ediate all hydrogen bond interac-
tions with the peptidyl transferase cavity. The sec-
ond generation derivatives, clarithrom ycin and
roxithrom ycin, bind to the ribosom e in the sam e

Fig. 4 The binding site of pactam ycin on the 30S subunit. The positions of m RNA, the RNA elem ents H28, 
H23b, H24a, and the C-term inus of protein S7 are depicted in the E-site of the native 30S structure (left) and in 
the 30S-pactam ycin com plex (right). In the com plex with pactam ycin, the position of m RNA is altered (from  
(4) with copyright perm ission).
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fashion as erythromycin. The 2′-hydroxyl group of
the desosamine sugar interacts with the N6 and N1
atoms of A2058, providing an explanation for why
A2058 is essential for macrolide binding. Two
common macrolide resistance mechanisms
include 1) dimethylation of N6 of A2058, and 2)
rRNA mutations at A2058. Dimethylation causes
steric hindrance and prevents hydrogen bonds to
the desosamine sugar. The importance of A2058
for macrolide binding explains the selectivity of
macrolides for bacterial ribosomes. Position 2058
is one of a few nucleotides in the peptidyl trans-
ferase loop that is not conserved in all phyloge-

netic domains, with the mitochondrial and cyto-
plasmic 23S rRNAs of larger eukaryotes having a G
at this position. Binding of erythromycin and an
adjacent magnesium ion reduces the diameter of
the peptide tunnel entrance by over 50%, suggest-
ing that macrolides can sterically block progres-
sion of the nascent peptide into the tunnel.

Clindamycin, a lincosamide antibiotic, binds to
the peptidyl transferase center so as to contact
both A- and P-sites. The three hydroxyl groups
and carbonyl group on the drug are positioned to
interact with nucleotides A2058, A2059, A2503 and
G2505 (Fig. 5). Two hydroxyl groups interact with

Fig. 5 Nucleotides at the binding sites of chloramphenicol, erythromycin and clindamycin at the peptidyl 
transferase center. The nucleotides that are within 4.4 Å of the antibiotics chloramphenicol, erythromycin and 
clindamycin in 50S-antibiotic complexes are indicated with the letters C, E, and L, respectively, on the second-
ary structure of the peptidyl transferase loop region of 23S rRNA (the sequence shown is that of E. coli). The 
sites of drug resistance in one or more peptidyl transferase antibiotics due to base changes (solid circles) and 
lack of modification (solid square) are indicated. Nucleotides that display altered chemical reactivity in the 
presence of one or more peptidyl transferase antibiotics are boxed.
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the N6 group of A2058, explaining its importance
in lincosamide binding and why modifications or
mutations at this position lead to drug resistance.
The binding site of clindamycin suggests that it
can interfere with the positioning of the 3′-ends of
tRNA in the A- and P-sites, while also blocking
access to the peptide tunnel.

�������

The ribosome is currently understood as a
dynamic ribonucleoprotein assembly that is an
active participant in protein biosynthesis. This
view is strongly supported by images of the ribos-
ome (7.5–20 Å resolution) in different functional
states obtained from cryoelectron microscopy.
Structures of ribosomal subunit-antibiotic com-
plexes have made measurable contributions
towards understanding both the universal mecha-
nisms of translation and antibiotic inhibitory
mechanisms. The structures illustrate the large
diversity of binding sites and strategies to inhibit
protein synthesis utilized by ribosome-targeting
antibiotics.

In general, antibiotics interfere, either directly
or indirectly, with movements of ribosomal com-
ponents or the positioning of mRNA template or
tRNA substrates that are critical for ribosome
function. On the 30S subunit, several antibiotics
inhibit the relative movement of ribosomal com-
ponents, either those necessary for translocation
(spectinomycin, hygromycin B) or the helix 27
accuracy switch (streptomycin). A family of
aminoglycosides (including paromomycin and
gentamicin) induces a conformational change in
16S rRNA that is normally induced by a cognate
tRNA during the decoding process. Other antibiot-
ics inhibit tRNA binding in the A-site (tetracy-
cline) or displace mRNA (pactamycin), leading to
disruption of the E-site tRNA interaction and the
Shine-Dalgarno interaction in prokaryotes. In the
peptidyl transferase cavity on the 50S subunit,
antibiotics interfere with the proper positioning of
tRNAs and their movement through the active site
(chloramphenicol, clindamycin) or with move-
ment of the nascent peptide into the peptide tun-
nel (erythromycin). The structures of the ribos-
ome, ribosomal subunits, and their complexes
have provided a wealth of molecular detail and
have paved the way for rational drug design. This

will be important in both modifying existing anti-
biotics to produce more potent inhibitors and
identifying new target sites for drug action on the
ribosome.
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Ribozymes are small RNA molecules with endori-
bonuclease activity. Under appropriate condi-
tions, ribozymes exhibit sequence-specific cleav-
age of the target. The cleaved messenger RNA
(mRNA) is destabilised and subject to intracellu-
lar degradation.

� Antisense Oligonucleotides 
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Rigidity is muscular stiffness throughout the
range of passive movement in a limb segment.
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associated (VA) RNAs which are transcribed by
RNA polymerase III. They produce small, compact
RNAs that possess stability in the intracellular
environment.

� Antisense Oligonucleotides

�*��	

RNAse is an enzyme that catalyses the breakdown
of RNA molecules into their component nucle-
otides. RNAses are extremely common in the
modern world, resulting in very short lifespans for
any RNA that is not in a protected environment.

� Antisense Oligonucleotides
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� Receptor Tyrosine Kinase
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This acronym stands for Reverse Transcriptase
Polymerase Chain Reaction, a method used to first
copy a strand of RNA into cDNA, then amplify it
through standard PCR methods.

� Gene Expression Analysis 
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� Retinoid X Receptor 
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Ca2+ release channel, Ca2+-induced Ca2+ release
(CICR) channel, foot or depolarization-induced
Ca2+ release (DICR) channel

�	��������

Ryanodine receptor is a Ca2+ release channel pro-
tein in the � sarcoplasmic reticulum (SR) or the
endoplasmic reticulum that binds [3H]ryanodine,
after which it is named, with high affinity in a
Ca2+-dependent way. A monomer of about 5000
amino acid residues (~560 kD) is divided into a
large hydrophilic N-terminal domain on the cyto-
plasmic side and a small hydrophobic C-terminal
domain (1/10–1/5) containing 4–8 transmembrane
domains, with both N- and C-termini in the cyto-
plasm (Fig. 1). Its homotetramer (Fig. 2) is active
as a Ca2+ release channel which can primarily be
opened by Ca2+ that binds to the high-affinity
activating Ca2+-site (� CICR). In skeletal muscle,
however, gating by the conformation change of the
voltage  sensor,  i .  e . ,  the  α 1S  subunit  of
� dihydropyridine receptor  (DHPR), is of physio-
logical relevance (� DICR). CICR in skeletal mus-
cle is involved rather in pathological conditions
such as in malignant hyperthermia. CICR is physi-
ologically important in cardiac and smooth mus-
cle contraction.

� Voltage-dependent Ca2+ Channels

����
� ����
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There are three genetically distinct isoforms of the
ryanodine receptor (RyR) in mammals: RyR1 pri-
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marily in the skeletal muscles, RyR2 in the cardiac
muscle and in the brain, albeit in a lesser amount,
and RyR3 ubiquitously in various organs and tis-
sues, but in such a miniscule amount that only the
sensitive Western blot can detect occurrence of the
isoform. This distribution of each isoform is also
true in other vertebrates, except that their genetic
loci have not yet been determined and two iso-

forms (RyR1 and RyR3 homologues, also referred
to as α- and β-RyR, respectively) are detected in
similar amounts in many vertebrate skeletal mus-
cles. A huge integral membrane protein that shares
the molecular characteristics described above was
also detected in C. elegans, fruit fly and recently in
sea urchin eggs. Descriptions, however, are limited
to vertebrate RyRs.

Fig. 1 Schematic illustration of characteristic structure and function of monomeric RyR. Common structural 
characteristics are depicted with RyR1 as the representative of the three isoforms. D1, D2, and D3 represent 
regions of high sequence diversity among RyR1-3 isoforms. D2 is characteristically missing in RyR3. CaM-BS, 
calmodulin binding sites. About 1000 residues in the C-terminal side compose the main channel-forming 
domain, which can essentially function as a Ca2+ channel, including putative ryanodine-, Ca2+- and ATP-bind-
ing sites, and hydrophobic 4, 6 or 8 transmembrane segments. A large hydrophilic N-terminal region lies in the 
cytoplasm and serves as the regulatory (modulatory) domain. Both the N- and C-termini are detected in the 
cytoplasmic side. An amino acid mutation of RyR1 in malignant hyperthermia (MS) can be detected in regions 
1–3. Dan-BS, dantrolene binding site. Recently, familial ventricular tachycardia in the absence of any evidence 
of structural myocardial disease (VT) and with accompanying right ventricular dysplasia (ARVD2) have been 
determined to be caused by a missense mutation in RyR2, whose functional changes are not yet examined. 
Notably, the mutated sites well correspond to those of MH in RyR1. Inositol trisphosphate (IP3) receptor, 
another Ca2+ release channel opened by IP3 that occurs mainly in cells other than striated muscles, shows sim-
ilar characteristics in its primary structure: of the total ~2700 amino acid residues, a large hydrophilic N-termi-
nal region that is further divided into IP3-binding domain (~600 N-terminal residues) and regulatory domain 
(~1600 residues), and a small hydrophobic C-terminal region containing 6 or 8 transmembrane segments 
which show a higher similarity to the counterparts of RyR. The unit conductance of RyR/Ca2+ release channel is 
~600 pS with Na+ or K+ and ~100 pS wih Ca2+, whereas that of IP3-R/Ca2+ release channel is about 5 times less 
than that of RyR.
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Ryanodine, an alkaloid, is well known for its
action of inducing a slowly appearing but robust
and sustained � contracture  of vertebrate skeletal
muscles. The underlying mechanism was found to
be the binding of ryanodine to CICR channels at
the open state, holding them at this state. Using
these characteristics, the binding protein, i. e., RyR
was isolated from skeletal (RyR1) and cardiac
(RyR2) muscles. Electron microscopic observa-
tion of the isolated RyR1 (Fig. 2) proved that its
cytoplasmic part is the foot, the electron dense
material spanning between the � T-tubule  and the
junctional face of � SR  (TC), which plays the most
critical role in � excitation-contraction coupling
(� EC coupling) in skeletal muscle (see Fig. 3A).
The myotube from DHPR-deficient mice (dysgenic
mice), which die of asphyxia at birth, shows no
muscle contraction or charge movements reflect-
ing conformation change of the L-type Ca2+ chan-
nel molecules in the T-tubule by electrical stimula-
tion. Nowadays, DHPR in the T-tubule of skeletal
muscle serves as the voltage sensor, the conforma-
tion change of which is transmitted to RyR1 result-
ing in Ca2+ release, i. e., DICR.

Fig. 3B shows details of relative positions of feet
and tetrads  (four assembled DHPRs in a cluster).
Two (in some cases three) rows of feet are aligned
in the junctional face of the SR (TC), and tetrads
are located in the T-tubule in precise register
opposite alternate feet. In cardiac muscle and
probably also in smooth muscle, however, neither
this tight relationship between tetrads and feet nor
tetrads themselves are observed, although feet are
clustered around DHPRs which appear as large
intramembranous particles. The myotube from

RyR1-deficient mice, which die of asphyxia at
birth, shows loss of foot (dyspedic  mice) that is
recovered by expression of RyR1. Tetrads could be
observed only when RyR1 was expressed in dys-
pedic myotubes, but not when RyR2 or RyR3 was
expressed. This means that neither RyR2 nor RyR3
induces tetrad formation. DHPRs primarily act as
channels for Ca2+ influx in cardiac and smooth
muscles. In skeletal muscle, in contrast, they serve
as voltage sensors rather than Ca2+ channels (see
later). A RyR2-deficient embryo, incidentally, dies
at an early stage of development, whereas RyR3-
deficient mice do not show obvious abnormality.

The CICR activity of RyR is evaluated by Ca2+-
dependent [3H]ryanodine binding with a stoichi-
ometry of 1 mol per mol of a tetramer with KD of
2–3 nM or larger, depending on the experimental
conditions, also by Ca2+-activated channel activ-
ity on the lipid bilayer membrane, and by CICR
from isolated SR vesicles in in vitro experiments,
whereas by � Ca2+ transients and � Ca2+ sparks in
in situ or in vivo experiments. Reliable determina-
tion of DICR is made in in vivo experiments.

The opening of RyR is activated by Ca2+ at a
concentration lower than 0.1 mM (EC50 ~10 µM)
and inhibited by Ca2+ at a concentration higher
than this (IC50 ~3 mM). This biphasic Ca2+

dependence can be explained by Ca2+ binding to
high affinity activating Ca2+ sites (A-sites) and to
low affinity inactivating Ca2+ sites (I-sites) of RyR.
RyR1 is more variable than RyR3 in Ca2+ sensitiv-
ity among animal species and muscle fiber types:
EC50 is varied between 1 and 10 µM. RyR1 diver-
sity is also found in the amino acid identity and in
mobility on SDS-PAGE. Whereas RyR3 is more

Fig. 2 Ryanodine receptor 
(calcium release channel) 
viewed from the cytoplas-
mic face and parallel to 
the membrane. 3D recon-
struction of tetrameric 
RyR/calcium release 
channel; courtesy of Dr. T. 
Wagenknecht (3).
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homogeneous in these properties, the content is
varied among animal species, muscle fiber types
and ages. Although there are many reports that the
sensitivity to Ca2+ of RyR2 is higher in the A-sites
and lower in the I-sites than RyR1, some investiga-
tors insist there is no significant difference
between the two isoforms. It should be noted that
channel activity of RyR (particularly RyR2 and
RyR3) when incorporated into the lipid bilayer
membrane may show a different Ca2+ dependence:
It is much steeper, and there is higher sensitivity

to stimulating Ca2+ and weaker inhibition at
higher Ca2+. These differences are partly due to
the greater vulnerability of RyR2 and RyR3 to oxi-
dation in the lipid bilayer membrane.

The CICR activity including [3H]ryanodine
binding and channel activity on the lipid bilayer
membrane is modulated by endogenous sub-
stances, particularly Mg2+ and ATP. Mg2+ serves
as an antagonist to Ca2+ in the A-sites and as an
agonist of Ca2+ in the I-sites. The A-site shows as
much as 20–30 fold preference for Ca2+ over Mg2+,
but the I-site shows no preference between the two
cations. Mg2+, therefore, shifts the pCa-activity
relationship to a higher Ca2+ concentration range
with reduced peak activity. The inhibitory effect of
Mg2+, in other words, depends on the Ca2+ con-
centration where the effect is examined. Cytoplas-
mic Mg2+ concentration is estimated to be 1 mM in
striated muscles and about 0.5 mM in smooth
muscle or non-muscle cells. The EC50 for Ca2+ in
CICR in the frog skeletal muscle myoplasm was
estimated to be 30 µM, whereas in tension devel-
opment of myofibrils it was around 2 µM.

AMPPCP, an unhydrolyzable analog of ATP,
increases the peak activity alone without any
change in the Ca2+ dependence of CICR. This
effect is also observed with ATP, ADP and AMP,
whose stimulating effects are irrespective of free,
Ca2+- or Mg2+-complexed form. The CICR activity
including [3H]ryanodine binding and channel
activity, A, can be expressed by the equation, A =
Amax * fA * (1-fI) where fA and fI stand for frac-
tional ratios for A- and I-sites occupied by Ca2+

and/or Mg2+, respectively, and Amax represents the
maximum attainable activity under the experi-
mental condition. The effect of an adenine nucle-
otide is to increase Amax alone without changing
fA or fI. The maximum attainable activity (Amax),
therefore, is not fixed but variable, depending on
the experimental conditions. This finding means
that occupation of the A-sites by Ca2+ is a neces-
sary but not sufficient condition for CICR.

In skeletal muscle, Ca2+ influx is not necessary
for contraction by electrical stimulation. As shown
in Fig. 3B, half of RyR1s are coupled with DHPR,
but the other half are uncoupled. Therefore it
might be possible that the Ca2+ released from cou-
pled RyR1 enhances CICR from uncoupled RyR1.
The rate of CICR under conditions simulating the
myoplasm, in the presence of 1 mM Mg2+ and 4–

Fig. 3 Mammalian skeletal muscle (a) and the appara-
tus essential for EC coupling (b). The T-tubule invagi-
nates at the A–I junction of mammalian skeletal 
muscle. TC, terminal cisternae of the SR; LT, longitu-
dinal tubule of the SR. Panels A and B were partly 
modified from (6) and (7), respectively.
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8 mM ATP, was estimated to be 10–20 min-1 at
most in skinned  frog skeletal muscle fibers,
whereas DICR was est imated to be 1200–
3000 min-1. Even if RyR were to become insensi-
tive to Mg2+, the rate of CICR would be no more
than 100 min-1. The rate of CICR in skeletal muscle
is so low that its contribution to DICR that is of
physiological relevance in electrical stimulation of
muscle would be minor. CICR is, however, criti-
cally involved in the mechanism underlying
� malignant hyperthermia where missense muta-
tion in a single amino acid residue of RyR1 is in
many cases believed to be the cause (see Fig. 1).

In the SR membrane, RyR is complexed with
FKBP12  (or 12.6) and calmodulin with a stoichi-
ometry of each of 1 mol/mol of RyR monomer on
the cytoplasmic side, and with calsequestrin and
triadin in the luminal side, which can modulate
CICR activity. These may be reflected in the find-
ing that the affinities of A- and I-sites for Ca2+ and
Mg2+ in [3H]ryanodine binding to purified RyR1
and 3 are lower than those of CICR channels in the
native SR, keeping the selectivity of Ca2+ over
Mg2+ unchanged. Notably, the native RyR1 in the
SR is selectively suppressed in [3H]ryanodine
binding, whereas purified RyR1 and RyR3 show
indistinguishable binding. Scatchard plot analysis
showed that the dissociation constant was greatly
increased without change in the maximum
number of binding sites. This means that all RyR1
channels are active, but their Amax is reduced; the
mechanism underlying this remains to be eluci-
dated. Therefore, CICR in frog skeletal muscle is
largely performed by RyR3 or β-RyR.

In contrast, in cardiac and smooth muscles and
non-muscle cells where the contraction or the bio-
logical responses depend largely on the Ca2+

inflow from the medium, CICR is critically impor-
tant. Dimensions of these cells are small, and the
response cannot be as fast as in DICR in skeletal
muscles. Correspondingly, RyR2 and RyR3 accom-
plish CICR alone, whereas RyR1 performs not only
CICR but also DICR. It should be mentioned that
RyR2 appears to show much higher rate of CICR
than RyR1, because CICR in cardiac ventricle mus-
cles is too fast to determine its time course by the
method adopted in skeletal muscle.

For DICR, RyR1 must closely interact with
DHPR (see Fig. 3B); a conformation change in
DHPR upon depolarization of T-tubule causes an

opening of the gate of RyR1 (orthograde signal-
ing) and the existence of RyR1 induces a tetrad for-
mation of DHPR and enhances Ca2+ entry through
the L-type channel (retrograde signaling). The
critical site of DHPR for interactions is the cyto-
plasmic loop connecting domains (or repeats) II
and III of α1S subunit (II-III loop) of DHPR. The
counterpart in RyR1 is suggested to be a region
between 1635 and 2636 amino acid residues. A
region, 2569–3720 of RyR1 also seems to be
required for retrograde signaling (Fig. 1). The
interaction sites are quite likely to be multiple and
further investigations are required.

�����

Ryanodine and its derivatives (Ryanoids): A neu-
tral alkaloid from the ground stem wood and root
of Ryania speciosa  Vahl. It specifically binds to the
open state of the CICR channel/RyR, but not to the
closed state, which enabled the isolation and iden-
tification of RyR. 

This effect of sustained opening results in the
increase of the cytoplasmic Ca2+ and robust, but
characteristically slowly appearing contracture in
skeletal muscles because the released Ca2+

remains within the myoplasm. In cardiac muscles,
however, negative inotropism, i.e., decrease in car-
diac contraction is the effect, because the released
Ca2+ is rapidly extruded out of the sarcoplasm,
largely by the Na+-Ca2+-exchange reaction. In the
lipid bilayer membrane experiments, persistent
subconductance state was observed. In a high con-
centration of 10 µM or more, the channel was
reported to be closed again; but in the � skinned
fiber no closing was observed and the store
remained depleted. The natural ryanodine is very
slow in its binding and action, and faster deriva-
tives are being synthesized as tools for investiga-
tion.

 ���	��	
This drug increases CICR activity by two actions:
increase in the affinity for Ca2+ alone in only the
A-site and increase in the maximum attainable
activity (Amax). The former effect reached the
maximum at 10 mM, whereas the latter effect
increased beyond this. The latter effect is more
potent in frog than in mammalian skeletal mus-
cles, whereas the former effect is similar. It also
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increases � twitch  response at a low concentra-
tion.

 ���	��	�!�4	�
����
Halothane and inhalation general anesthetics,
phenols (thymol, 4-chloro-m-cresol, 4-chloro-3-
ethyl-phenol and others), and quercetin stimu-
lated CICR in a way similar to that of caffeine. The
details, however, remain to be elucidated.

"��	����-����
Imperatoxin A is a basic peptide of 33 amino acid
residues obtained from the venom of the African
scorpion Pandinus imperator. It was first believed
to be an activator specific to RyR1, but later it was
realized that RyR2 and RyR3 were also stimulated.
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Oxidation (or modifications) of some -SH thiols
reversibly increased CICR activity, whereas more
extensive modification inactivated the channel
irreversibly. Stimulated channels show an
increased sensitivity to activators such as Ca2+, an
adenine nucleotide and caffeine, whereas they
show less inhibition by Mg2+ and a high concen-
tration of Ca2+.

=/>:?
FK506 removes FKBP12 or 12.6 from RyR1 or RyR2,
resulting in activation of channel activity. At high
concentration, FK506 shows a direct stimulatory
effect on [3H]ryanodine binding.
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Procaine and Tetracaine decrease CICR activity.
Their inhibition is independent of Ca2+, and thus
the reduction in the maximum attainable activity
(Amax) is probably of primary importance.

������!	�	
Dantrolene is an antidote for malignant hyper-
thermia without having impact on cardiac per-
formance; therefore, there is no effect on RyR2.

[3H]Ryanodine binding to RyR1 and RyR3 is
decreased. It was reported that the drug was effec-
tive in suppression of twitch  but was less effective
on � tetanus.

����	������	

Ruthenium Red inhibits CICR, [3H]ryanodine
binding and channel activity, but does not inhibit
Ca2+-pump activity. It also inhibits mitochondrial
function.

 �
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It was first shown that cADPR was increased in sea
urchin eggs activated by fertilization, resulting in
Ca2+ release through a RyR-like channel. In mam-
malian cells, the action of the reagent was reported
to be dependent on the isoform; many investiga-
tors reported that RyR2 is sensitive to cADPR, but
some investigators claimed that it is RyR3 that is
sensitive to the reagent.
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Selective Androgen Receptor Modulators (SARMs)
are androgen receptor (AR) ligands that display
tissue-specific androgenic/antiandrogenic activi-
ties.

� Selective Sex-steroid Receptor Modulators
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Selective estrogen receptor modulators (SERMs)
are synthetic compounds with partially agonistic
and partially antagonistic estrogenic properties. In
bone, selective estrogen receptor modulators
(SERM) inhibit bone resorption via the mecha-
nisms known for estrogens. Major SERMs are
tamoxifen, a triphenylethylene compound, and
raloxifene. In postmenopausal women, the latter
has been shown to prevent bone loss and to reduce
fracture risk by 40%.

� Selective Sex-steroid Receptor Modulators
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Selective noradrenaline reuptake inhibitors
(SNRIs) are a group of drugs, which act as antide-
pressants by the selective inhibition of the
reuptake of noradrenaline from the synaptic cleft
via the selective blockade of the noradrenaline-
specific neurontransmitter transporter (e.g. rebox-
etine).

� Antidepressants
� Neurotransmitter Transporters
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Selective progesterone receptor modulators
(SPRMs, mesoprogestins) are progesterone recep-
tor (PR) ligands that exhibit agonistic and antago-
nistic activities. Examples are J876 and J1042.

� Selective Sex-steroid Receptor Modulators
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Selective serotonine reuptake inhibitor (SSRI) is
an abbreviation for the class of antidepressants
known as the Selective Serotonin Reuptake Inhibi-
tors. Examples of SSRIs include fluoxetine (Pro-
zac), paroxetine (Paxil), citalopram (Celexa) and
sertraline (Zoloft). These drugs selectively inhibit
the serotonin transporter thus prolonging the syn-
aptic lifespan of the neurotransmitter serotonin.

� Antidepressants
� Neurotransmitter Transporters
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JULIE M. HALL, KENNETH S. KORACH
National Institute of Environmental Health 
Sciences, Research Triangle Park, NC USA
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Mixed agonists/antagonists; tissue-specific ago-
nists/antagonists
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Selective sex-steroid receptor modulators are com-
pounds that mimic the effects of sex steroids in
some tissues, while at the same time can oppose
endogenous hormone action in other tissues.

� Gluco-/Mineralocorticoid Receptors
� Sex Steroid Receptors

%��!������
The sex steroids comprise a class of hormones
including � estrogens,  � progestins  and
� androgens  that play important roles in the
development and maintenance of the male and
female reproductive systems. In addition, sex ster-
oids have functions in tissues other than those
related to reproduction. For example, estrogen is
involved in the development and maintenance of
skeletal integrity and is an important regulator of
triglyceride and cholesterol homeostasis. Not all of
the biological functions of the sex steroids are
beneficial, however, as chronic simulation by
estrogens, progestins and androgens has been
implicated in the genesis and progression of can-
cers in a number of tissues. The necessity for com-
pounds that retain the beneficial effects of sex
steroids in some tissues but oppose the action of
endogenous hormone in others has resulted in the
generation of a novel class of pharmaceuticals
termed selective steroid receptor modulators
(SSRMs). This chapter will focus primarily on
known � selective estrogen receptor modulators
(SERMs), which represent a class of pharmaceuti-
cals used clinically for cancer and osteoporosis,
and for sustaining beneficial effects of estrogen in
postmenopausal women (1,4,5). The general
mechanisms of SERMs are similar to that of
� selective progesteron receptor modulators
(SPRMs)  and � selective androgen receptor mod-
ulators (SARMs), which are currently in develop-
ment for the treatment of progesterone- and
androgen-associated pathologies, respectively.
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The ovarian hormone estrogen is a key regulator
of the processes involved in the growth, differenti-

ation and function of a wide variety of tissues of
diverse functions. The importance of estrogen in
sustaining overall health is evidenced by the
adverse effects of hormone deficiency in postmen-
opausal women who experience increased hot
flashes, depression, cardiovascular disease, and
losses in bone mineral density that often lead to
osteoporosis. These observations have led to the
development of � estrogen replacement therapies
(ERT), where premenopausal estrogen levels are
restored and the symptoms of menopause are alle-
viated. The best studied responses are in bone,
where ERT can decrease the incidence of hip frac-
tures by 50%, and in the central nervous system,
where up to 90% inhibition of hot flashes is
observed. ERT has also been shown to be associ-
ated with improvement in cognitive function in
postmenopausal women and may delay the onset
of Alzheimer’s disease (1,4).

Although the positive effects of ERT have been
well established, it has been shown that the cell
proliferative actions of estrogen can increase the
incidence of breast cancer in some patients. In
addition, duration of exposure to physiological
levels of unopposed estrogens is an established
risk factor for breast, uterine and ovarian cancer.
In an effort to attain pharmaceutical agents that
oppose the carcinogenic actions of estrogens,
� antiestrogens  have been developed, and are
being used clinical ly for the treatment of
� estrogen receptor (ER)-positive breast cancers.
The necessity for compounds that retain the bene-
ficial effects of estrogen in some tissues has
resulted in the generation of a novel class of anti-
estrogens (SERMs) that display tissue-specific
� agonist  and � antagonist  activities (1,4,5).
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The molecular pharmacology of estrogens and
antiestrogens is complex. It is clear, however, that
all of these compounds mediate their biological
activities through two intracellular receptors, the
ERs (ERα and ERβ) that function as ligand-induc-
ible transcription factors in target cell nuclei (4).
Hormone binding to the receptors transduces the
endocrine signal into genomic responses, result-
ing in the up-regulation or down-regulation of
specific genes at the messenger RNA (mRNA)
level. The mRNAs are then translated into pro-
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teins that function within the cells of hormone-
responsive tissues to regulate proliferation, differ-
entiation and homeostasis (Fig. 1).

Ligand binding is the event that initiates ER
signaling. According to classical receptor theory,
agonists (such as endogenous estrogens) act as
molecular switches, converting ER from an inac-
tive to an active form. Antiestrogens, synthetic
compounds developed to oppose the action of nat-
ural hormone, were thought to competitively
inhibit agonist binding and in doing so were able
to lock the receptor in a latent state. Thus, it was
considered that when corrected for affinity that all
agonists were functionally indistinguishable, and
likewise, antagonists were all the same. However,
the existence of SERMs indicated that this model is
oversimplified, as it does not account for the biol-
ogy of known antiestrogens. Some of the first evi-
dence that antiestrogens do more than freeze ER
in a latent state and thus play a more active role in
ER action came from clinical studies of patients

that were administered tamoxifen (see below,
SERMs)  as adjuvant therapy for estrogen-depend-
ent breast tumors. Strikingly, while tamoxifen
blocked the actions of estrogen in breast cancer
cells, it was shown to function as an agonist in
bone and the uterus, mimicking the actions of
estrogen. The observation that tamoxifen displays
tissue-specific agonist/antagonist activities was
inconsistent with the classical definition of antag-
onist action, and furthermore, suggested that this
compound may alter ER in such a way that the lig-
and-bound receptor would be recognized differ-
ently in distinct cell types (4).

The concept that different ligands play an
active role in ER function is apparent at the bio-
chemical level. In addition to competitive inhibi-
tion of estrogen binding, antiestrogens induce
unique conformations/structures of both ERα and
ERβ. This provides a structural basis for the
unique biological activities displayed by the differ-
ent compounds (4).

Fig. 1 The Biological Effects of Estrogens are Mediated through Nuclear Estrogen Receptors. Hormone diffuses 
into target cells where it binds to nuclear estrogen receptors (ER). This event induces a conformational change 
in ERs that enables the receptor to bind to the regulatory region of estrogen-responsive genes. The DNA-bound 
ER interacts with components of the general transcriptional apparatus (GTA) to induce gene transcription. The 
resultant mRNAs are transported into the cell cytoplasm where they are translated into proteins. These proteins 
function with the cell to mediate biological responses.
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The understanding of diversity in ligand-medi-
ated ER activity was advanced by the discovery of
transcriptional cofactors. These proteins, termed
� co-activators  and � co-repressors, bind the lig-
and-bound ER and enhance or decrease ER-medi-
ated transcription of target genes, respectively.
The ability of different ER agonists and antago-
nists to induce different conformations of the
receptors influences the binding of coactivators
and corepressors to the receptors (Fig. 2). Differ-
ent ligands induce unique structural changes in
ER that result in differential recruitment of coacti-
vators and corepressors, leading to diversity in
biological response. This provides a mechanism by
which different ligands acting through the same
receptor can mediate unique biological effects (4).
For example, estrogen induces coactivator recruit-
ment to ER, whereas when bound to the pure anti-
estrogen ICI 182,780, the conformation of ER is
compatible with corepressor (but not coactivator)
binding. Correspondingly, estrogen is a full ago-
nist of ER, while ICI functions as a pure antagonist

on the receptor. In contrast, when bound to the
SERM tamoxifen, which displays both agonist and
antagonist activities, ER is capable of interacting
with either coactivators or corepressors. It is likely
that diversity in the availability of coactivators or
corepressors in different target cells may be the
mechanism underlying the tissue-specific agonist/
antagonist activities of tamoxifen and other
SERMs. Thus, it will be important to identify the
cofactor proteins present in different ER target
cells in order to allow mechanistic screening for
new tissue-targeted SERMs.
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ER antagonists comprise two broad categories:
pure antiestrogens and SERMs. A summary of the
different biological functions associated with
some of the known antiestrogens is displayed in
Table 1.

�������
���
������
Pure antiestrogens, represented by ICI 182,780,
oppose estrogen and ER activity in all tissues (4).
In theory, these properties make Type I antiestro-
gens useful in cancer therapy since they block the
carcinogenic effects of estrogen in the breast and
reproductive system. However, since ICI 182,780
lacks the beneficial agonist effects of estrogen in
bone and in the cardiovascular and central nerv-
ous systems, the clinical use of this compound is
limited. Another pure antiestrogen, EM-800, has

Fig. 2 Cofactor Binding is Regulated by the Structure 
of the Ligand-ER Complex. Different ligands induce 
distinct conformations of ER (estrogen receptor), 
leading to differential cofactor recruitment. Pure ago-
nists like estrogen, drive the receptor into a structure 
compatible with coactivator binding, whereas pure 
antagonists (ICI182,780) induce a conformation rec-
ognized by corepressors. SERMs such as tamoxifen, 
which display both agonist and antagonist activities 
on ER, permit the receptor to interact with either 
coactivators or corepressors.

Tab. 1 Biological Activities of ER Ligands in Selected
Target Tissues.

bone breast cardio-
vasculature

uterus

estrogen +++ +++ +++ +++

ICI182,780 - - - -

tamoxifen + - + +

raloxifene + - + -

lasoxifene ++ - ++ -

+ denotes agonist activity 
-  denotes antagonist activity
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benefits in breast cancer patients who have
become resistant to tamoxifen (see below). Since
EM-800 also prevents bone loss and lowers serum
lipids, it is currently being used in late-stage clini-
cal trials in breast cancer patients (2).

�����

*���
�+�����
���,���The triphenylethylene tamoxifen
(Nolvadex) is the best characterized SERM, used
clinically since 1971. The notable antagonist effects
of tamoxifen in the breast make it a first line ther-
apy for the treatment of pre- and postmenopausal
women with estrogen-responsive advanced (stage
IV) breast cancer. In addition to the use in the pre-
vention and treatment of cancer, tamoxifen has
very beneficial effects in the maintenance of bone
mineral density and decreases serum triglyceride
(LDL) levels in postmenopausal women. Unfortu-
nately, the estrogenic activity of tamoxifen pro-
vides for undesirable uterotrophic effects, leading
to an increased risk for endometrial cancer in
women undergoing prolonged tamoxifen therapy.
Similar to that seen in women on ERT, tamoxifen
also induces ovarian cysts due to its agonist activ-
ity in the ovary. An additional concern has been
the observed development of “tamoxifen resist-
ance” in a significant proportion of women after
5 years of antiestrogen therapy. This term refers to
the phenomenon by which certain breast cancers
alter their biology and recognize the compound as
an agonist for growth. Other tamoxifen-derived
compounds such as toremifene, droloxifene and
idoxifene are currently being evaluated in clinical
studies for their potential long-term beneficial
effects in antagonizing ER-positive breast tumor
growth (1,3,5).

�������+�����
���,���Second generation SERMs
were developed with the objective of obtaining ER-
targeted pharmaceuticals that lacked the utero-
trophic and carcinogenic effects of tamoxifen. The
best characterized second generation SERM is
raloxifene  (EVISTA). This compound functions as
an estrogen in bone and the cardiovascular sys-
tem, but acts as a pure antagonist in the breast and
uterus. Type II antiestrogens are currently in clini-
cal use; raloxifene was shown to prevent bone loss
in preclinical trials of postmenopausal osteoporo-
sis. Consequently, raloxifene received FDA

approval for the prevention and treatment of oste-
oporosis in 1999 and is now widely used in the
clinic (1,4). The utility of raloxifene in the preven-
tion and treatment of breast cancer is currently
under investigation. Also demonstrating promise
is a compound termed lasofoxifene, which clini-
cally appears to possess the favorable qualities of
raloxifene, but is even more effective in enhancing
bone mineral density and decreasing serum LDL
and cholesterol levels (5).

-���
�����
���.������
”�����
Recently, leaders in the pharmaceutical industry
have developed a list of desired properties for a
third generation of SERMs (Table 2). In general,
future SERMs must oppose endogenous hormone
action in the breast and reproductive system while
displaying full estrogenic effects in the cardiovas-
culature, bone and central nervous systems. An
additional criterion is that third generation
SERMs will be effective in males in prevention of
age-related bone loss and in decreasing serum
lipid and cholesterol levels (5).

��
��
����������
�����������
�������
�
����/�����0
Progestins (progesterone and related compounds)
are ovarian hormones that mediate their biologi-
cal effects through an intracellular � progesterone
receptor (PR), a hormone-inducible transcription
factor. Progesterone is involved in the develop-
ment of the female reproductive system, preg-
nancy and fertility, and in regulation of gonado-
tropin hormone secretion. Progestins are used
clinically in oral contraceptives, to induce abor-

Tab. 2 Criteria for 3rd Generation SERMs.

1. Antagonize estrogen action in the breast and 
ovary.

2. Display no uterotrophic activity.

3. Bone protective to the full extent of estrogen.

4. Possess better cardiovascular and central nervous 
system profiles than current SERMs.

5. Contain potential benefits for men in protection 
against age-related bone loss and increases in 
cholesterol levels, without displaying estrogen-
like proliferative effects in the prostate. 
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tion and missed menses, and in treatment of
endometriosis and fibroids (3). Since progestins
function as antiestrogens in the uterus, yet display
proliferative effects in the breast, pharmaceutical
companies are currently engaged in efforts to
develop compounds that display tissue-targeted
progestin/antiprogestin activities. This should
provide for an additional class of anticancer
agents that retain the beneficial effects of proges-
terone in selected tissues.

��
��
������������������
�������
�
����/�����0
Androgens (testosterone and related compounds)
comprise a class of male steroid hormones
secreted by the testes. Androgens are essential for
spermatogenesis, formation of reproductive
organs and development of secondary sexual char-
acteristics. In addition, androgens are involved in
bone and muscle growth, regulation of hypotha-
lamic-pituitary hormone secretion, reproductive
behaviour, and neural regeneration (6). Unfortu-
nately, prolonged exposure to unopposed andro-
gens is an established risk factor for prostate can-
cer, a serious health concern among middle-aged
and elderly men. The proliferative effects of
androgens in the prostate are mediated through
the � androgen receptor (AR), which like ER and
PR, functions as a hormone-inducible transcrip-
tion factor in target cells (6). In an effort to attain
pharmaceutical agents that oppose the carcino-
genic actions of androgens in the prostate, AR
antagonists (antiandrogens) are currently in
development. To retain the beneficial effects of
androgens in some organs, it will be important to
develop tissue-targeted antiandrogens termed
SARMs. It is the hope that such compounds can be
used clinically for both the prevention and treat-
ment of prostate cancer.

������	
The sex steroids comprise a family of hormones
that share a similar mode of action through bind-
ing nuclear receptors and regulating the expres-
sion of genes involved in cell proliferation, differ-
entiation and function. Sex steroids have a wide
range of biological roles in reproduction and in
other organ systems. While many hormone func-
tions are critical for homeostasis, chronic stimula-
tion of sex steroid-mediated pathways has also
been implicated in cancer and other pathologies.

The necessity for compounds that retain the bene-
ficial effects of sex steroids in some tissues but
oppose the action of endogenous hormone in oth-
ers has resulted in the generation of SSRMs, which
display tissue-specific agonist and antagonist
activities. Further investigation into the mecha-
nisms by which different cells recognize ligand-
bound receptor complexes in a unique manner
will provide for mechanistic screening for new
pharmaceuticals that display more specific and
effective tissue-targeted activities.

����������
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Semaphorins are a large family of secreted and
transmembrane signaling proteins, that were first
described as regulating axonal guidance in the
developing nervous system. Recent studies sug-
gest that semaphorin receptors (plexins) also act
in such diverse processes as lymphocyte activa-
tion, control of vascular endothelial cell motility,
and lung morphogenesis. 
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852 Serotoninergic System

nisms. Activation of this receptor subtype inhibits
vomiting.

� Serotoninergic System
� Emesis

����
�����������	�
��

DANIEL HOYER
Novartis Pharma AG, Basel, Switzerland
daniel1.hoyer@pharma.novartis.com

�	���	��

Serotonin = 5-Hydroxytryptamine = 5-HT (=
enteramine)

$�����
���

The serotoninergic system is one of the oldest neu-
rotransmitter/hormone systems in evolution,
which may explain why � 5-HT interacts with such
a diversity of receptors of the G protein coupled
family and the ligand gated family, similarly to
acetylcholine, GABA or glutamate. 5-HT was dis-
covered in the gut in the 1930s and called
enteramine, then rediscovered in the 1940s in the
blood and called serotonin, as it had vasoconstric-
tor features. 5-HT is synthesised from L-tryp-
tophan, the tryptophan hydroxylase forming 5-
hydroxytrytophan (5-HTP), which by the L-amino
acid decarboxylase leads to 5-HT; serotonin can be
conjugated with glucuronide or sulfate or in
nerves metabolised via monoamine oxydase to 5-
hydroxyindolacetaldehyde and finally to 5-hydrox-
yindolacetic acid (via aldehydedehydrogenase). It
can also lead to 5-hydroxytryptophol by an aldehy-
dereductase in some peripheral nerves. Thus, 5-
HT acts both as a neurotransmitter with all the
features, such as intracellular storage, activity
dependent release, the existence of both pre- and
post-synaptic receptors, an active uptake system,
via the serotonin transporter and metabolising/
inactivating enzymes and a hormone, released
into the blood or gut to work more distantly.

� Antidepressant Drugs

� Antipsychotic Drugs
� Emesis

%�����(�����
����
���

��	���
��	
The main source of 5-HT is in the gut, more pre-
cisely enterochromaffin cells, where it is synthe-
sised from tryptophan. It can be released into the
gut lumen e.g. as a reaction to pressure and act on
receptors located on the smooth muscle, or into
the portal blood circulation, by a variety of nerv-
ous or alimentary stimuli. 5-HT is also found in
enteric neurons. In the blood, the vast majority of
5-HT is not free but found in the platelets, which
are endowed with a very active uptake system
(they probably do not synthesise 5-HT) and 5-HT
is stored in storage granules. Large amounts of 5-
HT are released during platelet aggregation, and it
can act locally on endothelial cells and vascular
smooth muscle. 5-HT is also found in mast cells.
In the central and peripheral nervous system, 5-
HT acts as a neurotransmitter on a large variety of
receptors, which may be located pre- or post-syn-
aptically. 5-HT is also found in the pineal gland,
where it is believed to serve essentially as a precur-
sor for the synthesis of melatonin by 5-HT-N-
acetyltransferase and hydroxyindole-O-methyl-
transferase, under the control of the clock in the
suprachiasmatic nucleus which during the circa-
dian rhythm modulates enzyme activity levels up
to 50 fold.

��

��
��4�5&������
�����#
	���
There are at least 14 different 5-HT receptors, and
the system is probably much more complex (see
Tables 1-3 and Fig.1). With the exception of 5-HT3
receptors, (ligand-gated ion channels), 5-HT
receptors belong to the � G-protein-coupled
receptor (GPCR) superfamily and, with at least
fourteen distinct members, represents one of the
most complex families of neurotransmitter recep-
tors. Multiple splice variants (5-HT4, 5-HT7) or
RNA edited isoforms (5-HT2C) have been
described; there is also evidence that homo- and
hetero-dimerisation (5-HT1B/1D) can occur. Fur-
thermore, peptide or lipid modulators of 5-HT
receptors have been described such as 5-HT mod-
uline (Leu-Ser-Ala-Leu (LSAL), a putative product
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of a chromogranin), which has selectivity for the
5-HT1B and 5-HT1D receptors, or oleamide, which
acts on several receptors (e.g. 5-HT2A/2C and 5-
HT7). Before the era of cloning three classes of 5-
HT receptors were proposed (1). However, as
molecular biology started to play a prominent role
in the discovery of additional receptors, the Serot-
onin Club Receptor Nomenclature Committee
proposed a classification system based on opera-
tional, structural and transductional information
(5). The current classification (3) is progressively
adapted to incorporate new information, obtained
with both recombinant and native receptors, and
favours an alignment of nomenclature with the
human genome to avoid species differences (2,4).
Currently, seven families of 5-HT receptors have
been recognised, 5-HT1 to 5-HT7.

The 5-HT1 receptor class comprises five recep-
tors (5-HT1A, 5-HT1B, 5-HT1D, 5-ht1E and 5-ht1F)
which, in humans, share 40–63% overall sequence
identity and couple somewhat preferentially to Gi/

o to inhibit cAMP formation (see Tables 1-3). The
5-ht1E and 5-ht1F receptors are given a lower case

appellation to denote that endogenous receptors
with a physiological role have not yet been found.
In contrast, 5-HT1A, 5-HT1B and 5-HT1D receptors
have been demonstrated functionally in a variety
of tissues. The 5-HT1C designation is vacant, as the
receptor was renamed 5-HT2C, due to structural,
operational and transductional similarities with
the 5-HT2 receptor family.

5-HT2A, 5-HT2B and 5-HT2C receptors exhibit
46–50% overall sequence identity and couple pref-
erentially to Gq/11 to increase inositol phosphates
and cytosolic [Ca++] (see Tables 1-3).

5-HT3 receptors belong to the ligand-gated ion
channel receptor superfamily, similar to the nico-
tinic acetylcholine or GABAA receptors and share
electrophysiological and structural patterns. The
receptors are found on central and peripheral neu-
rons where they trigger rapid depolarisation due
to the opening of non-selective cation channels
(Na+, Ca++ influx, K+ efflux). The response desen-
sitises and resensitises rapidly. The native 5-HT3
receptor, as revealed by electron microscopy in
neuroblastoma-glioma cells, is a pentamer, and
there may exist 3 different subunits.

5-HT4, 5-ht6 and 5-HT7 receptors all couple
preferentially to Gs and promote cAMP forma-
tion, yet they are classified as distinct receptor
classes because of their limited (<35%) overall
sequence identities. This subdivision is arbitrary
and may be subject to future modification.

Two subtypes of the 5-ht5 receptor (5-ht5A and
5-ht5B), sharing 70% overall sequence identity,
have been found in rodents. The human 5-ht5B
receptor gene does not encode a functional pro-
tein due to the presence of stop codons in its cod-
ing sequence. Human recombinant 5-ht5A recep-
tors inhibit forskolin-stimulated cAMP produc-
tion, although the receptor may also couple
positively to cAMP. Currently, a function for this
receptor is still being investigated.

Several endogenous 5-HT receptors have been
defined pharmacologically, although a corre-
sponding gene product encoding the receptor has
yet to be identified. As long as their structure is
unknown, these receptors are regarded as orphans
in the current nomenclature. One of these how-
ever, the so-called ‘5-HT1-like’ receptor mediating
direct vasorelaxation corresponds to the 5-HT7
receptor. On the other hand, the situation with the
remaining � orphan receptors  (see 3) has not

Fig. 1 Graphical representation of the current classifi-
cation of 5-hydroxytryptamine (5-HT) receptors. 
Receptor subtypes represented by shaded boxes and 
lower case designate receptors that have not been 
demonstrated to definitively function in native sys-
tems. Abbreviations: 3’-5’ cyclic adenosine mono-
phosphate (cAMP); phospholipase C (PLC); negative 
(-ve); positive (+ve).
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evolved further and thus the status quo ante
remains. In particular, no progress has been made
with the so-called 5-HT1P receptor, which is
present in the gut and whose pharmacology is
reminiscent of the 5-HT4 receptors, with the
restriction that some of the ligands described, like
the 5-HT dipeptides do not affect 5-HT4 receptors.

��
����	���
��	2(
�����
����
���
����
5-HT has been implicated in the aetiology of
numerous disease states, including depression,
anxiety, social phobia, schizophrenia, obsessive
compulsive disorders, panic-disorders, migraine,
hypertension, pulmonary hypertension, eating
disorders, vomiting and � irritable bowel syn-
drome (IBS) by interacting at different receptors.

5-HT is also a substrate for the 5-HT trans-
porter, itself an important player in the treatment
of depression and social phobia. It is the target for
� SSRIs (selective serotonin reuptake inhibitors)
such as fluoxetine, paroxetine, fluvoxamine and
citalopram or the more recent dual reuptake
inhibitors (for 5-HT and noradrenaline) such as
venlafaxine.

5-HT1A receptor agonists, such as buspirone or
gepirone, are being used/developed for the treat-
ment of anxiety and depression. Furthermore, the
5HT1A receptor and β-adrenoceptor antagonist,
pindolol, was reported to enhance the therapeutic
efficacy and shorten the onset of action of SSRIs
upon co-administration in severely depressed
patients. However, both positive and negative
findings have been reported, as is common in
depression trials. Flesinoxan, a 5-HT1A receptor
agonist, was initially developed as an anti-hyper-
tensive agent, however its effects in patients were
disappointing and this approach has now been
abandoned.

Interest in 5-HT1B receptor agonists has been
triggered by the anti-migraine properties of
sumatriptan, a non-selective 5-HT1D/1B receptor
agonist; various agonists have been developed for
this indication (dihydroergotamine (DHE), zol-
mitriptan, naratriptan, rizatriptan, elitriptan,
almotriptan, donitriptan and others. The putative
5HT1B receptor agonist, anpirtoline, has analgesic
and antidepressant-like properties in rodents and
interestingly, 5-HT1B receptor knockout mice were
reported to be highly aggressive and show an
increased preference for alcohol. However, the

development of 5-HT1B agonist ‘serenics’ such as
eltoprazine was not successful; the expected anti-
aggressive effects were not observed in patients.

The ant i -migraine 5-HT1 B/ 1 D agonist
sumatriptan labels 5-ht1F sites with high affinity.
The binding site distribution obtained was very
similar to that for 5-ht1F mRNA. Naratriptan also
has affinity for 5-ht1F receptors and it has been
hypothesised that they might be a target for anti-
migraine drugs. 5-ht1F receptor mRNA has been
detected in the trigeminal ganglia, stimulation of
which leads to plasma extravasation in the dura, a
component of neurogenic inflammation thought
to be a possible cause of migraine. LY 334370, a
selective 5-ht1F receptor agonist, inhibits trigemi-
nal stimulation-induced early activated gene
expression in nociceptive neurons in the rat brain-
stem. 5-ht1F selective ligands i.e. LY 344864 and
BRL 54443,  are currently in development
(migraine), however they also have affinity for 5-
ht1E receptors.

Ketanserin and MDL 100907 are selective
antagonists. Ketanserin was developed for the
treatment of hypertension, but 5-HT2A receptor
antagonism as a valid anti-hypertensive principle
is now questioned since ketanserin is a potent α1
adrenoceptor antagonist. LSD and other halluci-
nogens most probably produce hallucinations via
5-HT2A receptors. Although their selectivity vis-a-
vis 5-HT2B and 5-HT2C receptors is rather limited
this represents currently the best possible explana-
tion. 5-HT2A receptor antagonists such as risperi-
done, ritanserin, seroquel, olanzapine or MDL
100907 have been indicated/developed for the
treatment of schizophrenia. However, develop-
ment of MDL 100907 for acute schizophrenia was
stopped. The combination of dopamine D2 and 5-
HT2A receptor antagonism may still explain the
anti-psychotic activity of drugs such as clozapine,
olanzapine, seroquel and others.

BW 723C86 has agonist selectivity at the rat 5-
HT2B receptor, although less marked at human
receptors. 5-HT2B receptor antagonists such as SB
200646 may be indicated for the treatment of
migraine prophylaxis, given the vasodilatatory
role of this receptor and that a number of ‘older’
antimigraine drugs share 5-HT2B receptor antago-
nism. Activation of the 5-HT2B receptor is most
probably responsible for the valvulopathies
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reported for appetite suppressant preparations
containing dex-fenfluramine.

The anxiogenic component of mCPP may be
mediated by 5-HT2C receptor activation, and selec-
tive 5-HT2C receptor antagonists such as SB
242084 display anxiolytic properties in various
animal models. However, additional studies utilis-
ing selective agonists are required (e.g. Ro 600175).
mCPP or Ro 600175 cause additional behavioural
responses attributed to central 5-HT2C receptor
activation, e.g.  hypoactivity, hypophagia,
increased penile grooming/erections and oral dys-
kinesia. 5-HT2C receptor activation produces a
tonic, inhibitory influence upon frontocortical
dopaminergic and adrenergic, but not serotoner-
gic transmission and, in part, play a role in neu-
roendocrine function. 5-HT2C receptor knockout
mice have spontaneous convulsions, cognitive
impairment, increased food intake and obesity,
but similar effects are not reproduced by selective
antagonists, suggesting that these changes may
result in part from neuroadaptation. Neverthe-
less, the 5-HT2C receptor is an attractive target for
the discovery of novel treatment for feeding disor-
ders.

The 5-HT3 receptor antagonists ondansetron,
granisetron and tropisetron are used clinically in
chemotherapy- and radiotherapy-induced nausea
and vomiting. Since 5-HT3 receptor activation in
the brain leads to dopamine release, and 5-HT3
receptor antagonists produce central effects com-
parable to those of anti-psychotics and anxiolyt-
ics, schizophrenia and anxiety were considered as
potential indications. 5-HT3 receptor antagonists
have been reported to induce cognition enhanc-
ing effects. However, there are not enough clinical
data to substantiate such activities. Similarly, that
5-HT3 antagonists should prove useful in the treat-
ment of migraine did not materialise in clinical
studies. More recently, alosetron was developed
for the treatment of women suffering from � IBS
with diarrhoea, but had to be withdrawn due to
safety reasons.

Selective 5-HT4 receptor ligands may have
therapeutic utility in a number of disorders,
including cardiac arrhythmia, neuro-degenerative
diseases and urinary incontinence. Cisapride, a
gastroprokinetic agent, acts as an agonist at the 5-
HT4 receptor. Tegaserod (HTF-919, Zelmac/Zel-
norm), a new generation 5-HT4 receptor partial

agonist, is used to treat constipation predominant
IBS, and its therapeutic activity in functional
motility disorders of the upper G.I. tract is cur-
rently under clinical investigation.

Antipsychotics (clozapine, olanzapine, fluper-
lapine and seroquel) and antidepressants (clomi-
pramine, amitryptyline, doxepin and nortryptyl-
ine) are 5-ht6 receptor antagonists. This attribute
tempted speculation of an involvement of the 5-ht6
receptor in psychiatric disorders, although these
drugs are by no means selective.

Indeed, atypical antipsychotics e.g. clozapine,
risperidone and antidepressants have also high
affinity for the 5-HT7 receptor. 5-HT7 receptor
down-regulation occurs after chronic anti-depres-
sant treatment, and acute, but not chronic, stress
regulates 5-HT7 receptor mRNA expression. The
presence of 5-HT7 sites in the limbic system and
thalamocortical regions, suggest a role in the
affective disorders, which however will need clini-
cal confirmation.
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Serurm sickness is an inflammatory condition
caused by the deposition of immune complexes in
blood vessel walls and tissues.

� Allergy
� Humanized Monoclonal Antibodies

������&�������#����������

���
����

� G-Protein Coupled Receptors
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Sex steroid receptors are members of the steroid
hormone receptor family that ligand-dependently
regulate functions of the sexual organs. Sex steroid
receptors are the androgen receptor (AR), the
estrogen receptor α and β (ERα, ERβ), and the
progesterone receptor (PR).

� Contraceptives
� Gluco-/Mineralocorticoid Receptors
� Selective Sex-steroid Receptor Modulators
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The subgroup of steroid hormone receptors
(SHRs) belong to the superfamily of � nuclear
receptors  (NRs), which transactivate target genes

ligand-dependently. Unliganded SHRs are associ-
ated with large multiprotein complexes of
� chaperones in the cytoplasm, in contrast to
other NRs. SHRs comprise the glucocorticoid
receptor and the mineralocorticoid receptor and
the sex  � steroid receptors.

SHRs are built in a modular structure with
similar structure elements. They contain a DNA-
binding domain (DBD), a hinge region with a
nuclear location signal (NLS), a ligand-binding
domain (LBD) and several transcriptional activa-
tion functions (Fig. 1). Their ligands are fat-solu-
ble steroid hormones derived from cholesterol
that bind to the LBD of their specific intracellular
SHR after diffusing into the cell. After binding of
the steroid hormone (Kd between 0.1 to 4 nM) the
conformation of the SHR changes, exposing the
NLS and the complex of steroid hormone and SHR
gains access to the nucleus (Fig. 2). Utilising the
two zinc fingers of their DBD, SHRs bind as
homodimers to unique DNA sequences called hor-
mone response elements (HREs). The HRE is com-
prised of two half-sites organised as palindrome
with a 3 nucleotide spacer. SHRs regulate the
expression of target genes after association with
large multisubunit complexes that contain
� transcriptional co-activators such as histone
acetylases and several other proteins that facilitate
transcription. Several signalling pathways further-
more influence the activity of SHRs, by modifying
either SHRs directly or partner proteins. SHRs can
also act without binding to DNA via interaction
with other transcription factors, thereby altering
their own or their partner’s properties.

The physiological and pathophysiological roles
of the sex steroid receptors are diverse and will be
summarised separately for AR, ERα, ERβs, and PR
in the following paragraphs. Estrogen related
receptors (ERRs) share structural and functional
similarities with ERs. They are orphan receptors
indicating that there is no known � ligand and
therefore there are not grouped as SHR.

&�����������������
���/��0
Androgens act via the AR and play an important
role in the development and differentiation of the
male sexual organ. Furthermore, they are involved
in several diseases, the most important being par-
tial and complete androgen insensitivity syn-
drome (formerly known as the testicular feminiza-
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tion syndrome), bulbar and spinal muscle atrophy
(Kennedy’s disease), and the neoplastic transfor-
mation of the prostate. The two natural occurring
androgens are testosterone (T) and the more
potent 5α-dihydrotestosterone (DHT). T is mainly
produced by the Leydig cells of the testis and can
also be produced in most peripheral tissues from
the adrenal-produced inactive steroid precursors
dehydroepiandrosterone, its sulfate, and andros-
tenedione. T is converted into DHT by the 5α-
reductase enzyme expressed in the urogenital
tract. Besides positive regulation of target genes by
the androgen-loaded AR, there is growing evi-
dence of additional regulation pathways and indi-
rect regulation mechanism of the AR. The expres-
sion of specific transcriptional coactivators of the
AR in different tissues may fine-tune the tran-
scriptional AR-activity. Ligand-independent acti-
vation of the AR by protein kinase pathways can
circumvent the need for androgens. In addition,
protein-protein interactions of the AR with other
transcription factors regulate the transcriptional
activity of these partner proteins.

The 8 exons of the AR gene encode a protein of
around 917aa depending on two polymorphic
regions of polyglutamines and polyglycines in the
N-terminal activation domain. Two isoforms are
detected in tissues; the predominant (80%) 110kD
(B isoform) and 87kD (A isoform). It is not clear
whether the 2 isoforms also serve different func-
tions.

The structure of the AR comprises an N-termi-
nal transactivation domain of around 500aa, a
DBD of 66–68aa, and a LBD of 250aa. The hinge

region contains the lysine-rich NLS. The AR
posesses two activation functions (AFs): AF-1 in
the N-terminal region and the AF-2 core domain
in the LBD.

The AF-1 contains two polymorphic regions of
polyglutamine (CAG) and polyglycine (GGN)
repeats. Normally the number of the 5’ CAG
repeats is 11–31 (average 21) whereas up to 50
repeats are found in individuals affected with bul-
bar and spinal muscle atrophy. Since the number
of glutamines inversely correlates with the tran-
scriptional activity of the AR these amplified
repeats lead to a reduced activity of the AR. The
increased size of a polymorphic tandem CAG
repeat is associated with the X-linked spinal and
bulbar muscular atrophy and may also be associ-
ated with oligospermic infertility and with low
serum androgens in a subset of anovulatory
female patients. On the other hand, a shorter CAG
length correlates with a higher risk, more severe
and earlier onset of prostate cancer probably
resulting from a higher activity of the AR. Experi-
mental evidence also correlates increased or pro-
longed induction of AR activation with a higher
incidence or acceleration of prostate cancer.

In the beginning, prostate cancer cells are
largely dependent on androgens for growth and
survival. Observations, that castration is beneficial
in prostate cancer made androgen ablation and
antiandrogen therapy a standard treatment for
patients with metastatic prostate cancer following
surgery of the tumor tissue. Antiandrogen ther-
apy includes inhibition of androgen synthesis by
aminoglutethimide or ketoconazole, inhibition of

Fig. 1 Schematic struc-
tures of AR, ERα, ERβ 
and PR.
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� 5α-reductase by finasteride in combination with
AR � antagonists such as flutamide, or cyproter-
one acetate.

Unfortunately, remaining prostate cancer cells
eventually adapt to grow in the low-androgen
enviroment, rendering the tumor growth inde-
pendent of androgens. Androgen-independent
prostate cancer may result from one or more of the
following mechanism: increased gene copy
number, altered interaction of the AR with coregu-
latory proteins e.g. resulting from AR mutations,
bypassing of the AR pathway, or ligand-independ-
ent activation of AR e.g. by protein kinase path-
ways.
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Estrogens mainly affect the growth and matura-
tion of the female reproductive system and the
maintenance of its reproductive capacity. In addi-
tion, estrogens act on several other tissues e.g. on
lipid and bone metabolism. Uterus, placenta and
testis are the principal sites of 17β-estradiol (E2)
production. � Agonists and antagonists of ERs are
used for treatment of breast cancer, menopausal
symptoms, osteoporosis and cardiovascular dis-
eases.

The main isoforms of the human ERs are ERα
and ERβ, which display distinct expression pat-
terns. Additional ER isoforms, generated by alter-
native mRNA splicing, have been identified in sev-
eral tissues. A cell-specific localization for each of
the ER subtypes is found in the majority of the
reproductive organs studied. The role of the differ-
ent ER isoforms in modulating the estrogen
response or in tumorigenesis is not completely
understood. ERs bind most ligands with similiar
affinities and display equal transcriptional activa-
tion. However, in some assays ER isoforms
respond differently to ligands. The naturally
occuring phytoestrogen genistein or antiestro-
gens, such as tamoxifen or raloxifen are examples
of these selective ERs modulators (� SERMs). The
characterisation of SERMs that specifically regu-
late defined functions promises to increase effi-
cacy and reduce side effects in estrogen-regulated
processes.
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ERα is involved in the differentiation and mainte-
nance of reproductive, neural, skeletal and cardio-
vascular tissues. Two separate AFs mediate tran-
scriptional activation, the ligand-dependent AF-2
in the LBD, and the ligand-independent AF-1 in
the N-terminus. After binding of estrogen to the
LBD, ERα activates target genes such as the pro-
gesterone receptor gene by association to estrogen
response elements (EREs). Besides this classical
activation, non-estrogen dependent activation of
ERα has been described. Signalling pathways and
extracellular signals such as EGF, IGF-I or insulin,
stimulate phosphorylation of the receptor. Phos-
phorylation of ERα affects all steps of transcrip-
tional activation, such as ligand binding, dimeri-
zation, DNA binding and interaction with cofac-
tors. Heregulin is an example of an extracellular
signal modulating ER activity. After binding to its
receptor HER-2 ER is rapidly phosphorylated on
tyrosine residues, followed by transcription of the
PR gene. Since heregulin promotes hormone-inde-
pendent growth of breast cancer cells, activation of
ER by heregulin or HER-2 may be involved in the
development of E2-independent cancer cells
growth.

ERα can also regulate gene expression by inter-
acting with different transcription factors. For
example, interaction of ERα with the c-Rel subunit

Fig. 2 The classical activation pathway of SHR. SHRs 
(grey circle) are associated with chaperones (rectan-
gles). After binding of steroid hormones (black circle) 
SHRs activate target genes in the nucleus. Additional 
regulation mechanisms e.g. phosphorylation are 
described in the text.
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of NF-κB prevents binding to NF-κB response ele-
ment resulting in reduced interleukin-6 transcrip-
tion. Here, ERα acts E2-dependently but without
directly binding to DNA. However, the complex
formation of ER with the transcription factor Sp1
is hormone independent and enhances Sp1 bind-
ing to DNA. ERα as well as ERβ thereby enhance
transcription of the retinoic acid receptor α1 gene.
Other partner proteins are fos/jun family mem-
bers, which regulate gene expression via AP-1 sites.
In this situation E2 can either act as agonist in the
presence of ERα or as antagonist in the presence
of ERβ. Another possibility to modulate ER signal-
ling is the aryl hydrocarbon receptor (AhR). Lig-
ands for AhR mediate antiestrogenic effects by
several pathways.

The measurement of ER has become a standard
assay in the clinical management of breast cancer.
The presence of ERα identifies those breast can-
cer patients with a lower risk of relapse and better
clinical outcome. Receptor status also provides a
guideline for those tumors that may be responsive
to hormonal intervention. But only about half of
ER-positive patients respond to hormonal thera-
pies. Of those who respond initially, most will
eventually develop an estrogen unresponsive dis-
ease following a period of treatment even though
ERα is often still present. Mutant receptors and
constitutively active receptors as well as hormone
independent activation of the ERα are discussed.

The involvement of ERβ isoforms is under investi-
gation.

Analysis of ERα-deficient mice showed that
both sexes are infertile and display a variety of
phenotypic changes associated with the gonads,
mammary glands, reproductive tracts, and skeletal
tissues. In addition, a hyperplasia and hypertro-
phy of adipocytes was found in these mice.

In females, ovariectomy or menopause leads to
rapid loss of trabecula bone and the osteoporosis
indicating that E2 maintains bone mass. E2
enhances bone formation by osteoblasts and
supresses bone resorption by osteoclasts by regu-
lating several important growth factors. In mice,
ERα seems to induce growth but not maintenance
of trabecular bone whereas ERβ  terminates
growth during late puberty. However, while in
humans the role of ERα and ERβ in bone is not
completely clear, ESRA polymorphism is related to
bone density and height during late puberty and at
attainment of peak bone density in young men.
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In 1995 the discovery of ERβ explained many
actions of estrogens in ERα free tissues. ERβ
shows high homology to ERα in the DNA- and lig-
and-binding domains, but encodes a distinct tran-
scriptional AF-1 domain. At least 5 isoforms, des-
ignated ERβ-1 through ERβ-5, are decribed that
differ in their C-terminal sequences and tissue
expression patterns, or have extended N-termini.

Tab. 1 Basic characteristics of sex steroid receptors.

SHR Gene map 
locus

cDNA size Natural agonist Binding 
halfsite

Main expression

AR Xq11-q12 ca. 919 aa 
(see text)

5α-dihydro-
testosterone (DHT), 
testoterone (T)

AGAACA Prostate, male urogenital system, 
muscle

ERα 6q25.1 595 aa 17β-estradiol (E2) AGGTCA Ovary, uterus, mammary gland, 
vagina, testis (Leydig cells), bone

ERβ 14q 530 aa, 583 aa, 
further isoforms

17β-estradiol (E2) AGGTCA Ovary, testis (Sertoli and Leydig 
cells, efferent ducts), prostate, 
bone, thymus, spleen, brain

PR 11q22 2 isoforms: 
PR-A 769 aa, 
PR-B 933 aa

Progesterone AGAACA Uterus, ovary, central nervous 
system
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This new complexity of isoforms is further
enhanced by the fact that ERβ isoforms cannot
only heterodimerize with each other but also with
ERα. The functional consequences for the action
of estrogens depending on the expression pattern
are only beginning to be evaluated.

ERβ is highly expressed in ovary, male organs,
and parts of the central nervous system (CNS), but
also in other organs such as spleen and thymus.

The phytoestrogen genistein binds better to
ERβ than to ERα and the partial ERα agonists
tamoxifen, raloxifen and ICI-164, 384 are antago-
nists for ERβ.

It has been postulated that co-factor recruit-
ment is different for the ERs, however knowledge
about this interesting field of selective ER regula-
tion is only beginning to accumulate.

Since only ERβ is expressed widely in the male
urogenital tract of several animals it is now under
evaluation whether the pronounced effects of E2 in
men are caused by direct action of E2 on ERβ in
these reproductive organs. The view that E2 acts
only indirectly by reducing androgen levels via the
central nervous system  clearly has to be cor-
rected.

Analysis of ESRB -/- mice showed fewer and
smaller litters than wildtype mice as well as abnor-
mal vascular function and hypertension. The
reduction in fertility was attributed to reduced
ovarian efficiency. Mutant females had normal
breast development and lactated normally. Older
mutant males displayed signs of prostate and blad-
der hyperplasia. The results indicated that ESRB is
essential for normal ovulation efficiency but is not
essential for lactation, female or male sexual dif-
ferentiation or fertility.
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The PR is involved in diverse functions in female
reproduction, such as implantation of the embryo,
and in the maintainance of pregnancy. Progester-
one is mainly produced in the corpus luteum in
the second half of the menstrual cycle and in early
pregnancy, later in the placenta. The PR is
expressed in the uterus, ovary and the CNS. In
men there is no known function. Estrogens induce
expression of the PR gene. PR agonists such as
medroxyprogesterone or the sythetic R5020 are
called progestins or gestagens.

The human PR exists as 2 functionally distinct
isoforms PRA and PRB transcribed from 2 pro-
moters from a single gene. PRA lacks the N-termi-
nal 164aa and is a 769aa protein. PRB functions as
a transcriptional activator in most cell and pro-
moter contexts. In contrast, PRA is transcription-
ally inactive and functions as a strong ligand-
dependent transdominant repressor of steroid
hormone receptor transcriptional activity. Differ-
ent co-factor interactions were demonstrated for
PRA and PRB, probably due to an inhibitory
domain within the first 140aa of PRA, which is
masked in PRB. Both PR isoforms however,
repress estradiol-induced ER activity when lig-
anded.

PRs also interact with other signalling path-
ways, which can e.g. be regulated by phosphoryla-
tion. Independent of transcriptional activation of
PR, progestins can activate cytoplasmic signalling
molecules including SRC and downstream MAP
kinase in mammalian cells via interaction by a
specific polyproline motif in the N-terminal
domain of PR.

Mice models reveal that both PR forms are
physiologically important. Mice lacking the PR
gene fail to ovulate, are infertile and have impaired
thymic function. Selective PRA deficient female
mice are infertile due to reduced oocyte and uter-
ine deficiency in implantation. However, these
mice had normal mammary epithelium prolifera-
tion and differentiation and showed normal
thymic involution. In mice, PR regulates expres-
sion of proteases that degrade the follicular wall
thereby facilitaing ovulation.

In breast cancer patients, total PR status is
measured for hormonal treatment. The presence
of PR is associated with increased survival rates
and hormonal responsiveness of mammary
tumors. PR agonists are widely used in contracep-
tion, � hormone replacement therapy (HRT),
breast cancer and endometrial hyperplasia.
� Antiprogestins such as RU486 are used for
blocking ovulation and preventing implatation,
and in addition they are in clinical testing for the
induction of labor and to control various neoplas-
tic transformations.

� Selective progesterone receptor modulators
(SPRM)  (mesoprogestins) are PR ligands with
agonistic and antagonistic activities. Some SPRM
show weak antiglucocorticoid or mixed andro-
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genic/antiandrognic activites. SPRM are currently
tested and may be useful e.g. for the treatment of
endometriosis.

$����

In clinical use are pure and partial agonists and
antagonists (see individual SHR) as contracep-
tives, treatment for hormonal ablation in breast
and prostate cancer and hormonal replacement
therapy (HRT) in osteoporosis.
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1. Beato M, Herrlich P, Schütz G (1995) Sex steroid re-
ceptors: many actors in search of a plot. Cell 83:851–
857

2. Nilsson S et al. (2001) Mechanism of estrogen ac-
tion. Physiological Reviews 81:1535–1565

3. OMIM *313700 ANDROGEN RECEPTOR; AR
4. OMIM *133430 ESTROGEN RECEPTOR 1; ESR1
5. OMIM *601663 ESTROGEN RECEPTOR 2; ESR2
6. OMIM *264080 PROGESTERONE RESISTANCE; 
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� Sex Steroid Receptors
� Contraceptives
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� Na+ -dependent Glucose Cotransporter
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� Src-homology 2 Domain
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� Src-homology 3 Domain
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Shaker-channels, eag (ether-à-go-go)-channels, slo
(slow-poke)-channels were cloned from behavio-
ral Drosophila melanogaster mutants. The chan-
nels were named according to the Drosophila
mutant phenotype, Shaker, ether-à-go-go, slow-
poke. Subsequently, eag-cDNA was used to clone
related voltage-gated potassium channel subunits
erg (eag-related) and elk (eag-like). The human
erg ortholog (HERG) mediates cardiac IKS.

� Voltage-gated K+ Channels
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The Shine-Salgano interaction is a base pairing
interaction that occurs during translation initia-
tion in prokaryotes between the Shine-Dalgarno
sequence on messenger RNA (mRNA) and the
anti-Shine-Dalgarno sequence on 16S ribosomal
RNA (rRNA). The Shine-Dalgarno sequence is a
purine-rich sequence located four to seven bases
upstream of the initiation codon in prokaryotic
mRNAs. It has variable length and complementa-
rity to the anti-Shine-Dalgarno sequence found in
the 3’-end region of all bacterial 16S rRNAs (and in
archaeal and chloroplast 16S rRNAs).

� Ribosomal Protein-synthesis Inhibitors
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either chemically synthesised for experimental
purposes or produced by Dicer-mediated cleavage
of long double-stranded RNA.

� Antisense Oligonucleotides 
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A skinned fiber is a muscle fiber, the sarcolemma
of which has been mechanically removed or which
is made freely permeable to small molecules, such
as Ca2+, Mg2+, EGTA, ATP, soluble enzymes and
others by a chemical agent (saponin, β-escin or
Staphylococcus α-toxin). The organization of the
sarcoplasmic reticulum (SR) and myofibrils is kept
as they are in the living muscle.

� Ryanodine Receptor
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Smads are a group of proteins, which serve as sub-
strates for type I receptor serine/threonine recep-
tor kinases. The ubiquitously expressed Smad pro-
teins fall into three subfamilies, receptor-activated
Smads (R-Smads), e.g. Smad 1, Smad 2, Smad 3,
Smad 5, Smad 8, which become phosphorylated by
the type I receptors, common mediator Smads
(Co-Smads), e.g. Smad 4, which oligomerise with
activated R-Smads and inhibitory Smads (I-
Smads), e.g. Smad 6 and Smad 7, which are
induced by TGF-β family members. These last
exert a negative feedback effect by competing with
R-Smads for receptor interaction and by marking
the receptors for degradation. Activation of type I
serine/threonine receptor kinases results in the
phosphorylation of R-Smads. The consequence of
R-Smad phosphorylation is the formation of oligo-
meric complexes with the Co-Smad, Smad 4. Sub-
strate specificity is determined by the structural
properties of the R-Smads; e.g. TGF-β and activin
receptors phosphorylate Smad 2 and Smad 3, while
bone morphogenetic protein receptors phosphor-
ylate Smad 1, Smad 5 and Smad 8. The R-Smad/Co-

Smad complex translocates to the nucleus, where
it binds to regulatory sequences of the DNA
together with specific transcription factors.

� Receptor Serine/Threonine Kinases
� Neurotrophic Factors
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Low molecular mass GTPases, small G-proteins
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Small GTPases are monomeric 20 to 40 kD GTP-
binding proteins that interconvert between an
active (GTP bound) and an inactive (GDP bound)
state. As molecular switches they are involved in
the regulation of complex cellular processes.

� Bacterial Toxins
� Exocytosis
� Intracellular Transport
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Activation of small GTPases occurs by GDP/GTP
exchange catalysed by � guanine nucleotide
exchange factors (GEFs). They stimulate the disso-
ciation of GDP in response to an upstream signal
and results in the binding of GTP. In the GTP-
bound form the GTPases are active, and bind to
and activate a number of effector molecules. The
small G proteins are able to hydrolyse the bound
nucleotide to GDP. This inactivation step is accel-
erated by � GTPase activating proteins (GAPs ). In
the GDP bound form Rho is inactive and binds to
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� guanine nucleotide dissociation inhibitors
(GDIs) that stabilize the inactive form. In mamma-
lian cells, each family of GTPase regulating pro-
teins comprise numerous members, which are
more or less specific for individual GTPases, cell
types, GTPase functions and signal pathways.
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All small GTPases are folded in a similar way. They
possess 4 consensus amino acid sequences in com-
mon, which are involved in nucleotide binding
and hydrolysis: GXXXXGK, DXXG, NKXD and
EXSAX. Two highly flexible regions (Switch I-and
Switch II regions) determine the nucleotide-
dependent activity state of the GTPases and the
protein-protein-interactions with effectors and
regulatory proteins.
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All small GTPases (except Ran) are posttransla-
tionally modified. Most important is the isopre-
nylation of the C-terminus. The type of modifica-
tion is determined by the COOH-terminal amino
acid sequence. GTPases with a C-terminal CAAX-
box (A=aliphatic amino acid, X=any amino acid)

are farnesylated at the cysteine residue followed by
the proteolytic degradation of the last three amino
acids and subsequent methylation of the carboxy-
terminus. In the case of a CAAL or CAC, the
cysteines are modified by geranylgeranylation. In
some cases an additional cysteine is palmitoylated
or N-terminal myristoylation occurs. All these
posttranslational modifications allow the interac-
tion of GTPases with the phospholipid bilayer.
Lipid modification of the GTPases is required for
their membrane localization. For example, for Ras
it has been shown that farnesylation is needed for
the contact with the GEF at the membrane and
thus for activation of Ras.
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The superfamily of small GTPases consists of more
than 100 members from yeast to human with more
than 80 members expressed in mammalian cells.
Based on structural and functional similarities the
GTPases are subdivided into 5 major classes.
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The mammalian family of Ras GTPases consists of
more than 15 members, which share high homol-
ogy to each other and include Ha-Ras, Ki-Ras, N-
Ras, R-Ras, Rap, Ral, Rheb, Rin and Rit proteins.
Ras proteins have achieved attention with the dis-
covery that they contain point mutations in 15% of
all human tumours (more than 90% in pancreatic
tumours), leading to the exchange of conserved
amino acids e.g., at positions 12 and 61. Amino
acid exchanges at these positions block the GTP
hydrolase activity of the GTPases, resulting in con-
stitutive activation. Ras GTPases are involved in
signal transduction of proliferation and/or differ-
entiation. They couple receptor tyrosine kinases
with a protein kinase cascade termed Raf/ERK
kinase pathway (also known as MAP kinase cas-
cade). Activation of this pathway leads to phos-
phorylation and activation of transcription fac-
tors like Elk-1, and stimulate gene expression.
Activated Ras has been shown to transform cul-
ture cells and to produce tumours in nude mice.
Besides the Raf kinase, the RalGDS, which is an
activator of the Ral subfamily proteins, and the PI3
kinase, which is involved in inositol signalling, are
important effectors of Ras. Ral GTPases (∼50%
identical with Ras) control cell proliferation, Ras-
mediated cell transformation, vesicle traffic, phos-

Fig. 1 The GTPase cycle: GTPases are inactive in the 
GDP-bound form. In a complex with guanine nucle-
otide dissociation inhibitors (GDIs) the inactive form 
is stabilized. Guanine nucleotide exchange factors 
(GEFs) cause the release of GDP and binding of GTP 
and thereby the activation of the proteins. The active 
state of the GTPases is turned off by GTP hydrolysis 
catalysed by GTPase activating proteins (GAPs).
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pholipase D and cytoskeleton organization. Ral is
suggested to link the Ras pathway to the Rho fam-
ily of GTPases and activates a GAP for Cdc42. Rap
GTPases have been identified in a screen for
cDNAs that are able to revert the transforming
phenotype of Ki-Ras (Kirsten Ras) and, therefore,
were also termed K-rev proteins.
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Members (>15) of the Rho family of GTPases,
including RhoA, B, and C, Cdc42 and Rac1 and 2,
share more than 50% sequence identity. The
GTPases are important regulators of the actin
cytoskeleton. RhoA regulates the formation of
actin stress fibers whereas Cdc42 is known to
induce filopodia. Rac is involved in the formation
of lamellipodia and membrane ruffles. Rho-
GTPases are involved in migration, phagocytosis,
endo- and exocytosis, cell-cell and cell-matrix
contact. Rac regulates NADPH oxidase. Further-
more, Rho GTPases are involved in transcrip-
tional activation, cell transformation and apopto-
sis.

Many Rho GTPase effectors have been identi-
fied, including protein- and lipid kinases, phos-
pholipase D, and numerous adaptor proteins. One
of the best characterized effector of RhoA is Rho
kinase, which phosphorylates and inactivates
myosin phosphatase; thereby RhoA causes activa-
tion of actomyosin. Rho proteins are preferred tar-
gets of bacterial protein toxins (� Bacterial Tox-
ins).
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The largest family of small GTPases with more
than 40 members identified are the Rab GTPases.
Rab proteins are important regulators of specific
steps of vesicle trafficking, including budding, tar-
geting, docking and fusion with acceptor mem-
branes. Each Rab protein has a organelle-specific
subcellular localization and seems to be function-
ally specialized. Rab1A and Rab1B are two of the
most extensively studied members of the Rab fam-
ily. Both proteins are found in membranes of the
ER, Golgi apparatus and intermediate vesicles
between these compartments. They appear to
function in the anterograde trafficking of proteins
from the ER to the Golgi compartment. Rab4 and
Rab5 are present on early endosomes and are
involved in the endocytic process, whereas Rab6 is

localized at the Goli apparatus regulating proc-
esses of the secretory pathway. One of the best
studied member of the Rab protein family is
Rab3a. This GTPase is a key regulator of Ca2+-
induced exocytosis, particularly in nerve termi-
nals. Several effectors of Rab proteins like Rabphi-
lin, Rabaptin and Rim have been identified and
characterized as essential for vesicle trafficking.
Recently, the Rab effector Rabkinesin6 has been
identified that links Rab proteins to the microtu-
bule cytoskeleton. Rabkinesin6 may be the motor
driving vesicles along microtubules from the Golgi
apparatus to the periphery.
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The name Arf (ADP ribosylation factor) stems
from its discovery as a cytosolic factor with the
ability to enhance the ADP-ribosylation of the α-
subunit of the G protein GS by �  cholera toxin. Arf
is known to stimulate the activity of phospholi-
pase D. Studies with dominant active or dominant
negative mutants of Arf proteins in mammalian
cells suggest the involvement of these GTPases in
the trafficking of coated vesicles, and it is now
known that Arf1 regulates the formation of COPI-
coated vesicles for retrograde transport between
Golgi apparatus and endoplasmic reticulum. Sar1,
which is 37% identical to Arf1, is needed for the
assembly of COPII proteins for vesicle transport in
the opposite direction. Taken together, Arf and Sar
proteins play crucial roles in the recruitment of
COP components to vesicles thereby regulating
vesicle budding. In contrast to the other small
GTPases Arf/Sar1 proteins are not regulated by
GDI-proteins, whereas different GEF- and GAP
proteins have been identified.

����+&�����
In mammalian cells there is only one Ran gene,
which was discovered as a Ras-like gene (Ran: Ras-
related nuclear protein). In contrast, in yeast more
than one related Ran genes have been identified.
The predominant nuclear localization of the
GTPase was the first hint that Ran is involved in
nucleo-cytoplasmic transport processes. Interest-
ingly, the only Ran GEF present in mammalian
cells, RCC1 (regulator of chromatine condensa-
tion), is localized exclusively in the nucleus,
whereas the single Ran GAP (Ran GAP1) is in the
cytoplasm. This specialized localization of the reg-
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ulators is the prerequisite for the asymmetric dis-
tribution of the GDP- and GTP-bound form of Ran
and for its role as a nucleo-cytoplasmic trans-
porter. In contrast to other GTPases, the activity of
Ran is dependent on the gradient of the GTP-
bound GTPase from cytoplasm to nucleoplasm
that allows the transport of cargo proteins. Ran is
involved in nuclear import as well as in export of
proteins through the � nuclear pore complex. Both
processes require the formation of protein com-
plexes, including Ran, the cargo protein and Ran
binding proteins like � importins or � exportins.

In addition to its transporter function, Ran has
been shown to participate in microtubule organi-
zation during the M phase of the cell cycle.
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Small GTPases are not isolated molecular switches
regulating cellular processes. Signalling cascades
within one subfamily as well as cross-talk between
members of different subfamilies are known. For
example, Cdc42/ Rac/ Rho are sequentially acti-
vated after extracellular stimuli in quiescent Swiss
3T3 cells. Moreover, reciprocal modulation
between Rho GTPases have been described. Ras
and Rho proteins act in a cooperative manner in
Ras-induced transforming. A further example of
cross-talk between GTPase families is the coopera-
tive function of Rho and Rab proteins during cell
migration, with Rho proteins controlling the actin
cytoskeleton and Rab proteins regulating vesicu-
lar traffic for the recruitment of membrane mate-
rial and the recycling of proteins like integrins.
Arfaptin connects signalling via Arf and Rac.
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Small GTPases, among other activities, regulate
cell growth, neurite outgrowth and signalling of
immune cells involved in inflammation. Pharma-
cological modulation of the activity of small
GTPases is thus a useful aim in cancer and anti-
inflammatory therapies. Farnesyltransferase
inhibitors can be used to block the posttransla-
tional modification of the GTPases, which for
example is essential for the transforming activity
of Ras or Rho GTPases. Such agents are at present
in clinical trials.
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Small G-protein networks; their crosstalk and sig-
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GTP-binding proteins. Physiological Reviews
81:153–208

����
������
��&���������
�
���

FRANZ HOFMANN
Technische Universität München, Germany
Pharma@ipt.med.tu-muenchen.de

�	���	��

Regulation of smooth muscle contractility
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The following organs contain smooth muscles lay-
ers as a major functional part: arterial and venous
vessels; lung and bronchia; oesophagus, stomach,
small and large intestine; urinary tract and blad-
der; uterus. Hormones, locally released transmit-
ters, and shear stress or pressure regulate the
tonus of these organs. Each organ has a slightly
different regulation of its contractility, but the
basis for this regulation, i.e. the intracellular sig-
nalling pathways, are very similar or identical.
This article will focus on major findings that may
be similar for all smooth muscles.

� Blood Pressure Control
� Guanylyl Cyclase
� NO Synthases
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Key mechanism of smooth muscle tone regulation
is the phosphorylation of Ser-19 of the regulatory
myosin light chain II (rMLC) (1). Phosphorylation
and dephosphorylation is catalysed by � myosin
light chain kinase  (MLCK) and the type 1
� myosin phosphatase  (MLCP), respectively. Cal-
cium-dependent and calcium-independent signal
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pathways regulate the activity of both enzymes
and thereby the phosphorylation status of rMLC.
An increase in the cytosolic calcium concentra-
tion leads to phosphorylation of the rMLC and
contraction within 4 s. The correlation between
percent phosphorylated rMLC and developed
force is quite variable. Maximal force can be
attained at 0.2–0.3 mol phosphate per mol rMLC.
Phosphorylation can decline during maintenance
of tension suggesting that even dephosphorylated
cross-bridges can contribute to force maintenance.
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Calcium-dependent regulation involves the cal-
cium-calmodulin complex that activates smooth
muscle MLCK, a monomer of approximately
135 kD. Dephosphorylation is initiated by MLCP.
MLCP is a complex of three proteins: a 110–130 kD
myosin phosphatase targeting and regulatory sub-
unit (MYPT1), a 37 kD catalytic subunit (PP-1C)
and a 20 kD subunit of unknown function. In
most cases, calcium-independent regulation of
smooth muscle tone is achieved by inhibition of
MLCP activity at constant calcium level inducing
an increase in phospho-rMLC and contraction
(Fig. 1).
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Different agonists such as norepinephrine, acetyl-
choline or angiotensin II activate smooth muscle
contraction by binding to a heptahelical receptor,
i.e. α-adrenergic, muscarinergic or AT-1 recep-
tors, followed by an increase in cytosolic calcium
(Fig. 1 and 2). The activation of the trimeric G Pro-

teins Gq or G11 increases the activity of phospholi-
pase Cβ (PLC) generating inositol trisphosphate
(IP3) and diacylglycerol (DAG) and other fatty acid
derived compounds. Classical findings suggested
that IP3 stimulates calcium release from intracellu-
lar stores that binds to calmodulin and activates
MLCK. This simple scheme is not in line with the
fact that a block of the � L-type calcium channel
inhibits contraction. The importance of the L-type
calcium channel is further supported by genetic
deletion of the corresponding Cav1.2 gene. Mice
lacking the smooth muscle Cav1.2 channel have
severe difficulties to contract intestinal and other
smooth muscle. It is therefore likely that activation
of a heptahelical receptor leads to depolarisation
of the membrane and activation of the L-type cal-
cium channels (Fig. 2). Possible candidates are
� TRP channels (most likely TRPC6) activated
either by DAG or by interaction with empty IP3-
stores. The inflowing cations may depolarise the
membrane to potentials that activate T- and there-
after L-type calcium channels or directly L-type
channels. A second channel depolarising the
membrane is the calcium-activated chloride chan-
nel present in many smooth muscle cells. Calcium
released from IP3-stores or flowing in through
TRP channels could activate this chloride channel
and depolarise the membrane. The L-type cal-
cium channel provides calcium to trigger calcium
release from ryanodine receptor controlled cal-
cium stores and for refilling various intracellular
calcium stores (2).The mechanism behind pres-
sure or shear stress induced contraction is not
known, but may again involve TRP channels.

Fig. 1 Mechanisms lead-
ing to agonist stimulated 
calcium-dependent and 
calcium-independent 
contraction of smooth 
muscle. NE, norepine-
phrine. See text for the 
other abbreviations.
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Agonist-activated receptors can induce contrac-
tion at a constant intracellular calcium concentra-
tion (3) if the receptor activates the G proteins G12
or G13 (Fig. 1). Activation of these G proteins
recruits the monomeric GTPase � Rho to the
membrane, where Rho exchanges GDP against
GTP and activates � Rho-kinase. By a still
unsolved cascade eventually involving ZIP kinase,
the MYPT1 subunit of MLCP is phosphorylated at
Thr-697 (rat MYPT1), which inhibits MLCP activ-
ity. Since the activity of MLCK is not affected by
this cascade, rMLC is phosphorylated to a higher
level. Phosphorylation and inhibition of MLCP
activity is only observed if a central exon of
MYPT1 is present. These results could explain the
old finding that certain agonists induce calcium
sensitation of the contractile machinery in most
but not all smooth muscles. MLCP activity is also
affected by a smooth muscle specific inhibitor pro-
tein of PP-1C, named � CPI-17. Protein kinase C
(PKC) phosphorylates CPI-17, which becomes a
high affinity inhibitor of the catalytic subunit of
MLCP. The nature of the PKC subtype is not clear.
It is possible that it is one of the atypical PKC
enzymes that is activated directly by arachidonic
acid (AA). Rho-kinases that phosphorylate CPI-17
in vitro apparently does not affect directly in vivo
the phosphorylation status of CPI-17. Arachidonic
acid inhibits dephosphorylation of MLCs, i.e. by a
second mechanism by dissociating the MLCP
holoenzyme.

��
���
�����������
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The major relaxing transmitters are those that ele-
vate the cAMP or cGMP concentration (Fig. 3).
Adenosine stimulates the activity of cAMP kinase.
The next step is not clear, but evidence has been
accumulated that cAMP kinase decreases the cal-
cium sensitivity of the contractile machinery. In
vitro, cAMP kinase phosphorylates MLCK and
decreases the affinity of MLCK for calcium-cal-
modulin. However, this regulation does not occur
in intact smooth muscle. Possible other substrate
candidates for cAMP kinase are the heat stable
protein HSP 20, Rho A and MLCP that are also
phosphorylated by � cGMP kinase I (Fig. 3).
A major relaxing factor is � NO, a signal molecule
synthetized by three different � NO synthases
(NOS). NO synthesised in the endothelial layer of
the vessels diffuses into the smooth muscle layer,
where NO activates soluble guanylate cyclase (GC)
and generates high concentrations of cGMP. In
non-vascular systems such as the intestinal
smooth muscle, NO is released from non-adrener-
gic, noncholinergic neurons. An alternative path-
way for the production of cGMP is the stimulation
of particulate GC by the � natriuretic peptides
ANF and BNF. ANF and BNF are released from
cardiac atrial and ventricular muscle, respectively,
and lower blood pressure. The effects of the natri-
uretic peptides are mediated through cGMP and
cGMP kinase I, whereas NO has effects which are
not mediated by cGMP kinase I.

Fig. 2 Membrane mecha-
nisms leading to an 
increases in cytosolic cal-
cium concentration. 
depolar., depolarisation of 
the membrane; See text 
for abbreviations. 
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Smooth muscle contains the two cGMP kinase
isozymes Iα and Iβ and a number of identified
substrates (4). The NO/cGMP/cGMP kinase path-
way interferes with the calcium-dependent and the
calcium-independent contraction. A number of
researchers have shown that cGMP-dependent
phosphorylation of the BKCa channel increases its
open probability resulting in hyperpolarization of
the membrane potential and closure of voltage-
dependent calcium channels (� BK channel). The
activity of the BKCa channel is upregulated by the
intracellular calcium concentration establishing a
negative feedback loop. It is well established that
cGMP kinase decreases the release of calcium
from intracellular stores. Recently, it was found
that cGMP kinase Iβ is associated with the IP3
receptor type 1 and the 130 kD protein � IRAG.
Phosphorylation of IRAG inhibits the release of
calcium from IP3-sensitive stores in COS cells.
However, reconstitution of cGMP kinase I defi-
cient cells suggested that, in murine aortic smooth
muscle cells, cGMP kinase Iα and not Iβ lowers
norepinephrine-stimulated increases in the
cytosolic calcium concentrations. This result is in
line with the recent notion, that calcium-depend-
ent contraction of smooth muscle requires mem-
brane depolarisation and calcium influx through
menbrane localized ion channels (see above). It is
possible that the IP3-sensitive calcium pool associ-

ated with IRAG and cGKIβ controls other smooth
muscle functions such as phenotype changes and
smooth muscle growth.

Recently, it was demonstrated that cGMP
kinase I inhibits smooth muscle contraction due to
a calcium-insensitive pathway. A possible mecha-
nism could be phosphorylation of Rho by cGMP
kinase I. The phosphorylation site is identical to a
cAMP kinase site identified in Rho from non-
smooth muscle cells. It was reported that phos-
phorylation of Rho by cGMP kinase I prevents
membrane association of Rho, which is required
to stimulate the GDP/GTP exchange. Alterna-
tively, phosphorylation of telokin may interfere
with the calcium sensitisation of contraction.
cGMP kinase Iα interacts specifically with a leu-
cine zipper present at the C-terminus of MYPT1.
Depending on the tissue, this leucine zipper is
present or not. However, so far no change in MLCP
activity has been found when MYPT1 is phosphor-
ylated by cGMP kinase Iα.

��������
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�"�
�����
���

A large number of drugs interfere with smooth
muscle contraction. These compounds lower
blood pressure and are referred to as antihyper-
tensive. In this section, only those coumpounds
will be mentioned that have a direct effect on

Fig. 3 Major mechanisms 
leading to relaxation of 
smooth muscle. See text 
for abbreviations.
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smooth muscle tone. Phenylephrine is an agonist
on most smooth muscles and activates α1 adreno-
ceptors. Carbachol is an agonist on some smooth
muscles and activates contraction through mus-
carinic receptors. Blockers of the α1-adrenoceptors
such as prazosin and urapidil are competitive
inhibitors of the α1-receptor in vascular and blad-
der smooth muscle. Phenoxybenzamine is an irre-
versible blocker of α1 receptors and phentolamine
blocks α1 and α2 receptors. � Calcium channel
blockers such as the dihydropyridines, phenyla-
lkylamines and benzothiazepines lower smooth
muscle tone by blocking the L-type calcium chan-
nel.

� Nitrates  (glycerol trinitrate, isosorbit dini-
trate, pentaerythritol tetranitrate, molsidomine,
sodium nitroprusside), which generate NO,
increase cGMP concentrations and lower smooth
muscle tone by activation of cGMP kinase I.
Nitrates relax in vivo mainly the capacitative part
of the circulation system, i.e. the veneous part.
Sidenafil, a specific inhibitor of phosphodieste-
rase V, a cGMP hydrolysing enzyme, increases
cGMP in the corpus cavernosum and lowers,
together with nitrates, the blood pressure by the
combined effect on cGMP level. An additional
potentially important drug family are compounds
that stimulate the soluble guanylyl cyclase inde-
pendent of NO (5) and lower elevated blood pres-
sure. The inhibitor of Rho-kinase,Y-27632, lowers
elevated blood pressure in hypertensive animals,
without affecting significantly the blood pressure
of non-hypertensive animals (6).

����������
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SNAPs is an acronym for soluble NSF attachment
proteins. They were originally discovered as cofac-
tors for NSF that mediate the membrane binding
of NSF in in-vitro transport assays. Several iso-
forms of SNAPs exist in mammalian cells. SNAPs
are also highly conserved proteins. Crystallo-
graphic studies indicated that the proteins form a
very stiff and twisted sheet that is formed by a
series of antiparallel and tightly packed helices
connected by short loops.

� Exocytosis

� �������
����

SNAREs is an acronym for solubleNSF acceptor
protein receptors. They are a superfamily of small
and mostly membrane-bound proteins that are
distinguished by the presence of a conserved
stretch of 60 amino acids referred to as a SNARE
motif. With few exceptions, a single transmem-
brane domain is located adjacent to the SNARE
motif at the C-terminal end. Many SNAREs pos-
sess in addition an independently folded N-termi-
nal domain whose structures are more diverse.

SNARE motifs spontaneously assemble into
SNARE complexes. These consist of a bundle of
four intertwined α-helices that are connected by a
total of 16 layers of mostly hydrophobic amino
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Somatostatin is a regulatory cyclic peptide that
was originally described as a hypothalamic growth
hormone release-inhibiting factor. It is produced
throughout the central nervous system as well as
in secretory cells of the periphery and mediates its
regulatory functions on cellular processes such as
neurotransmission, smooth muscle contraction,
secretion and cell proliferation via a family of
seven � transmembrane domain � G-protein-cou-
pled receptors termed sst1-sst5.

� G-protein-coupled Receptors

%�����(�����
����
���

%���	�
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The human somatostatin gene is located on chro-
mosome 3q28 and contains a single intron of 876
base pairs (bp) in its coding sequence. Its 5′
upstream region includes several regulatory
domains such as a cAMP � response element
(CRE). The intracellular mediator camp is one of
the activators of somatostatin gene transcription,
but also many other factors such as Ca2+, gluco-
corticoids and growth hormones are able to influ-
ence somatostatin gene expression (1).

As with other neuropeptides, somatostatin is
synthesized as a prepro-hormone on ribosomes of
the rough � endoplasmic reticulum (RER). The
translation product of the 351 bp long mRNA cod-
ing sequence is prepro-somatostatin, a peptide of
116 amino acids. After translocation of the precur-

sor molecule into the ER lumen and cleavage of
the signal peptide the prohormone is further
transported by transfer vesicles through the Golgi
stacks into the trans compartment of the � Golgi
apparatus. Differential posttranslational process-
ing of prosomatostatin on the way from the ER to
the transGolgi network results in two biologically
active isoforms, the tetradecapeptide somatosta-
tin-14 and the amino-terminally extended octa-
cosapeptide somatostatin-28, respectively. Cleav-
age of the C-terminal region of prosomatostatin at
a dibasic Arg-Lys site produces somatostatin-14
and cleavage at a monobasic Gln-Arg site results in
somatostatin-28. Candidates for somatostatin-14
converting enzymes are prohormone convertases
PC1 and PC2, whereas � furin is a candidate soma-
tostatin-28 convertase. The amounts of the iso-
forms produced are tissue specific. Whereas the
hypothalamus synthesizes both, somatostatin-14
and somatostatin-28 in a ratio of 4:1, the intestinal
mucosal cells produce mainly somatostatin-28.
In the trans Golgi compartment the peptide is
sorted via secretory vesicles into a regulated path-
way. In contrast to vesicles of the constitutive
pathway, vesicles of the regulated pathway are
stored in the cytoplasm until their stimulated
release. Membrane depolarisation as well as a wide
range of substances such as intracellular media-
tors, neuropeptides, neurotransmitters, classical
hormones, cytokines, growth factors, ions and
nutrients induce somatostatin secretion. General
inhibitors of somatostatin release are opiates,
GABA, leptin and TGF-β.

&������$��
��#�
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High amounts of somatostatin are found in the
central nervous system (CNS), the peripheral
nervous system, the gut and the endocrine pan-
creas whereas the kidneys, adrenals, thyroid, sub-
mandibular glands, prostate and placenta produce
rather low amounts. In particular, the hypothala-
mus, all limbic structures, the deeper layers of the
cerebral cortex, the striatum, the periaqueductal
central gray, and all levels of the major sensory
pathway are brain areas that are especially rich in
somatostatin. 80% of the somatostatin immunore-
activity in the hypothalamus is found in cells of
the anterior periventricular nucleus (1). In the gut
δ cells of the mucosa and neurons, which are
intrinsic to the submucous and myenteric plex-
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uses, produce somatostatin. Furthermore, somato-
statin has been found in δ cells of the pancreas and
within the thyroid where somatostatin has been
detected in a subpopulation of C cells that addi-
tionally contain calcitonin. Somatostatin has also
been localized in the inner part of the retina and
in cells and organs of the immune system, for
example, within macrophages, lymphocytes and
the thymus.

����
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Somatostatin acts on various organs, tissues and
cells as a neurotransmitter, paracrine/autocrine
and endocrine regulator on cell secretion, smooth
muscle contractility, nutrient absorption, cell
growth and neurotransmission (1, 2, 3). Some of its
mainly inhibitory effects are listed in Table 1.
Somatostatin mediates its function via a family of
heptahelical G-protein-coupled receptors termed
sst1, sst2, sst3, sst4 and sst5, which were cloned
almost 10 years ago. Despite a high degree of
sequence homology the receptors derive from sep-

Tab. 1 Somatostatin effects in different tissues (adapted from references 1, 3, 4).

Site Effects

Hypothalamus Inhibition of norepinephrine, GHRH, TRH, and CRH release.
Inhibition of endogenous SST release.

Other Brain Regions Effects on cognitive, locomotor, sensory and autonomic functions, 
analgesic effects.
Inhibition of dopamine release from the midbrain.
Stimulation of dopamine release in basal ganglia.

Pituitary Inhibition of basal and stimulated release of GH.
Inhibition of TSH release.
No effects on LH, FSH release.
No effect on ACTH release in normal subjects, but suppresses elevated 
levels in Addison’s disease and in ACTH producing tumours.
No effect on prolactin release in normal subjects, but diminishes 
increased prolactin levels in acromegaly.

Gastrointestinal Tract Inhibition of most gut hormones, gastric acid, pepsin, bile and colonic 
fluid secretion.
Suppression of motor activity in general, inhibition of gallbladder 
contraction, gastric emptying.
Stimulation of migrating motor complex activity.

Thyroid Inhibition of TSH-stimulated T4 and T3 release.
Inhibition of calcitonin secretion from thyroid parafollicular cells.

Adrenal Inhibition of angiotensin II stimulated aldosterone release.
Inhibition of acetylcholine stimulated medullary catecholamine release.

Kidney Inhibition of hypovolemia stimulated renin secretion.
Inhibition of ADH-mediated water absorption.

Immune Cells Diminishing IFN-γ secretion from lymphocytes.

Lymphocytes, Inflammatory Cells, 
Intestinal Mucosal Cells, Cartilage 
Cells, Bone Precursor Cells

Inhibition of proliferation.

Other Tissues/Cells Inhibition of growth factor (IGF1, EGF, PDGF) and cytokine (IL6, IFN-γ) 
secretion.
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arate genes localized on different chromosomes
(Table 2). The genes of sst1, sst3, sst4 and sst5 do
not contain any introns in their protein coding
regions. In contrast to this, the sst2 gene contains a
cryptic splice site at the 3′ end of its coding region
giving rise to two splice variants, sst2A and sst2B.

Studies investigating the distribution of sst
mRNAs have shown that sst gene expression var-
ies during ontogeny. Moreover, all five genes are
tissue specifically expressed. However, expression
pattern overlap and different mRNA levels have
been demonstrated in brain, pituitary, pancreas,
adrenals, kidneys, liver, lung, placenta, stomach,
gut, thyroid and immune cells. In addition to the
sstgene expression in organs, many tumour cell
lines, such as AtT20 and GH3 pituitary cells, and
numerous human tumours, benign or malignant,
have been shown to be a rich source of sst sub-
types. sst2mRNA is highly expressed in many
tumours, while sst5 mRNA is abundant in breast
tumours and sst1 appears to be preferentially
expressed in primary prostate cancers (1, 2, 3).
Laboratories investigating neuroendocrine
tumours, such as gastrinomas and insulinomas,
reported general expression of sst1, sst2, but also
varying levels of sst3, sst4, and sst5 mRNAs have
been observed. Interestingly, in gastrinomas and
carcinoids only low amounts of sst3 mRNA have
been detected so far. However, it should be noted
that these results may not automatically mirror
functional receptor levels, since to date nearly all
investigations of sst subtypes in tumours are based
on mRNA studies.

Besides developmental and tissue specific regu-
lation of sst gene expression, regulation by extra-
cellular signals such as estrogen and thyroid hor-
mone has been observed. The underlying mecha-
nisms still remain to be elucidated, although
� promoter studies of various laboratories have
begun to work out the molecular basis for a better
understanding. All sst subtype promoters  investi-
gated to date contain consensus sequences for sev-
eral common transcription factors. For example,
the sst2 gene contains estrogen response elements
whereas progesterone/glucocorticoid and thyroid
response elements were found in the sst1 and sst5
genes (1, 3).

The human sst receptor protein isoforms range
in size from 364 amino acids to 418 amino acids
(Table 2). The sst subtypes show highest sequence

identity in their putative transmembrane domains
and can be divided on the basis of amino acid
homologies and by their ability to bind somatosta-
tin analogues (Table 3) into two subclasses, termed
SRIF1 and SRIF2. The SRIF1 group comprises sst2,
sst3 and sst5 (SRIF1A, SRIF1B and srif1C) and the
SRIF2 group includes sst1 and sst4 (SRIF2A and
srif2B). Receptors of the SRIF1 group bind seglitide
and octreotide with high (sst2 and sst5) to moder-
ate (sst3) affinity while members of the SRIF2
group are insensitive to these compounds.

All six receptors seem to couple to � pertussis
toxin-sensitive � G proteins of the Gi/Go type (4).
Depending on the sst subtype, cell type and spe-
cies, different G-proteins couple the individual
receptor isoforms to various second-messenger
systems, which include � adenylyl cyclase, K+ and
Ca2+ channels, Na+/H+ exchanger, phospolipase
C, phospolipase A2, mitogen activated protein
kinase, serine-threonine phosphatase and phos-
photyrosine phosphatase (Table 2). The fact that
sst subtypes share transduction mechanisms, bind
their endogenous ligands with nanomolar affini-
ties, and that more than one receptor isoform can
be expressed in a single cell, might indicate a func-
tional interaction between the different receptor
isoforms. In this respect it should be noted that
heterodimerization of sst subtypes has been
reported.

Physiological functions for sst subtypes have
not yet been unequivocally determined. It appears,
however, that sst2 mediates inhibition of glucagon
release from pancreatic α-cells, whereas sst1 and
sst5 seem to be responsible for the inhibition of
insulin secretion from pancreatic β-cells. Further-
more, it is thought that sst2 contributes to the reg-
ulation of gastric acid release and that sst1, sst2
and sst5 inhibit hormone-stimulated and/or basal
level secretion of GH secretion from the pituitary
(1,4).
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Natural binding partners of all sst subtypes cloned
to date are somatostatin-14 and somatostatin-28,
which are bound with nanomolar affinity; sst1-4
bind somatostatin-14 with comparable affinities,
while sst5 may have a slight preference for somato-
statin-28. Cortistatin, a recently discovered closely
related peptide of somatostatin, also binds sst sub-
types with high affinity in vitro. In contrast to
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Tab. 3 Selected somatostatin analogues (adapted from references 1, 2, 4, 5). 

sst Subtype Ligands and Analogues Binding Properties

Endogenous Ligands

Somatostatin-14 Binding to all sst subtypes with high affinity.

Somatostatin-28 Binding to all sst subtypes with high affinity, but slightly higher 
preference for sst5.

Human cortistatin-17 Binding to sst2-5 with high affinity, slightly lower preference for sst1.

Rat cortistatin-29 Binding to sst3 with high affinity, slightly lower preference for sst1 and 
sst4 and sst2, and lower preference for sst5 (i. e. ∼ 100-fold lower than 
that of somatostatin-14).

Synthetic Peptide Analogues

Octreotide (SMS201-995) Binding to sst2 with high affinity, slightly lower affinity to sst5 and sst3.

Vapreotide (RC-160) Binding to sst5 and sst2 with high affinity, moderate affinity for sst3 and 
sst4.

Lanreotide (BIM23014) Binding to sst2 and sst5 with high affinity, moderate affinity for sst3 
(and sst4).

Seglitide (MK678) Binding to sst2 and sst5 with high affinity, moderate affinity for sst3.

BIM23268 Binding to sst5 with high affinity, slightly lower preference for sst2, sst4 
and sst1, moderate affinity for sst3.

NC8-12 Binding to sst3 and sst2 with very high affinity.

BIM23197 Binding to sst2 and sst5 with high affinity, moderate affinity for sst3.

CH275 Binding to sst1 and sst4 with high affinity.

Nonpeptide Agonists

L-797,591 Binding to sst1 and sst2 with high affinity.

L-779,976 Binding to sst2 with very high affinity.

L-796,778 Binding to sst3 with moderate affinity.

L-803,087 Binding to sst4 with high affinity.

L-817,818 Binding to sst5 with high affinity, with slightly lower affinity to sst1, 
moderate affinities for sst2, sst3 and sst4.

Radioligands
123I-Tyr3-octreotide Binding to sst2 and sst5 with high affinity, lower affinity to sst3.
111In-DTPA-DPhe1-octreotide* Binding to sst2 and sst5 with high affinity, lower affinity to sst3.
111In/90Y-DOTA-lanreotide** Binding to sst2, sst3, sst4 and sst5 with high affinity, lower affinity to sst1.
111In-DOTA-DPhe1-Tyr3-octreotide Binding to sst2 and sst5 with high affinity, lower affinity to sst3.
99mTe-depreotide Binding to sst2, sst3 and sst5 with high affinity.

*  DTPA, diethylenetriaminepentaacetic acid
**DOTA, 1,4,7,10-tetraazacyclododecane-N,N’,N’’,N’’-tetraacetic acid
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somatostatin, the presence of cortistatin is
restricted to the cerebral cortex and the hippoc-
ampus. It shows functional characteristics that
have not been demonstrated for somatostatin,
such as sleep modulating properties. So far a cog-
nate cortistatin receptor has not been identified.

$����

The diverse effects of somatostatin, such as inhibi-
tion of cell proliferation and hormone release, led
to the suggestion that it could be used for the
treatment of various diseases. However, its short
plasma half-life (less than 3 minutes) and its rela-
tive low receptor subtype selectivity make it less
useful for therapeutic purposes. Therefore, sev-
eral synthetic analogues (Table 3) with a higher
stability to enzymatic degradation and a higher
selectivity for specific sst subtypes have been syn-
thesized. The synthetic peptide analogues have a
decisive amino acid motif in common, since phar-
macological studies have shown that the amino
acid residues 7 to 10 (Phe7-Trp8-Lys9-Thr10) of
somatostatin are the responsible segment for
receptor binding. In particular Trp8 and Lys9 are
essential, while the remaining two amino acids
may be replaced. Phe7 can be exchanged with
tyrosine and Thr10 can be substituted by serine or
valine. To date, only a few potential antagonists,
such as cyanamid 154806, sst3-ODN-8 and BIM-
23056 are available, which preferentially bind to
human sst2, sst3, and sst5, respectively (4,5).

To date three analogues, octreotide, lanreotide
and vapreotide are clinically used. All three sub-
stances display high affinity for sst2 and sst5.

Already in the 1980s octreotide was used in the
therapy of acromegaly and other neuroendocrine
tumours. Acromegaly is a chronic disease of
growth hormone (GH) hypersecretion and in most
cases is caused by a pituitary adenoma. Somato-
statin analogues have been shown to improve the
clinical symptoms of acromegaly, for example
gigantism in children, disfigurements of the
hands, feet and the face in adults, headache and
perspiration. Moreover, tumour shrinkage has
been observed in about 50% of the patients, even
though the tumour size reduction is reversible.
The decreased tumour volume is presumably
caused by a shrinkage of individual tumour cells.
Recently, sustained release formulations of octre-
otide and lanreotide have been developed. These
new drugs are administered by intramuscular
injections only every 7–28 days making life of
patients easier, who need a long-term therapy.
Octreotide treatment achieves good results in
patients with insulinomas, gastrinomas, glucagon-
omas, � VIPomas and metastatic carcinoids
expressing sst2 and sst5. Symptoms such as peptic
ulceration, diarrhea, dehydration and necrolytic
skin lesions rapidly improve giving the life of
patients a higher quality. Despite the successful
reduction of symptoms only in about 20% of the
patients, tumour shrinkage was observed and, in
contrast to acromegalic patients, most patients
suffering from carcinoids became insensitive to
octreotide therapy within weeks to months. The
desensitisation might be explained by a downreg-
ulation of sst subtypes or more likely by an out-
growth of sst subtype-negative cell clones.

111In-DTPA-Tyr3-octreotate Binding to sst2 and sst5 with high affinity.

Antagonists

BIM23056 sst5 selective.

sst3-ODN-8 sst3 selective.

Cyanamid 154806 sst2 selective.

Tab. 3 Selected somatostatin analogues (adapted from references 1, 2, 4, 5).  (Continued)

sst Subtype Ligands and Analogues Binding Properties

*  DTPA, diethylenetriaminepentaacetic acid
**DOTA, 1,4,7,10-tetraazacyclododecane-N,N’,N’’,N’’-tetraacetic acid
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Other tumours, such as ACTH-secreting pitui-
tary adenomas, prolactinomas, pancreatic and
prostate cancer, which express no or other sst sub-
types than sst2 and sst5 are rather unresponsive to
octreotide therapy. Therefore, the development of
new sst-subtype-selective analogues is required.
Transfer of genes encoding sst2 or sst5 into such
tumour types might also be a strategy, since clini-
cally used somatostatin analogues exert the major-
ity of their antineoplastic effects via these recep-
tor subtypes. Furthermore, stable transfection of
human pancreatic cancer cell lines with human
sst2 cDNA resulted in a significant reduction of
tumour cell growth, indicating that the loss of sst2
expression in pancreatic cancer could be responsi-
ble for the growth advantage of this kind of
tumour.

Clinical studies of somatostatin analogues in
combination with other substances, such as
tamoxifen, which is used for the treatment of
estrogen-positive metastatic breast cancer were
rather disappointing. No benefit of the additional
administration of octreotide was observed and,
moreover, the combination of both compounds
caused higher side effects in patients. Despite this,
the combination of octreotide with interferon-α
improved the sensitivity of neuroendocrine gas-
troenteropancreatic tumours, which responded
only marginally to the individual application of
the drugs. Although a significant reduction of
tumour size was not detectable, in 18% of the
patients a complete, and in more than half of them
a partial, normalization of hormone levels was
observed (2).
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Radiolabeld somatostatin analogues, such as 111In-
DTPA-DPhe1-octreotide or 111In-DOTA-lanreotide
are employed for somatostatin receptor scintigra-
phy (SRS), an imaging technique that is nowadays
used in many hospitals to visualize sst subtype
positive tumours in vivo. The high sensitivity of
this method can be explained by an accumulation
of radioligands within the tumours, which is pre-
sumably caused by the internalisation of the ago-
nist-receptor complex (2). Many human tumours
seem to contain high mRNA levels for specific sst
subtypes. For example, sst2 is the predominant
isoform expressed by neuroendocrine tumours,

whereas intestinal adenocarcinomas mostly con-
tain sst3 and sst4. Therefore, in particular 111In-
DOTA-lanreotide is a very suitable tool for the
detection of a wide range of tumours, since it
binds not only sst2 and sst5 with high affinity but
also sst3 and sst4 and to a lesser extent sst1.

Furthermore, some of these radioligands have
been used in first trials of receptor-targeted radio-
therapy. Although 111In is not the most favourable
substance for radiotherapy, large amounts of111In-
DTPA-DPhe1-octreotide were used for the treat-
ment of patients suffering from neuroendocrine
tumours. In a patient with an inoperable metasta-
sised glucagonoma, treatment with111In-DTPA-
DPhe1-octreotide led to a small but significant
reduction of tumour size and transiently lowered
plasma glucagon levels (2). Two further ana-
logues,90Y-DOTA-lanreotide and90Y-DOTA-D
Phe1-Tyr3-octreotide, have also been tested for
tumour therapy. In a phase II study investigating
more than 60 tumour patients treated with 90Y-
DOTA-lanreotide about 35% of the patients
showed a stabilization of tumour growth and in
15% of the cases a tumour regression was
observed. However, clinical long-term trials are
still needed to evaluate the therapeutic effective-
ness of somatostatin analogues in cancer treat-
ment.
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1. Patel YC (1999) Somatostatin and its receptor fami-
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peptidic somatostatin receptor antagonists. Pro-
ceedings of the National Academy of Sciences of the
U S A 97:13973–13978
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Spermine and spermidine are the most common
natural  polyamines  w ith the  s t r uc tures
NH2(CH2)3NH(CH2)4 NH(CH2)3NH2 and
NH2(CH2)3NH(CH2)4NH2, respectively.

� Polyamines
� Inward Rectifier K+ Channels

������������3�����

Sphingosine kinase catalyses the phosphorylation
of sphingosine to � sphingosine-1-phosphate
(S1P). Sphingosine kinase activity and/or forma-
tion of S1P are stimulated by several G protein-
coupled receptors, growth factor receptors and
antigen receptors and by depolarization. The
product, S1P, may act intracellularly or may be
secreted. Recent data suggest that sphingosine
kinase can also occur extracellularly. Until now,
two distinct sphingosine kinases (SPK1, SPK2)
have been identified on the molecular level, and
more are likely to exist. The catalytic domain of
these enzymes has a homology to that of the dia-
cylglycerol kinases. Overexpression of SPK1 pro-
motes cell growth and protects from apoptosis.

� Lysophospholipids
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Sphingosine-1-phosphate (S1P) is a versatile bioac-
tive lipid which can act as first and second mes-
senger. Extracellular S1P is a � lysophospholipid
mediator and activates specific G protein-coupled
receptors. On the other hand, stimulation of many

cells with diverse agonists causes a rapid and tran-
sient increase in intracellular S1P formation, and
inhibition of this S1P formation by � sphingosine
kinase inhibitors abrogates e.g. agonist-induced
Ca2+ mobilization. Different approaches, e.g.
intracellular microinjection of S1P or overexpres-
sion of sphingosine kinase, support the hypothe-
sis that intracellular S1P mediates mobilization of
Ca2+ from intracellular stores as well as prolifera-
tion and survival. The sphingosine kinase/S1P sig-
nal transduction pathway has been compared to
the phospholipase C/inositol-1,4,5-trisphosphate
Ca2+ mobilization pathway but intracellular target
sites of S1P have not been identified so far.

� Lysophospholipids
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A splice variant can arise when a gene contains at
least 2 � introns leading to the possibility that the
DNA between them (an � exon) may not be
included in the final messenger RNA (mRNA) and
protein product. Thus, the final protein product
may exist in 2 forms, one containing the amino
acid sequence encoded by the exon that is located
between the introns in the original DNA, and the
other in which the amino acid sequence encoded
by that exon has been ‘spliced out’. These two
products are referred to as splice variants.

� Histaminergic System
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Split-and-recombine synthesis is the simultane-
ous preparation of many products with one reac-
tion vessel per coupled building block. Conse-
quently, complex defined mixtures of product
compounds are obtained.

� Combinatorial Chemistry
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Heat shock proteins (HSPs)
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Stress proteins are a diverse group of proteins that
are synthesised at increased levels by cells exposed
to a variety of stressful stimuli and which have a
protective effect against the stress.

� Protein Trafficking and Quality Control

%�����(�����
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When, in 1962, Ritossa reported the appearance of
a new puffing pattern in the salivary gland poly-
tene chromosomes of Drosophila busckii follow-
ing exposure to elevated temperature, he can
hardly have foreseen that this phenomenon would
ultimately be of interest to those concerned with
processes as diverse as protein folding and human
� autoimmune diseases. Yet, this finding repre-
sented the first step in the study of a group of pro-
teins whose synthesis is induced by exposure of
cells to elevated temperature or other stresses and
which are therefore known as the stress or heat
shock proteins. Studies over the past thirty five
years have revealed the importance of these pro-
teins in fundamental cellular processes such as
protein folding as well as elucidating their role in a
variety of different human diseases.

Following the initial report of Ritossa, subse-
quent studies revealed that similar elevated syn-
thesis of a few proteins following exposure to heat
or other stresses occurs in all organisms studied
ranging from prokaryotic bacteria such as E.coli to
mammals. Initially, the major stress or heat-induc-
ible proteins were identified simply by exposing
cells to such stresses in the presence of radiola-
belled amino acids and identifying newly labelled

proteins by autoradiography of polyacrylamide
gels. Subsequently, following the cloning of the
genes encoding stress proteins identified in this
manner, other genes encoding related stress pro-
teins were identified on the basis of their homol-
ogy. It then became clear that many stress pro-
teins are encoded by multi-gene families encoding
proteins with similar but distinct features. In addi-
tion, other proteins that were identified in other
situations were also subsequently shown to be
induced by specific stresses when they were ana-
lyzed in detail.

In this manner, a number of different stress-
inducible proteins have been defined. The major
stress proteins which are normally referred to as
hsp N where N is the molecular weight in kilo-Dal-
tons are listed in Table 1 together with brief details
concerning their features (for detailed review see
reference 1).

*���
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Although the stress proteins were initially defined
on the basis of their enhanced synthesis in
response to exposure to heat or other stresses,
many of these proteins are also expressed in nor-
mal unstressed cells. Thus, for example, hsp90
constitutes approximately 1% of the total protein
in unstressed cells and is induced 2–5 fold follow-
ing exposure to elevated temperature. Indeed,
even where a specific stress protein is absent in
unstressed cells, a homologous protein exists in
normal unstressed cells. This is seen in the case of
the hsp70 family where the major stress inducible
protein (known either as hsp70 or hsp72) is absent
in unstressed cells, which contain large amounts of
another member of the family (known as hsc70 or
hsp73) which is only mildly induced by exposure
to stress.

This indicates therefore the function of the
hsps is likely to be one which is required in normal
cells but is of even greater importance in stressed
cells. Moreover, this function is likely to be of great
importance in all cells ranging from bacteria to
man since it has been highly conserved in evolu-
tion. Thus, not only does exposure to stress induce
the synthesis of specific proteins in all organisms,
but these proteins themselves have been highly
conserved in evolution as indicated in Table 1
which shows that prokaryotic homologues of most
eukaryotic hsps can be identified in bacteria.
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�Numerous studies have indicated that the pri-
mary role of the majority of hsps lies in producing
proper folding of other proteins so that they can
fulfil their appropriate functions. This is required
in all normal cells but will be of greater impor-
tance in stressed cells where exposure to elevated
temperature or other noxious stimuli will result in
the production of aberrant proteins that are
improperly folded. Some of the roles of the hsps in
proper protein folding include preventing the
inappropriate associations of other proteins with
each other, the correct intracellular transport of
other proteins and the maintenance of specific
proteins in an inactive form until the correct sig-

nal for their activation is received. These functions
are evidently of importance in the normal cell,
whilst in the stressed cell, abnormal interactions
that are highly undesirable increase and must be
dealt with by the increased concentrations of hsps
produced by the stress.

Evidently, in some situations the damaged pro-
teins produced by the stress will be too abnormal
to be refolded properly. For this reason, some
stress-inducible proteins such as the small hsp
ubiquitin are involved in protein degradation and
therefore assist in the destruction of damaged pro-
teins in the stressed cell whilst also playing a role
in normal protein turnover in unstressed cells.

Tab. 1 Major eukaryotic stress proteins.

Family Members Prokaryotic 
homologues

Functional role Comments

Hsp100 Hsp104, 
Hsp100

C1pA, C1pβ Protein turnover Have ATPase activity

Hsp90 Hsp90, 
Grp94

C62.5 Maintenance of proteins 
such as steroid receptors 
in an inactive form until 
appropriate

Drosophila and yeast 
proteins known as hsp83

Hsp70 Grp78 (= Bip), 
Hsp70, 
Hsc70, 
Hsx70

dnaK Protein folding and 
unfolding, assembly of 
multi-protein complexes

Hsx70 only in primates

Hsp60 Hsp60 groEL (E.coli) 
Mycobacterial 
65 kD antigen

Protein folding and 
unfolding, organelle 
translocation

Major antigen of many 
bacteria and parasites 
which infect man

Hsp56 Hsp56 
(aka FKB52)

None Protein folding, associated 
with hsp90 and hsp70 in 
steroid receptor complex

Have peptidyl prolyl 
isomerase activity, target of 
immuno-suppressive drugs

Hsp47 Hsp47 None Protein folding of collagen 
and possibly other proteins

Has homology to protease 
inhibitors

Hsp32 Hsp32 Cleaves heme to yield carbon 
monoxide and the protective 
anti-oxidant molecule 
biliverdin

Also known as heme 
oxygenase-1

Hsp27 Hsp27, 
Hsp26 etc.

Mycobacterial 
18 kDa antigen

Protein folding, 
actin binding proteins

Very variable in size 
(12–40 kD) and number in 
different organisms

Ubiquitin Ubiquitin None Protein degradation Also found conjugated to 
histone H2A in the nucleus
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The dual role of stress proteins in both normal and
stressed cells requires the existence of complex
regulatory processes which ensure that the correct
expression pattern is produced. Indeed, such proc-
esses must be operative at the very earliest stages
of embryonic development since the genes encod-
ing stress proteins such as hsp70 and hsp90 have
been shown to be amongst the first genes tran-
scribed from the embryonic genome.

A number of studies have shown that a specific
� transcription factor known as heat shock factor
1 (HSF1) is responsible for the induction of the
stress protein genes following exposure to heat or
other stresses. Thus, this factor exists in an inac-
tive monomeric form in unstressed cells. Follow-
ing exposure to heat or other stresses, it forms a
trimeric form that is able to bind to appropriate
DNA sequences in the promoters of the stress pro-
tein genes known as heat shock elements (HSE).
Subsequently, HSF1 becomes phosphorylated and
then activates transcription of these genes (for
review see 2).

Much less is known about the regulation of
these genes in response to non stressful stimuli or
in normal cells. It has been shown that a second
form of HSF known as HSF2, which also binds to
the HSE, mediates the induction of the hsp70 gene
that occurs when an erythroleukaemia cell line is
induced to differentiate following exposure to
hemin. However, it is now becoming clear that
transcription factors which bind to sites within the
stress protein gene promoters that are distinct
from HSE sequences, also play a role in the regula-
tion of these genes in normal cells and in response
to specific non-stressful stimuli. Thus, for exam-
ple, it has been shown that the enhanced synthesis
of hsp70 and hsp90 following exposure of cells to
� cytokines  such as interleukin-6 (IL-6) is medi-
ated by transcription factors such as � NF-IL6  and
STAT-3, which bind to sites in their gene promot-
ers adjacent to HSE sequences (for review see 3).
Hence, the expression of the stress proteins in nor-
mal and stressed cells is parallelled by their regu-
lation by transcription factors that are activated by
non-stressful and stressful stimuli, respectively.

�
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The important role of the stress proteins in proc-
esses such as protein folding and their expression

in normal embryonic development suggests that
they are likely to be essential for the survival of
cells and organisms. Thus, although the inactiva-
tion of an individual stress protein gene may not
be lethal in all cases since another member of the
family might substitute for its functions, the com-
plete elimination of the function of a specific fam-
ily of stress proteins is likely to be lethal in the vast
majority of cases.

As always, in discussing stress proteins it is
necessary to consider not only their function in
normal cells but their function in stressed cells. A
very wide variety of studies have left no doubt that
induction of the stress proteins by a specific stress
does have a protective effect and enhances the
ability of the organism to deal with that stress.
Such a conclusion was initially reached on the
basis of experiments showing that a mild stress
sufficient to induce the hsps was able to protect
cells against a subsequent more severe stress. Sub-
sequently, such studies were supplemented by the
overexpression of individual hsps in cultured cells
which showed that this made the cells more resist-
ant to a subsequent stress. Conversely, the elimina-
tion of a particular stress protein by micro-injec-
tion of an antibody to it or the use of an anti-sense
approach resulted in a reduced tolerance to stress.
These experiments were brought to their logical
conclusion by the finding that transgenic animals
overexpressing hsp70 showed enhanced resist-
ance to cardiac ischaemia  (for review see 4,5).

�
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As described above, the stress proteins play a criti-
cal role in the functioning of normal cells and par-
ticularly in their stress resistance. These effects are
obviously of great benefit to the organism. In
addition, however, stress proteins have also been
implicated in specific human diseases. Somewhat
surprisingly, unlike the situation with most other
essential proteins, such alterations in stress pro-
teins in human diseases do not generally involve
the reduction in their expression or the abolition
of their function.

Rather, the enhanced expression of stress pro-
teins has been reported in a number of different
human diseases. Evidently, many such reports will
simply arise from the fact that particular cells in a
specific disease are exposed to stress due to the
effects of the disease and therefore respond by
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inducing the synthesis of the stress proteins. In
other cases, however, the specific synthesis of an
individual stress protein has been reported with
no effects on other stress proteins suggesting that
the effect is a specific one which may be related to
the nature of the disease. Thus, for example, hsp90
has been reported to be specifically overexpressed
in a subset of patients with the autoimmune dis-
ease systemic lupus erythematosus (SLE) where
the expression of other stress proteins is unaf-
fected.

Probably the greatest significance of such gen-
eral or specific overexpression of stress proteins in
particular diseases is that they can provoke an
autoimmune response leading to the production of
antibodies or T cells that recognise these proteins
and can produce a damaging immune response.
Such immune responses to individual stress pro-
teins, particular hsp60, have been reported in dis-
eases as diverse as rheumatoid arthritis, multiple
sclerosis and type 1 diabetes. Similar autoimmune
responses to endogenous mammalian stress pro-
teins can be provoked by exposure of animals to
bacterial pathogens such as the Mycobacteria
whose major antigen is homologous to hsp60.

Although such autoimmune responses appear
to play a critical role, for example, in animal mod-
els of rheumatoid arthritis involving Mycobacte-
rial infection, it is at present unclear whether they
play a similar role in the pathogenesis of human
rheumatoid arthritis and other autoimmune dis-
eases such as type 1 diabetes or multiple sclerosis.
This possibility needs to be borne in mind, how-
ever, in developing therapeutic procedures involv-
ing the enhanced expression of these protective
proteins (see below).

$����

The protective effect of overexpressing stress pro-
teins in cells or transgenic animals (described
above) is of obvious therapeutic importance.
Thus, if drugs could be developed that could
induce enhanced stress protein expression without
producing stress, they could potentially be used,
for example, to minimise the damage that occurs
in human diseases such as cerebral ischaemia or
cardiac ischaemia. Evidently, the finding that nat-
urally occurring non-stressful stimuli such as
cytokines can induce enhanced stress protein syn-

thesis (see above) offers hope that this can be
achieved. Indeed, several drugs able to induce
enhanced stress protein synthesis have been syn-
thesised and such compounds or their derivatives
may ultimately be of clinical use (for review see
4,5). Similarly, experiments in which a protective
effect has been achieved by delivering stress pro-
tein genes using viral or non-viral vectors (4,5)
indicates that delivery of exogenous stress protein
genes by a � gene therapy approach may be an
alternative to the up-regulation of endogenous
stress protein genes using a pharmacological
approach. Of course, in considering these thera-
pies one should bear in mind the potential role of
stress protein overexpression in autoimmune dis-
eases. Thus, not only will therapy of such diseases
potentially require decreased rather than
increased stress protein expression but care will be
required to ensure that therapeutic overexpres-
sion of stress proteins in, for example, cerebral or
cardiac ischaemia does not induce a damaging
autoimmune response. Despite this caveat, how-
ever, it is likely that the phenomenon of stress pro-
teins discovered nearly forty years ago in the fruit
fly will one day be used for therapeutic benefit in
human disease.
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A and B are, globally, the lethal targets of β-lactam
antibiotics.

� β-lactam Antibiotics

�	���
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The sympathetic system is the part of the auto-
nomic nervous system that utilizes noradrenaline
(norepinephrine) and adrenaline (epinephrine) as
its transmitters.

� β-lactam Antibiotics
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Sympatholytic drugs are a group of drugs, which
decrease the activity of the sympathetic nervous
system, mainly by blocking the action of adrena-
line and noradrenaline at adrenoceptors.

� α-adrenergic system
� β-adrenergic system
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Direct sympathomimetic drugs act as agonists on
adrenergic receptors. In contrast, indirectly acting
sympathomimetic drugs act by increasing the con-
centration of noradrenaline. Indirectly acting
sympathomimetics like tyramine, amphetamine
or ephedrine are take up into sympathetic nerve
terminals and are transported into the vesicles by
the vesicular monoamine transporter in exchange
for noradrenaline, which escapes into the cytosol.
Most of the noradrenaline in the cytosol escapes
via the transporter in the presynaptic membrane
in exchange for the indirectly acting sympathomi-
metic monoamine. By this mechanism as well as
by partly inhibiting the reuptake of noradrenaline
and partly by inhibiting the degradation of

noradrenaline by monoamine oxidase (MAO),
they increase the concentration of noradrenaline
in the synaptic cleft.

� α-adrenergic system
� β-adrenergic system
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A synapse is a contact site between two neurones,
where information is communicated from the
axon of one neurone (the presynaptic) to the cell
body, the dendrites or the axon of the second neu-
rone (the postsynaptic). In most synapses, the
information is communicated chemically; the pre-
synaptic neurone releases a neurotransmitter sub-
stance, which then acts on receptors of the postsy-
naptic neurone. Most chemical synapses are char-
acterized morphologically by an increase in
diameter of the presynaptic axon to form a vari-
cosity or bouton, by transmitter-storing vesicles
inside the bouton and by a synaptic cleft crossed
by cell adhesion molecules. In a relatively few syn-
apses, the information is transmitted electrically.
In a wider sense, sites of transmission between
neuronal axons and peripheral effector cells, such
as smooth muscle cells, are also synapses.

� Synaptic Transmission
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Synaptic transmission is the transfer of biological
information across � synapses. Drugs that influ-
ence synaptic transmission play an eminent role in
therapy, for two reasons. Firstly, the nervous sys-
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tem controls all tissues. Second, with few excep-
tions synaptic transmission is chemical, operating
by means of transmitter substances, and synapses
therefore provide a large number of drug targets,
such as the enzymes that synthesize the transmit-
ter. However, the importance of synaptic pharma-
cology extends beyond therapy: many poisons act
at synapses, as do the every-day drugs caffeine,
ethanol and nicotine.

There are numerous transmitter substances.
They include the amino acids glutamate, GABA
and glycine; acetylcholine; the monoamines
dopamine, noradrenaline and serotonin; the
� neuropeptides; ATP; and NO. Many neurones
use not a single transmitter but two or even more,
a phenomenon called � cotransmission. Chemical
synaptic transmission hence is diversified. The
basic steps, however, are similar across all neu-
rones, irrespective of their transmitter, with the
exception of NO: transmitter production and
vesicular storage; transmitter release; postsynaptic
receptor activation; and transmitter inactivation.
Fig. 1 shows an overview. � Nitrergic transmis-
sion, i.e. transmission by NO, differs from trans-
mission by other transmitters and is not covered
in this essay.

� α-Adrenergic System
� Catechol-O-Methyltransferase and its Inhibitors
� Exocytosis

%���������������
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All non-peptide transmitters are produced in the
axon terminals, which possess the necessary
machinery. Cholinergic terminals contain choline
acetyltransferase, which acetylates choline to ace-
tylcholine. Dopaminergic terminals contain tyro-
sine hydroxylase, which converts tyrosine into lev-
odopa, and aromatic L-amino acid decarboxylase,
which decarboxylates levodopa to dopamine.
Noradrenergic terminals contain in addition
dopamine β-hydroxylase,  which oxidizes
dopamine to noradrenaline. Following synthesis,
the transmitters (except NO) are taken up into
� synaptic vesicles by means of a transport sys-
tem consisting of two components: an ATP-driven
H+ pump that generates a proton gradient (∆pH;
vesicle lumen acidic) and a potential gradient (∆ψ;

vesicle lumen positive); and the Vesicular Neuro-
t ransmit ter  Transpor ter  ( VNT)
(� Neurotransmitter Transporters, � Vesicular
Transporters), which exchanges intravesicular H+

with axoplasmic transmitter (Fig. 1 inset). There
are several VNT families. One is the Vesicular
Monoamine Transporter (VMAT)/Vesicular Ace-
tylcholine Transporter (VAChT) family. VMAT is
responsible for the vesicular transport of
dopamine, noradrenaline and serotonin (1).

In contrast to the small transmitter molecules,
the neuropeptides are synthesized in the rough
endoplasmic reticulum of the neuronal perikarya.
They are enclosed in vesicles in the Golgi appara-
tus. The vesicles travel down to the terminals by
axonal transport.
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All transmitters (except NO) are released by the
following cascade: arrival of the nerve action
potential at the terminal → opening of voltage-
sensitive Ca2+ channels → exocytosis → recycling
of the vesicle membrane. The nerve action poten-
tial is mainly carried by Na+ entry through volt-
age-dependent Na+ channels. Axon terminal volt-
age-sensitive Ca2+ channels are mainly of the N-
and P/Q-types.

The action potential-induced increase in axo-
plasmic Ca2+ is the physiological trigger for exo-
cytosis. Exocytosis consists of the fusion of the
vesicle membrane with the plasmalemma, the
opening of a pore in the fused membranes, and
outward diffusion of the neurotransmitter or neu-
rotransmitters. Three proteins, the so called
� SNARE proteins, are essential in exocytosis
(Fig. 1 inset). One, synaptobrevin, is a protein of
the vesicle membrane; the other two, syntaxin and
SNAP-25 (synaptosome-associated protein of
25 kD), are proteins of the plasmalemma (Fig. 1
inset). Upon an increase in cytoplasmic Ca2+ from
about 0.1 to about 100 µM, the vesicular synapto-
brevin grabs hold of the plasmalemmal SNAREs,
and the three proteins intertwine into a complex
that then tightens like a zipper. This “zippering” of
the SNAREs pulls the vesicle and plasma mem-
branes together so that the lipid bilayers merge.
An additional vesicular protein, synaptotagmin,
may be the Ca2+ sensor that detects the increase in
cytoplasmic Ca2+. Ca2+ channels and SNAREs lie
closely together. Syntaxin and SNAP-25 in fact
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interact physically with the α1 subunit of N- and P/
Q-type Ca2+ channels. The close neighbourhood
permits the quickness of exocytosis; the time from
the arrival of the action potential to pore forma-
tion is only 100 µs or less.

After exocytosis, the vesicle membrane with its
lipids and proteins is recycled, either by immedi-
ate re-filling with transmitter or by passing
through a vesicle resting pool deeper inside the
axon terminal.

Action potential-elicited neurotransmitter exo-
cytosis is variable. First, action potentials trigger
release from a given axon terminal only unreliably,
with one or two release events per ten action
potentials, resulting in a low overall release proba-
bility. Secondly, the probability of release is modu-
lated by � presynaptic receptors in the axon termi-

nal membrane (Fig. 1). Through these receptors,
transmitter substances from neighbouring neu-
rones and hormones can increase or reduce the
release probability (2). Axon terminals thus inte-
grate (1) the release command of the action poten-
tial and (2) various modulatory chemical messages
from the neighbourhood to release an appropriate
amount of transmitter.
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Of the several classes of receptors for endogenous
chemical signals (4), two are used as postsynaptic
receptors in synaptic transmission: ligand-gated
ion channels (LGICs) and � G protein-coupled
receptors (GPCRs; Fig. 1). Due to the large number
of transmitters and the existence of several recep-
tor types for almost all, postsynaptic receptor acti-

Fig. 1 Synaptic transmission. The presynaptic terminal contains voltage-dependent Na+ and Ca2+ channels, 
vesicles with a Vesicular Neurotransmitter Transporter VNT, a Plasmalemmal Neurotransmitter Transporter 
PNT, and a presynaptic G protein-coupled receptor GPCR with its G protein and its effector E; the inset also 
shows the vesicular H+ pump. The postsynaptic cell contains two ligand-gated ion channels LGIC, one for Na+ 
and K+ and one for Cl-, a postsynaptic GPRC, and a PNT. In this synapse, released transmitter is inactivated by 
uptake into cells.
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vation is the most diversified step of synaptic
transmission. Table 1 shows selected neurotrans-
mitter receptors.

LGICs are hetero- or homo-oligomeric proteins
consisting or 3, 4 or 5 peptide chains, of which
each spans the membrane several times. The 3 to 5
subunits surround a pore, which in the absence of

transmitter is closed. The nicotinic receptor for
acetylcholine, the GABAA-receptor, the glycine
receptor and the 5-HT3-receptor for serotonin are
pentamers. The ionotropic glutamate receptors are
tetramers. The P2X-receptors for ATP are trimers.
When transmitter is bound to a ligand-gated ion
channel receptor, the open probability of the pore

Tab. 1 Selected neurotransmitter receptors.

Transmitter Receptor1 Effector 
mechanisms2

Agonists Antagonists

Glutamate AMPA 
(LGIC)

↑ Na+ and K+ 
conductance

α-amino-3-hydroxy-5-methyl-
4-isoxazolepropionic acid 
(AMPA)

GABA GABAA 
(LGIC)

↑ Cl- conductance muscimol bicuculline

GABAB 
(GPCR)

Gi/o baclofen

Glycine glycine receptor 
(LGIC)

↑ Cl- conductance strychnine

Acetylcholine nicotinic 
(LGIC)

↑ Na+, K+ and Ca2+ 
conductance

nicotine, suxamethonium tubocurarine, 
α-conotoxins, 
α-bungarotoxin 

muscarinic M1-5 
(GPCR)

M1, M3, M5: Gq/11; 
M2, M4: Gi/o

muscarine, carbachol atropine, 
scopolamine

Dopamine D1-5 
(GPCR)

D1, D5: Gs; 
D2, D3, D4: Gi/o

D2: bromocriptine D2: chlorpromazine
D4: clozapine

Noradrenaline α1A,B,D 
(GPCR)

Gq/11 phenylephrine prazosin

α2A-C 
(GPCR)

Gi/o clonidine yohimbine

β1-3 
(GPCR)

Gs isoprenaline propranolol

Serotonin 5-HT1A-F 
(GPCR)

Gi/o 5-HT1B,D: sumatriptan 

5-HT3 
(LGIC)

↑ Na+ and K+ 
conductance

ondansetron

Opioid 
peptides

µ, δ, κ 
(GPCR)

Gi/o µ: morphine naloxone

1 LGIC, ligand-gated ion channel; GPCR, G protein-coupled receptor
2 Activation of Gi/o leads to ↓ cyclic AMP (inhibition of adenylyl cyclase) and ↓ Ca2+ conductance (N- and P/Q-type Ca2+

channels). Activation of Gq/11 leads to ↑ inositol trisphosphate and ↑ diacyl glycerol (stimulation of phospholipase C).
Activation of Gs leads to ↑ cyclic AMP (stimulation of adenylyl cyclase).
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is increased. Ions may then enter or leave the cell,
but a selectivity filter in the channel lets only cer-
tain ions pass.

The AMPA receptors for glutamate, the nico-
tinic acetylcholine receptor and the 5-HT3-recep-
tor for serotonin are cation channels (Table 1).
When they open, the major consequence is a sud-
den entry of Na+, depolarization and an excita-
tory postsynaptic potential (EPSP; Fig. 1).

The GABAA-receptor and the glycine receptor
are Cl- channels (Table 1). When they open at a
resting membrane potential of about –60 mV, the
consequence is an entry of Cl-, hyperpolarization
and an inhibitory postsynaptic potential (IPSP;
Fig. 1).

All these postsynaptic events last only for a few
milliseconds; synaptic transmission through
LGICs is fast. When the postsynaptic cell mem-
brane is sufficiently depolarized, voltage-depend-
ent Na+ channels open and an action potential is
generated.

GPCRs are proteins that span the postsynaptic
cell membrane seven times (heptahelical recep-
tors). Small ligands are usually bound within a
pocket formed by the seven transmembrane heli-
ces. The large neuropeptides bind to the extracel-
lular domains. When the receptors are activated,
they interact with the appropriate G proteins that
are bound to the inner surface of the cell mem-
brane. The G proteins then pass the information
on to various effectors (Fig. 1).

The GABAB-receptors, the muscarinic M2- and
M4-receptors for acetylcholine, the dopamine D2-,
D3- and D4-receptors, the α2-adrenoceptors for
noradrenaline, the 5-HT1A-F-receptors for serot-
onin, and the opioid µ-, δ- and κ-receptors couple
to G proteins of the Gi/o family and thereby lower
(1) the cyctoplasmic level of the second messenger
cyclic AMP and (2) the open probability of N- and
P/Q-type Ca2+ channels (Table 1). The muscarinic
M1-, M3- and M5-receptors for acetylcholine and
the α1-adrenoceptors for noradrenaline couple to
G proteins of the Gq/11 family and thereby increase
the cytoplasmic levels of the second messengers
inositol trisphosphate and diacyl glycerol
(Table 1). The dopamine D1- and D5-receptors and
the β-adrenoceptors for noradrenaline, finally,
couple to Gs and thereby increase the cytoplasmic
level of cyclic AMP.

These cascades of reactions need time in the
range of seconds: synaptic transmission through
GPCRs is slow. All further postsynaptic changes
depend on the type of postsynaptic cell. For exam-
ple, activation of β2-adrenoceptors causes: in the
heart an increase of the rate and force of contrac-
tion; in skeletal muscle glycogenolysis and tremor;
in smooth muscle relaxation; in bronchial glands
secretion; and in sympathetic nerve terminals an
increase in transmitter release.
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Once released, transmitters are inactivated by dif-
fusion into the neighbouring extracellular space,
combined with one of two specific pathways:
either extracellular degradation by enzymes that
face the extracellular space, or uptake into cells.

Extracellular degradation removes acetylcho-
line, the neuropeptides and ATP. Acetylcholine is
rapidly hydrolyzed to choline and acetate by ace-
tylcholinesterase. The enzyme is localized in both
the presynaptic and the postsynatic cell mem-
brane and splits about 10,000 molecules of acetyl-
choline per second.

Glutamate,  GABA, g lycine,  dopamine,
noradrenaline and serotonin are taken up into
adjacent cells. The uptake is mediated by Plasma-
lemmal Neurotransmitter Transporters (PNTs;
Fig. 1). The main driving force for all PNTs is the
Na+ concentration gradient across the axolemma.
There are several PNT families. One is the Na+/Cl-

-Dependent Neurotransmitter Transporter
(SCDNT) family, which comprises transporters for
GABA, glycine, dopamine, noradrenaline and
serotonin. The GABA transporters are located
partly in the GABAergic, and the glycine trans-
porters are located partly in the glycinergic termi-
nals themselves. The dopamine, noradrenaline
and serotonin transporters are located almost
exclusively in the dopaminergic, noradrenergic
and serotoninergic terminals, respectively. In all
these cases, cellular uptake means re-uptake into
the presynaptic neurone. Re-uptake by the PNTs
may be followed by vesicular re-uptake by the
VNTs; an economical way of inactivation, reminis-
cent of the recycling of the storage vesicle mem-
brane (1).
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Drugs affecting transmitter production and stor-
age include the following, all acting on monoam-
ine neurones. Levodopa is administered as the
precursor of dopamine to compensate for the loss
of dopaminergic neurones in � Parkinson’s dis-
ease. Benserazide is an inhibitor of aromatic L-
amino acid decarboxylase that does not pass the
blood-brain barrier. It is given together with levo-
dopa in Parkinson’s disease to prevent the decar-
boxylation of levodopa in peripheral tissues.
Reserpine  specifically blocks VMAT, thus depletes
monoamines from the axon terminals, and is
occasionally used to treat hypertension.
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So central is exocytosis from neurones for animal
life, that evolution has made it the target of a large
number of natural poisons, used by the producing
organisms for defence or attack. The puffer fish
produces tetrodotoxin and some dinoflagellates
produce saxitoxin, both of which occlude voltage-
gated Na+ channels by binding to the external side
of the channel pore. The cone snail Conus
geographus  produces the � conotoxin  ω-conoto-
xin GVIA, a small cysteine-rich peptide, which
blocks N-type Ca2+ channels. P/Q-type Ca2+ chan-
nels are insensitive to ω-conotoxin GVIA but
selectivley blocked by the funnel-web spider
venom ω-agatoxin IVA, also a small cysteine-rich
peptide. Tetrodotoxin and ω-conotoxin GVIA are
the two most widely used toxins in neuroscience.

The most ingenious exocytosis toxins, how-
ever, come from the anaerobic bacteria Clostrid-
ium botulinumand Clostridium tetani. The former
produces the seven botulinum neurotoxins
(BoNTs) A to G; the latter produces tetanus neuro-
toxin (TeNT). All eight toxins consist of a heavy
(H) chain and a light (L) chain that are associated
by an interchain S-S bond. The L-chains enter the
cytosol of axon terminals. Importantly, BoNT L-
chains mainly enter peripheral cholinergic termi-
nals, whereas the TeNT L-chain mainly enters cer-
ebral and spinal cord GABAergic and glycinergic
terminals. The L-chains are the active domains of
the toxins. They are zinc-endopeptidases and spe-
cifically split the three core proteins of exocytosis,
i.e. the SNAREs (Fig. 1 inset). Each of the eight tox-

ins splits a single SNARE at a single site. Destruc-
tion of synaptobrevin, syntaxin or SNAP-25 in
cholinergic terminals by the BoNTs leads to cessa-
tion of acetylcholine release followed by flaccid
paralysis, the main symptom of � botulism.
Destruction of synaptobrevin in GABAergic and
glycinergic terminals by TeNT leads to cessation of
GABA and glycine release followed by spastic
paralysis, the main symptom of � tetanus. BoNT
and TeNT are the most potent toxic substances
known, able to kill vertebrates at a dose of 0.1 to
1 ng/kg body weight (3).
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The most diversified step of synaptic transmis-
sion is also the target of the greatest variety of
drugs. Some are included in Table 1. Many are nat-
ural poisons such as muscimol, bicuculline,
strychnine, nicotine, tubocurarine, muscarine,
atropine, scopolamine, yohimbine and morphine,
all of which stem from plants; the α-conotoxins;
and α-bungarotoxin from the bungar snake.
Tubocurarine, the α-conotoxins and α-bungaro-
toxin cause flaccid paralysis by blocking the posts-
ynaptic nicotinic receptor of the skeletal muscle
endplate- the same symptom that BoNTs produce
by preventing the release of acetylcholine.

The therapeutic impact of drugs acting at
transmitter receptors is enormous. All volatile and
intravenous anaesthetics and also ethanol act pri-
marily on cerebral LGICs, above all GABAA-recep-
tors. All neuromuscular blocking agents are ago-
nists or antagonists at the skeletal muscle nicotinic
receptor. There would be no surgery worth men-
tioning without these drug actions on neurotrans-
mitter receptors. Morphine and related opioid
agonists are the most effective analgesics. The β-
adrenoceptor antagonists such as propranolol
have become the most successful group of cardio-
vascular drugs. The benzodiazepine anxiolytics,
which promote the effect of GABA on GABAA-
receptors, and the dopamine receptor-blocking
� neuroleptics  such as chlorpromazine and cloza-
pine are two major drug classes used in psychiatry.
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The cholinesterase inhibitors are the classical
drugs that interfere with transmitter inactivation.
The prototype was physostigmine, a plant poison
and later a therapeutic agent in � myasthenia
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gravis. The highly toxic nerve gases such as sarin
also are cholinesterase inhibitors. The GABA
transporter is blocked by tiagabine, an antiepilep-
tic that owes its effect to the ensuing increase of
the concentration of GABA in the synaptic cleft.
Cocaine is abused because it blocks the dopamine
transporter and, hence, enhances dopaminergic
transmission in the mesolimbic dopaminergic
“reward system”. Blockers of the noradrenaline
transporter and blockers of the serotonin trans-
porter are the main � antidepressant drugs, i.e.
the main members of the third major drug class in
psychiatry.
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Synaptic vesicles are the organelles in axon termi-
nals that store neurotransmitters and release them
by exocytosis. There are two types, the large
dense-core vesicles, diameter about 90 nm, that
contain neuropeptides, and the small synaptic ves-
icles, diameter about 50 nm, that contain non-pep-
tide transmitters. About 10 vesicles per synapse
are ‘docked’ to the plasma membrane and ready
for release, the ‘readily releasable pool’. Many
more vesicles per synapse are stored farther away
from the plasma membrane, the ‘resting pool’.
When needed, the latter vesicles may be recruited
into the readily releasable pool. Neuronal depo-

larization and activation of voltage-sensitive Ca2+

channels increases intracellular Ca2+ levels that
promotes exocytosis and fusion of the vesicles
with the presynaptic membrane allowing the
vesicular neurotransmitter to be released into the
synaptic cleft.

� Exocytosis
� Synaptic Transmission
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Synaptotagmin is an integral type I transmem-
brane glycoprotein that possesses two C2 calcium-
binding domains. C2-domains are present in sev-
eral other proteins such as the calcium-dependent
isoforms of protein kinase C and phospholipase D
where they are known to regulate Ca-dependent
binding to phospholipid membranes. More than
10 different synaptotagmins are known, that are
widely expressed in many tissues. Best character-
ized is synaptotagmin I, a resident of synaptic ves-
icles and neurosecretory granules. Synaptotagmin
I probably functions as an exocytotic Ca-receptor
that links the calcium signal to membrane fusion
by means of Ca-dependent binding to membranes
and (possibly) to SNAREs.

� Exocytosis
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Syndecans are transmembrane proteins, which are
modified by the addition of heparan sulphate gly-
cosaminoglycan (GAG) chains and other sugars.
Syndecans bind a wide variety of different ligands
via their heparan sulphate chains. Binding specifi-
cities may vary depending on cell-type specific
modifications of the heparan sulphate chains.

� Table appendix: Adhesion Molecules
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The term tolerance is used to describe a gradual
decrease in responsiveness to a drug, typically
developing over days or weeks. A fast loss of
responsivess developing e.g. over a few minutes is
called desensitisation or tachyphylaxis. It is
important to note that tolerance does not only
develop with drugs of abuse but also after repeated
administration of a wide variety with drugs that
are not self-administered by animals or used com-
pulsively by man. Examples of the phenomenon of
tolerance to opioids is described. Opioid tolerance
is not associated with changes in affinity and/or
density of opioid receptors. Opioid receptor
desensitization is also not associated with receptor
internalisation but underlies uncoupling of the G-
protein.

� Drug Addiction/Dependence
� Tolerance and Desensitization
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� Tolerance is the reduction in response to a drug
after repeated administration. Clinically, a higher
dose is required to obtain the original response.
The time course and extent of tolerance develop-
ments varies between different drugs. At least two
types of tolerance, � pharmacokinetic and
� pharmacodynamic tolerance, can be distin-
guished. Tolerance development is a reversible
process. The phenomenon of � cross tolerance
may develop to the effect of pharmacologically-
related drugs, particularly to those acting at the
same receptor.

� Desensitization  describes the rapid signal
attenuation in response to stimulation of cells by
receptor agonists. Changes in the coupling effi-
ciency of receptors to signal transduction path-
ways and receptor internalization can account for
� desensitization and the development of pharma-
codynamic tolerance.

� Drug Addiction/Dependence
� Drug-Receptor Interaction
� G-protein-coupled Receptors
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The action of an agonist can be terminated by its
removal from the extracellular fluid. This includes
simple dissociation and diffusion as well as the re-
uptake and metabolic inactivation of the agonist.
Latter mechanisms are fast and powerful and
underlay a fine-tuned regulation that can adapt its
capacity to maintain a physiological homeostasis.
Many clinically used agonists are inactivated by
similar mechanisms as the physiological ligands.
Therefore, continued agonist treatment can induce
an increased drug degradation. Such mechanisms
may contribute to the development of a pharma-
cokinetic tolerance. For example, barbiturates
induce their own metabolic inactivation in the
liver, a process that leads to a reversible pharma-
cokinetic tolerance. Chemical modifications of an
agonist that prevent re-uptake and metabolic deg-
radation can help to circumvent this form of toler-
ance.
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Receptor desensitization summarizes pharmaco-
dynamic processes that lead to an inactivation of
receptor signalling within seconds to minutes. The
rapid attenuation of extracellular signals medi-
ated by G-protein-coupled receptors (GPCRs) and
their signalling pathways belong to the best-stud-
ied systems. The uncoupling of the receptor from
its G protein involves receptor phosphorylation by
different classes of protein kinases. Two types of
receptor desensitization can be distinguished.
� Homologous desensitization is mediated by ago-
nist-induced activation of the same receptor,
whereas � heterologous desensitization is caused
by activation of a different receptor. The so-called
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� G-protein-coupled receptors kinases  (� GRKs)
are responsible for homologous agonist-induced
receptor phosphorylation. So far, seven GRKs have
been cloned. GRK2, GRK3 and GRK6 are the most
widely distributed GRKs, but expression and
knockout studies also implicate more distinct
roles of individual GRKs. The phosphorylation
sites, which are mainly serine residues, are located
within the third intracellular loop and the intracel-
lular C-terminus of GPCRs. Following receptor
activation by an agonist, GRKs translocate from
the cytosol to the plasma membrane. The efficacy
of receptor phosphorylation by GRKs is greatly
enhanced by binding to an activated receptor,
depending on a specific phosphorylation consen-
sus site as well as on the three-dimensional struc-
ture of the intracellular receptor surface. Once the
receptor is phosphorylated, the functional cofac-
tors of GRKs, the � arrestins bind to the GPCR

and thereby quench the signal transduction by
disrupting the interaction of the receptor and the
G protein. At least three arrestins – the visual
arrestin, β-arrestin-1 and β-arrestin-2 – can be
distinguished. β-Arrestins are essential in the
� internalization of many GPCR. They act as
adaptor proteins that link the receptors to the
clathrin-coated pit endocytosis pathway (see III).

Second messenger-dependent kinases such as
protein kinase A (PKA) and protein kinase C
(PKC) are mainly involved in heterologous ago-
nist-independent receptor desensitization. The
heterologous desensitization includes receptors
that use similar signal transduction pathways and
simply depends on the overall kinase activity reg-
ulated by many different stimuli. Phosphoryla-
tion-induced conformational changes of the recep-
tor reduce the affinity to the G protein, thereby
leading to receptor/G-protein uncoupling.

Fig. 1 Agonist-induced internalization of GPCRs. The model depicts the agonist-induced regulation of GPCR 
phosphorylation, internalization, recycling and degradation. Agonist activation of many GPCRs results in recep-
tor phosphorylation by GPCR-specific kinases (GRK). The phosphorylated GPCR recruits β-arrestin, which initi-
ates receptor targeting to clathrin-coated pits. Endosomal acidification permits dissociation of the ligand. The 
GPCR is dephosphorylated by a G-protein-coupled receptor specific phosphatase (GRP). Internalized receptors 
can recycle to the cell surface or are degraded in lysosomes.
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Many GPCRs contain one or more conserved
cysteine residues within their C-terminal tails
which are modified by covalent attachment of
palmitoyl or isoprenyl residues. The palmitoyl
moiety is anchored in the lipid bilayer forming a
fourth intracellular loop. There is evidence that
palmitoylation of a GPCR is a dynamic process
and may affect receptor desensitization.

Desensitization is also a general property of
other receptor families such as receptor tyrosine
kinases and ligand-gated ion channels. For exam-
ple, receptor tyrosine kinases undergo agonist-
induced dimerization and autophosphorylation
that initiates receptor internalization (see III).
Phosphorylation of serine and tyrosine residues
may also modulate the desensitisation of ion chan-
nels such as the nicotinic acetylcholine receptor at
the neuromuscular junction. Nevertheless, the
molecular mechanism that mediates channel
opening by agonist binding, and then allows the
channel to close (desensitize) even though agonist
remains bound is not understood in detail.

It should be noted that fast inactivation of
receptor signalling not only involves the desensiti-
sation of the receptor but also the components of
the downstream signalling cascade. The deactiva-
tion of active Gα subunits is controlled by the
intramolecular hydrolysis of bound GTP, allowing
it to reform the inactive heterotrimer. Termination
of G-protein-mediated signalling in vivo is 10–
100 fold faster than the in vitro rate of GTP hydrol-
ysis by Gα subunits, suggesting the existence of
GTPase-activating proteins (GAPs). Indeed, so-
called “regulators of G-protein signalling” (RGS),
have been identified as potent GAPs for Gα subu-
nits which are required to achieve timely deactiva-
tion.
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Agonist-induced receptor � internalization  (also
called receptor endocytosis or sequestration) has
been observed for many membranous receptors
including GPCRs. Following GRK-mediated recep-
tor phosphorylation, arrestins bind to the recep-
tor and recruit other proteins such as AP-2,
dynamin and clathrin. Then, clathrin-coated pits
are formed and the receptors internalize. Subse-
quently, endosomal acidification permits dissozia-
tion of the ligand and dephosphorylation of the
receptor by cytosolic phosphatases (Fig). Internal-

ized receptors can recycle to the cell surface or can
degraded in lysosomes, a process known as recep-
tor down-regulation (see IV). The predominant
pathway for internalization requires a concerted
action of dynamin, arrestin and clathrin, but it
should be noted that there are additional pathways
of GPCR endocytosis which are independent from
the latter two proteins. Internalization of the M2
muscarinic acetylcholine receptor also requires
dynamin, but proceeds in an apparent β-arrestin-
and clathrin-independent manner. 

In some cases, receptor inactivation, e.g. of the
V2 vasopressin receptor, is mediated by agonist-
induced enzymatic cleavage of the GPCR. This
non-endocytic proteolysis is promoted by a
plasma membrane-associated metalloprotease.
Proteinase-activated receptors (PARs) such as the
thrombin receptor also follow a distinctly differ-
ent pathway. PARs require the enzymatic cleavage
of their N terminus, and the newly generated N
terminus activates the receptor. Once activated,
PARs are internalized into endosomes and sorted
to lysosomes for degradation. Recovery of func-
tional receptors at the plasma membrane requires
synthesis of new receptors or mobilization of
intact receptors from intracellular pools.

Receptor tyrosine kinases such as the epider-
mal-growth factor (EGF) receptor also undergoes
agonist-induced endocytosis, which is assumed to
follow a two-step process. First, the agonist
induces receptor dimerization and conforma-
tional changes that allow for cross-phosphoryla-
tion of tyrosine residues. In a second step, the
phosphorylated receptor tyrosine kinase recruits
adaptor proteins such as Cbl protein and endophi-
lin, which promote receptor internalization by
forming clathrin-coated pits. Receptor activation
also induces ubiquitination, a sorting signal for
receptor degradation in lysosomes. Interestingly,
GPCRs can cross-desensitize receptor tyrosine
kinases through clathrin-mediated endocytosis.

Ligand-gated ion channels such as GABA type
A receptor can also undergo clustering and inter-
nalization that is evoked when receptors are occu-
pied by agonists. Internalized receptors can be
rapidly recycled to the cell surface, a process that
is regulated by protein kinase C. On the other
hand, a portion of the intracellular GABA type A
receptors derived from ligand-dependent endocy-
tosis is targeted to degradation pathways.
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The decrease in the total cellular receptor number
is a process known as receptor down-regulation. It
is caused by chronic agonist exposure and occurs
in hours or days. This process is mainly agonist-
mediated but there is also evidence for agonist-
independent pathways of cell surface receptor
depletion. Recovery from receptor down-regula-
tion is reversible but slow. One mechanism of
receptor down-regulation involves lysosomal tar-
geting and the accelerated degradation of internal-
ized receptors (Fig.). The factors that determine
the fate of an internalized receptor (recycling
pathway vs degradation) are currently unknown.
Conjugation of proteins with ubiquitin, an abun-
dant intracellular protein, is a signal for the rapid
degradation of many cytosolic and membranous
proteins. It has been demonstrated that receptor
tyrosine kinases and GPCRs undergo agonist-
induced ubiquitination.

The regulation of receptor synthesis is a second
component of receptor down-regulation. It
involves processes that reduce gene transcription,
mRNA stability and receptor half-life time. It
should be noted that mechanisms in addition to
the regulation of the receptor number may
account for tolerance development. Second mes-
senger levels and enzyme activities that partici-
pate in the signalling of a given receptor are found
to be up- or down-regulated to compensate for
chronic over stimulation of a distinct signal trans-
duction cascade.
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Desensitization, internalization and down-regula-
tion of receptors are mechanisms that eventually
lead to a loss of agonist efficacy. These processes
together with agonist removal have been impli-
cated in � tachyphylaxis and in the development
of tolerance and drug � dependence. Vice versa,
chronic administration of antagonists dramati-
cally increase the number of receptors and may
account for super sensitivity seen e.g. after rapid
termination of a long-term treatment with β-
adrenergic receptor antagonists. Understanding
the molecular mechanisms of long-term receptor
expression regulation may help to influence or
even prevent therapeutically undesired effects.

Many mechanistic questions are still puzzling,
but recent studies with genetically engineered
mice have provided some new insights in the proc-
esses of desensitization and tolerance develop-
ment. The desensitization of the µ-opioid receptor
and development antinociceptive tolerance was
abolished in mice lacking β-arrestin-2. As a result
of gene deletion, these mice showed a remarkable
potentiation and prolongation of the analgesic
effect of morphine. Interestingly, the deletion of β-
arrestin-2 does not prevent the chronic morphine-
induced up-regulation of adenylyl cyclase activity,
a cellular marker of dependence, and the mutant
mice still became physically dependent on the
drug. In concert with this finding, several studies
indicate that highly addictive opiate drugs such as
morphine are deficient in their ability to induce
the desensitization and endocytosis of receptors.
Therefore, the development of physical depend-
ence and addiction appears to be independent
from desensitization and endocytosis of opiate
receptors.

Agonist-dependent and -independent changes
in receptor density can contribute to pathological
situations. There is a down-regulation of cardiac
β-adrenergic receptors in dilated cardiomyopathy,
probably as a consequence of increased sympa-
thetic tone. A rapid up-regulation of β-adrenergic
receptors is characteristic of myocardial ischemia
and hyperthyreosis. Blockade of β-adrenergic
receptors inhibits the basal receptor activity and
action of endogenous catecholamine and may
explain part of the beneficial effects of β-blockers
in both diseases.

Taken together, the regulation of time course
and extent of receptor desensitization and toler-
ance development involves complex cellular proc-
esses. Detailed understanding of the molecular
mechanisms of receptor inactivation may improve
the chronic drug treatment of patients and may
offer new targets of therapeutic interventions.
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Toll-like receptors are proteins present on cells of
the immune system that recognize DNA of
prokaryotic origin containing unmethylated CpG
motifs. These receptors are part of a familiy of
related receptors that mediate innate immunity
against a variety of microbes. Activation of toll-
like receptors leads to secretion of immunostimu-
latory cytokines, leading to an enhanced immune
response biased to a cytotoxic T-cell response. 

� Cytokines
� Immune Defense
� Genetic Vaccination
� Table appendix: Receptor Proteins
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Tonic-clonic convulsions are abnormal motor
behaviour during a � seizure characterised by slow
movements with high muscle tension (tonic
phase) and subsequent repetitive oscillating move-
ments of limbs (clonic phase).

� Antiepileptic Drugs
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Topoisomerase enzymes control and modify the
topologic states of DNA. The mechanisms of these
enzymes involve DNA cleavage and strand passage
through the break, followed by religation of the
cleaved DNA. Two main forms of topoisomerase
exist. The type I topoisomerase of mammals is a
100 kD monomeric protein whose actvity is ATP-
independent. This enzyme binds to double-
stranded DNA and cleaves one of the DNA strands
of the duplex, simultaneously forming an enzyme-
DNA covalent bond between a tyrosine residue
and the 3’-phosphate of the cleaved DNA. The type
II topoisomerases are dimeric enzymes, which are
ATP-dependant. Two isoforms of topoisomerase II
exist, topoisomerase α and β, with apparent
molecular weights of 170 and 180 kD. Topoisomer-
ase II cleaves the two complementary strands of
DNA four base pairs apart and the resulting 5’-
phosphoryl groups become covalently linked to a
pair of tyrosine groups, one in each half of the
dimeric topoisomerase II enzyme. Several groups
of drugs are known that selectively inhibit topoi-
somerases in bacteria (quinolones) or mamma-
lian cells (etoposide, tenoposide). Quinolones are
used to treat bacterial infections; inhibitors of
mammalian topoisomerases are cytostatic drugs
used for the treatment of cancer.

� Quinolones
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Torsade de pointes is a life-threating polymorphic
ventricular tachycardia which occurs in inherited
long QT syndrome and as a side effect of the
action potential prolonging drugs.

� Antiarrhythmic Drugs
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Transcritpion factor is a term loosely applied to
any protein required to initiate or regulate tran-
scription in eucaryotes through binding to defined
DNA regions. It includes both gene-regulatory
proteins and the general transcription factor.

� Nuclear Receptor
� JAK-STAT Pathway
� MAP Kinase Cascade
�  Interferons

�
��������	�

Transduction is the introduction and expression of
genes in a cell.

�
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Transfection is the introduction of DNA or RNA
into eukaryotic cells in vitro and in vivo.
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Transforming growth factor β (TGFβ) consists of
two 110-140 amino βacid peptides and belongs to a
large family of cytokines. The spectrum of func-
tions of TGF ranges from control of cell prolifera-
tion and differentiation, production of extracellu-
lar matrix components, chemotaxis and immuno-
suppression to regulation of cell death.

� Neurotrophic Factors
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The growth of tumours can be regarded as the
result of an accumulation of genetic changes in a
wide variety of genes, the incorrect activation of
oncogenes and the loss of function of tumour sup-
pressor genes. Oncogenes are defined on the basis
of their gain of function. The number of onco-
genes isolated since about the end of the 1970s has
grown to over 250.

� Antisense Oligonucleotides
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A transgene is an additional extra gene which is
introduced into the germline of an animal.

� Transgenic Animal Models

�
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Transgenic animals are genetically engineered ani-
mals which allow the functional assessment of
specific genes or proteins in health and disease.
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It is a major goal in biomedical research to identify
control elements that regulate complex physiologi-
cal functions such as regulation of blood pressure
or behaviour. These molecular control elements
are of interest since they represent potential thera-
peutic targets for various disease states. Three dif-
ferent strategies have been employed to assess
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gene functions in terms of providing the determi-
nants for a particular phenotype: a) Analysis of
naturally occuring mutations in humans and ani-
mals, b) random chemical mutagenesis with sub-
sequent screening for phenotypes and c) the gen-
eration of transgenic and targeted mutant animals,
which are the subject of this contribution. In these
approaches, an additional gene (“� transgene”) is
transferred to an animal or an inherent gene is
mutated in order to assess the respective pheno-
types. For the purpose of clarity, a clear distinc-
tion between “transgenic” (i.e. non-targeted) and
“targeted mutant” animals is made here, although
many scientists use the term “trangenic” in a
broader sense to encompass all genetically engi-
neered animals.
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Transgenic animals express a foreign gene, the
“transgene”, which is typically introduced into the
mouse germline by microinjection of DNA into
fertilized eggs. This technique is applicable to
mice, rats and other species. The DNA will be inte-
grated at random, frequently as concatamers. The
tissue distribution and the level of expression vary
between mouse lines depending on integration
sites and copy number, even when the same DNA
was used for injection. Transgenic mice may con-
stitutively and tissue-specifically overexpress the
transgene, or may carry gain-of-function muta-
tions in the transgene. Alternatively, they may also
contain dominant negative mutations, ribozyme
or antisense constructs. Thus, both gain-of-func-
tion and loss-of-function approaches can be pur-
sued with transgenes.
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For the � targeted mutant approach, targeting vec-
tors are constructed that contain DNA sequences
derived from the gene to be targeted. They are spe-
cifically integrated at the desired genomic loca-
tion by homologous recombination in murine
embryonic stem cells. These cells are then injected
into � blastocysts, which in turn are reimplanted
into pseudopregnant foster mothers. The embry-
onic stem cells contribute to the developing
embryo, which may carry the mutation in its germ
line. This technique is currrently available only for
mice. The target gene may be disrupted by intro-
duction of a neomycin resistance cassette or by

deletion of one or more, or even all, exons (classi-
cal or global � knockouts). Since regulatory ele-
ments in the neomycin resistance cassette may
affect the expression of neighbouring genes, it is
advisable to eliminate this cassette e.g. by cre/
loxP-mediated recombination. Knockout muta-
tions may also be studied in the heterozygous state
to assess potential gene dosage effects (1). The
phenotypic consequences of the knockout muta-
tion are expected to provide information on the
normal function of the respective gene in wild
type animals. Targeted mutagenesis is not limited
to gene knockouts. Virtually any desired subtle
mutation, e.g. a point mutation, or replacement of
a gene with another gene, can be introduced into
the mouse germline in this way (“knock-in”). The
potential advantage of introducing a point muta-
tion using a “knock-in” approach compared to a
transgenic approach is that with a gene-targeted
point mutation the gene harboring the mutation is
expressed under the control of the endogenous
promoter. In contrast, in transgenic aproaches the
expression level and epression pattern may be dif-
ferent, making it more difficult to interpret a
potential phenotype. In general, targeted point
mutations permit more precise modelling of many
human disease mutations.
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The expression of transgenes in time and space is
dependent on the promoter used in the transgene
construct and the site of DNA integration. Many
transgenes are expressed constitutively, which
may perturb development and even cause lethality.
To avoid these problems, transgenes may be
expressed in an inducible fashion. Mice carrying
an inducible transgene grow up normally. The
acute effect of transgene expression can then be
reversibly induced in adult animals. The same ani-
mal may be studied before and after the expres-
sion of the transgene and thus serve as its own
control, e.g. in behavioural studies. Several sys-
tems have been developed to achieve inducible
expression, of which the tet system appears to be
the most widely used (Fig. 1). The reverse tetracy-
cline-controlled transactivator (rtTA) consists of a
rtTA fusion protein composed of the mutant ver-
sion of the Tn10 tetracycline-resistance operon of
E. coli and a C-terminal portion of protein 16 of
herpes simplex virus, which functions as a strong
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transcriptional activator. The rtTA is placed under
the contol of a tissue-specific promoter. Only in
the presence of doxycycline, rtTA binds to the tetO
that is placed on a separate construct and acti-
vates transcription from a minimal CMV pro-
moter, which itself is inactive. This minimal pro-
moter drives the expression of the desired gene. In
summary, when doxycycline is added to the drink-
ing water, the transgene is expressed in a tissue-
specific fashion. Conversely, it is also possible to
shut down the expression of a transgene using the
tetracycline-controlled transactivator (tTA) sys-
tem (2). A refined system by which two genes can
be simultaneously regulated in opposite direc-
tions is provided by a recent extension of this
strategy (3). More recently, a lac repressor trans-
gene was developed that resembles a typical mam-
malian gene both in codon usage and structure
and expresses functional levels of repressor in the
mouse. This repressor was used to regulate the
expression of a mammalian reporter gene contain-
ing lac operator sequences. The lac repressor can
repress the activity of a reporter gene, which sub-
sequently can be derepressed by the lactose ana-
log IPTG (4).

������"�������������4�����$���:�	��	���
Classical global knockouts may have a develop-
mental or lethal phenotype and thus preclude the

analysis of the phenotypic consequences of the
lack of a gene in specific tissues in adult animals.
With the development of the � cre/loxP and � flp/
FRT systems it has become possible to excise
defined DNA fragments from the genome of speci-
fied cells. Cre and Flp are bacterial and yeast
recombinases, respectively, which recognize loxP
and FRT sequences, respectively. The most com-
mon application is where the DNA fragment to be
deleted is flanked by two parallel loxP or FRT sites.
Expression of cre or flp, respectively, then leads to
the excision or loss of the flanked fragment. This
expression can be achieved in cell culture or in
mice. In order to get rid of the neomycin resist-
ance marker, this marker may be flanked by two
FRT sites. Flp expression in embyronic stem cell
culture or in mice expressing an appropoate flp
transgene will eliminate the neo marker. In a typi-
cal example, essential exons of a gene are flanked
by loxP sites (“floxed”) (Fig. 2). These loxP sites
most likely do not have a functional activity on
their own, so that the “floxed” mice can be consid-
ered functional wild type mice (which however
may have to be confirmed in each case). Crossing
the “floxed” mouse with a transgenic mouse car-
rying a cre transgene that is expressed in tissue A
will result in some mice carrying both the targeted
“floxed” allele and the cre transgene. Only in tis-
sue A will the cre transgene be expressed and the

Fig. 1 Tissue-specific inducible transgene expression using the rtTA system. To achieve an inducible tissue-spe-
cific expression of a transgene, a mouse carrying two transgenes may be generated: Transgene 1 codes for rtTA, 
driven by a promoter expressed in tissue A (Ptissue A). Transgene 2 contains the open reading frame (ORF) of the 
gene that is to be expressed inducibly, preceded by a CMV minimal promoter (PminCMV) and a tet operator 
(tetO). Only when doxycycline is present rtTA binds to tetO and the open reading frame (ORF) of interest is be 
expressed in tissue A.
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exons flanked by loxP will be removed. In all other
tissues, the loxP-fllanked DNA fragment will be
retained.

One major problem with this strategy is that
the cre expression has to be strong enough and
highly tissue- or even cell type-specific. Many cre
transgenes currently in use have been constructed
as standard transgenes using promoter elements
of limited size via pronucleus injection, with the
expression level and pattern being dependent on
the integration site. Frequently, these transgenes
lack the specificity of cre expression that would be
expected from the respective promoter that was
used; in other words, the expression pattern of the
cre transgene frequently does not match the
expression pattern of the endogenous gene from
which the promoter was isolated. It may be prefer-
able to “knock-in” the cre-cDNA into the gene
whose expression pattern one wants to replicate;
potential disadvantages of this approach are that

the cre expression via the endogenous promoter
may be too weak for complete excision of flanked
sequences and that this approach is experimen-
tally the most time-consuming one. An alternative
approach to achieve cre expression from endog-
enous promoters utilizes bacterial artificial chro-
mosomes (� BACs). BACs contain e.g. 150 kb–
200 kb genomic DNA fragements. BAC libraries
spotted on nylon membranes are commercially
available. Clones hybridizing to a probe of interest
can then be purchased individually. Positive
clones are mapped to determine the approximate
position of the gene of intererst in the BAC. A BAC
can then be selected that contains the gene of
interest roughly in the center and contains >50 kb
of upstream sequence. Via homologous recombi-
nation in E. coli the cre cDNA can be introduced
into the ATG start codon of the respective gene of
interest. The BAC is then injected into a fertilized
mouse egg and frequently integrated as a single
copy. The integrity of the BAC ends can be con-
firmed e.g. by polymerase chain reaction. Though
the integration occurs at a random position in the
genome, it is hoped that the BAC contains all regu-
latory elements of the gene of interest (5). In con-
trast to the “knock-in” approach, the BAC trans-
gene typically does not change the function of
endogenous genes. Other genes present in the BAC
may be overexpressed. The BAC approach has the
advantage that it is usually much less time-con-
suming than the “knock-in” approach.
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The linking of genomic sequence information to
biological function is of major relevance for the
identifcation of novel drug targets. Instead of ana-
lyzing the function of one gene at a time, entire
sets of genes can be analyzed by multiplexing
genes using “in vivo libraries”. In this approach,
overlapping yeast artificial  chromosomes
(“� YACs”) covering a specific chromosomal
region, which has been implicated in a specific
biological function, are introduced into the mouse
germline. The resulting mouse lines will be ana-
lyzed with respect to the phenotype in question,
which has to be sensitive to gene dosage. The pres-
ence or absence of the phenotype in various
mouse lines permits functional mapping of the
gene of interest. In another approach, cDNAs of

Fig. 2 Tissue-specific knockout using the cre/loxP sys-
tem. To achieve a tissue-specific knockout, mice car-
rying a cre transgene (“Transgene”) and a targeted 
allele characterized by a “floxed” exon in the gene of 
interest are generated.  In this example, the cre trans-
gene is expressed under the control of a promoter that 
is expressed in tissuse A (Ptissue A). The Cre protein is 
synthesized in tissue A, recognizes the two parallel 
loxP sites and excises the exon that is flanked by the 
two loxP sites. If the floxed and later deleted exon is 
essential for gene function, the mouse will display a 
tissue-specific gene knockout.
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unknown function can be overexpressed in mice.
However, a gene inactivation approach may fre-
quently reveal more about the normal function of
genes than the overexpression of cDNAs.
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Both in the private and the public sector projects
are ongoing in which random mutations are gen-
erated in murine embryonic stem cells on a large
scale (ES cell libraries). Tagged and presumably
inactivated genes are easily identified by sequenc-
ing. These stem cells can be used to generate the
respective knockout mice.
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Transgenic and gene targeted animals have a sig-
nificant impact in providing fundamental insights
into biological systems and their pharmacological
regulation. They provide valuable information rel-
evant for target discovery and validation, e.g. by
clarifying the functional roles of potential drug
targets or by generating animal models for human
diseases that allow testing potential therapeutic
strategies. Genetically modified animals may also
be useful for the development of novel assays for
toxicologal testing. Tissue-specific and inducible
gene expression greatly increases the selectivity
with which these analyses can be performed.
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The founding member of the TRP channel family,
TRP, was identified as the product of a gene locus,
which was referred to a transient receptor potential
(trp), because trp mutant flies display a defect in
light induced Ca2+ influx .

� TRP Channels
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 A transition state is an unstable, high-energy con-
figuration assumed by reactants in a chemical
reaction on the way to making products. Enzymes
can lower the activation energy required for a
reaction by binding and stabilizing the transition
state of the substrate.
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A translocon is a multi-functional protein com-
plex in the endoplasmic reticulum (ER) mem-
brane. It translocates secretory proteins across and
integrates membrane proteins into the ER mem-
brane. The protein conducting channel protein
Sec61p is the most important component of the
translocon.

� Protein Trafficking and Quality Control
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A transmembrane domain is a region of an inte-
gral membrane protein that is usually thought to
form alpha helices and spans the lipid bilayer. A
protein can have several transmembrane domains.

� G-Protein-coupled Receptors
� Somatostatin
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Membrane signal transduction
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Cellular functions are controlled by extracellular
signals such as hormones, neurotransmitters,
odorants, light and other chemical or physical
stimuli. Only a few of these signal molecules, e.g.
the highly lipid-soluble steroid and thyroid hor-
mones, permeate the plasma membrane to inter-
act with their intracellular receptors. Most regula-
tory factors are water-soluble, interact with mem-
brane receptors and induce a signal transduction
process that leads to the formation of intracellular
signals and to the stimulation of signalling cas-
cades that result in the cellular reaction to the
stimulus.

� Adenylyl Cyclases
� G-protein-coupled Receptors
� Guanylyl Cyclase
� Phospholipases
� Tolerance and Desensitization
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Transmembrane signalling processes involve the
recognition and reversible binding of an extracel-
lular signal by an integral membrane receptor pro-
tein and the generation of intracellular signals by
one or more � effector protein. Receptor and effec-
tor can be domains on one and the same trans-
membrane protein or can be located on separate
protein entities. On the basis of different molecu-
lar interactions of the signal-receiving receptor to
the signal-generating effector protein (or effector
domain), receptors can be divided into several
groups (Figure).
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5���Recep-
tors permanently linked to an effector consist of
proteins with an extracellular ligand-binding
receptor domain and a signal-generating effector
domain. Most of these receptors are constituted by
two to five structurally related or identical subu-
nits. Effectors can be enzymes or ion channels
whose activities are stimulated by agonist binding
without significant delay.
1) Enzyme-linked receptors possess an extracellu-

lar domain with receptor function and another
intracellular one possessing catalytic activity.
Receptors can be linked to tyrosine kinases (like
the receptors for growth factors, acting through
the Ras-Raf-MEK-ERK pathway, and the insulin
receptor), to phosphotyrosine phosphatases
(e.g. CD45), to serine/threonine kinases (like
the transforming growth factor receptor β, ac-
tivin and inhibin receptors, acting via Smads)
or to guanylyl cyclases (e.g. the receptors for
natriuretic factors and guanylin). Some of these
enzyme-linked receptors form homodimers,
e.g. the receptor-tyrosine-kinases and the guan-
ylyl cyclases.

2) Ligand-gated ion channels consist of several
similar subunits that together form an extracel-
lular ligand-binding domain and a pore acting
as the regulated effector. The nicotinic acetyl-
choline receptors and the 5-HT3 serotonin re-
ceptors (both consisting of five structurally
related subunits with four transmembrane do-
mains each), ionotropic glutamate receptors
(consisting of four structurally related subunits
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with three transmembrane domains each) and
the P2X purinergic receptors (consisting of
three subunits with two transmembrane do-
mains each) are members of this family; they
are connected to a cation channel. On the other
hand, GABAA receptors and glycine receptors
(consisting of five structurally related subunits
with four transmembrane domains each, simi-
lar to the nicotinic acetylcholine and the 5-HT3
serotonin receptors) are members that are con-
nected to anion channels.

'�����	
�� ��	�������7��
����;�����	
�������5���Recep-
tors associated with an effector system consist of
two or more protein components. Two groups can
be differentiated.
1) G-protein-coupled receptors (GPCRs, seven-

transmembrane, 7TM or heptahelical recep-
tors) that interact with regulatory heterotrimer-
ic G proteins and regulate a variety of signal-
generating enzymes and ion channels. These re-
ceptors represent the largest protein family. For
about 200 of them the ligands are known, an-
other 200 are orphan receptors with unknown
ligands, and about 900 are olfactory receptors
(but two thirds of the human olfactory receptor
genes are pseudogenes). Activated GPCRs inter-
act with membrane-attached G proteins, con-
sisting of one α-, β- and γ-subunit each. The β-
and γ-subunits form a functional complex
(Gβγ) that is released from the GTP-bound α-
subunit within the receptor-mediated activa-
tion process. GαGTP and free Gβγ regulate the
activity of effector proteins such as enzymes
(e.g. adenylyl cyclases, phospholipases Cβ,
phosphatidylinositol 3-kinases and, in the reti-
na, the cGMP phosphodiesterase type 6) and
ion channels (e.g. voltage-gated calcium chan-
nels and inwardly rectifying potassium chan-
nels). G proteins are subdivided into four G-
protein subfamilies according to structural sim-
ilarities of their α-subunits. The Gs subfamily
(including Gs and Golf proteins) is involved in
adenylyl cyclase stimulation, whereas the acti-
vated Gα- and Gβγ-subunits of the Gi/o sub-
family (including three Gi isoforms, Go, Gz,
transducin and gustducin) mediate adenylyl cy-
clase inhibition (Gi), cGMP phosphodiesterase
type 6 stimulation (transducin), calcium chan-
nel inhibition (Gβγ from Go) and potassium

channel stimulation (Gβγ from Gi). Beside Gβγ,
the various members of the Gq subfamily (large-
ly Gq and G11, but in some cellular systems also
G14 and G15/16) by their activated α-subunits
cause activation of phospholipase Cβ isoforms,
thereby inducing a � PI response. The α-subu-
nits of the G12 subfamily, consisting of G12 and
G13, can stimulate guanine nucleotide exchange
factors (GEFs) of Rho, thereby leading to activa-
tion of Rho and Rho-kinase (ROCK). This re-
sults in myosin phosphatase phosphorylation
and inactivation with increased myosin light
chain phosphorylation, cytoskeletal changes
and contraction, e.g. of vascular smooth mus-
cle. Most GPCRs interact with and activate more
than one G protein subfamily, e.g. with Gs plus
Gq/11 (histamine H2, parathyroid hormone and
calcitonin receptors), Gs plus Gi (luteinising
hormone receptor, β2-adrenoceptor) or Gq/11
plus G12/13 (thromboxane A2, angiotensin AT1,
endothelin ETA receptors). Some receptors
show even broader G-protein coupling, e.g. to
Gi, Gq/11 plus G12/13 (protease-activated recep-
tors, lysophosphatidate and sphingosine-1-
phosphate receptors) or even to all four G-pro-
tein subfamilies (thyrotropin receptor). This
multiple coupling results in multiple signalling
via different pathways and in a concerted reac-
tion of the cell to the stimulus.

2) Cytokine receptors (including those of various
interleukins, prolactin, growth hormone and
erythropoetin) are homo- or heterodimers that
after ligand binding activate receptor-associat-
ed tyrosine kinases (JAKs) which phosphor-
ylate transcription factors (STATs).

0���� �
���	���	�������5���� Cell adhesion mole-
cules (such as integrines, cadherins and selectins)
do not only act as transmembrane proteins
involved in cell-cell or cell-matrix interactions but
are also involved in signal transduction processes.
Integrins even mediate inside-out signalling.

#	7���������#��	�
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���'�����	
�5���Low density lipoprotein (LDL)
receptors and transferrin receptors are transmem-
brane proteins that are involved in the transmem-
brane transport of the ligands they bind rather
than in signal transduction processes.
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Whereas transmembrane topologies of most
receptors have been well established, the three-
dimensional structures of almost all receptors are
unknown. The first resolved 3D structure of a
GPCRs was that of rhodopsin. It is assumed that
most transmembrane parts of receptors have α-
helical structures; β-sheet transmembrane struc-
tures have only been reported for some transmem-
brane segments of ligand-operated ion channels.

<��������������������	
��� ������
The number of receptor molecules is generally
restricted to a few thousands per cell, and ligands
are in most cases bound with nano- to micromolar
affinities. The effectors coupled to a receptor,

independently of being an enzyme or ion channel,
act catalytically, causing the generation of many
more intracellular signal molecules than those
involved in transmembrane signal transduction.
Therefore, the relative number of such effector
proteins can be much smaller than that of recep-
tors. On the other hand, G proteins occur at much
higher abundances than receptors and effectors
(Gi/o proteins are generally found > Gs /Gq/11 >
G12/13).

The ligand-induced signal transduction proc-
ess mediated by a ligand-operated ion channel,
e.g. by the nicotinic receptor in muscle, results in
an almost immediate (msec) cellular response as
the number of components is very small and

Fig. 1 Membrane topology of different groups of membrane receptors. Shown are single subunits of ligand-
gated ion channels, which are actually composed of three, four or five structurally related subunits. For other 
receptors, the occurrence of homo- or heterodimers is indicated. α, β and γ stand for G-protein α-, β- and γ-
subunits, respectively.
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almost no enzymatic step is involved. In compari-
son, the onset of cellular reactions to ligands inter-
acting with GPCRs and inducing the formation of
intracellular signals that stimulate protein phos-
phorylation is slower (sec). Cellular responses
induced by growth factors or cytokines acting via
phosphorylation cascades on transcription factors
take much longer.

Transmembrane signalling by one type of
receptor, e.g. GPCR/G-protein signalling, affects
signalling pathways used primarily by other recep-
tor types, e.g. the Ras-Raf-MEK-ERK pathway
controlled by receptor-tyrosine kinases. This
means that the signalling typically induced by a
given receptor cannot be seen as an event separate
from other regulations but has to be considered as
part of a signalling network within the cell.

2
�
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The naturally occurring as well as many synthetic
ligands of membrane receptors, i.e. hormones,
neurotransmitters, growth factors and cytokines,
act as � agonists, i.e. upon binding they induce the
generation of intracellular signals leading to a cel-
lular response. Partial agonists are compounds
with less than the full intrinsic activity of an ago-
nist but more intrinsic activity than that of an
antagonist (they act as partial antagonists when
applied in the presence of a full agonist). For
receptors coupling to more than one G protein, the
development of pathway-selective agonists may
become possible. Antagonists that act as blockers
of the effects of agonist have been developed as
drugs.

The pharmaceutical industry has developed
drugs that act as � inverse agonists, i.e. these com-
pounds through the same receptor cause opposite
cellular reactions. Agonists are supposed to shift
the equilibrium between the inactive and active
(effector-coupled) forms towards the latter one,
inverse agonists do the opposite; they can be used
to silence a constitutively active receptor. Hista-
mine H2, H3 and H4 receptors are examples of
receptors with high constitutive activity, and H2
blockers such as cimetidine and ranitidine actu-
ally are powerful inverse agonists. Similarly,
naloxone acts as an inverse agonist at δ-opiate
receptors.

Most hormones and neurotransmitters act via
more than one � receptor subtype. Subtypes that
are products of different genes can show differ-
ences in agonist and antagonist binding, a prop-
erty that can be used for cell- or tissue-specific
action. In addition, receptor subtypes often act on
different effectors. The pharmaceutical industry
has developed numerous compounds discriminat-
ing between receptor subtypes, thus providing
higher selectivity for certain receptors than the
naturally occurring agonists. Among receptor sub-
types, the occurrence of � ionotropic receptors
(linked to ligand-gated ion channels) in parallel to
the existence of � metabotropic receptors (i.e. G-
protein-coupled receptors) for the same neuro-
transmitters is most striking, i.e. nicotinic versus
muscarinic acetylcholine receptors, 5-HT3 versus
the other serotonin receptors, GABAA versus
GABAB receptors and P2X versus P2Y purinergic
receptors.

� Organic Cation Transorters
� Vesicular Transporters
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The trophoblast is the external layer of the embry-
onic blastocyst - a stage during early embryo
development - containing a group of large secre-
tory cells that establish contact with the uterine
mucosa.

� Interferons

�
	����

A viral tropism is the specifity of a virus for par-
ticular host tissues and cells.

� Gene Therapy
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VEIT FLOCKERZI
Universität des Saarlandes, Homburg, Germany
veit.flockerzi@uniklinik-saarland.de
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A superfamily of cation channels conserved in
mammals, flies, worms and yeast. The various TRP-
proteins bear sequence and predicted structural
similarities to the founding member of this super-
family, � transient receptor potential (TRP), a light
activated cation channel in the Drosophila  photore-
ceptor.

� Table appendix: Membrane Transport Proteins
� Non-selective Cation Channels
� Voltage-dependent Ca2+ Channels
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So far, more than twenty TRP genes have been
identified in mammals (1,2). Almost all TRPs are
supposed to form ion channels that are widely

expressed in the nervous system, and which may
be the primary site of Ca2+ entry in non-excitable
cells. A TRP protein contains six segments, pre-
dicted to cross the cell membrane, and a putative
pore loop within the extracellular linker separat-
ing the fifth and sixth transmembrane segments
(Fig. 1, top left), but lacks the voltage-sensing ele-
ment (S4) present in voltage-gated channels.
Almost all TRPs are activated by as yet unclear
mechanisms (see below) involving phopholipase C
(PLC) and phosphatidylinositol pathways. Four or
five TRP proteins form homooligomeric and het-
erooligomeric channels (Fig. 1, top right) and evi-
dence is steadily emerging that these channels are
integrated into signal transduction complexes by
� scaffolding proteins. Based on their structural
similarities the TRP proteins fall into three sub-
families of channels, TRPC, TRPV and TRPM
(Table 1). Two additional subfamilies, TRPP and
TRPML, which are more distantly related to TRP,
include � PKD2  and � mucolipin.

4	��0
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Essential molecular determinants of ion permea-
tion through TRP channels should reside within a
protein domain, which participates in the forma-
tion of the ion permeable pathway of the channel.
This domain is therefore called the pore loop. So
far this region has only been characterized for
TRP channels formed by members of the TRPV
group. Here, � TRPV1, TRPV2, TRPV3 and
� TRPV4  channels do only poorly discriminate

Tab. 1 The Superfamily of Mammalian TRP Channels

TRPC 
subfamily

TRPV 
subfamily

TRPM 
subfamily

TRPC1 TRPV1 TRPM1

TRPC2 TRPV2 TRPM2

TRPC3 TRPV3 TRPM3

TRPC4 TRPV4 TRPM4

TRPC5 TRPV5 TRPM5

TRPC6 TRPV6 TRPM6

TRPC7 TRPM7

TRPM8
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between monovalent and divalent cations, espe-
cially Na+ and Ca2+, and accordingly, are called
“non-selective” cation channels. In contrast,
� TRPV5  and � TRPV6  form highly selective
Ca2+-channels. Thus the relative permeability to
Ca2+ (PCa) is more than 100-fold higher than to
Na+ (PNa) in these two channels. A single nega-
tively charged aspartic acid residue (D, shown in
bold in Fig. 1 bottom) in the pore loop of TRPV5,
which is conserved in TRPV6, but not in the other
members of the TRPV subfamily, has been shown
to be responsible for the high Ca2+ selectivity of
channels formed by TRPV5 (3).

For all other members of the TRP family it still
has to be shown whether the presumptive pore

loop or other protein domains actually line the ion
conducting pathway of the channel. Based on the
results showing that expression of most TRPC
channels yields currents carried by Na+ and Ca2+,
and that expression of � TRPM4  and � TRPM7
channels yields currents carried by Na+ but not by
Ca2+ (TRPM4) or even currents carried by Mg2+

or Ca2+ (TRPM7), it seems likely that the pore
structures of these channel proteins vary consider-
ably.

�	����	�� �������	�
TRP channels vary significantly in their modes of
activation (4). Given that Drosophila TRP requires
PLC for activity in vivo, mammalian TRPs were
predicted to be PLC-dependent ion channels. Acti-
vation of PLC could be coupled to TRP channel
activation via relief of phosphatidyinositol-4,5-
bisphosphate (PIP2)-mediated channel repression
and/or production of inositol-1,4,5-trisphosphate
(IP3) and diacylglycerol (DAG). According to one
mechanism, referred to as � store-operated Ca2+

entry, transient IP3 induced release of Ca2+ from
intracellular stores induces sustained Ca2+ influx
by activation of a plasma membrane Ca2+ entry
channel. Leading contenders for channels acti-
vated by the latter mechanism are TRPC1, TRPC3,
TRPC4 and TRPC5, although none of the pub-
lished reports have unequivocal evidence for such
a mechanism. In addition, members of the TRPC
subfamily could be activated by diacylglycerol
(TRPC3, TRPC6), by direct interaction with the IP3
receptor (TRPC3), and – like TRPV1 and TRPM7 –
by relief of (PIP2)-mediated repression of the
channel, to mention a few.

Members of the TRPV subfamily are activated
by a broad range of stimuli including heat (TRPV1,
TRPV2, TRPV3 and TRPV4), ligands such as
� capsaicin  (TRPV1) and � endocannabinoids
(TRPV1, TRPV4, see below), osmolarity and cell
volume (TRPV4), hydrolysis of PIP2 and protons
(TRPV1). Sofar, TRPV5 and TRPV6 channels are
unique in that they represent the only highly Ca2+

selective channels within the TRP superfamily (see
above) and are activated by low intracellular Ca2+.

Three TRPM proteins, � TRPM2, TRPM6 and
TRPM7, are distinguished from other TRPs and
other known ion channels, in that they consist of
enzyme domains linked to the C termini of the ion
channel domains resulting in “Chanzymes”.

Fig. 1 TRP Protein Topology and Pore Loops of the 
Members of the TRPV Subfamily. Top, left: TRP pro-
teins comprise six predicted transmembrane seg-
ments linked by extracellular and cytosolic protein 
domains. The pore loop resides within the extracellu-
lar linker separating the fifth and sixth transmem-
brane segments. Top, right: View perpendicular to the 
surface of the plasma membrane. Four TRP proteins 
assemble to form an ion channel. The four pore loops 
line the ion permeant pathway. Circles represent 
transmembrane segments. Bottom: Amino acid 
sequence alignment of the pore loops of the members 
of the TRPV subfamily. The D shown in bold repre-
sents the negatively charged aspartic acid residue 
responsible for the high Ca2+ selectivity of channels 
formed by TRPV5 and, presumably, TRPV6. PCa and 
PNa, relative permeability to Ca2+ (PCa) and to Na+ 
(PNa).



930 TRP Channels

TRPM6 and TRPM7 encode TRP proteins linked
to functional atypical protein kinases; however, at
least TRPM7 channel activity does not require the
kinase domain for activation (5). Currents through
channels formed by TRPM6, TRPM5, TRPM1 and
TRPM3 have not been identified electrophysiolog-
ically so far. Currents through TRPM2 channels
are activated by ADP-ribose and changes in the
redox status within the cell. TRPM4 is a Ca2+acti-
vated channel (EC50~0.3 to 0.4 µM), non-per-
meant for Ca2+, whereas � TRPM8  can be acti-
vated by a drop in temperature below 26°C or by
agents, such as menthol and icilin, that evoke a
cool sensation.

2
�
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A clear limitation of studies on TRP channels is
the lack of specific channel blockers. Organic com-
pounds (e.g. ruthenium red, econazole, micona-
zole, SK&F96365) and anorganic blockers (e.g.
La3+, Gd3+) have generally found to be of insuffi-
cient potency and specificity. The few exceptions
include compounds such as  capsaicin
(EC5 0~0.7 µM) and � resi ni feratoxi n
(EC50~0.04 µM) as activators and capsazepine
(IC50~0.3 µM) as blockers of the TRPV1 currents,
the endogenous cannabinoid receptor agonist
anandamide (EC50 ≥4.9 µM) and related endocan-
nabinoids as activators of TRPV1 and TRPV4 cur-
rents and 4α-PDD, a phorbol derivative, as activa-
tor of TRPV4 currents (EC50~0.2 µM).
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Most of the TRP channels have only been charac-
terized in recombinant systems but not as func-
tional channels in a physiological context; still
others have not even been characterized as func-
tional channels. Firm data on their biological rele-
vance will emerge basically by the combination of
three routes: 1. By the development and identifica-
tion of toxins and agents that can be used to spe-
cifically block currents through a given TRP chan-
nel in primary cells and tissues (see above “Phar-
macology”). 2. By linking diseases to mutations in
TRP genes; e.g. familial hypomagnesemia with
secondary hypocalcemia is caused by mutations in
TRPM6, implicating a role for TRPM6 in renal
Mg2+ uptake. Other examples are mucolipidosis

type IV, a neurodegenerative disease caused by
disruption of the mucolipin gene, a TRP of the
TRPML subfamily, and common causes of poly-
cystic kidney disease are mutations within PKD2,
a TRP of the TRPP subfamily. 3. By transgenic
mice with targeted disruption of single TRP genes
or a combination of TRP genes; so far three TRP-
deficient mice have been described that underline
the biological roles of TRPC2, TRPC4 and TRPV1
in social and sexual behaviour (TRPC2), vasore-
laxation and microvascular endothelial permeabil-
ity (TRPC4) as well as nociception and thermal
hyperalgesia (TRPV1). There are suggestions that
a number of TRP-related proteins may also have
roles in growth control, and changes in the expres-
sion of these channels may contribute to certain
forms of cancer. A decrease in expression of
TRPM1 appears to be a prognostic marker for
metastasis in patients with localized malignant
melanoma. Alterations of TRPM5 may be associ-
ated with Beckwith-Wiedemann syndrome, a pre-
disposition to a variety of neoplasms, whereas
expression of TRPM8 and TRPV6 appears to be
upregulated in prostate cancers; these two TRPs
may represent prognostic markers for prostate
cancer and targets for new drugs to treat this dis-
ease.
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Type I allergic reactions are inappropriate
immune responses to an allergen with preferential
synthesis of immunoglobulin E (IgE), a special
antibody class, which binds to mast cells and
basophilic granulocytes via Fcε receptors. Bind-
ing of the allergen to the cell-bound IgE initiates
the rapid release of allergic mediators, most prom-
inently histamine, and the de novo synthesis of
arachidonic aicd metabolites and cytokines, which
are responsible for the clinical symptoms.

� Allergy
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A Type II allergic reaction occurs when antibod-
ies specific for foreign substances recognize the
body’s own cells after they have firmly bound
these foreign substances and initiate the cell’s
destruction by immune mechanisms.

� Allergy
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A Type III allergic reaction occurs when antibod-
ies of the immunoglobulin G class (IgG) form
immune complexes which are slowly eliminated
and thus may elicit an inflammatory reaction by
binding to the Fcγ receptors of leukocytes result-
ing in their activation.

� Allergy
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Type IV allergic reactions are cell-mediated hyper-
sensitivity reactions which are characterized by
the expansion of T lymphocytes specific for for-
eign substances exposed on cell surfaces. In type
IVa allergic reactions, this results in the cell-medi-
ated destruction of the cells, whereas in type IVb
allergic reactions an inflammatory reaction results
after release of cytokines (delayed-type hypersen-
sitivity reaction, DTH).

� Allergy
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Tyrosine hydroxylase (TH) is an enzyme that cata-
lyzes the hydroxylation of tyrosine to 3,4-dihy-
droxyphenylalanine in the brain and adrenal
glands. TH is the rate-limiting enzyme in the bio-
synthesis of dopamine. This nonheme iron-
dependent monoxygenase requires the presence of
the cofactor tetrahydrobiopterin to maintain the
metal in its ferrous state. 

� Dopamine System
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Oncology Research Darmstadt, Merck KGaA, 
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Protein tyrosine kinases, non-receptor tyrosine
kinases, cytoplasmic tyrosine kinases, tyrosylpro-
tein kinase, hydroxyaryl-protein kinase
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Protein tyrosine kinases (PTKs) are enzymes (EC
2.7.1.112) that catalyze the transfer of the γ-phos-
phate group of ATP to tyrosine residues of protein
substrates. The activity of PTKs is controlled in a
complex manner by posttranslational modifica-
tions and by inter- and intramolecular complex
formations.

� Table appendix: Protein Kinases
� Growth Factors
� Hematopoietic Growth Factors
� JAK-STAT Pathway
� Neurotrophic Factors
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PTKs have been implicated in the regulation of a
variety of biological responses such as cell prolif-
eration, migration, differentiation and survival.
They have been demonstrated to play significant
roles in the development of many disease states,
including immunodeficiency, � atherosclerosis,
psoriasis, � osteoporosis, diabetes and cancer. In
recent clinical trials impressive anti-tumor effects
of PTK inhibitors have been observed. In future,
PTK inhibitors may therefore become important
drugs for the treatment of specific cancers.

PTKs can be subdivided into two large families,
receptor tyrosine kinases (RTKs) and non-recep-
tor tyrosine kinases. The human genome encodes
for a total of 90 tyrosine kinases of which 32 are

non-receptor PTKs that can be placed in 10 sub-
families (Fig. 1). All non-receptor PTKs share a
common kinase domain and usually contain sev-
eral additional domains that mediate interactions
with protein binding partners, membrane lipids or
DNA (Table 1). These interactions may affect cellu-
lar localization and the activation status of the
kinase or attract substrate proteins for phosphor-
ylation reactions.

�"�
�
c-Src was the first cellular homologue of a viral
oncoprotein (v-Src from the Rous sarcoma virus)
to be discovered. It is involved in mitogenic signal-
ing from many types of transmembrane receptors
and has been implicated in a variety of cancers. c-
Src and the Src-like kinases Fyn and Yes are
expressed in most tissues and are at least partially
redundant in their function. Hck, Fgr and Blk are
primarily found in hematopoietic cells, whereas
Lyn and Lck are also expressed in neuronal cells.

The inactive, closed conformation of Src is
maintained by intramolecular interactions of the
SH2 and SH3 domains (Fig. 2). The N-terminal
SH3 domain binds to a proline-rich sequence in
the linker region between the SH2 and the kinase
domain. In addition, the SH2 domain binds to a
phosphorylated tyrosine residue (Y527 in chicken,
Y530 in human) in the C-terminal part of the pro-
tein. The kinase executing this phosphorylation is
called Csk (C-terminal c-Src kinase) and is mem-
ber of a distinct PTK family (Fig. 1). Both intracel-
lular interactions together repress Src kinase activ-

Fig. 1 Tyrosine Kinases
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ity by blocking access to the active site. Src can be
activated by dephosphorylation of pY527 and by
intermolecular interactions with SH2 and SH3
binding partners. A variety of cytosolic and recep-
tor-type protein tyrosine phosphatases (PTPs),
such as PTPα, PTP1B and SHP-1/2 has been shown
to dephosphorylate pY527 and subsequently acti-
vate c-Src. Among the SH2 ligands that can acti-
vate Src are autophosphorylated RTKs (e.g. epider-
mal growth factor (EGF) and platelet derived
growth factor (PDGF) receptors) and non-receptor
PTKs (e.g. Fak and Pyk2) as well as tyrosine phos-
phorylated adaptor proteins (e.g. Shc). For full
activation of Src a trans-autophosphorylation of a
conserved tyrosine residue in the activation loop
(Y416) has to occur. This model is supported by
the elevated Src activity in transformed cells with
increased PTP activity; a Src mutant with trun-
cated C-terminus lacking Y530 that has been
found in human colorectal cancers and is constitu-
tively activated, and v-Src, which in addition to
several point mutations lacks a large part of the C-
terminal domain, has transforming potential.

Among the substrates of Src are other non-
receptor PTKs (e.g. Fak, Syk and Tec kinases),
RTKs (e.g. EGF and PDGF receptors), phospholi-
pase Cγ, PI3-kinase, phosphatases (e.g. SHP-2 and
PP2A) and adaptor (e.g. Shc and Cbl) as well as
focal adhesion proteins (e.g. paxillin, p130Cas and
tensin). Src-mediated phosphorylation either
modulates enzymatic activity of target proteins or
creates docking sites for SH2 or PTB domain con-
taining proteins promoting the assembly of mul-
timeric protein complexes that function in cellu-
lar signaling.

Given its involvement in many receptor-medi-
ated signaling pathways, Src was thought to be an
important regulator of cell proliferation, migra-
tion and adhesion. However, the most striking
phenotype of c-Src deficient mice is an osteopetro-
sis suggesting a role for c-Src in bone remodeling
and a compensation of c-Src-deficiency by other
Src family members in other organs. Indeed, com-
bined deletion of c-Src, Yes and Fyn in mice results
in a lethal phenotype.

Tab. 1 Tyrosine Kinases

Domain Function

CBD Cdc42-bindingdomain Binding to the small G protein Cdc42

DNA-BD DNA-bindingdomain Binding to DNA

fActin-BD fActin-bindingdomain Binding to fActin

FAT Focaladhesiontargeting domain Binding to focal adhesions complexes

FERM 4.1/ezrin/radixin/moesin domain Binding to cytoplasmic regions of transmembrane 
proteins

Myr Myristoylation site Tethering to membranes

PH Pleckstrinhomology domain Binding to membrane phospholipids, such as 
phosphoinositides

Pro Prolin-rich sequences Binding to SH 3 domains

PTB Phospho-tyrosine binding domain Binding to phosphorylated tyrosine residues

SH1 Srchomology 1 domain, Kinase domain Kinase activity

SH2 Srchomology 2 domain Binding to phosphorylated tyrosine residues

SH3 Srchomology 3 domain Binding to prolin-rich sequences

TH Techomology domain SH3-binding prolin-rich sequences and Zn2+-
binding motif
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c-Abl was first identified as the cellular homologue
of the transforming gene product of the Abelson
murine leukemia virus (v-Abl) and found to
encode a non-receptor PTK. Mammalian c-Abl is
expressed ubiquitously and in most cells is prima-
rily localized in the nucleus where it has a role in
DNA damage-induced apoptosis.

c-Abl is activated by ionizing radiation in a
manner dependent on phosphorylation by ATM
(ataxia telangiectasia-mutated), a nuclear protein
serine/threonine kinase. c-Abl kinase activity in
G0 and G1 phase of the cell cycle is repressed by
binding of Rb (retinoblastoma protein) to the acti-
vation loop, which is released during S-phase
when Rb becomes hyperphosphorylated by cyclin-
dependent kinases. Furthermore, c-Abl is nega-
tively controlled by intramolecular SH3 domain
interactions and by SH3-binding proteins, such as
Pag/MSP23 (human proliferation-associated gene/
macrophage 23-kD stress protein).

Nuclear substrates of c-Abl include DNA-PK
(DNA-dependent protein kinase, an enzyme criti-
cal for DNA repair), Rad51 (a homologue of bacte-
rial RecA involved in recombination/repair by cat-
alyzing strand exchange between homologous
DNAs), the tyrosine phosphatase SHPTP1 and the
p85 subunit of PI3-kinase, negatively regulating
their respective activity. In contrast, c-Abl acti-

vates JNK (c-Jun N-terminal kinase) and p38
mitogen-activated protein kinases (MAPKs). c-Abl
also functions in the cytoplasm, where it is
involved in PDGF-induced motility responses and
cell adhesion.

In chronic myelogenous leukemia (CML) as
well as in a subset of acute lymphoblastic leukemia
(ALL) Bcr-Abl, a fusion protein of c-Abl and the
breakpoint cluster region (bcr), is expressed in the
cytosol of leukemic cells. This fusion protein
forms homo-oligomeric complexes that display
elevated kinase activity and is the causative molec-
ular abnormality in CML and certain ALL. The
transforming effect of Bcr-Abl is mediated by
numerous downstream signaling pathways,
including � protein kinase C (PKC), Ras-Raf-ERK
MAPK, JAK-STAT (see below) and PI3-kinase
pathways.

-��
Fak (focal adhesion kinase) is expressed in most
tissues and is evolutionary conserved across spe-
cies. Fak is activated by integrin clustering and by
stimulation of several G protein-coupled recep-
tors and RTKs. Fak is associated with focal adhe-
sions and regulates cell spreading and migration.
The kinase is essential for embryonic develop-
ment since the homozygote Fak knockout is
embryonic lethal. Pyk2 (proline-rich tyrosine

Fig. 2 Tyrosine Kinases
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kinase 2), the second member of the Fak kinase
family has a more restricted expression pattern
(primarily neuronal and hematopoietic cells) and
does not localize to focal adhesions.

An early step in Fak activation is a high stoichi-
ometry autophosphorylation of a tyrosine residue
(Y397) proximal to the kinase domain. Phosphor-
ylated Y397 is a high affinity ligand for the SH2
domain of Src, thereby recruiting Src kinases and
stimulating their catalytic activity. In a second
step, several other tyrosine residues in Fak become
phosphorylated, either by Fak itself or by recruited
Src. As a consequence, Fak kinase activity is fur-
ther increased or docking sites for SH2 domain-
containing proteins are created, e.g. for Grb2-Sos
complexes that link Fak to the Ras-Raf-� MAPK
cascade. N-terminal sequences containing the
FERM domain anchor Fak to integrins or RTKs
and the C-terminal FAT domain mediates binding
to cellular focal adhesions. Among the substrates
of Fak are the adaptor proteins paxillin and
p130Cas and the focal adhesion-associated protein
tensin that bind to C-terminal sequences of Fak
and, after their phosphorylation, promote the
assembly of signaling complexes at discrete sites
within cells.

Fak kinases could be modulators of some
aspects of human cancers and may also contribute
to the development of vascular diseases involving
hyperproliferation and migration of vascular
smooth muscle cells.

?��
Jak1 and 2 were identified, among others, by PCR
using degenerate oligonucleotides spanning the
conserved kinase domain of Src and therefore ini-
tially named Jak, for “Just another kinase”. When
full length clones were isolated it was recognized
that they differ markedly from other PTKs by the
presence of an additional (pseudo)-kinase domain
of unknown function. To denote this unique fea-
ture they were renamed as “Janus kinases” in ref-
erence to the ancient two-faced Roman god. Jak1, 2
and Tyk2 are ubiquitously expressed, whereas Jak3
is predominantly found in hematopoietic cells. Jak
family PTKs mediate signaling primarily down-
stream of cytokine receptors. In response to ligand
stimulation, cytokine receptors oligomerize and
recruited or constitutively bound Jak kinases
become activated and phosphorylate receptors.

Some of the receptors’ phosphotyrosine residues
subsequently bind to SH2 domains of STATs (sig-
nal transducers and activators of transcription),
which are then phosphorylated by Jaks on a C-ter-
minal tyrosine residue. This leads to STAT oli-
gomerization through a reciprocal interaction
between SH2 domains and phosphotyrosines.
Dimeric STATs translocate to the nucleus where
they initiate transcription of target genes. Alterna-
tively, STATs can be activated by Src kinases that
are recruited to Jak-phosphorylated cytokine
receptors via their SH2 domain. Jak kinase signal-
ing is negatively regulated by PTPs and by SOCS
(suppressors of cytokine signaling) proteins that
inhibit Jaks by binding to the activation loop and
by targeting the kinases for protein degradation.

STAT 3 and 5 are overexpressed or overacti-
vated in several human malignancies, such as
breast, head and neck cancer. An aberrant activa-
tion of Jak kinases by fusion with the TEL tran-
scription factor and subsequent constitutive
dimerization has been observed in T-cell acute
lymphocytic leukemia.

� JAK-STAT Pathway

���
Tec family kinases participate in signal transduc-
tion in response to virtually all types of extracellu-
lar stimuli that are transmitted by growth factor
receptors, cytokine receptors, G protein-coupled
receptors, antigen-receptors and integrins. Tec
kinases are involved in the regulation of growth,
differentiation, apoptosis and cell motility. They
are primarily found in hematopoietic lineages but
some family members (Btk, Etk/Bmx) have a
somewhat broader expression pattern. The defin-
ing feature of Tec family kinases is the presence of
a PH domain at their N-terminus. The PH domain
has a broad binding capacity ranging from lipid
products of PI3-kinase, heterotrimeric G protein
subunits (βγ as well as Gαq and Gα12), PKC iso-
forms (βI and δ) to STATs and Fak kinases. These
interactions may either be involved in Tec activa-
tion (phospholipids and G proteins) or recruit
potential substrates of Tec kinases (PKC and
STATs).

The current understanding on activation of Tec
kinases fits into a two-step model. In the first step
an intramolecular interaction between the SH3
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domain and a proline-rich region in the TH
domain is disrupted by binding of the PH domain
to phosphoinositides, G protein subunits or the
FERM domain of Fak. These interactions lead to
conformational changes of Tec and translocation
to the cytoplasmic membrane where, in a second
step, Src kinases phosphorylate a conserved tyro-
sine residue in the catalytic domain thereby
increasing Tec kinase activity. Autophosphoryla-
tion of a tyrosine residue in the SH3 domain fur-
ther prevents the inhibitory intramolecular inter-
action resulting in a robust Tec kinase activation.

Among the substrates and downstream effec-
tors of Tec kinases are phospholipase Cγ2 and
PKCβI resulting in a sustained calcium influx and
eventual activation of MAPKs. The interaction
with the GDP/GTP exchange factor Vav can poten-
tially activate Rac/Cdc42/Rho pathways, which can
modulate actin cytoskeleton dynamics and also
lead to JNK and p38 MAPK activation eventually
inducing apoptosis. Paradoxically, Tec kinases may
also trigger anti-apoptotic signals by stimulating
PI3-kinase � Akt  and promote proliferation by
activating STATs.

Naturally occurring mutations of Btk were
identified in human immunodeficiency diseases
and X-linked agammaglobulinemia, where a lack
of mature circulating B cells and immunoglobulins
are observed, supporting a central role for Btk in B
cell maturation. In contrast, the knockout of Itk
results in a lack of mature T cells and defects in T-
cell receptor signaling. Furthermore, Btk and Etk/
Bmx are able to complement a weakly oncogenic
Src in transformation of hepatocytes and fibrob-
lasts suggesting their participation in anchorage-
independent growth and development of cancer.

���
Syk and ZAP-70 are early intermediates in the
transduction of signals from immune receptors,
including the B- and T-cell receptors for antigen,
activatory natural killer-cell receptors, the mast
cell and basophil receptor for IgE and the widely
distributed receptors for the Fc portion of IgG.
Immune receptors control checkpoints in lym-
phocyte development and serve to integrate the
responses of innate and acquired immunity.

The current model proposes that upon engage-
ment of immune receptors Src-family kinases are
recruited that phosphorylate tyrosine residues in

specific regions of the receptors, the immunore-
ceptor tyrosine-based activation motifs (ITAMs).
These phosphotyrosines serve as docking sites for
the SH2 domains of Syk and ZAP-70 that subse-
quently autophosphorylate and generate binding
sites for SH2 domain containing proteins, like
phospholipase Cγ, Vav and the adaptor protein
Cbl. Furthermore, Syk and ZAP-70 phosphorylate
a number of cytosolic and transmembrane linker
proteins, such as SLP-76 (SH2-containing leuko-
cyte protein of 76 kD), LAT (transmembrane
linker for activation of T cells), TRIMM (T cell
receptor-interacting molecule) and SIT (SHP2-
interacting transmembrane adaptor protein) that
function as scaffolds to localize and assemble sig-
naling complexes. In addition to being a major
player in immune receptor signaling, Syk has a
role in the “inside-out” integrin activation signal
that is necessary for fibrinogen binding and subse-
quent aggregation of platelets during hemostasis.

�
���

PTKs have been shown to play significant roles in
the development of many disease states, including
immunodeficiency, atherosclerosis, psoriasis,
osteoporosis, diabetes and cancer. Therefore, in
the last years numerous PTK inhibitors have been
developed that a currently undergoing clinical tri-
als. The majority of them are directed against
RTKs, however, most impressive clinical results
have been obtained with the compound STI571
(signal transduction inhibitor 571, Gleevec™) that
in addition to its action against PDGF and c-Kit
receptors, potently inhibits the activity of the non-
receptor PTK c-Abl. STI571 is a phenylamino-pyri-
midine that, as for almost all kinase inhibitors,
competes for binding of ATP to the catalytic
domain. In CML as well as in a subset of ALL Bcr-
Abl fusion proteins with elevated kinase activity
are the causative molecular abnormality. In clini-
cal trials with CML patients, impressive response
rates of up to 98% without severe adverse effects
have been observed with once-daily oral doses of
400 mg of STI571. However, as with almost all
chemotherapeutics, resistance to STI571 as a single
agent was observed in patients that were irrespon-
sive or relapsed after initial successful treatment.
Major mechanisms for this resistance are Bcr-Abl
amplifications and mutations in the kinase
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domain that reduce affinity for STI571. It became
therefore obvious that a combination of kinase
inhibitor with other drugs is necessary to achieve
maximal therapeutic benefits for CML patients.
STI571 was approved for the treatment of CML in
about twenty countries by June 2001. Based on its
ability to inhibit other PTKs such as c-Kit and
PDGF receptors the spectrum of diseases that may
respond to STI571 is growing. Preliminary remark-
able activity and clinical responses in patients
with gastrointestinal stromal tumors expressing
gain-of-function mutants of c-Kit have been
reported. Furthermore, STI571 could be used to
treat other types of malignancies, such as small
cell lung cancers overexpressing c-Kit, CML that
express a constitutively active PDGF receptor
fusion protein and glioblastomas associated with
an autocrine growth loop involving PDGF and its
receptor.

Currently, no other inhibitor of non-receptor
PTKs has entered clinical trials. However, there are
several candidates that have shown activity on cul-
tured tumor cells and in animal experiments. For
instance, PP1 is a pyrazolo-pyrimidine that blocks
Src kinases and inhibits the anchorage-independ-
ent growth of Ras-transformed cells and the rapid
growth of Ras-induced sarcomas in mice. More
recently, peptidomimetic SH2 domain inhibitors
for Src have been designed that decrease bone
resorption and may be promising drugs to treat
osteoporosis and other bone diseases, such as
Paget’s disease and osteolytic bone metastasis.

Other drugs against non-receptor PTKs with
therapeutical potential are Jak2 inhibitors, such as
AG490, a benzenmalononitrile that was shown to
suppress the growth of leukemic cells and ovarian
as well as breast cancer cell lines, to reduce myo-
cardial infarct size and cardiomyocyte apoptosis
in ischemia/reperfusion injury and to prevent
experimental allergic encephalomyelitis.

Future basic research and clinical studies will
show whether other inhibitors of non-receptor

PTKs may be as successful drugs as STI571 for the
treatment of fatal diseases such as cancer.
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Tyrosine phosphatases are a group of enzymes cat-
alyzing the dephosphorylation of tyrosine residues
in protein substrates.

� JAK-STAT Pathway
� Tyrosin Kinases
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Tyrphostins are a group of substances, which
block a variety of tyrosine kinases. Some of them
have a relative selectivity for defined tyrosine
kinase subtypes.

� Tyrosin Kinases
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� Coenzyme Q10
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Ubiquitin is a small protein of 76 residues that is
conjugated posttranslationally to other proteins. It
is ubiquitously present in all eukaryotes, hence its
name, and is one of the most highly conserved
proteins, with only 3 residue changes between
yeast and humans. A poly-ubiquitin chain serves
as a tag that marks proteins for degradation by the
proteasome.

� Ubiquitin/proteasome System
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The � ubiquitin/proteasome system (UPS) selec-
tively targets proteins for degradation in a variety
of processes in cell biology and development.

� Ubiquitin-related Modifiers

�
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Ubiquitin(Ub)-mediated proteolysis is the main
pathway for ATP-dependent non-lysosomal degra-
dation of short-lived proteins in eukaryotic cells.
Naturally short-lived proteins as well as misfolded,
damaged or otherwise abnormal proteins are
marked for degradation by the attachment of poly-
Ub chains. Poly-ubiquitylated proteins are recog-
nized and degraded by the 26S proteasome. The
UPS operates in the cell nucleus as well as the
cytoplasm, and is in addition responsible for ER-
associated degradation (‘ERAD’). ERAD requires
retrograde transport of proteolysis substrates
from the ER to the cytoplasm through the ER
translocon.

����������	������	��
The Ub system is composed of a set of enzymes
that mediate or reverse the conjugation of Ub to
protein substrates (Fig. 1). Ub precursors are syn-
thesized as the products of several genes, all of
which encode fusions of Ub either to ribosomal
subunits or to itself (1,2). In the latter case, a
stress-inducible polyubiquitin gene encodes mul-
tiple Ub moieties in head to tail fusion. From these
precursors, mature Ub is liberated by Ub-specific
processing proteases. Covalent attachment of Ub
to its substrates (ubiquitylation) requires the
activity of at least three enzymes: First, the C-ter-
minus of Ub needs to be activated by the Ub-acti-
vating enzyme (E1) in an ATP-dependent reaction.
The transfer of Ub to substrates is catalyzed by
complexes of Ub-conjugating/carrier enzymes
(Ubc, E2) and substrate recognizing Ub ligases
(recognin, E3). A cell contains a number of differ-
ent Ubc enzymes (11 in yeast) and a multitude of
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Ub ligases that are specific for certain substrates
and processes (1,2).

Whereas the Ubc proteins are closely related in
sequence and structure, there is only limited simi-
larity between the Ub ligases. Two classes are dis-
tinguished (2): One class is characterized by a so-
called HECT domain of about 80 residues includ-
ing an active site cysteine that forms a thioester
with Ub. A common feature of the second class of
E3 proteins is a so-called RING finger domain.

This domain has been implicated in mediating
functional interactions with E2 proteins. E3 pro-
teins of the latter class facilitate the direct transfer
of Ub from E2 enzymes to substrates without an
E3-Ub thioester intermediate. Some important
RING-type Ub ligases, such as the cell cycle-con-
trolling complexes APC and SCF-RING, are multi-
subunit assemblies that can associate with alterna-
tive substrate-selecting subunits. Other RING-
type Ub ligases, such as � Parkin (see UPS and
diseases) or N-recognin (see below), are single
polypeptides. Different Ub ligases recognize a
variety of distinct destruction signals (‘degrons’)
of their substrates. One such signal can be a ‘desta-
bilizing’ amino acid residue at the N-terminus
(‘� N-end rule’) of a protein which mediates its
ubiquitylation by N-recognin/E3-α (1). Other
ligases, such as certain SCF-RING complexes, rec-
ognize phosphorylated ‘� PEST sequences’. Pro-
teins ubiquitylated by APC typically contain a
short sequence element of 9 residues (‘destruction
box’) close to their N-termini (3).

E2/E3 complexes catalyze the conjugation of Ub
to other proteins by formation of amide (isopep-
tide) bonds between the C-terminal glycine resi-
due of Ub and the ε-amino group of internal lysine
residues (1). A substrate-linked poly-ubiquitin
chain, in which Ub moieties are themselves linked
to each other via isopeptide bonds involving cer-
tain lysine residues (Lys48 or Lys29), serves as a
tag that targets a protein for degradation by the
26S proteasome. In contrast, mono-ubiquitylation
appears to serve other functions, e.g. as a modifi-
cation of histones or as a translocation signal in
the endocytic pathway. Poly-Ub chains linked via
Lys63 have been implicated in non-proteolytic
functions of the Ub system such as a cell cycle-reg-
ulated modification of the ribosome and DNA
damage repair. The formation of some types of
poly-Ub chains is enhanced by a processivity fac-
tor termed E4.

De-ubiquitylation enzymes (Dub or isopepti-
dases), which are in part overlapping in function
with Ub-specific processing proteases, deconju-
gate Ub from its substrates and thereby recycle Ub.
Cells contain a large number of different Dubs
whose specific functions are only poorly under-
stood.

Fig. 1 Ubiquitin (Ub) is synthesized in precursor 
form in which it is either fused to ribosomal subunits 
or to itself. Mature Ub is generated from these precur-
sors by specific Ub processing proteases termed Ubps. 
For conjugation, the C-terminus of mature Ub needs 
first to be activated by the Ub-activating enzyme Uba1 
(E1). Activation is ATP-dependent, proceeds via a Ub-
adenylate intermediate, and results in Ub being linked 
via a thioester to a cysteine residue in Uba1. Activated 
Ub is then transferred in a transesterification reaction 
to a cysteine residue of a Ub-conjugating enzyme 
(Ubc, E2). In conjunction with substrate recognizing 
ligases (E3 enzymes) Ubcs conjugates Ub to a variety 
of substrate proteins. A major function of ubiquityla-
tion is to target proteins for degradation by the pro-
teasome.
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The 26S proteasome of eukaryotic cells is the main
protease system responsible for the degradation of
short-lived and abnormal proteins in the cytosol
and nucleus as well as of the endoplasmic reticu-
lum. In most cases studied, the proteasome
degrades its substrate down to small peptides
(Fig. 2). In some case, however, the proteasome
has been shown to serve the function of a process-
ing protease. An important example is the p50
subunit of NF-κB, a transcription factor mediat-
ing inflammatory responses, whose generation
from a p105 precursor protein is mediated by the
UPS. The proteasome, as the ubiquitin system, is
essential for viability in eukaryotes. Among the
substrates of the proteasome are many regulatory
proteins including important regulators of the cell
cycle, cell proliferation or � apoptosis. It is for that
reason that inhibitors that block the active sites of
the proteasome have received attention as poten-
tial drugs to treat cancer or stroke (5).

The 26S proteasome is a complex protease with
a molecular weight around 2000 kD (4). It is com-
posed of a 19S activator complex that is specifically
required for the degradation of ubiquitylated pro-
teins and of a 20S complex (termed 20S proteas-
ome) that is the catalytic core of the 26S structure.
20S proteasomes of similar structure have been
found in eukaryotes as well as in the archaeons
and eubacteria. The eukaryotic complex is com-
posed of 14 different but related subunits, 7 of the
‘α-type’ and 7 of the ‘β-type’. The active sites are
located on the inner surface of a central chamber
that is formed by the two rings of β subunits. In
eukaryotic proteasomes, only 3 of the 7 different
β subunits are active. A common feature of active
site subunits are N-terminal threonine (Thr) resi-
dues that act as nucleophiles attacking peptide
bonds of the substrates. This property character-
ized the proteasome as a novel type of Thr pro-
tease and placed it into a family of ‘Ntn hydrolases’
that are characterized by an N-terminal nucle-
ophile. The 3 active site β subunits are synthesized
as inactive precursors containing a propeptide that
is thought to be cleaved off autocatalytically to
yield the mature form with a N-terminal Thr.
These 3 subunits provide the active site nucle-
ophiles for the three different types of activities
characteristic of eukaryotic proteasomes, namely
‘chymotrypsin-like’ (cleavage after hydrophobic

residues), ‘trypsin-like’ (cleavage after basic resi-
dues) and post-acidic activity (cleavage after
acidic residues). In the human proteasome, the
active subunits, upon immune stress, can be
replaced by interferon-γ-induced subunits. Incor-
poraton of these subunits alters the cleavage spe-
cificity of the proteasome (see ‘Function of UPS in
Antigen Presentation’). The cleavage pattern of the
proteasome is moreover modulated by an alterna-
tive interferon-γ-induced activator complex
termed PA28 (4).

Structural analysis of the proteasome revealed
that it has only a small opening formed in the
center of the ring of α subunits. It is therefore only
able to degrade peptides or structurally unstable
proteins that can penetrate these pores. The degra-
dation of more complex substrates requires the
presence of the 19S activator complexes that are
attached at both sides of the eukaryotic 20S pro-
teasome (Fig. 2). This assembly step requires the
presence but not the hydrolysis of ATP. Besides
binding sites for multi-Ub chains and isopepti-
dase activity that releases them, the base of the 19S
regulator contains a ring of six subunits with
ATPase activity that are thought to unfold sub-
strate proteins and to push them into the 20S cyl-
inder.

The 20S proteasome is assembled via a half-
proteasome intermediate containing a specific
maturation factor and all 14 subunits, some of
which are in the precursor form (Fig. 2). When
two such half-proteasomes join to form the 20S
complex, conformational changes that depend on
the presence of the maturation factor trigger the
autocatalytic processing of active site β subunits.
The enclosed maturation factor is subsequently
degraded by the activated proteasome (4).

���������������	��������
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Three fundamental steps of the cell division cycle
are regulated by UPS (3). The G1/S transition, i.e.
the initiation of DNA replication, is triggered by
the timed degradation of a cyclin-dependent
kinase (Cdk) inhibitor. Phosphorylation of the
inhibitor mediates its recognition by the F-box
subunit of an SCF-RING complex, a multi-subunit
Ub ligase. In mitosis, two key steps are controlled
by ubiquitin-mediated degradation. The met-
aphase to anaphase transition is initiated by the
degradation of an anaphase inhibitor called
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‘securin’. It inhibits a specific endoprotease
termed ‘separin’ until the time comes to separate
the sister chromatides. Timed degradation of
securin activates separin which then cleaves
‘cohesins’ that keep the sister chromatides

together. Ubiquitylation of securin is mediated by
the APC complex in association with the sub-
strate-selecting component CDC20. At the end of
mitosis, the APC complex is also responsible for
the degradation of mitotic cyclins and factors con-

Fig. 2 Upper part: Biogenesis of the proteasome: seven α-type and seven β-type subunits assemble, possibly via 
an α-ring intermediate, into a half-proteasome precursor complex. This complex also includes a dedicated 
chaperone, termed Ump1 because of its function to ‘underpin the maturation of the proteasome’. Two such 
half-proteasome precursor complexes join to form the 20S proteasome. In this process, with the help of Ump1, 
the three active β-subunits mature autocatalytically by release of their propeptides. The enclosed maturation 
factor is subsequently degraded within the proteasome. In order to be able to degrade poly-ubiquitylated pro-
teins, the 20S catalytic core complex has to assemble with two 19S activator complexes to form the 26S proteas-
ome. The base of each activator complex contains six AAA-type ATPase subunits, which are thought to mediate 
the unfolding of substrate proteins and their threading into the catalytic core. The lid of the activator complexes 
contains poly-Ub binding sites and de-ubiquitylation (Dub or isopeptidase) activity. Lower part: Functions of 
the proteasome: the main function of the proteasome is the degradation of ubiquitylated substrates ranging 
from antigens and abnormal proteins to important regulators. Such proteins are degraded to small peptides 
that can either be presented on MHC class I molecules or be degraded further by other peptidases. Ub is recy-
cled by proteasome-associated and cytosolic isopeptidase activity.
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trolling spindle disassembly. To mediate this func-
tion, APC associates with another substrate-select-
ing component (CDH1/HCT1).

In response to DNA damage or to other pertur-
bations of the cell such as viral infections, cell-
cycle progression is inhibited by the activation of
the tumor suppressor � p53, a transcriptional acti-
vator. If damage to a cell’s DNA exceeds a critical
level, p53 also participates in the induction of pro-
grammed cell death (apoptosis). In normal cells,
p53 is an unstable protein that is stabilized in
response to DNA damage. Its turnover by the UPS
is mediated by the Mdm2 ubiquitin ligase. Certain
high risk forms of the human papillomavirus
(HPV16) that cause cervical carcinomas encode a
protein termed E6 that recruits the cellular ubiqui-
tin ligase ‘E6-associated protein’ (E6-AP) to p53
thereby mediating its rapid degradation even
under conditions where targeting by Mdm2 is
inhibited (2). This function of the E6 protein is
part of the viral strategy to allow induction of
malignant proliferation of the infected host cell by
preventing p53-induced apoptosis.

����	����������������	�����������	
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The UPS has an important role in the adaptive
immune response (4). It generates antigenic pep-
tides from proteins of intracellular pathogens such
as bacteria or viruses. These peptides, some of
which require additional processing by other
peptidases, are translocated via the ‘transporter
associated with antigen processing’ (TAP) into the
ER where there are loaded onto major histocom-
patibility (MHC) class I molecules. Once loaded
they are transported to the cell surface where the
antigenic peptides are presented to cytotoxic T
cells. According to a recent concept by Yewdell (6),
a fast generation of breakdown products even of
otherwise long-lived proteins is ascertained by the
fact that a significant fraction of newly synthesized
proteins are degraded even before or shortly after
their completion. The underlying inaccuracy of
protein synthesis and folding thus results in a con-
stant generation of defective ribosomal products
(DRiPs), which are degraded by the UPS and
therefore are a source of antigenic peptides.

To increase the generation of certain antigenic
peptides, a specialized proteasome subtype,
termed ‘immunoproteasome’, is generated. It is
distinguished from its house-keeping counterpart

by an incorporation of interferon-γ-induced vari-
ants of the active site subunits. These ‘immuno-
subunits’ confer an altered cleavage specificity to
the proteasome that favors the generation of anti-
genic peptides with C-terminal hydrophobic or
basic residues that are recognized by TAP and
MHC class I molecules. In addition, the 20S pro-
teasome can associate with an alternative inter-
feron-γ-induced 11S activator complex termed
PA28. The resulting complex, however, is not capa-
ble of degrading ubiquitylated proteins but may
function in the processing of products generated
by the 26S proteasome (4).
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A variety of neurodegenerative diseases including
Alzheimer’s disease, Parkinson’s disease, Amyo-
trophic Lateral Sclerosis (ALS), as well as diseases
caused by expansion of polyglutamine tracts such
as Huntington’s disease and Spinocerebellar
Ataxias are characterized by the formation of
intracellular inclusions of abnormal proteins. Pro-
teins found in these aggregates are often ubiquit-
ylated and associated with chaperones and the
proteasome. The accumulation of abnormal forms
of the proteins underlying these processes is
thought to eventually cause the induction of apop-
tosis in affected neurons.

One hereditary form of juvenile Parkinsonism
has been tracked to mutations in a gene encoding
Parkin, a RING-type Ub ligase. Recent work has
shown that α-synuclein, a protein that accumu-
lates in so-called ‘Lewy Bodies’ in the brains of
most patients with Parkinson’s disease (not the
ones with Parkin mutations), is a substrate of this
ligase. These observations suggest that impair-
ment of the UPS contributes to this disease.

Angelman’s syndrome, a neurological disorder
characterized by mental retardation, has been
linked to mutations affecting the human E6-AP
gene encoding another Ub ligase (see above).

As an example of a link between the UPS and
cancer, the targeted destruction of p53 mediated
by the viral E6 protein as an aspect of the trans-
forming effect of certain human papillomaviruses
has been described above. Other examples are the
breast and ovarian cancer susceptibility gene 1
(BRCA1) that appears to be a RING-type Ub ligase,
and the tre-2 oncogene that encodes an inactive
form of a de-ubiquitylation enzyme (2).
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Muscle atrophy is associated with various path-
ological or physiological states such as denerva-
tion, injury, joint immobilization, sepsis, HIV
infection, cancer or aging. Muscle wasting in such
cases has been shown to be due to an up-regula-
tion of the UPS. Recently, a RING-type Ub ligase
and an F-box component of an SCF-RING-type Ub
ligase were identified that are up-regulated in a rat
model of muscle atrophy. Inactivation of the
respective genes in mice resulted in resistance to
atrophy.

�����

Aside of the lactone-based metabolite lactacystin
or related compounds, a variety of synthetic pep-
tide-based inhibitors of the proteasome, such as
peptide aldehydes (e.g. MG132), peptide vinyl sul-
fonates, peptide boronates, as well as epoxyke-
tone- or glyoxal-based peptide derivatives, have
been described (5). All of these compounds inhibit
the peptidase activity of the proteasome. Proteas-
ome inhibitors are currently in clinical trials as
anti-cancer drugs and as treatment for strokes
because of their ability to reduce reperfusion
injury. They are also considered as inhibitors of
muscle wasting that occurs e.g. in patients with
cancer, AIDS, or muscular dystrophies, and as
immunosuppressive agents in the treatment of
autoimmune disease and in transplantation medi-
cine. In the future, more specific drugs that inhibit
individual Ub ligases may provide important addi-
tional therapeutics for the treatment of variety of
diseases.
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Ubiquitin tags proteins for protein degradation.
The ubiquitination requires three different enzy-
matic activities, a ubiquitin-activating enzyme
(E1), a ubiquitin-conjugating enzyme (E2 or Ubc)
and a ubiquitin ligase (E3). The action of all three
enzymes leads to the establishment of a poly-ubiq-
uitin chain on target proteins which are then rec-
ognized and proteolyzed by the 26S proteasome.

� Ubiqitin/Proteasome System
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� Ubiquitin-related modifiers are proteins such as
� SUMO, NEDD8/RUB and URCP/ISG15, which
are structurally related to ubiquitin and posttrans-
lationally attached to other proteins. These modi-
fiers are linked to their substrates via amide (iso-
peptide) bonds formed between their C-terminal
glycine residue and the ε-amino group of internal
lysine residues (1).

� Ubiquitin/Proteasome System
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The first modifier described, aside of ubiquitin,
was the interferon-induced UCRP, discovered by
its cross-reaction with anti-ubiquitin antibodies.
UCRP becomes conjugated to cytosolic endome-

trial proteins in response to interferon and preg-
nancy. NEDD8, also called RUB1, is the modifier
whose sequence is most closely related to ubiqui-
tin (50% identity). The only characterized sub-
strates are proteins of the cullin/Cdc53 family. Cul-
lins are components of ubiquitin ligases (E3s)

Fig. 1 Like ubiquitin, SUMO is synthesized as a precursor with a short C-terminal extension, which is cleaved 
off by a specific processing protease termed Ulp1. For conjugation, the C-terminus of mature SUMO needs first 
to be activated by the SUMO-activating enzyme (E1), a heterodimeric protein composed of Uba2 and Aos1. 
Both subunits have similarity to distinct regions of the ubiquitin-activating enzyme. Activation is ATP-depend-
ent, proceeds via a SUMO-adenylate intermediate, and results in SUMO being linked by a thioester to a cysteine 
residue in Uba2. Activated SUMO is then transferred, in a transesterification reaction, to a cysteine residue of 
Ubc9, a conjugating enzyme (E2) specific for SUMO. In conjunction with substrate recognizing ligases (E3 
enzymes), Ubc9 conjugates SUMO to a variety of substrate proteins. SUMO ligases constitute a protein family 
including several PIAS proteins that are involved in interferon-induced or β-catenin-dependent signaling.
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known as SCF complexes that, among other func-
tions, regulate the cell cycle transition from G1 to S
phase.

SUMO  is the modifier that, since its discovery
in 1996, has received most attention because of its
intriguing and essential functions (see below).
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Although the sequence identity between SUMO
and ubiquitin is relatively low (∼18% identity) the
three-dimensional structures are very similar (2).
The enzymes required for SUMO conjugation
(sumoylation) were first characterized in yeast
(Fig.1). Some of these enzymes, such as the
SUMO-activating enzyme (E1) and SUMO-conju-
gating enzyme (E2), have similar primary struc-
tures as their counterparts in the ubiquitin system,
and are conserved from yeast to humans (1,3). The
genes for several enzymes of the SUMO modifica-
tion system, such as E1, E2, and Ulp1 as well as the
gene encoding SUMO itself, are essential for via-
bility in baker’s yeast (3). The phenotypes of
mutants with conditional defects in these genes
have uncovered the essential role of SUMO modi-
fication for a transition of the cell cycle from the
G2 phase into mitosis. The relevant targets under-
lying this process are still unknown. Several
enzymes of the SUMO system, including E1, E2,
some E3s and deconjugating enzymes (Ulp2), as
well as most SUMO-conjugates,  are found
enriched within the cell nucleus, whereas the

processing protease Ulp1 is associated with the
nuclear pore. This distribution is consistent with
functions of sumoylation in cytosol/nucleus tran-
sit and formation of subnuclear structures (see
below).

An intriguing example of deregulation of the
SUMO system by a human pathogen has been
described recently (4). Yersinia pestis secretes a
SUMO-deconjugating enzyme homologous to Ulp
enzymes that inhibits the host immune response
by preventing activation of MAP kinase and NF-
κB pathways.
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SUMO was first discovered as a modifier of
RanGAP1, a GTPase-activating protein for the
cytosol/nucleus shuttling factor Ran (5). Sumoyla-
tion of RanGAP1 leads to its interaction with the
cytoplasmic fibrils of the nuclear pore complex
(Table 1).

In mammals, aside of modified RanGAP1, a
large fraction of SUMO conjugates are associated
with subnuclear structures known as ND10, in
which several SUMO targets including PML and
Sp100 accumulate (Table 1). ND10 are cell cycle-
regulated, matrix-associated multiprotein aggre-
gates that are detectable as punctate foci in inter-
phase nuclei. The integrity of these structures
appears to be important for normal cell growth
and development since their disruption leads to
human diseases such as acute promyelocytic leu-

Tab. 1 Ubiquitin-related Modifiers

SUMO targets Function/description Effect of SUMO modification

RanGAP1 Nuclear transport Interaction with nuclear pore

p53 Transcription factor/tumor suppressor Regulation of activity

c-jun Transcription factor/proto-oncogene Regulation of activity

IκBα Inhibitor of NF-κB/inflammatory response Protection against ubiquitylation

PML Affected by translocation causing APL Localization to nuclear domains

HCMV IE2 Human Cytomegalovirus protein 
regulating infections.

Localization to nuclear domains

Septins Polarized cell growth and cytokinesis Unknown

Werner’s syndrome protein Mutations cause premature aging Unknown

Androgen receptor Hormone receptor Unknown
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kaemia (APL) and spinocerebellar ataxia type I
(SCA1). A variety of viral proteins, some of which
themselves are SUMO targets, interfere with the
formation of ND10 structures.

Another SUMO target is IκBα, which inhibits
NF-κB, the transcriptional activator of the inflam-
matory response, by keeping it in the cytosol.
Upon stimulation, IκBα is degraded by the ubiqui-
tin/proteasome system allowing NF-κB to enter
the nucleus. Sumoylation antagonizes IκBα ubiq-
uitylation. Sumoylation of the tumor suppressor
p53 appears to increase its capacity for transcrip-
tional activation.

Septins are a family of GTPases involved in
determining cell shape and future sites of cell divi-
sion. In yeast, septins have been shown to be
sumoylated in a cell cycle-regulated manner,
which might influence their assembly or disassem-
bly.

Further examples of a growing number of
SUMO targets include a variety of other proteins
implicated in human diseases, some of which are
listed in Table 1. The effect of their modification by
sumoylation, however, is still unclear.

What appears to emerge from the analysis of
SUMO targets is that their modification alters
their activities or subcellular localization.

�����

At present, there are no drugs known to specifi-
cally inhibit components of the SUMO system.

����������

1. Jentsch S, Pyrowolakis G (2000) Ubiquitin and its
kin: how close are family ties. Trends Cell Biol.
10:335–342

2. Melchior F (2000) SUMO – Nonclassical ubiquitin.
Annu. Rev. Cell Dev. Biol. 16:591–626

3. Johnson ES, Schwienhorst I, Dohmen RJ, Blobel G
(1997) The ubiquitin-like protein Smt3p is activated
for conjugation to other proteins by an Aos1p/
Uba2p heterodimer. EMBO J. 16:5509–5519

4. Orth K, Xu Z, Budgett MB, Bao ZQ, Palmer LE, Blis-
ka JB, Mangel WF, Staskawicz B, Dixon JE (2000)
Disruption of signaling by Yersina effector YopJ, a
ubiquitin-like protein protease. Science 290:1594–
1597

5. Mahajan R, Delphin C, Guan T, Gerace L, Melchior
F (1997) A small ubiquitin-related polypeptide in-
volved in targeting RanGAP1 to nuclear pore com-
plex protein RanBP2. Cell 88:97–107

���!�������������
�����
��

UDP-glucuronyl transferases (UGTs) are a group
of enzymes which catalyze the transfer of UDP-
glucuronyl moieties from UDP-glucuronic acid
into a variety of small lipophilic agents, which can
be xenobiotics (drugs, environmental toxicants,
carcinogens), as well as endogenous substances
(steroids, bile acids, bilirubin, hormones, dietary
constituents). Genes encoding UGTs have been
cloned, and there are at least 15 UGTs in the mam-
malian system. Genetic polymorphisms have been
observed in a variety of UGTs, which are responsi-
ble for differences in drug metabolism as well as
for diseases like Crigler-Najjar’s and Gilbert’s syn-
drome. 
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An ultrarapid metabolizer (UM) is a drug metabo-
lism phenotype that describes the ability to
metabolize a drug at much faster rates than
expected. The term was originally created for indi-
viduals who carry an allele of CYP2D6 with two or
more functional gene copies, which results in
increased enzyme protein being expressed in the
liver. This condition can lead to lack of response
and therapeutic failure, e.g. during treatment with
antidepressants that are CYP2D6 substrates. Relia-
ble prediction of the UM phenotype is not possible
based on the genotype alone but requires pheno-
type determination using a probe drug.

� P450 Mono-oxygenase System
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� Smooth Muscle Tone Regulation
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Vasopeptidase inhibitors are a group of drugs (e.g.
omapatrilat, sampatrilat) which have a dual mech-
anism of action in that they inhibit two metallo-
protease enzymes, neutral endopeptidase (NEP)
and angiotensin converting enzyme (ACE). This
results in increased availability of natriuretic pep-
tides that exhibit vasodilatory effects (NEP-inhibi-
tion) and in reduced formation of angiotensin II
(ACE-inhibition). Since these peptidases are inti-
mately concerned with regulating the structural
and functional properties of the heart and circula-
t ion,  they were named “vasopept idases”.
Vasopeptidase inhibitors have been developed for
the treatment of hypertension or congestive heart
failure.

� Renin-angiotensin-aldosteron System
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Vasopressin: 8-arginine-vasopressin (AVP), anti-
diuretic hormone (ADH), lysipressin 
Oxytocin (OT): 8-leucine-vasotocin
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AVP plays a central role in water homeostasis of
terrestrial mammals leading to water conserva-
tion by the kidney. OT is primarily involved in the
event of milk ejection, parturition and in sexual
and maternal behavior. Both hormones are pep-
tides secreted by the neurohypophysis and both

act also as neurotransmitters in the central nerv-
ous system (CNS). The mayor hormonal targets
for AVP are the renal tubules and vascular myo-
cytes. The hormonal targets for OT are the myoep-
ithelial cells that surround the alveolar channels in
the mammary gland and the uterus. AVP plays a
central role in pathological processes like
� diabetes insipidus (DI) and the syndrome of
inappropriate antidiuretic hormone secretion
(� SIADH).

� Diuretics
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AVP and OT are cyclic nonapeptides with a disul-
phur bridge between the cysteine residues 1 and 6,
resulting in a six-amino acid ring and a COOH-
terminal α-amidated three-residue tail. OT differs
only in two amino acids from AVP: Ile in position
3, which is essential for OT receptor (OTR) stimu-
lation and Leu in position 8. AVP has a Phe in
position 3 and an Arg in position 8. Arg 8 is essen-
tial for acting upon vasopressin receptors (Fig. 1).
Lysipressin, found in pigs and some marsupials,
has a Lys in position 8 (1).

AVP and OT are synthesized initially as prepro-
hormones consisting of a signal peptide, the hor-
mone, the binding protein neurophysin and the
glycosylated peptide copeptin (only for vaso-
pressin). This single protein is processed into the
final products in neurons located with their cell
bodies in the supraoptic (SON) and paraventricu-
lar nuclei (PVN) of the hypothalamus. The axons
of these cells project to form the neurohypophy-
sis, or posterior pituitary gland, where AVP and
OT are secreted after appropriate stimuli. Two

Fig. 1 Amino acid sequence of AVP and OT. The 
disulfide bridge between Cys 1 and Cys 6 is shown.
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populations of neurons exist in the PVN, magno-
cellular neurons (with large cell bodies) terminat-
ing in the neurohypophysis, and parvocellular
neurons (with smaller cell bodies) terminating
elsewhere in the central nervous system, e.g.
median eminence, brain stem, spinal cord, limbic
and olfactory areas. Parvocellular neurons termi-
nating in the median eminence are the major
source of hypophysiotropic corticotrophin releas-
ing factor (CRF), which is released together with
AVP (and possibly also OT) into the hypophysial
portal circulation. High concentrations of CRF
and AVP are transported by this route to the ante-
rior pituitary gland where they regulate the secre-
tion of adrenocorticotropic hormone (ACTH). The
SON contains exclusively magnocellular neurons.
Magnocellular and parvocellular neurons produce
either AVP or OT (2).

Several other areas of the CNS have also been
described to possess non-magnocellular OT-
secreting neurons, like the hypothalamic nucleus,
thalamic nuclei, hippocampus, amygdala, olfac-
tory bulbs and others, suggesting a role for OT as
neurotransmitter in these areas. In addition, sev-
eral other organs, like the heart, ovary, amnion,
chorion, decidua, testis, epididymis and prostate,
have been reported to synthesize OT, suggesting a
paracrine role for this hormone in these tissues.
Ectopic AVP production by lung cancer cells or
other neoplasms has been described in humans,
leading to SIADH.

The stimuli for AVP secretion are plasma
hyperosmolality (sodium), hypovolemia and
hypotension. In addition, potent stimuli are nau-
sea and vomiting, less potent are situations lead-
ing to acute hypoglycemia. Several drugs induce
AVP secretion, either directly, indirectly or by
unknown mechanisms, like vincristine, cyclo-
phosphamide, tricyclic antidepressants, apomor-
phine, nicotine, high doses of morphine and lith-
ium. Lithium however also inhibits the renal
effects of AVP. The secretion of AVP is suppressed
by � atrial natriuretic peptide, ethanol, opioids
(particularly dynorphin), low doses of morphine,
phenitoin, dopaminergic antagonists (fluphena-
zine, haloperidol, promethazine) and car-
bamazepine which also has a renal antidiuretic
action.

The stimuli for OT secretion are the stimula-
tion of the nipples, resulting in the milk ejection

reflex, and the distension of cervix and vagina
during labor. OT release is also stimulated by
plasma hyperosmolality (sodium) and hypervo-
lemia, suggesting a regulatory role in natriuresis
and blood volume for this hormone. Secretion also
occurs during sexual arousal and ejaculation. OT
secretion is suppressed by alcohol and opioids.

AVP and OT elicit their physiological and phar-
macological roles through cell surface receptors.
The receptors for AVP and OT form a subfamily
within the large protein family of G protein-cou-
pled receptors (GPCR). Three different subtypes of
AVP receptors are known (V1aR, V1bR, V2R). So
far, there is only one type of OTR known.

�������������
The V1aR and V1bR selectively couple to G proteins
of the Gq/11 family, which mediate the activation of
distinct isoforms of phospholipase Cβ (PLCβ)
(Fig. 2). Both receptors have been reported to acti-
vate PLD and PLA2. The interaction between the
activated GPCR and G protein leads ultimately to
the dissociation of the G protein into the active
Gα(q/11) subunit and the Gβγ heterodimer. The
activated Gα(q/11) subunit stimulates PLCβ, which
catalyses the hydrolysis of phosphatidylinositol
4,5-biphosphate into the second messengers inosi-
tol 1,4,5-triphosphate (IP3) and 1,2-diacylglycerol
(DAG). IP3 diffuses through the cytosol and binds
to the IP3 receptor (IP3R), an intracellular ion
channel that mediates the release of calcium from
the endoplasmic reticulum (ER). DAG activates
protein-kinase C (PKC) which then stimulates the
expression of the proto-oncogenes c-fos and c-jun
and thereby cell growth. The V2R activates a Gs
protein leading to the activation of adenylyl
cyclase (AC) and consequently to a cytosolic cyclic
adenosine-monophosphate (cAMP) increase
(Fig. 2).

The extrarenal actions of AVP, vasoconstric-
tion, platelet aggregation, and hepatic glycogenol-
ysis are mediated by the V1aR by increasing
cytosolic calcium concentrations. This receptor is
expressed in the liver (hepatocytes surrounding
central veins), vascular and gastrointestinal
smooth muscle, bladder, myometrium, platelets,
the renal medulla and throughout the brain. It is
believed that V1aR function is essential for an effi-
cient response to hypovolemic stress conditions,
e.g.: hemorrhagic shock, where AVP is secreted
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copiously. The V1aR in the brain is proposed to
mediate the effects of AVP on memory, learning,
antipyresis, brain development, selective aggres-
sion, partner preferences in rodents, cerebrospi-
nal fluid production and analgesia.

V1bR is mainly expressed in the anterior pitui-
tary, adrenal medulla and kidney. In rats, several
other tissues have been found to express this
receptor, such as the brain, uterus, thymus, heart,
breast, lung and adrenal medulla. The activation
of V1bR together with CRF receptors in the ante-
rior pituitary lobe leads to ACTH secretion into
the systemic circulation.

V2R is expressed in epithelial cells of renal col-
lecting ducts; in rodents it is also expressed in cells
of the thick ascending limb of Henle’s loop (TAL).
The antidiuretic function of AVP is mediated by
V2Rs that are located in the basolateral membrane
of collecting duct principal cells. V2R induced Gs-
mediated activation of AC, the subsequent
increase in cytosolic cAMP, and the stimulation of
PKA, lead to the final step of the antidiuretic
action of AVP: the exocytic fusion of intracellular
vesicles bearing the selective water channel
aquaporin-2 (AQP2) (� Aquaporins) with the api-
cal membrane of principal collecting duct cells
(short-term regulation). The water permeability of
the cells increases dramatically (10–20 fold),
allowing not only the entry of water via the apical

membrane but also the exit across the basolateral
membrane through constitutively expressed water
channels (AQP3 and AQP4). Due to the osmotic
gradient of the inner medulla, water accumulates
in the interstitium and is removed by local circula-
tion. AVP withdrawal is associated with endocytic
retrieval of AQP2 back into intracellular vesicles.
Activation of V2Rs also stimulates the synthesis of
mRNA encoding AQP2 (long-term regulation) in
principal cells; it also regulates the apical expres-
sion of the urea transporter 1 (UT1) (� Urea Trans-
porter). In addition, it regulates the long-term
expression and the activation of the Na+-K+-2Cl-

symporter in the TAL. These effects contribute to
an increase in medullary osmolality and thereby
to an enhanced renal water conservation. There is
strong evidence for extrarenal V2R expression;
several organs have been implicated, like lungs,
heart, skeletal muscle, inner ear and endothelial
cells. The administration of a selective V2R agonist
(desmopressin) to patients suffering from X-
linked congenital nephrogenic diabetes insipidus
(V2R gene defect) does not result in an expected
increase of factor VIII, von Willebrand factor, and
tissue plasminogen activator in the blood. The
therapeutic utilisation of desmopressin for coagu-
lation disorders like haemophilia A and von Wille-
brand’s disease relies on the existence of extrare-
nal V2R.

Fig. 2 Schematic repre-
sentation of the two 
major signal transduc-
tion pathways of AVP and 
OT receptors. Current 
pharmacological inter-
vention of both systems is 
based on selective ago-
nists (AVP or OT ana-
logues) or antagonists, 
which block the effects of 
AVP or OT at receptor 
sites.
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Congenital nephrogenic diabetes insipidus (NDI)
is a rare disease, characterized by an inability to
concentrate urine despite normal or elevated AVP
plasma concentrations. The syndrome is charac-
terized by polyuria and polydipsia. If not treated,
episodes of dehydration can result in mental retar-
dation in newborn. Other symptoms include vom-
iting, anorexia, failure to thrive and constipation.
The more common form is the X-linked NDI,
caused by mutations in the V2R gene. More than
150 different mutations of the V2R have been
found in NDI patients. The excessive water loss
through the kidney is due to an improper V2R
function. Mutations of the V2R can lead to: 1) an
altered affinity for AVP (KD decreased) or 2) an
altered coupl ing to  the Gs prote in
(� EC50 increased), 3) an altered mRNA synthesis
or stability, and 4) the most common form, an
altered transport to the cell surface (intracellular
retained receptor). The autosomal NDI form,
caused by mutat ions in the AQP2 gene,  is
extremely rare (3). In contrast to patients suffer-
ing from the X-linked NDI form, patients with the
autosomal form show the typical coagulation
response to desmopressin.
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The multiple hormonal and neurotransmitter
functions of OT are mediated by the specific OTR
which activates PLCβ and increases cytosolic cal-
cium (see Fig. 2). These effects are mediated by the
activation of the G protein Gq/11. The increase in
cytosolic calcium concentrations is the main trig-
ger for smooth muscle contraction. The OTR also
binds AVP with relatively high affinity.

There is only one OTR known so far. Neverthe-
less, � posttranslational modifications and inter-
actions with downstream signal transduction
components may modify OTR signaling. The OTR
is differentially expressed in various tissues,
mainly in myoepithelial cells of the galactiferus
channels and the myometrium. The endometrium,
ovary, decidua, amnion, testis, epididymis, pros-
tate, thymus, and hypothalamus also express OTR,
reaffirming the concept of a paracrine role of this
peptide. Osteoblasts, a breast cancer cell line
(MCF7) and vascular endothelium cells are also
described to express OTRs. Expression of the OTR

has also been described in the brain (neurons and
astrocytes), with patterns differing in sex, age and
species, which may be related to different patterns
of sexual and maternal behavior.

There are several hints indicating a strong
interaction between the OTR and sexual hor-
mones. During pregnancy, high plasma progester-
one levels promote uterine relaxation and inhibit
the function of the OTR system by both genomic
and nongenomic mechanisms. The myometrial
OTRs are more abundantly expressed after estro-
gen secretion, in the last days of pregnancy. It is
possible that progesterone and estrogens act in
opposing manner on the function, expression,
and/or regulation of OTRs. However, despite the
striking dependence of the OT system on gonadal
hormones, the human OTR gene does not contain
a classical steroid responsive element and nong-
enomic mechanisms are not well characterized.
Although OT plasma concentrations remain rela-
tively constant until labor itself, uterine sensitivity
to OT is markedly increased around onset of labor.
This is associated with both an upregulation of
OTR mRNA levels and a strong increase in the
density of myometrial OTRs, reaching a peak dur-
ing early labor (200 times higher than in the non-
pregnant state). Thus, at onset of labor, OT can
stimulate uterine contractions at plasma concen-
trations that are ineffective in the nonpregnant
state. After parturition, the concentrations of uter-
ine OTRs rapidly decline. This downregulation of
OTRs may be necessary to avoid unwanted con-
tractile responses during lactation when OT
plasma levels are raised (1).

Although the OT system may be regarded as a
key regulator of parturition, in OT-deficient mice,
parturition remains unaffected. Moreover, OTR
knockout mice deliver in a normal fashion, but the
offspring die during the very first days of life due
to starvation as the milk ejection reflex is absent in
these animals. These experiments show that the
OT system is not essential for labor or reproduc-
tive behavior (at least in mice) but for the milk
ejection reflex, which is fundamental for litter sur-
vival.

OTRs are also expressed in male reproductive
tissues, like testis, epididymis and in the prostate.
OT increases the resting tone of prostatic tissue
from guinea pig, rat, dog and human. The activa-
tion of these receptors by OT could lead to the
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contraction of the prostate and the resulting
expulsion of prostatic secretions during ejacula-
tion.

'����
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��������0���AVP is mainly used in the replacement
therapy in � central diabetes insipidus (CDI), but
has only a short effect of 4–6 h. It is also used in
the therapy of gastrointestinal hemorrhage (e.g.
bleeding from esophageal varices), as a vasopres-
sor during cardiac arrest and in the treatment of
adult shock-refractory ventricular fibrillation. The
major disadvantages of AVP in CDI therapy are its
non-selective effects (V1aR stimulation), short
duration and contraction of the uterus and gas-
trointestinal tract. Otherwise, former effects of
AVP are useful to treat postoperative ileus and
abdominal distension and to eliminate gas before
abdominal radiographs.

The synthetic AVP analogue 1-deamino,8-D-
arginine vasopressin (dDAVP) or desmopressin, is
a selective V2R agonist. Its antidiuretic effect is
longer than AVP and it does not cause vasocon-
striction and is better tolerated than AVP. Desmo-
pressin is used in the treatment of CDI, by intrana-
sal spray application. It is also used in the therapy
of nocturnal enuresis. Another important clinical
application of desmopressin is the treatment of
hemophilia A (factor VIII) and von Willebrand’s
disease. Lysipressin is also available for intranasal
application. The major complication of AVP, lysip-
ressin and desmopressin is water intoxication with
hyponatremia (iatrogenic SIADH).

OPC-51803 is a novel nonpeptide and a highly
selective V2R agonist that may be proven useful in
treating CDI, urinary incontinence, enuresis and
poliakiuria. It has a much higher bioavailability
after oral ingestion than desmopressin.

�����������0���There are several nonpeptide, orally
active V2 selective receptor antagonists under
development (OPC-31260, SR-121463A, VPA-985),
also known as � aquaretic agents. Their main
applications could be the treatment of water disor-
ders caused by congestive heart failure, liver cir-
rhosis, nephrotic syndrome and SIADH. Dual V1a/
V2R antagonists (YM-087) could also become use-

ful for diseases such as congestive heart failure, in
which increased peripheral resistance and dilu-
tional hyponatremia are both present (4).

#��

��������0���OT is mainly used intravenously for
labor induction without major side effects. It is
also used in postpartum bleeding and to facilitate
milk ejection in mastitic cows. Carbetocin, a long-
acting OT analogue with modifications in the ter-
minal cystein residue and in the disulphur bridge,
is used to control bleeding after delivery, mainly in
veterinary medicine.

�����������0���Atosiban is an antagonist peptide of
OTR and V1aR. It is successfully used intrave-
nously as an OTR antagonist in preterm labor.
This peptide antagonist was shown to inhibit uter-
ine contractions in women with threatened and
established preterm labor, with an improved side
effect profile when compared to ritodrine (β2-sim-
pathomimetic). Another potential use of atosiban
is in benign prostate hyperplasia, as it is known,
that OTRs play an important role in prostate con-
traction. Other nonpeptide OTR antagonists are
under development (5).
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Synaptic vesicle neurotransmitter transporters,
� VMAT1, VMAT2, � VGAT/VIAAT, � VGLUT1,
VGLUT2, � VAChT

'�(�������

The exocytotic release of neurotransmitters from
synaptic vesicles underlies most information
processing by the brain. Since classical neuro-
transmitters including monamines, acetylcholine,
GABA and glutamate are synthesized in the cyto-
plasm, a mechanism is required for their accumu-
lation in synaptic vesicles. Vesicular transporters
are multitransmembrane domain proteins that
mediate this process by coupling the movement of
neurotransmitters to the proton electrochemical
gradient across the vesicle membrane.

� Neurotransmitter Transporters
� Organic Cation Transporters

)�����	
�������������

Synaptic vesicles isolated from brain exhibit four
distinct vesicular neurotransmitter transport
activities: one for monoamines, a second for ace-
tylcholine, a third for the inhibitory neurotrans-
mitters GABA and glycine and a fourth for gluta-
mate. Unlike Na+-dependent plasma membrane
transporters, the vesicular activities couple to a
proton electrochemical gradient (∆µH+) across the
vesicle membrane generated by the vacuolar H+-
ATPase (� vacuolar type proton translocating
ATPase). Although all of the vesicular transport
systems rely on ∆µH+, the relative dependence on
the chemical and electrical components varies.
The vesicular monoamine and acetylcholine

transport systems depend primarily on the chemi-
cal component of this gradient (∆pH), whereas
transport of GABA relies on both ∆pH and the
electrical component of the gradient (∆ψ), and
glutamate transport almost exclusively on ∆ψ.
These bioenergetic differences appear to reflect
differences in protein structure.

������
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The vesicular monoamine transporters were iden-
tified in a screen for genes that confer resistance to
the parkinsonian neurotoxin MPP+. The resist-
ance apparently results from sequestration of the
toxin inside vesicles, away from its primary site of
action in mitochondria. In addition to recogniz-
ing MPP+, the transporters mediate the uptake of
dopamine, serotonin, epinephrine and norepine-
phrine by neurons and endocrine cells. Structur-
ally, the vesicular monoamine transporters
(VMATs) show no relationship to plasma mem-
brane monoamine transporters.

VMAT1 is expressed in the adrenal medulla, by
small intensely fluorescent cells in sympathetic
ganglia, and by other non-neural cells that release
monoamines. In contrast, VMAT2 is expressed by
neuronal populations in the nervous system. The
substrate specificity for the two isoforms is simi-
lar, but VMAT2 has a somewhat higher apparent
affinity for all monoamines than VMAT1. In addi-
tion, only VMAT2 appears able to transport hista-
mine, consistent with its expression by mast cells.

Transport by the VMATs involves the exchange
of two lumenal protons for one cytoplasmic,
apparently protonated molecule of transmitter,
predicting accumulation of transmitter inside ves-
icles 104–105 the concentrations in cytoplasm.
Using reserpine binding (see below), a number of
residues appear to be required for substrate recog-
nition; reserpine still binds to these mutants, but
cannot be displaced by substrates. In addition,
∆µH+ accelerates reserpine binding to wildtype
VMAT2, suggesting that H+ efflux reorients the
substrate recognition site to the cytoplasmic face
of the membrane. The substrate recognition
mutants do not affect this stimulation by ∆µH+.
However, substition of an aspartate in predicted
transmembrane domain (TMD) 10 of the VMATs
by a neutral residue abolishes reserpine binding
even in the presence of ∆µH+, and replacement by
glutamate shifts the pH sensitivity of transport,
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suggesting that this residue contributes to H+

translocation. In terms of structure, a lysine in
TMD2 also appears to form a charge pair with an
aspartate in TMD11.

������
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Closely related to the VMATs, the vesamicol-sensi-
tive vesicular acetylcholine transporter (VAChT)
was identified in a screen for mutants resistant to
inhibition of acetylcholinesterase in C. elegans.
Like VMATs, VAChT recognizes a cationic sub-
strate and depends primarily on ∆pH. In contrast
to VMATs, with substrate affinities in the low or
sub-micromolar, the mammalian VAChT exhibits
an apparent affinity around 1 mM.The higher
affinity of VMATs may reflect the need to lower
cytoplasmic levels of potentially toxic monoamine
transmitters. However, VAChT has been postu-
lated to have a similar stoichiometry for 2 H+, but
to exhibit as well a H+ leak not present with the
VMATs.

������
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Genetic and behavioral studies in the nematode C.
elegans led to identification of the vesicular GABA
transporter (VGAT.) As predicted from studies
with purified synaptic vesicles, VGAT mediates
uptake of GABA with an apparent affinity in the
low millimolar range and can be driven by ∆pH or
∆ψ. VGAT also recognizes glycine as a substrate,
suggesting that these two inhibitory neurotrans-
mitters can be stored in and released from the
same vesicle.

VGAT shows no sequence similarity to VMATs
or VAChT. Rather, it belongs to a large family of
transporters that includes H+-coupled amino acid
permeases in Arabidopsis thaliana and several
mammalian proteins. One of the related mamma-
lian transport proteins corresponds to classical
amino acid transport System N, and others corre-
spond to classical System A, which is responsible
for much of the active amino acid uptake by mam-
malian cells. These glutamine transporters appear

Fig. 1 Stoichiometry and bioenergetic dependence of the vesicular neurotransmitter transporters. The proton 
electrochemical gradient (∆µH+) that drives neurotransmitter transport into secretory vesicles is generated by 
the vacuolar-type proton translocating ATPase and consists of a 1–2 unit pH gradient (∆pH) and a transmem-
brane potential (∆Ψ) ~+70 mV (inside positive). The different families of transport proteins exhibit different 
dependences on these two components of the gradient, with VMATs and VAChT most dependent on ∆pH, 
VGLUTs on ∆Ψ, and VGAT dependent on both. These differences in dependence on ∆µH+ reflect differences in 
the stoichiometry of transport.
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to mediate aspects of the glutamine-glutamate
cycle involved in nitrogen metabolism by the liver
and in the regeneration of glutamate from
glutamine required for excitatory neurotransmis-
sion. The System N transporter SN1 mediates
glutamine efflux readily under physiological con-
ditions and is expressed by astrocytes. In contrast,
System A transporters SA1 and 2 primarily medi-
ate glutamine uptake, and the expression of SA2 by
neurons positions it to facilitate the uptake of
glutamine released from astrocytes by SN1. The
principal difference between System N and A
transporters appears to be the translocation of H+;
SN1 mediates the exchange of H+ for Na+ and an
amino acid whereas SA1 and 2 mediate only Na+

cotransport.
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Glutamate is the principal excitatory neurotrans-
mitter in the mammalian central nervous system,
yet the vesicular glutamate transporter eluded
identification until recently. Initially isolated in a
screen for genes upregulated by subtoxic doses of
the excitotoxin N-methyl-D-aspartate, the brain-
specific Na+-dependent phosphate transporter
(BNPI) resembled a class of � inorganic phosphate
transporters and conferred Na+-dependent phos-
phate transport in Xenopus oocytes. Although
suggested to participate in the regeneration of ATP
at nerve terminals, BNPI expression is restricted
to excitatory neurons, suggesting a more specific
role in glutamate release. Indeed, the enzyme
glutaminase that produces glutamate for release as
an excitatory transmitter requires inorganic phos-
phate for activity. Further, studies in C. elegans
indicated a specific role for the BNPI orthologue
EAT-4 in glutamate release. Recent work has sug-
gested that other type I phosphate transporters
related to BNPI mediate the transport of organic
anions with higher affinity than phosphate.
Together with the determination that BNPI local-
izes to synaptic vesicles, this suggested an alterna-
tive role for the protein in vesicular glutamate
transport.

Heterologous expression of BNPI in a variety of
cell systems indeed confers vesicular glutamate
uptake with all of the properties demonstrated
using synaptic vesicles from brain. In particular,
glutamate uptake by BNPI depends primarily on
∆ψ rather than ∆pH, does not recognize aspar-

tate, has an apparent affinity in the low millimolar,
and shows a biphasic dependence on chloride with
an optimum at 2–10 mM. BNPI has thus been
renamed VGLUT1. In addition, vesicular glutamate
transport by VGLUT1 leads to vesicle acidifica-
tion, as previously demonstrated using native syn-
aptic vesicle preparations. Presumably, a reduc-
tion in electrical potential caused by influx of the
anionic glutamate secondarily activates the H+-
ATPase. However, VGLUT1 and other related pro-
teins also appear to exhibit a substantial chloride
conductance that is blocked by substrate.

Although the expression of VGLUT1 is limited
to a subset of glutamatergic neurons in the brain, a
highly homologous protein, also initially charac-
terized as a phosphate transporter and named dif-
ferentiation-associated Na+-dependent phosphate
transporter (DNP1), has a complementary pattern
of expression. DNP1 also localizes to synaptic vesi-
cles, mediates the vesicular uptake of glutamate
and has been renamed VGLUT2. Although
VGLUT2 exhibits transport activity very similar to
VGLUT1, VGLUT2 appears to be expressed by a
subset of glutamate neurons with a higher proba-
bility of release, and differences in subcellular
location suggest differences in trafficking. In par-
ticular, the presence of two polyproline domains
in the C-terminal cytoplasmic tail of VGLUT1 may
mediate interactions with proteins containing SH3
domains that have been shown to be involved in
synaptic vesicle recycling.
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Synaptic vesicles mediate the release of small mol-
ecules other than classical neurotransmitters and
neuropeptides. Of these, zinc and ATP are the best
characterized. NMDA and GABA receptors con-
tain binding sites for zinc, and zinc exerts a direct
effect on excitatory and inhibitory neurotransmis-
sion. ATP activates both ionotropic and G protein-
coupled receptors. As with the classical neuro-
transmitters, the exocytotic release of these com-
pounds requires transport into synaptic vesicles.

Indirect evidence supports a role for ZnT3  in
zinc uptake by synaptic vesicles. ZnT3 belongs to a
family of zinc transporters and localizes to synap-
tic vesicles. Further, mice deficient in ZnT3 show a
loss of zinc staining from hippocampal neurons.
However, it has not been demonstrated that ZnT3
mediates zinc uptake in heterologous expression
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systems. On the other hand, ZnT3 targeting to syn-
aptic vesicles has been shown to depend on the
adaptor protein AP3. In mocha mice deficient in
AP3, synaptic vesicles accumulate normally, but
no longer contain ZnT3 or zinc.

Chromaffin granules, platelet dense core vesi-
cles and synaptic vesicles accumulate ATP. ATP
uptake has been demonstrated using chromaffin
granules and synaptic vesicles and the process
appears to depend on ∆µH+. It has generally been
assumed that ATP is costored only with monoam-
ines and acetylcholine, as an anion to balance to
cationic charge of those transmitters. However, the
extent of ATP storage and release by different neu-
ronal populations remains unknown, and the pro-
teins responsible for ATP uptake by secretory vesi-
cles have not been identified.

Unlike classical neurotransmitters, neuropep-
tides enter the lumen of the secretory pathway in
the endoplasmic reticulum, through cotransla-
tional translocation. They then sort to large dense
core vesicles (LDCVs) in the trans-Golgi network
(TGN) and undergo processing to form the biolog-
ically active species. LDCV exocytosis exhibits a
different dependence from synaptic vesicles on
stimulation and calcium concentration. After
release, neuropeptides undergo degradation; they
are generally not repackaged, although certain
lumenal contents of dense core vesicles can remain
tethered to the plasma membrane.
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Regulation of transmitter release may involve
changes in the probability of release, or in the
amount of transmitter per synaptic vesicle. A vari-
ety of mechanisms are known to regulate the
probability of vesicle release. Similarily, changes in
the amount of transmitter per vesicle, or quantal
size, occur in several systems, including the neu-
romuscular junction. The mechanisms by which
quantal size changes, however, remain less well
characterized. Nonetheless, modulation of vesicu-
lar transport can clearly influence quantal size.
VMAT2 knockout mice die shortly after birth, but
heterozygous animals also exhibit substantial
reductions in monoamine release, and alterations
in behavior relative to wildtype litter mates. Con-
versely, over-expression of either VMAT2 or
VAChT can increase quantal size.

Regulation of transporter expression may
occur at the transcriptional level. Both VGLUTs
were identified as genes upregulated by specific
stimuli; VGLUT1 in response to an excitotoxin and
VGLUT2 to the growth factor activin. The organi-
zation of the VAChT gene within an exon of the
biosynthetic enzyme choline acetyl transferase
further indicates a remarkable level of transcrip-
tional coordination. In addition to transcriptional
regulation of the VGLUTs, VMATs appear to be
regulated by G proteins. Activation of the G pro-
tein GαO2 down-regulates their activity independ-
ent of ∆µH+, but the mechanism remains unclear.

The major mechanisms for regulation of vesic-
ular neurotransmitter transport appear to involve
changes in membrane trafficking. VMATs undergo
phosphorylation by casein kinase and this post-
translational modification influences their
retrieval from maturing LDCVs. In addition,
phosphorylation of VAChT upstream from a dileu-
cine-like motif influences sorting into LDCVs at
the level of the TGN. Since sorting to LDCVs ver-
sus synaptic vesicles will determine the site and
mode of transmitter release, the regulation of
transporter trafficking has great potential to influ-
ence signalling. In particular, it is well known that
midbrain neurons release dopamine from their
cell bodies and dendrites as well as from their ter-
minals, and the trafficking of VMAT2 presumably
contributes to these two very different modes of
release.

'����

VMATs are irreversibly inhibited by the potent
antihypertensive drug reserpine. The depressive
effects of reserpine helped to formulate the origi-
nal monoamine hypothesis of affective disorders.
Reserpine also appears to interact with the trans-
porters near the site of substrate recognition.
Tetrabenazine, which is used in treatment of
movement disorders, inhibits VMAT2 much more
potently than VMAT1, consistent with the less
hypotensive action of this agent.

VMATs are not inhibited by drugs such as
cocaine, tricyclic antidepressants and selective
serotonin reuptake inhibitors that affect plasma
membrane monoamine transport. Amphetamines
have relatively selective effects on monoaminergic
cells due to selective uptake by plasma membrane
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monoamine transporters, but their effect appears
to be mediated by their ability as weak bases to
reduce ∆pH, the driving force for vesicular
monoamine transport that leads to efflux of the
vesicular contents into the cytoplasm.

The vesicular acetylcholine transport can be
inhibited by vesamicol and several related com-
pounds. Vesamicol competitively inhibits trans-
port by binding to a cytoplasmic domain on
VAChT with a Kd of approximately 5 nM. Vesami-
col binding can be used to estimate transporter
number, but neither vesamicol nor its analogues
are currently used clinically.

Vesicular GABA transport can be competi-
tively inhibited by amino acids including glycine
and β-alanine. Transport can also be competitively
inhibited by γ-vinyl GABA, a derivative of GABA.
γ-Vinyl GABA has been used in the clinical treat-
ment of epilepsy and is known to inhibit GABA
transaminase, an enzyme that metabolizes GABA.
The mode of action for γ-vinyl GABA as an antiep-
ileptic drug is thought to be through its effects on
GABA transaminase, but inhibition of vesicular
GABA transport could have an effect by increas-
ing the non-vesicular release of GABA.

Several compounds that inhibit vesicular gluta-
mate transport have been identified: These include
the dyes Evans Blue and Rose Bengal. In addition,
the stilbene derivative 4,4′-diisothiocyanatostil-
bene-2,2′-disulfonic acid (DIDS), a compound
commonly used as a specific inhibitor of anion
channels, inhibits vesicular glutamate transport.
Most known inhibitors have limited use as they are
membrane impermeant.

In addition to direct inhibition of the vesicular
transport protein, storage of neurotransmitters
can be reduced by dissipation of the proton elec-
trochemical gradient. Bafilomycin (a specific
inhibitor of the vacuolar H+-ATPase), as well as
the proton ionophores carbonyl cyanide m-chlo-
rophenylhydrazone (CCCP) and carbonylcyanide
p-(trifluoromethoxy) phenylhydrazone (FCCP)
are used experimentally to reduce the vesicular
storage of neurotransmitters. Weak bases includ-
ing amphetamines and ammonium chloride are
used to selectively reduce ∆pH.
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Vesicular GABA transporter; vesicular inhibitory
amino acid transporte.

� Vesicular Transporters
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VGLUT is short for vesicular glutamate trans-
porter.

� Vesicular Transporters
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Vinca alkaloids are derived from the Madagascar
periwinkle plant, Catharanthus roseus. The main
alkaloids are vincristine, vinblastine and vindes-
ine. Vinca alkaloids are cell-cycle-specific agents
and block cells in mitosis. This cellular activity is



968 VIP

due to their ability to bind specifically to tubulin
and to block the ability of the protein to polymer-
ize into microtubules. This prevents spindle for-
mation in mitosing cells and causes arrest at met-
aphase. Vinca alkaloids also inhibit other cellular
activities that involve microtubules, such as leuko-
cyte phagocytosis and chemotaxis as well as
axonal transport in neurons. Side effects of the
vinca alkaloids such as their neurotoxicity may be
due to disruption of these functions.

� Antineoplastic Agents

� �

� Vasoactive Intestinal Peptide
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Viral proteinases
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Viral proteases are enzymes (endopeptidases EC
3.4.2) encoded by the genetic material (DNA or
RNA) of viral pathogens. The role of these
enzymes is to catalyze the cleavage of specific pep-
tide bonds in viral polyprotein precursors or in
cellular proteins. In most cases these proteolytic
events are essential for the completion of the viral
infectious cycle. Viral proteases may use different
catalytic mechanisms involving either serine,
cysteine or aspartic acid residues to attack the
scissile peptide bond. This bond is often located
within conserved sequence motifs extending for
up to 10 residues. Selective recognition of these
sequence patterns by a complementary substrate

binding site of the enzyme ensures a high degree
of specific recognition and cleavage.

� Antiviral Drugs
� Non-viral Proteases
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The majority of approved antiviral pharmaceuti-
cals belong to the category of nucleoside analogs
that target viral polymerases. Adverse side effects,
moderate clinical efficacy and especially the rapid
emergence of drug-resistant mutant strains limits
the efficacy of these inhibitors in monotherapy of
chronic viral infections. Proteolytic maturation of
large precursor proteins, catalyzed by virally
encoded proteases, is a widespread strategy espe-
cially in viruses using RNA as genetic material.
Since 1995, protease inhibitors have been success-
fully added to the therapeutic regimens of � HIV
infected individuals, and protease inhibitors are
presently being developed to control other chronic
viral infections such as � hepatitis C (HCV). The
infectious cycles of a retrovirus (such as the
human immunodeficiency virus HIV), and of a
(+)-strand-RNA virus (such as the hepatitis C
virus, HCV) are schematically shown below. Both
viruses use RNA as genetic material but in con-
trast to (+)-strand RNA viruses, retroviral
genomes are back-transcribed into a double
stranded DNA molecule by a reverse transcriptase
contained inside the viral particle and delivered to
the cell during infection  (� reverse transcription).

The HIV genome is organized into three major
coding elements called gag, pol  and env (1). Upon
integration of the provirus into the host cell
genome, multiple copies of viral RNA are pro-
duced by hijacking the cellular transcription
machinery. This RNA may have one of three differ-
ent fates: A fraction of viral RNAs is reserved as
genomes for new viral particles. Another fraction
is spliced to yield subgenomic mRNA species that
will be translated on membrane-bound polys-
omes to give rise to the env protein gp160, which is
subsequently cleaved by cellular proteases into the
envelope glycoproteins gp120 and gp41. Finally, a
third fraction is used as mRNA for gagand pol.
These gene products are produced as a nested set
of precursor polyproteins such that the relative
amount of gag-pol peptides (p160) is only 5% as
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abundant as gag peptides (p55). This relationship
is maintained by partial bypassing of a transla-
tional stop signal at the end of gag. The pol gene
encodes the viral enzymes protease, reverse tran-
scriptase and � integrase. Following a not well-

understood autocatalytic event, the protease is
released and performs nine different cleavages in
the gag and gag-pol precursor proteins. Mutations
in the protease lead to the generation of defective,
noninfectious particles, demonstrating the essen-

Fig. 1 Role of virally-
encoded proteases in the 
replication cycle of a ret-
rovirus (HIV, part a) and 
of a (+)-strand RNA virus 
(HCV, part b). The num-
bers correspond to the 
following steps in the 
infectious cycle: (1) bind-
ing to cell surface recep-
tor; (2) fusion; (3) reverse 
transcription; (4) integra-
tion; (5) transcription by 
host cell RNA polymerase; 
(6) RNA export and splic-
ing; (7) translation; (8) (-
)-strand synthesis; (9) 
(+)-strand synthesis; (10) 
assembly and budding of 
new viral particle. The 
proteolytic cleavage sites 
in the HIV gag-pol pre-
cursor and in the HCV 
polyprotein are schemati-
cally shown.
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tial role of this enzyme in the viral infectious
cycle. The HIV protease belongs to the family of
aspartic acid proteases (E.C.3.4.23) and is closely
related to cellular enzymes such as renin, cathep-
sin D or pepsin. The structure of the HIV protease
has been extensively studied by X-ray crystallogra-
phy both, in its free form and complexed to inhibi-
tors. It is a homodimer consisting of two identical
polypeptide chains of 99 residues each. Each mon-
omer contributes one catalytic aspartic acid resi-
due in the active site, which is located at the dimer
interface. Well-defined subsites and two flexible
flap regions protruding over the active site con-
tribute to specific recognition of substrates and
inhibitors.

Reverse transcriptase and protease inhibitors
interfere at different stages within the viral repli-
cation cycle. The former class of compounds
(nucleoside analogs or non-nucleoside inhibitors)
blocks infection at an early step prior to integra-
tion of the retro-transcribed viral genome into the
genome of the host cell. Consistent with this mode
of action, reverse transcriptase inhibitors are inef-
fective in arresting the spread of viruses from cells
that are already infected. This is in contrast to pro-
tease inhibitors that act at a late stage of the infec-
tious cycle. Many present therapeutic regimens
simultaneously target both HIV enzymes by com-
bining protease inhibitors with nucleoside ana-
logs such as AZT, ddC, ddI, d4T or 3TC or non-
nucleoside reverse-transcriptase inhibitors (nevi-
rapine, efavirenz, delavirdine).

The infectious cycle of a (+)-strand RNA virus
such as the hepatitis C virus differs by the fate of
the viral RNA genome in the infected cell. Upon
entry into the cell, the HCV genome is used as a
messenger RNA to drive the synthesis of a large
polyprotein precursor of about 3000 residues (2).
The structural proteins are excised from the pre-
cursor by host cell signal peptidase. The non-
structural region of the precursor, harboring the
viral replication machinery, is cut into its mature
components in a maturation reaction in which two
viral proteases (NS2-pro and NS3/4A-pro) co-
operate. Site-directed mutagenesis of an other-
wise infectious cDNA has shown that both HCV-
encoded proteases are necessary for viral infectiv-
ity, but most of the attention has so far been
focused on one of them; a member of the serine
protease family (EC 3.4.21) located in the N-termi-

nal region of the viral NS3 protein. The proteo-
lytic activity of NS3 is turned on only upon bind-
ing to the cofactor NS4A, generating the active
NS3/4A heterodimeric protease, and is used to
perform a total of four different cleavages. The
mature viral RNA-dependent RNA polymerase,
the protein NS5B, also arises from one of these
processing events. This enzyme subsequently rep-
licates the viral genome in a two-step process
involving a (−)-strand intermediate.

In contrast to retroviruses, proteolysis is an
early event in the replication cycle of (+)-strand
RNA viruses and both protease and polymerase
inhibitors can be expected to halt the propagation
of infectious viral particles from already infected
cells.

The three-dimensional structure of the NS3
protease, either alone or in complex with its NS4A
cofactor, was solved by both X-ray crystallogra-
phy and by NMR spectroscopy. The enzyme
adopts a chymotrypsin-like fold with two β-bar-
rel  domains contributing the residues that make
up the catalytic triad; a histidine an aspartic acid
and a serine residue. Comparison of structures
obtained in the presence or in the absence of the
cofactor lead to the conclusion that NS4A serves to
stabilize the fold of the N-terminal beta-barrel of
the protease thereby promoting the correct posi-
tioning of the catalytic machinery. In striking con-
trast to the HIV protease, there are no pronounced
pockets or cavities in the proximity of the active
site of NS3 that could serve to anchor inhibitors or
substrates. Nevertheless, this protease is highly
specific in binding to and processing of peptides
with a consensus sequence spanning over ten resi-
dues. Specificity is conferred to this molecular rec-
ognition event by a series of weak interactions
which are dispersed along a very extended interac-
tion surface that involve hydrogen bonds, hydro-
phobic interactions and a crucial electrostatic
complementarity between enzyme and active site
ligand.

'����
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So far, 5 different protease inhibitors have been
approved by the FDA for the treatment of HIV
infection (3, 4). Clinical trials in which protease
inhibitors were evaluated in monotherapy demon-
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strated the potency of this class of inhibitors
(decrease in HIV RNA levels, increase in CD4 cell
counts). Treatment regimens were subsequently
broadened to include reverse transcriptase inhibi-
tors in combination with protease inhibitors. The
result of these clinical trials has led to a list of
guidelines with recommendations for the optimal
treatment options. Prolonged control of the infec-
tion with combination therapy (highly active
antiretroviral therapy, “HAART”) could be shown.

%�5��������+%6�.� �������/0���Saquinavir was the first
HIV protease inhibitor to obtain FDA approval in
1995 for the treatment of HIV infection in combi-
nation with nucleoside analogs. Phase I clinical
trials revealed low oral bioavailability due to lim-
ited gastro-intestinal absorption and extensive
first-pass metabolism by human intestinal cyto-
chrome P450 3A4 (CYP3A4) that may be limited by
concomitant administration of CYP3A4 inhibitors
(indinavir, ritonavir, ketoconazole, troleandomy-
cin). Pharmacokinetics could also be improved by
administration with a high-fat diet or in a novel
soft gelatin capsule formulation (Fortovase).
Saquinavir is generally well tolerated with mainly
gastrointestinal side effects, including diarrhea,
nausea and abdominal discomfort.

����������+���.�*�����/0���Clinical evaluation of Riton-
avir demonstrated good absorption from the gas-
trointestinal tract and high plasma drug levels.
When given in combination with reverse tran-
scriptase inhibitors, Ritonavir showed significant
reduction of disease progression in clinical effi-
cacy trials enrolling patients with advanced HIV
disease, as compared to therapy with reverse tran-
scriptase inhibitors alone. Ritonavir has a high
affinity for several cytochrome P450 isoenzymes
and is a potent inhibitor of CYP3A4. This limits
the concurrent use of ritonavir with agents that are
metabolized by CYP3A such as various analgetics,
antiarrhythmic agents, antibiotics, anticoagu-
lants, anticonvulsants, antiemetics and antifungal
agents. While such interactions may be clinically
detrimental, simultaneous administration of low
doses of Ritonavir was shown to boost plasma lev-
els of other HIV protease inhibitors allowing for
lower dosages or increasing dosing intervals. The
most common adverse effects of Ritonavir are
nausea, diarrhea, vomiting, muscular weakness,

taste disturbance, anorexia, abnormal functioning
of tissue and abdominal pain.

 ���������+ '�.�	��$����/0���Indinavir is a modified
hydroxyethylamine peptidomimetic developed by
rational drug design. In clinical trials, Indinavir
was shown to significantly lower HIV RNA levels
in plasma and to increase CD4 cell counts in both
monotherapy and in combination drug regimens.
Indinavir is generally well tolerated and in phase
II clinical studies less than 6% of subjects taking
Crixivan alone discontinued therapy due to drug-
related adverse experiences. Nephrolithiasis  was
reported in 12.4% of adults and  29% of children,
during clinical trials involving patients on Crix-
ivan. As with other protease inhibitors, changes in
body fat, increased bleeding in some patients with
hemophilia, and increased blood sugar levels or
diabetes have been reported. Additionally, severe
muscle pain and weakness have occurred in
patients also taking cholesterol-lowering medi-
cines called “statins”.

*�
(�������+*��.���������/0���Nelfinavir is a nonpep-
tidic, rationally designed HIV protease inhibitor.
Nelfinavir has demonstrated efficacy in both mon-
otherapy and in combination with the reverse
transcriptase inhibitors stavudine (d4T) or zivu-
dine +3TC. The major side effect is mild to moder-
ate diarrhea.

�&���������+���.����������/0���Amprenavir (APV,
Agenerase) is the most recently approved HIV
protease inhibitor. It is smaller and stereochemi-
cally less complex than the other drugs in this
class. Adsorption of this compound was found to
be impaired by high fat meals. Common side
effects of Amprenavir are nausea, vomiting,
diarrhea, rash and a tingling sensation around the
mouth.

As with reverse transcriptase inhibitors, resist-
ance to protease inhibitors may also occur. Muta-
tions in the HIV protease gene were shown to con-
fer resistance to each of the aforementioned mole-
cules. In addition, passaging of virus in the
presence of HIV protease inhibitors also gave rise
to strains less susceptible to the original inhibitor
or cross-reactive to other compounds in the same
class.
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4���������	�������%���������������+7/0���Hepatitis C is a
predominantly chronic infection affecting 1–3% of
the world population. The infectious cycle of the
hepatitis C virus has been outlined above.  Inhibi-
tors against the key viral protease, the NS3/4A ser-
ine protease are currently in clinical trials. This
enzyme proved to be a particularly difficult target
due to the peculiar architecture of its substrate
recognition site (see above). An unusual feature of
the NS3 protease is the property to undergo potent
inhibition by its cleavage products. This property
was exploited to generate a family of highly active
peptide inhibitors that may serve as a basis for the
development of peptidomimetics with improved
pharmacokinetic properties. Also, mechanism-
based inhibitors are being exploited.

�
������������������+8/0���Rhinoviruses, which repre-
sent the single major cause of common cold,
belong to the family of picornaviruses that harbors
many medically relevant pathogens. Inhibitors of
the 3C protease, a cysteine protease, have shown
good antiviral potential. Several classes of com-
pounds were designed based on the known sub-
strate specificity of the enzyme. Mechanism-
based, irreversible Michael-acceptors were shown
to be both potent inhibitors of the purified
enzyme and to have antiviral activity in infected
cells.
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Viremia is the presence of viruses in the blood.

� Antiviral Drugs

����&����

Vitamin A describes a group of substances (reti-
nol, retinyl esters, and retinal) with defined bio-
logical activities. Certain metabolites of vitamin
A, such as all-trans and cis-isomeric retinoic acids,
can perform most of the biological functions of
vitamin A; they are incapable of being metaboli-
cally reversibly converted into retinol, retinal, etc.
The unit of measurement is the Vitamin A Inter-
national Unit (IU) which measures growth in rat
pups (1 mg retinol = 3333 IU Vitamin A).

����&���)9

Thiamin

� Vitamins, watersoluble

����&���):

Riboflavin

� Vitamins, watersoluble

����&���);

� Vitamins, watersoluble
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� Vitamins, watersoluble
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� Vitamins, watersoluble

����&���'

Calcitriol is the active hormone form of vitamin D
that promotes the absorption of calcium and
phosphate in the intestines, decreases calcium
excretion by the kidneys, and acts along with par-
athyroid hormone to maintain bone homeostasis.
Other names frequently used for calcitriol are 1α
,25-dihydroxychole-calciferol, 1,25-dihydroxyvita-
min D3, 1,25-DHCC, 1,25(OH)2D3 and 1,25-diOHC.
Chemically, calcitriol is 9,10-seco(5Z,7E)-
5,7,10(19)-cholestatriene-3β-ol. It is is active in the
regulation of the absorption of calcium from the
gastrointestinal tract and its utilization in the
body.

The usual recommended amount for vitamin D
is 400 International Units (IU) per day.

� Bone Metabolism

����&����
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The term vitamin E describes a family of eight
antioxidants, four tocopherols (α, β, γ, δ) and four

tocotrienols (also α, β, γ , δ). α-tocopherol is
present in nature in only one form, RRR α-toco-
pherol. The chemical synthesis of α-tocopherol
results in eight different forms (SRR, SSR, SRS,
SSS, RSR, RRS, RSS, RRR), only one of which is
RRR α-tocopherol. These forms differ in that they
can be “right” (R) or “left” (S) at three different
places in the α-tocopherol molecule. RRR α-toco-
pherol is the only form of vitamin E that is actively
maintained in the human body and is therefore,
the form of vitamin E found in the largest quanti-
ties in the blood and tissue. A protein synthesized
in the liver (α-TTP: α-tocopherol transfer pro-
tein) preferentially selects the natural form of vita-
min E (RRR-α-tocopherol) for distribution to the
tissues. However, the mechanisms for the regula-
tion of vitamin E in tissues are not known.

'�(�������

In 1922 Evans and Bishop named the animal nutri-
tional factor essential of reproduction “vitamin E”.
In the 1960s, vitamin E was associated with anti-
oxidant function. 25 years later, vitamin E has
been found to possess functions that are inde-
pendent of its antioxidant and free radical scav-
enging ability. α-tocopherol specific molecular
mechanisms were discovered which are still under
investigation.

� Vitamin K
� Vitamins, watersoluble

1��
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The main function of α-tocopherol in humans
appears to be that of a non-specific chain-breaking
antioxidant that prevents the propagation of lipid
peroxidation (Fig. 1). Reactive oxygen species
(ROS) are formed primarily in the body during
normal metabolism and also upon exposure to
environmental factors such as pollutants or ciga-
rette smoke. Fats (first of all several fold polyun-
saturated fatty acids; PUFAS), which are an inte-
gral part of all cell membranes, are vulnerable to
destruction through oxidation by ROS. The fat-
soluble vitamin, α-tocopherol, is uniquely suited
to intercepting free radicals and preventing a
chain reaction of lipid destruction (Fig. 1). Aside
from maintaining the integrity of cell membranes
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throughout the body, α-tocopherol also protects
the fats in low density lipoproteins (LDL) from
oxidation. Oxidized LDL have been implicated in
the development of cardiovascular diseases. When
a molecule of α-tocopherol neutralizes a free radi-
cal, it is altered in such a way that its antioxidant
capacity is lost. However, other antioxidants, such
as vitamin C, are capable of regenerating the anti-
oxidant capacity of α-tocopherol. If the rate of oxi-
dation is greater than the rate of regeneration, α-
tocopherol concentrations in the body will
decrease. Low levels of α-tocopherol have been
associated with increased incidence of cardiovas-
cular diseases (heart disease and stroke), cancer,
cataracts and immune function. Several other
functions of α-tocopherol have been identified
which are probably not related to its antioxidant
capacity.

��������
.�*��������$�����.�α������
���
�%����(���
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A specific role for vitamin E in a required meta-
bolic function has not been found. In addition to
its direct antioxidant effects, α-tocopherol has
been reported to have specific molecular functions
(2-4):  The proposed molecular mechanisms of α-
tocopherol are associated with transcriptional and
post-transcriptional events. Activation of diacylg-
lycerol kinase and protein phosphatase 2A (PP2A)
and the inhibition of protein kinase C (PKC),
cyclooxygenase-I, 5-lipoxygenase and cytokine
release by α-tocopherol are all examples of post
transcriptional regulation. Protein kinase C inhi-
bition by α-tocopherol was reported to be
involved in cell proliferation and differentiation in
smooth muscle cells, human platelets, and mono-
cytes. The inhibitory effect of α-tocopherol on
PKC can be correlated to a dephosphorylation of
PKCα. Dephosphorylation of PKC occurs via the

Fig. 1 The role of vitamin E in the mechanism of lipid peroxidation.
1. Initiation: a radical (R•) must be present.
2. Hydrogen abstraction from a weakened C  H bond on carbon atoms adjacent to double bounds in a

PUFA, forming a carbon centered radical.
3. Propagation: rearrangement to a conjugated diene followed by reaction with molecular oxygen (O2)

produces a highly reactive peroxyl radical which simultaneously propagates the reaction by hydrogen
abstraction from another PUFA (chain reaction).

4. Termination: hydrogen abstraction from α-tocopherol form a lipid hydroperoxide and a tocopher-
oxyl radical. The chain reaction is broken since α-tocopheroxyl radical will not react with an adjacent
PUFA.

5. The α-tocopheroxyl radical can be recycled by vitamin C.
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protein PP2A, which has been found to be acti-
vated in vitro by treatment of α-tocopherol.

Liver collagen α1, the α-tocopherol transfer
protein gene (α-TTP), the α-tropomyosin gene
and the collagenase (metallo-proteinase 1) gene
have been found to be modulated at the transcrip-
tional level by α-tocopherol. However, the mecha-
nisms of transcriptional regulation of certain
genes by α-tocopherol remain unclear. α-tocophe-
rol also inhibits cell proliferation, platelet aggrega-
tion, monocyte adhesion and the oxidative burst
in neutrophils. Vitamin E enrichment of endothe-
lial cells down regulates the expression of intercel-
lular cell adhesion molecule (ICAM-1) and vascu-
lar cell adhesion molecule-I (VCAM-I), thereby
decreasing the adhesion of blood cells to the
endothelium.

The observed immunomodulatory function of
α-tocopherol may also be attributed to the fact
that the release of the proinflammatory cytokine
interleukin-1β can be inhibited by α-tocopherol
via inhibition of the 5-lipoxygenase pathway. In
addition, the inhibition of PKC activity from
monocytes by α-tocopherol is followed by inhibi-
tion of phosphorylation and translocation of the
cytosolic factor p47 (phox) and impaired assembly
of the NADPH-oxidase and of superoxide produc-

tion. An overview of the non-antioxidant effects of
α-tocopherol is summarized in Fig. 2.
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Low levels of vitamin E have been associated with
increased incidence of coronary artery disease.
Observational studies have therefore suggested
that supplemental α-tocopherol might have value
in the treatment of cardiovascular disease. Four
large-scale, randomized, double-blind clinical
intervention studies have tested the ability of vita-
min E to prevent myocardial infarction. One was
strongly positive (9), the other three were neutral
(1,7,10). Therefore, the role of α-tocopherol supple-
mentation in the treatment of cardiovascular dis-
ease is unclear and the results of further large
intervention trials must be bided to clarify the role
of vitamin E in the pathogenesis of cardiovascular
diseases.

��
�����'��!�����1�
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It has been proposed that the development of the
complications of diabetes mellitus may be linked
to oxidative stress and therefore might be attenu-
ated by antioxidants such as vitamin E. Further-

Fig. 2 Non-antioxidant properties of α-tocopherol.
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more, it is discussed that glucose-induced vascu-
lar dysfunction in diabetes can be reduced by vita-
min E treatment due to the inactivation of PKC.
Cardiovascular complications are among the lead-
ing causes of death in diabetics. To our knowledge,
to date no clinical intervention trials have tested
directly whether vitamin E can ameliorate the
complication of diabetes.

��
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Alzheimer’s disease is a degenerative disease of the
brain in which oxidative stress appears to play a
role. Vitamin E is thought to prevent brain cell
damage by destroying toxic free radicals. In a 2-
year, double blind, placebo-controlled, rand-
omized, multicenter trial, supplementation of 341
patients who had moderate neurological impair-
ment with 2000 IU synthetic α-tocopherol daily
resulted in a significant slowing of the progres-
sion of Alzheimer’s disease (8). Although these
results are promising, it is too early to draw any
conclusions about the usefulness of vitamin E in
Alzheimer’s disease or other neurological dis-
eases. Therefore, further studies are required to
determine the role of vitamin E supplementation
in central nervous system disorders.

Note: A review in the September 2001 issue of
Arteriosclerosis, Thrombosis, and Vascular Biol-
ogy (6) concluded that there is little convincing
evidence that vitamin E increases antioxidant
defenses in the body. This would also question a
benefit of vitamin E in the prevention and man-
agement of the diseases mentioned above.

��������
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Ataxia with vitamin E deficiency is a very rare
genetic disease. The Friedrich ataxia is the most
frequent form of this disease. These patients lack a
key protein in the liver (α-TTP) that is responsible
for putting the vitamin E in the blood lipoproteins
for transport to the tissues. For this reason, these
patients develop serious deficiency that cause
major neurological and muscle damage. In a study
with 24 patients, supplementation with high levels
of vitamin E (800 IU) increased the blood concen-
tration and stabilized the neurological signs espe-
cially in early stages of the disease (5).

%�����((����
Due to bleeding risk, individuals on anticoagulant
therapy or individuals who are vitamin K defi-
cient should not take vitamin E supplementation
without close medical supervision. Despite that,
vitamin E is a well-tolerated, relatively non-toxic
nutrient. A tolerable upper intake level of 1000 mg
daily of α-tocopherol of any form (equivalent to
1500 IU of RRR-α-tocopherol or 1100 IU of all-rac-
α-tocopherol) would be, according to the Food
and Nutrition Board of the Institute of Medicine,
the highest dose unlikely to result in hemorrhage
in most adults.
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Vitamin K is a major term for two groups of sub-
stances named “phylloquinones” (vitamin K1; pro-
duced by plants) and menaquinones-n (MK-n;
vitamin K2). Menaquinones are synthesized by
bacteria, using repeated 5-carbon units in the mol-
ecules side chain (n stands for the number of 5-
carbon units). Interestingly, MK-4 is synthesized
only in small amounts by bacteria but can be pro-
duced by animals (including humans) from phyl-
loquinones and is found in a number of organs.
For an overview see (2, 4).

'�(�������

Vitamin K belongs to the group of fat-soluble vita-
mins. The term “K” refers to its main actions in
blood-clotting, coagulation, in German named
“koagulation”. In the coagulation cascade
(� Antiplatelet Drugs) seven coagulation factors
depend on Vitamin K, which acts as coenzyme for
a vitamin K-dependent carboxylase that catalyzes

the carboxylation of glutamic acid. This specific
carboxylation occurs only in a small number of
proteins but is essential for their ability to bind
calcium (7). Vitamin K is light-sensitive but
almost resistant to heat.

Vitamin K carboxylase is a transmembraneous
protein in the lipid bilayer of the endoplasmatic
reticulum (ER). It is highly glycosylated and its C-
terminal is on the luminal side of the membrane.
Besides its function as carboxylase it takes part as
an epoxidase in the vitamin K cycle (Fig. 1). For
the binding of the γ-carboxylase the vitamin K-
dependent proteins have highly conserved special
recognition sites. Most vitamin K-dependent pro-
teins are carboxylated in the liver and in osteob-
lasts, but also other tissues might be involved, e.g.
muscles (cf. 4).

� Vitamin E
� Vitamins, watersoluble

1��
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Although vitamin K is a fat soluble vitamin, only
little stores are found in the body, which have to be
refilled permanently via dietary input. The role of
vitamin K derived from bacteria in the colon is
controversially discussed, as the concentration of
biliary acids for the resorption the fatsoluble vita-
min K is very low in the colon. In addition, only
diseases of the small intestine lead to a deficit in
vitamin K concentration that cannot be restored
by K2 production of colonic bacteria. However,
watersoluble vitamin Ks can be resorbed by the
colonic mucosa. Maybe because of the little stores
for vitamin K, the process of vitamin K-depend-
ent carboxylation of proteins is part of a cycle with
several steps during which vitamin K normally is
regenerated (see Fig. 1) and thus can be used sev-
eral times.

	����
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Binding calcium ions (Ca²+) is a prerequisite for
the activation of seven clotting factors in the coag-
ulation cascade that are dependent on vitamin K.
The term cascade indicates, that the factors
involved depend from each other to become acti-
vated and to fulfil their special part to stop bleed-
ing. Prothrombin (factor II), factors VII, IX, and X
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play central roles in the coagulation cascade, pro-
tein Z seems to enhance the thrombin action via
promoting its association with phospholipids in
cell membranes. The proteins C and S act as anti-
coagulant proteins such providing a vitamin K-
dependent control and balance of the whole cas-
cade. With both, coagulant and anticoagulant fac-
tors present in the cascade in the liver, uncon-
trolled bleeding and/or clotting can be well pre-
vented. On the other hand, liver damage or
diseases can disturb this well controlled cascade
e.g. via reduced clotting factors in the circulating
blood resulting in uncontrolled bleeding (hemor-
rhage) (5). 

� Coagulation/Thrombosis

)����&�����
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In bone, three proteins have been described which
are vitamin K-dependent, osteocalcin (bone Gla
protein), matrix Gla protein (MGP), and protein S.
Osteocalcin is synthetized by osteoclasts, regu-
lated by the active form of vitamin D, calcitriol. Its
capacity to bind calcium needs a vitamin K-
dependent γ-carboxylation of three glutamic acid
residues. The calcium binding capacity of osteo-
calcin indicates a possible role in bone mineraliza-
tion, but its exact function is still unclear. Protein
S, a coagulant, is also vitamin-K dependent in its
synthesis by osteoclasts, and its role in bone
metabolism is unclear. However, children with
reduced protein S levels express enhanced blood

clotting and a reduced bone density. MGP has
been found in several supportive tissues (bone,
cartilage) and in soft tissues including blood ves-
sels. At least animal studies gave hints that MGP
prevents soft tissues as well as cartilage from calci-
fication while on the other hand it facilitates bone
development and growth. Even the phenotype of
mice lacking MGP supports this description, but
the molecular mechanisms are still unknown. Rat
studies with warfarin (vitamin K antagonist, see
Fig. 1) led to prominent deformations of the skele-
ton of fetuses as well as newborns including exces-
sive mineralisation of growth plates and nasal car-
tilage, and stunted growth. Comparable effects
were seen in humans after a therapy with vitamin
K antagonists during pregnancy. The so called
warfarin-embryopathy includes hypercalcification
of the growth plates (Chondroplasia punctata), a
nasal hypoplasia and disturbances in the growth
of facial and hollow bones.

	�
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Growth arrest-specific gene 6 (Gas6) is a γ-carbox-
ylated protein found throughout the nervous sys-
tem, in the heart, lung, stomach, kidneys, and car-
tilage. It is regarded as a ligand for several fami-
lies of receptor tyrosine kinases (RTKs) which,
when overexpressed, have effects on malignant cell
survival (6). The exact mechanisms of Gas6 func-
tion have not yet been clarified but it is discussed
as a cellular growth regulation factor with cell sig-
naling activities as well as a supporter of hemato-

Fig. 1 The vitamin K 
cycle. w indicates where 
warfarin, a vitamin K 
antagonist, inhibits the 
cycle.
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poetic cells in the bone marrow. In addition, a role
in the developing and the aging nervous system is
under dicussion (3,9). An enhanced proportion of
neurite-bearing PCD12 cells and acetylcholineste-
rase activity were described when cells were
treated with nerve growth factor (NGF) and vita-
min K (1 or 2), in comparison to NGF treatment
only which could be blocked by protein kinase A
or MAP kinase inhibitors (10).
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There are clearcut differences in deficiencies con-
cerning infants, especially newborns, and adults.
Deficiencies of vitamin K are seen seldom in
healthy adults because the supply through daily
food is (more than) enough, vitamin K is repeat-
edly recycled and therefore only a small loss
appears, and – although not really accepted – the
K2 production by intestinal bacteria (see above).
On the other hand, those people with severe liver
diseases or taking vitamin K antagonist anticoagu-
lants have a risk of vitamin K deficiency. Symp-
toms are impaired blood clotting as revealed by
routine tests measuring clotting time, unusual
bleeding after smaller wounding, nose bleeding,
heavy menstrual bleeding or a great susceptability
to hematoma.

The picture is different concerning infants dur-
ing the first days of life, especially for those being
breast fed (8). Coagulation-related (vitamin K-
dependent) plasma proteins develop slowly dur-
ing pregnancy resulting in markedly reduced lev-
els after birth. In addition, human milk is a low-
vitamin K nutrient, the newborns intestine almost
totally lacks menaquinone-synthetising bacteria,
and the vitamin K cycle might not yet be estab-
lished. These deficiencies can lead in healthy new-
borns to uncontrolled, in worst cases lethal intrac-
ranial bleedings. Due to that risk, in most coun-
tries newborns are supplied with phylloquinones,
normally by injections, or by bottle feeding.
Although there have been some hints in retrospec-
tive studies in the early 1990s on a correlation of
vitamin K supplementation of newborns with the
development of leucaemia, other retrospective
studies found no correlations (cf. 2). Therefore, a
routine vitamin K prophylaxis of newborns is still
recommended because the risk of early postnatal

bleedings is much greater than the (unproven) risk
of cancer.
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This illness is mainly characterized by an age-
related bone loss. The detection of osteocalcin in
bone was the starting point for a series of studies
on the role of vitamin K-dependent proteins in
bone development and maintenance and on possi-
ble supplementation therapies. Epidemiologic
studies found differences in the risk of hip frac-
tures depending on the dietary vitamin K intake
(35% risk at 250 µg/day of those with 50 µg/day),
although no association between dietary intake
and bone density could be found. Osteocalcin has
been found to be a reliable marker of bone forma-
tion and vitamin K is necessary for the carboxyla-
tion of this protein. Therefore, the degree of car-
boxylation of osteocalcin is a reliable marker for
the respective vitamin status (1). Blood levels of
undercarboxylated osteocalcin were found to be
higher in postmenopausal women and markedly
higher in women over 70. Studies with elderly
women resulted in a positive correlation of the
blood level of undercarboxylated osteocalcin and
the risk of bone fractures. Interestingly, also a cor-
relation of undercarboxylated osteocalcin with the
vitamin D nutritional status were described.

Application of vitamin K-antagonistic antico-
agulants like warfarin gave no clearcut results con-
cerning bone density or a changed risk for bone
fractures.

Supplementation with high doses of vitamin K1
(1 mg/day for 14 days) or MK-4 (45 mg/day)
resulted in decreased levels of undercarboxylated
osteocalcin and increase of bone formation mark-
ers and in a significant reduction in bone loss,
respectively. Using such high doses, any kind of
effects besides vitamin K can not yet be ruled out
and have to be further elucidated by long term
studies.

��
�����
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In contrast to the formation and calcification of
bones, vitamin K seems to lower the risk of aortic
calcification. The mechanisms for these “antago-
nistic” effects is not known but a participation of
osteocalcin as well as of matrix Gla protein (MGP)
are discussed.
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As the above mentioned studies with high supple-
mentation dosages exemplarily show, there is no
known toxicity for phylloquinone (vitamin K1).
This is NOT true for menadione (vitamin K3) that
can interfere with glutathione, a natural antioxi-
dant, resulting in oxidative stress and cell mem-
brane damage. Injections of menadione in infants
led to jaundice and hemolytic anemia and there-

fore should not be used for the treatment of vita-
min K deficiency.

People using warfarin should try to consume
the recommended daily intake very regularly to
avoid interferences with their anticoagulant dos-
age adjusted by the physician. Interestingly, high
doses of vitamins A and E seem to antagonize vita-
min K, vitamin A interfering with vitamin K
absorption and vitamin E (tocopherol quinone)
inhibiting vitamin K-dependent carboxylase
enzymes.

������������
Phylloquinone (vitamin K1) is the form of vitamin
K synthesized by mainly green leafy vegetables
and such also appears in plant oils (soybean, cot-
tonseed, canola, olive). Both are good sources for a
daily supply, although the need of such a supply is
still under discussion. Table 1 shows some good
sources and their content of vitamin K1.
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Tab. 1 Vitamin K content of selected nutrients in al-
phabetical order*.

Nutrient Vitamin K content 
[µg/100g]

Bovine meat 210

Broccoli 130

Brussels sprouts 570 

Butter 60

Cauliflower 300

Chicken 300

Chicken egg 45

Mayonnaise 81

Milk (3.5% fat) 3.7

Oil (sunflower) 500

Porcine meat 18

Rice, white 1

Sauerkraut 1540

Soyabeans (semen) 190

Spinach 810

Tea, black leaves 262

Tea, green leaves 1428

Tomatoes 8

Wheat (germs) 350

Wheat (grains) 17

*The adequate intake level (AI) for the US given by the
FNB of the Institute of Medicine is 120 µg/day and 90 µg/
day for men and women elder than19 years, respectively.
In Germany, 60–80 µg/day for adults, 4 µg/day for suck-
lings < 4 months, and 50 µg/day for children < 15 years
are proposed by the german nutrition society (DGE).
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Fig. 1 shows the chemical structure of vitamin B1
or thiamin (3-(4-amino-2-methyl-pyrimidin-5-
ylmethyl)-5-(2-hydroxyethyl)-4-methylthiazo-
lium) and its coenzyme form thiaminpyrophos-
phate (TPP).

'�(�������

Free thiamin is a base that is stable under acidic
conditions up to pH 7, moderately light-sensitive
and susceptible to oxidative degradation as well as
inactivation by irradiation. For use in pharmaceu-
tical and other preparations the vitamin is han-
dled in the form of solid water-soluble thiazolium
salts (thiamin chloride hydrochloride, thiamin
mononitrate). There are also synthetic lipophilic
derivatives of the vitamin, termed allithiamins.
They can pass biological membranes more easily
and in a nearly dose-linear fashion. Due to their
improved bioavailability they can be used to build

up high thiamin stores in certain target organs
(drug targeting). In the human body, thiamin con-
centration is highest in the heart, followed by kid-
ney, liver and brain. Yeast, pulses, wholemeal cere-
als, nuts and pork are good dietary sources for thi-
amin (1).

Some kinds of fish and crustacea contain thia-
minases. These enzymes cleave thiamin and thus
inactivate the vitamin. Some plant phenols, e.g.
chlorogenic acid, may possess antithiaminic prop-
erties, too, though their mechanism of action is so
far not well understood (1).

� Vitamin E
� Vitamin K

1��
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Several enzymes of the intermediary metabolism
require thiaminpyrophosphate (TPP, Fig. 1) as
coenzyme, e.g. enzymes of the pyruvate dehydro-
genase complex, α-ketoglutarate dehydrogenase
complex or pentose phosphate pathway.

TPP-dependent enzymes are involved in oxida-
tive decarboxylation of α-keto acids, making them
available for energy metabolism. Transketolase is
involved in the formation of NADPH and pentose
in the pentose phosphate pathway. This reaction is
important for several other synthetic pathways. It
is furthermore assumed that the above mentioned
enzymes are involved in the function of neuro-
transmitters and nerve conduction, though the
exact mechanisms remain unclear (2).
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Thiamin has a very low toxicity (oral LD50 of thia-
minchloride hydrochloride in mice: 3–15 g/kg
body weight). The vitamin is used therapeutically
to cure polyneuropathy, � beri-beri (clinically

Fig. 1 Structure of thia-
min and its coenzyme 
form thiaminpyrophos-
phate (TPP).
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manifest thiamin deficiency) and Wernicke-Korsa-
koff Syndrome. In mild polyneuropathy 10–20 mg/
d water-soluble or 5–10 mg/d lipid-soluble thia-
min are given orally. In more severe cases 20–
50 mg/d water-soluble or 10–20 mg/d lipid-solu-
ble thiamin are administered orally. Patients suf-
fering from beri-beri or from early stages of Wer-
nicke-Korsakoff Syndrome receive 50–100 mg of
thiamin two times a day for several days subcuta-
neously or intravenously until symptoms are alle-
viated. Afterwards, the vitamin is administered
orally for several weeks (3).
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Vitamin B2 or riboflavin is chemically defined as
7,8-dimethyl-10-(1′-D-ribityl)isoalloxazine. Fig. 2
shows the oxidised and reduced form of the vita-
min. The ending “flavin” (from the the latin word
flavus = yellow) refers to its yellowish colour.

'�(�������

Riboflavin is heat stable in the absence of light, but
extremely photosensitive. It has a high degree of
natural fluorescence when excited by UV light.
This property can be used for detection and deter-
mination. Two coenzymes (Fig. 3), flavin mononu-

cleotide (FMN) and flavin adenine dinucleotide
(FAD), are derived from riboflavin.

Milk, milk products and foods of animal ori-
gin contain high amounts of (free) riboflavin with
good bioavailability. In foods of plant origin, most
riboflavin is protein-bound and therefore less bio-
available. Cereal germs and bran are plant sources
rich in riboflavin (4).

1��
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The formation of FMN and FAD is ATP-depend-
ent and takes place predominantly in liver, kidney
and heart. It is controlled by thyroid hormones (5).

So far, about 60 flavoenzymes have been iden-
tified, the majority containing FAD. Examples for
flavoenzymes are the mitochondrial enzymes of
the respiratory chain, succinate dehydrogenase, L-
gulonolactone oxidase, monoamino oxidase, xan-
thinoxidase, thioreduxin reductase and glutath-
ione reductase. Flavin coenzymes are involved in
both one- and two-electron transfer reactions and
catalyse hydroxylations, oxidative decarboxyla-
tions, dioxygenations as well as reductions of oxy-
gen to hydrogen peroxide. Through their function
as coenzymes, FMN and FAD are involved in the
metabolism of glucose, fatty acids, amino acids,
purines, drugs and steroids, folic acid, pyridoxin,
vitamin K, niacin and vitamin D.

The FAD-dependent enzyme glutathione
reductase plays a role in the antioxidant system.
Glutathione reductase restores reduced glutath-
ione (GSH), the most important antioxidant in

Fig. 2 Structure of oxi-
dised and reduced ribo-
flavin.
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erythrocytes, from oxidised glutathione (GSSG)
(4,5).
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Up to date, no case of riboflavin intoxication has
been described in the literature and riboflavin
intake is considered safe even at higher doses.

The vitamin is administered therapeutically to
reverse riboflavin deficiency symptoms or to pre-
vent deficiency in high risk groups. Among the
high risk groups to develop riboflavin deficiency
count persons who regularly take certain drugs
(e.g. antidepressants, oral contraceptives), mal-
nourished patients, patients after trauma, patients
suffering from malabsorption and chronic alco-
holics. The doses given are >10 mg/d. Two other
groups who benefit from riboflavin supplementa-
tion are newborns with hyperbilirubinemia who
are treated with phototherapy. The supply of
0.5 mg riboflavin/kg body weight and day can here
accelerate the photodegradation of bilirubin. Fur-
thermore, persons with congenital methemoglob-
inemia might profit from the intake of high doses
of riboflavin (20–40 mg/d) (6).
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Vitamin B6 (Fig. 4) is the collective name for all 3-
hydroxy-2-methylpyridine-derivatives with vita-
min B6 function, including pyridoxin (= PN, alco-

hol), pyridoxal (= PL, aldehyde), pyridoxamine (=
PM, amine) and their 5′-phosphorylised forms.

'�(�������

In general, pyridoxamine and pyridoxin are more
stable than pyridoxal. All vitamers are relatively
heat stable in acid media, but heat labile in alka-
line media. All forms of vitamin B6 are destroyed
by UV light in both neutral and alkaline solution.
The majority of vitamin B6 in the human body is
stored in the form of pyridoxal phosphate in the
muscle, bound to glycogen phosphorylase.

Plants contain to some extend less bioavailable
forms of vitamin B6, e.g. glycosylates, or biologi-
cally inactive metabolites, e.g. ε-pyridoxin-lysin-
complexes. In addition, the release of vitamin B6
from foods rich in fibre is probably delayed. The
bioavailability of vitamin B6 from animal-derived
foods is therefore overall higher than from plant-
derived foods. Good dietary sources of vitamin B6
include chicken, fish, pork, beans and pulses (7).
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Pyridoxal phosphate mainly serves as coenzyme
in the amino acid metabolism and is covalently
bound to its enzyme via a Schiff base. In the enzy-
matic reaction, the amino group of the substrate
and the aldehyde group of PLP form a Schiff base,
too. The subsequent reactions can take place at the
α-, β-, or γ-carbon of the respective substrate.
Common types of reactions are decarboxylations
(formation of biogenic amines), transaminations
(transfer of the amino nitrogen of one amino acid

Fig. 3 Structure of flavin 
mononucleotide (FMN) 
and flavin adenine dinu-
cleotide (FAD).



984 Vitamins, watersoluble

to the keto analog of another amino acid), and
eliminations.

Pyridoxamine phosphate serves as a coen-
zyme of transaminases, e.g. lysyl oxidase (colla-
gen biosynthesis), serine hydroxymethyl trans-
ferase (C1-metabolism), δ-aminolevulinate syn-
thase (porphy rin biosynthesis),  glycogen
phosphorylase (mobilisation of glycogen), aspar-
tate aminotransferase (transamination), alanine
aminotransferase (transamination), kynureninase
(biosynthesis of niacin), glutamate decarboxylase
(biosynthesis of GABA), tyrosine decarboxylase
(biosynthesis of tyramine), serine dehydratase (β-
elimination), cystathionine β-synthase (metabo-
lism of methionine), and cystathionine γ-lyase (γ-
elimination).

Vitamin B6-coenzyme is involved in a variety
of reactions, e.g. in the immune system, gluconeo-
genesis, erythrocyte function, niacin formation,
nervous system, lipid metabolism, and in hor-
mone modulation/gene expression (8).
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Compared to other B-vitamins, pyridoxin has a
high chronic toxicity. This is mainly attributable to
the fact that, in contrast to the other water-soluble
vitamins, intestinal absorption of vitamin B6 takes
partially place via a nonsaturable, passive process.
When more than 150 mg pyridoxin/d are adminis-

tered for several months, a reversible peripheral
neuropathy with gait disturbances, dysreflexia and
insensibility frequently develops (9).

The administration of vitamin B6-megadoses
has yet proven beneficial in cystathioninuria
(400 mg/d), homocystinuria (250–1250 mg/d), pri-
mary oxalosis type I, “spine-syndrome” (150 mg/
d) and isoniazid intoxication (1 g PN per g isoni-
azid per os). Other fields of application, like car-
pal tunnel syndrome, rheumatic diseases, premen-
strual syndrome and chinese restaurant syn-
drome, lack scientific evidence (9).

����&���)9:
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Vitamin B12 (Fig. 5) is defined as a group of
cobalt-containing corroids known as cobalamins.
The common features of the vitamers are a corrin
ring (four reduced pyrrole rings) with cobalt as
the central atom, a nucleotide-like compound and
a variable ligand. Vitamin B12 is exceptional in as
far as it is the only vitamin containing a metal-ion.
The vitamers present in biological systems are
hydroxo-, aquo-, methyl- and 5′-deoxyadenosylco-
balamin.

Fig. 4 Structure of pyri-
doxin, pyridoxal, pyri-
doxamine and the 
coenzymes pyridoxal-5’-
phosphate and pyridox-
amine-5’-phosphate.
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Only microorganisms are able to synthesise vita-
min B12. Microbiological vitamin B12 synthesis in
humans, however, takes place in the lower intes-
tine where the body cannot sufficiently absorb the
vitamin. Therefore, humans have to supply the
vitamin via the diet. The vitamers differ in their
photosensitivity, but they are all sooner or later
inactivated when exposed to visible light. Good
dietary sources of vitamin B12 comprise mostly
animal-derived products, e.g. liver, meat, egg
(yolk), milk and milk products, whereas vegan
diets are basically vitamin B12-free (10).

Vitamin B12 is special in as far as its absorption
depends on the availability of several secretory
proteins, the most important being the so-called
intrinsic factor (IF). IF is produced by the parietal
cells of the fundic mucosa in man and is secreted
simultaneously with HCl. In the small intestine,
vitamin B12 (extrinsic factor) binds to the alkali-
stable gastric glycoprotein IF. The molecules form
a complex that resists intestinal proteolysis. In the

ileum, the IF-vitamin B12-complex attaches to spe-
cific mucosal receptors of the microvilli as soon as
the chymus reaches a neutral pH. Then either
cobalamin alone or the complex as a whole enters
the mucosal cell.

1��
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Vitamin B12 appears in two coenzymatic forms,
namely methylcobalamin (cytosol) and 5′-deoxya-
denosylcobalamin (mitochondria). Vitamin B12-
dependent enzymes are (11):

1. Methylmalonyl-CoA mutase:
5′-deoxyadenosylcobalamin is part of dimethyl-
benzimidazolecobamide coenzyme, a constitu-
ent of methylmalonyl-CoA mutase. This mutase
catalyses the isomerisation of methylmalonyl-
CoA to succinyl-CoA (anaplerotic reaction of
the citric acid cycle).

2. Leucine 2,3-amino-mutase
3. N5-Methyltetrahydrofolate homocysteine

methyltransferase (= methionine synthesase).

Fig. 5 Structure of the dif-
ferent vitamin B12 vitam-
ers.
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This reaction is essential to restore tetrahydro-
folate from N5-methyltetrahydrofolate (Fig. 6).
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Vitamin B12 deficiency develops when the availa-
bility of intrinsic factor is reduced (atrophic gas-
tritis, gastric mucosal defects, after gastrectomy),
in persons with malabsorption syndromes, espe-
cially when the terminal ileum is involved, in
breastfed infants whose mothers have lived on a
vegan diet for years, in persons with congenital
abnormalities in cobalamin metabolism and in
persons having intestinal parasites, especially fish
tapeworms (Diphyllobothrium latum). The charac-
teristic symptoms of vitamin B12 deficiency
include macrocytic hyperchromic � anemia (com-
mon symptom in both vitamin B12 and folic acid
deficiency) and � funicular myelitis (neurological
disorder, characteristic of vitamin B12 deficiency)
(12).

Cyano- and hydroxocobalamin – both can be
converted to the physiologically relevant coen-
zymes methyl- and 5′-deoxyadenosylcobalamin in

the liver – are used for therapeutical applications.
When pernicious anemia caused by chronic
atrophic gastritis has been diagnosed it is treated
as follows: During the first 7 days of treatment,
1000 µg of hydroxocobalamin/d are administered
parenterally, usually intramuscularly. Then, the
same dose is given once weekly for 4 to 6 weeks.
The aim is to alleviate the deficiency symptoms
and at the same time to replenish the stores. After-
wards, 1000 µg hydroxocobalamin should be given
parenterally every 2 months lifelong to avoid
relapse (12).

When funicular myelitis occurs in advanced
stages of vitamin B12 deficiency, patients are given
250 µg vitamin B12/d during the first 2 weeks of
treatment to alleviate the symptoms and to replen-
ish the stores. If the deficiency has been caused by
disturbed vitamin B12 absorption, lifelong
monthly injections of 100 µg vitamin B12 are indi-
cated (13).

Whether supplementation of vitamin B12 is
useful in the therapy of a number of neurological
disorders is still subject to discussion and further
investigations.

Fig. 6 Selected reactions 
in which folic acid coen-
zymes are involved.
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The chemical structure of biotin (hexahydro-2-
oxo-1H-thieno [3,4-d] imidazol-4-valeric acid) is
shown in Fig. 7. Of the 8 stereoisomers, only d-(+)-
biotin occurs naturally and is biologically active.
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Biotin can be synthesised by the human colon
flora. The question to which extent this produc-
tion contributes to covering the host-organism’s
requirements is, however, subject to discussion. In
most foods of animal origin as well as in cereals,
biotin prevails in the protein (= enzyme)-bound
form as ε-N-biotinyl-L-lysine (= biocytin).
Brewer’s yeast, liver, soya beans and peanuts
number among the biotin rich foods (14).
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Biotin is involved in carboxylation and decarboxy-
lation reactions. It is covalently bound to its
enzyme. In the carboxylase reaction, CO2 is first
attached to biotin at the ureido nitrogen opposite
the side chain in an ATP-dependent reaction. The
activated CO2 is then transferred from carboxybi-
otin to the substrate. The four enzymes of the
intermediary metabolism requiring biotin as a

prosthetic group are pyruvate carboxylase (pyru-
vate → oxaloacetate), propionyl-CoA-carboxylase
(propionyl-CoA → methylmalonyl-CoA), 3-meth-
ylcrotonyl-CoA-carboxylase (metabolism of leu-
cine) and actyl-CoA-carboxylase (acetyl-CoA →
malonyl-CoA) (15).
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Alimentary biotin deficiency is rare. It may, how-
ever, occur in patients on long-term parenteral
nutrition lacking biotin or in persons who fre-
quently consume raw egg white. Raw egg white
contains a biotin-binding glycoprotein, called avi-
din, which renders biotin biologically unavailable.
Pharmacological doses of the vitamin (1–10 mg/d)
are then used to treat deficiency symptoms. There
are no reports of toxicity for daily oral doses up to
200 mg and daily intravenous doses of up to 20 mg
(15).

Fig. 7 Structure of biotin.

Fig. 8 Structure of folic 
acid.
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Folic acid or folate (Fig. 8) is the collective name
for more than 100 derivatives of pteroyl-mono-L-
glutamate. In plant and animal tissue, folic acid
mostly occurs as pteroyloligo-L-glutamate
(PteGlun), with up to 8 glutamyl residues.
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Folic acid is sensitive to photo- as well as oxida-
tive degradation and as an acid only slightly solu-
ble in water, but in the salt form well soluble.
5,6,7,8-tetrahydro-folic acid (H4PteGlu) is derived
from folic acid by two consecutive reductions
using NADPH2. H4PteGlu and its derivatives are
the biologically active vitamers. Reduced folates
(H2PteGlu or H4PteGlu) are less stable than folic
acid itself. Folate losses during food preparation
are high, especially when foods are excessively
heated or soaked in water. Bioavailability of natu-
ral folate from foods averages 50%, while folic acid
from supplements or fortified foods is absorbed to
more than 90%.

Spinach, salad, cereal germ and bran as well as
pulses are good sources of folic acid. Liver and

yeast contain high amounts of this vitamin, too,
but are not consumed frequently enough to be rel-
evant for the coverage of daily requirements
(16,17).
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Tetrahydrofolic acid (H4PteGlu) accepts and trans-
fers activated one-carbon units in the form of 5-
methyl-, 10-formyl-, 5-formyl-, 5,10-methenyl-,
5,10-methylene-, and 5-formiminotetrahydro-
folate (Fig. 9). These activated metabolites are
involved in the methylation of homocysteine to
methionine, the conversion of glycine to serine, in
histidine metabolism as well as in choline, purine
and pyrimidene biosynthesis.
5-methyl-tetrahydro folic acid is furthermore,
together with vitamin B12 and B6, required to
regenerate homocysteine (Fig. 6). Homocysteine
results when methionine is used as a substrate for
methyl group transfer. During the last few years,
homocysteine has been acknowledged as an inde-
pendent risk factor in atherosclerosis etiology.
Folic acid supplementation can help reduce ele-
vated homocysteine plasma levels and is therefore
supposed to reduce the risk of atherosclerosis as
well (17).

Fig. 9 Coenzyme forms of 
folic acid.
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Folic acid deficiency is common even in industrial
countries. High-risk groups to develop folic acid
deficiency are pregnant and breastfeeding women,
people who regularly take anticonvulsant drugs,
oral contraceptives or tuberculostatics, patients
suffering from malabsorption and chronic alco-
holics. As folic acid is involved in cell proliferation,
deficiency symptoms first become evident in tis-
sues and cells with high proliferation rates, such as
erythrocytes and epithelia.

It is recommended that women of childbearing
age take 400 µg/d synthetic folic acid as a supple-
ment in order to reduce the risk of neural tube
defects of the embryo when they later become
pregnant (periconceptional folic acid supplemen-
tation) (17). When supplementing folic acid, it
should be considered that this vitamin can mask
the simultaneous presence of vitamin B12 defi-
ciency. The typical symptom of vitamin B12 defi-
ciency, megaloblastic anemia, will be reduced by
high doses of folic acid, yet the nervous system
will – in the long run – be irreversibly damaged (=
funicular myelitis) when vitamin B12 is not pro-
vided as well.

Overall, supplementation with folic acid is con-
sidered safe as the vitamin has a low acute and
chronic toxicity.
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Niacin (Fig. 10) is a collective name for all vitam-
ers having the biological activity associated with
nicotinamide (= pyridine-3-carboxamide), includ-
ing nicotinic acid (= pyridine-3-carboxylic acid)
and a variety of pyridine nucleotide structures.
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Nicotinamide and nicotinic acid are both white
crystalline substances. Their aqueous solution has
a maximal UV absorbance at 263 nm. Both vitam-
ers have the same biological activity as they can be
converted into each other. Fig. 11 shows the struc-
ture of the coenzyme forms NAD+ and NADP+.

Most foods of animal origin contain nicotinamide
in the coenzyme form (high bioavialability). Liver
and meat are particularly rich in highly bioavaila-
ble niacin. Most of the niacin in plants, however,
occurs as nicotinic acid in overall lower concentra-
tions and with a lower bioavailability. The major
portion of niacin in cereals is found in the outer
layer and its bioavailability is as low as 30%
because it is bound to protein (niacytin). If the
diet contains a surplus of L-tryptophan (Trp), e.g.
more than is necessary for protein synthesis, the
liver can synthesise NAD from Trp. Niacin require-
ments are therefore declared as niacin equivalents
(1 NE = 1 mg niacin = 60 mg Trp).

1��
����&���(�������

NAD+ and NADP+ are coenzymes of dehydroge-
nases. NADH/NADPH are intermediate carriers of
both hydrogen and electrons. Most NAD-depend-
ent enzymes are located in the mitochondria and
deliver H2 to the respiratory chain whereas NADP-
dependent enzymes take part in cytosolic synthe-
ses (reductive biosyntheses).

NAD+ possesses some non-redox functions as
well. The glycosidic linkage between nicotinamide
and ribose is a high-energy bond. The energy pro-
vided by breaking this bond allows the addition of
ADP-ribose to a variety of nucleophilic acceptors.

Researchers found that NAD serves as a sub-
strate in poly(ADP-ribose) synthesis, a reaction
important for DNA repair processes. In addition, it
takes part in mono(ADP-ribosyl)ation reactions
that are involved in endogenous regulation of
many aspects of signal transduction and mem-
brane trafficking in eukaryotic cells.

NADP can be converted to nicotinic acid ade-
nine dinucleotide phosphate (NAADP), which has
distinct functions in the regulation of intracellular

Fig. 10 Structure of nicotinic acid and nicotinamide.
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calcium stores. The studies of these new roles of
NAD(P) in metabolism are in their early stages,
but they might soon help to better understand and
explain the symptoms of niacin deficiency
(� pellagra) (18).
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Nicotinic acid is used in the treatment of hyperlip-
idemia. It causes various changes in lipid and lipo-
protein metabolism when administered in high
doses (up to 5 g/d):

The maximum changes achieved in a study
were –20% total serum cholesterol, –40% serum
triglycerides and +15% HDL-cholesterol (19).
However, there are considerable short- and long-
term side effects. The treatment should therefore
be monitored by a doctor.

Nicotinamide potentiates the cytotoxic effects
of chemotherapy and radiation treatment against
tumor cells. This effect is probably attributable to
increased blood flow and oxygenation of the
tumor tissue. Furthermore, insulin-dependent
diabetes mellitus might be prevented by the
administration of high doses of nicotinamide
(about 3 g/d) according to recent studies. The
mechanisms have yet so far not been fully eluci-
dated and potential side effects not completely
explored (18).
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Fig. 12 shows the structure of pantothenic acid
((R)-(+)-N-(2,4-dihydroxy-3,3-dimethyl-1-
oxobutyl-β-alanine). Only D(+)-pantothenic acid
occurs naturally and is biologically active. The
alcohol (R)-pantothenol (= (D)-panthenol) shows
biological activity as well.
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Pantothenic acid is an unstable, highly hygro-
scopic viscous water and alcohol soluble oil of
light yellow colour. The vitamin is stable to heat
and light. In pharmaceutical preparations, Na+- or

Fig. 11 Structure of the 
coenzymes NAD+ (= nico-
tinamide-adenine dinu-
cleotid) and NADP+ (= 
nicotinamide-adenine 
dinucleotid phosphate).

Fig. 12 Structure of pantothenic acid.
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Ca2+-salts of the alcohol panthenol are more com-
monly used because it has an overall higher stabil-
ity. Pantothenic acid occurs in most food stuffs.
Liver, kidney and brain contain particularly high
concentrations of pantothenic acid, yet numerous
small contributions from other dietary sources,
e.g. fruits, vegetables, milk and milk products,
cereals or pulses, are more important for the cov-
erage of daily requirements (20,21).
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Pantothenic acid is an essential component of
coenzyme A (CoA) (Fig. 13) and, as pantetheine, of
fatty acid synthesase. The HS-group of cysteam-
ine is in both cases the active site for the binding
of acyl- or acetyl-residues. There is also a pantoth-
enate-depending step in the synthesis of leucine,
arginine and methionine.

The main role of CoA is acyl- and acetyl-group
transfer and condensation. CoA plays a vital role
in the metabolism of carbohydrates, fatty acids
and nitrogen compounds. In addition to the role
in energy generation and molecular syntheses,
pantothenic acid participates in regulating numer-

ous proteins by donating acetyl-and fatty acyl-
modifying groups, which alter the location and/or
activity of the acylated protein (21).
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Panthenol is frequently used in ointments and
solutions for the treatment of burns, anal fissures
and inflammation of the conjunctiva. The vitamin
has to be subst ituted in pat ients on total
parenteral nutrition and in those who regularly
undergo dialysis. Hypervitaminosis has not been
observed for doses up to 5 g/d (22). Furthermore,
the administration of pantothenic acid leads to
improved surgical wound healing due to its antiin-
flammatory properties.
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Vitamin C or L-ascorbic acid (Fig. 14) is chemi-
cally defined as 2-oxo-L-theo-hexono-4-lactone-

Fig. 13 Structure of 
coenzyme A.
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2,3-enediol. Ascorbic acid can be reversibly oxi-
dised to semidehydro-L-ascorbic acid and further
to dehydro ascorbic acid.

'�(�������

Ascorbic acid is photosensitive and unstable in
aqueous solution at room temperature. During
storage of foods, vitamin C is inactivated by oxy-
gen. This process is accelerated by heat and the
presence of catalysts. Ascorbic acid concentration
in human organs is highest in adrenal and pitui-
tary glands, eye lens, liver, spleen and brain. Pota-
toes, citrus fruits, blackcurrant, sea backthorn,
acerola, hips and paprika peppers are among the
most valuable vitamin C sources (23).
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Ascorbic acid scavenges reactive oxygen and nitro-
gen species. The resulting ascorbate radical con-
verts quickly to ascorbic acid and dehydroascor-
bic acid, but does usually not react with other sur-
rounding molecules. This is why ascorbic acid is
such an important physiological antioxidant.
Dehydroascorbic acid is enzymatically reduced to
ascorbic acid in biological systems. This recycling
helps to maintain the ascorbic acid stores in the
tissue at a high level. In addition to its antioxidant
function, ascorbic acid plays a role as a cofactor of
mono- and dioxygenases in norepinephrine syn-
thesis, hormone activation, collagen biosynthesis,
carnitine biosynthesis, and tyrosine metabolism
(24). Furthermore, ascorbic acid improves intesti-
nal absorption of inorganic iron by reducing Fe3+

to Fe2+ (only the latter has a high affinity to the
mucosal iron receptor). In the stomach, ascorbic

acid inhibits the formation of nitrosamines and
thus might be important in protecting the stomach
from ulcers and cancer. Finally, ascorbic acid com-
petitively inhibits the glycosylation of proteins, a
process that could be important for the long-term
prognosis of diabetes (23).

Vitamin C status is supposed to play a role in
immune function and to influence the progres-
sion of some chronic degenerative diseases like
atherosclerosis, cancer, cataracts and osteoporosis.
The role of vitamin C in immune function, espe-
cially during common cold and upper respiratory
tract infection, is the subject of lively debate. The
exact mechanisms of action have not yet been fully
elucidated, but the results of several trials point to
a reduced duration and intensity of infections in
subjects consuming high amounts of vitamin C
(200–1000 mg/d). However, the incidence of com-
mon cold was not influenced significantly (24).

Ascorbic acid is able to regenerate vitamin E
from tocopheryl radicals. This reaction might be
important in the context of atherosclerosis preven-
tion. The role of vitamin C in cancer prevention is
still unclear. Its importance in the etiology of vari-
ous types of cancer has not yet been proven. The
observed high vitamin C intake levels in groups
with low cancer rates might simply have been a
marker for high fruit and vegetable intake (23).
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Presently, the full clinical picture of vitamin C-
deficiency, called scurvy, is rarely seen. The typical
symptoms include mucosal and subcutaneous
bleedings, follicular hyperkeratosis and gingivitis.
Current issues regarding this vitamin include the
question where the optimal dose lies to gain opti-
mum health benefits. A daily intake of 75 mg for
adults is considered sufficient to prevent vitamin C
deficiency symptoms. The RDA for adults was
recently increased by 25–50%, from 60 mg to
75 mg for females and 90 mg for males, acknowl-
edging the fact that increased doses might help
prevent chronic diseases. The results of numerous
studies suggest that optimum health benefits are
achieved (i.e. maintenance of maximum plasma
and tissue stores) at even higher daily intakes of
about 100–200 mg/d (24).

Vitamin C is not toxic and a hypervitaminosis
has not yet been described in the literature. The

Fig. 14 Structure of ascorbic acid, semidehydro ascor-
bic acid and dehydro asorbic acid.



Vitamins, watersoluble 993

�

statement that high vitamin C intake increases the
risk of kidney stones could not be maintained.

Vitamin C requirements are increased during
pregnancy and lactation, in patients undergoing
hemodialysis and in smokers. Seniors often have
suboptimal intakes.

On the basis of available results, persons suffer-
ing from common cold might benefit from taking
1–2 g/d of vitamin C. However, the usefulness of
taking high amounts of vitamin C to prevent com-
mon cold has yet to be proven (23).

So far, it is not possible to give any recommen-
dations concerning the vitamin C intake required
for the prevention of osteoporosis, cataracts, can-
cer or cardiovascular disease.
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VMAT is short for Vesicular Monoamine Trans-
porter.
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High voltage-activated (HVA) calcium channels;
low voltage–activated (LVA) calcium channels.
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Voltage-dependent calcium channels are a family
of multi-subunit complexes of 5 proteins, which
respond to membrane depolarisation with channel
opening allowing the influx of calcium into a cell.
Voltage-dependent calcium channels are subdi-
vided into three subfamilies: the HVA DHP-sensi-
tive L-type calcium channels, the HVA DHP-insen-
sitive calcium channels and the LVA T-type cal-
cium channels (1,2).
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� Table appendix: Membrane Transport Proteins
� Ca2+ Channel Blockers
� Non-selective Cation Channels
� TRP Channels
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Voltage-dependent calcium channels regulate the
intracellular calcium concentration and thereby
contribute to calcium signalling in numerous cell
types. These channels are widely distributed in the
animal kingdom and are an essential part of many
excitable and non-excitable mammalian cell sig-
nalling pathways. Electrophysiological studies
characterized different calcium currents identi-
fied as L-, N-, P-, Q-, R-, and T-type current (1,2).
The opening of these channels is primarily trig-
gered by depolarisation of the membrane poten-
tial, but is also modulated by a wide variety of hor-
mones, protein kinases, protein phosphatases, tox-
ins and drugs. Site-directed mutagenesis has
identified sites on these channels that interact spe-
cifically with other proteins, inhibitors and ions.

High voltege-activated (HVA) calcium channels
are biochemically heterooligomeric complexes of
five proteins encoded by four gene families
(Fig. 1): The α1 subunits of approximately 190–
250 kD contain the voltage-sensor, the selectivity
filter, the ion-conducting pore, the binding sites
for most calcium channel blockers, and the inter-
action sites for G protein subunits and other pro-
teins. Seven α1 genes have been identified (Fig. 1).
Four genes (Cav1.x) encode the L-type dihydropy-
ridine sensitive channels. Three genes (Cav2.x)
encode the dihydropyridine-sensitive, neuronal N-
, P-, Q-, R-current. These α1 subunits are associ-
ated with four auxiliary proteins (Fig. 2). The α2δ
subunits, which are disulfide-linked dimers, are
transcribed from four different genes and are
clipped posttranslational into the extracellular
located α2- and the transmembrane δ-protein. The
intracellular located β subunit and the transmem-
brane γ subunit are encoded by 4 and up to 8 dis-
tinct genes, respectively. With the exception of the
skeletal muscle calcium channel, a heterooligomer
containing the Cav1.1 (α1S), β1, α2δ-1 and γ1 subu-
nit, the exact composition of individual channels
is not known. The identity of these complexes is
further complicated by the existence of several

splice variants for most genes that confer signifi-
cant effects on the electrophysiological and/or
pharmacological properties of the channels.

The exact subunit composition of the low-volt-
age activated (LVA) channels is unknown (3).
Three α1 subunits, Cav3.x, have been identified
that induce large T-type current after expression
in Xenopus oocytes and in HEK cells in the
absence of additional subunits. The T-type current
is affected by the α2δ subunit suggesting a mini-
mal subunit composition of α1/α2δ.
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Each α1 subunit contains four repeats that are
composed of six transmembrane helices and a
pore region between helix S5 and S6. The selectiv-
ity filter of the channels is located in the pore
region and calcium selectivity of the HVA chan-
nels is created by four glutamates (E) in each pore,
whereas the LVA channels have glutamates in the
pore of repeat I and II and aspartates (D) in that of
repeat III and IV. Conformational changes of the
protein allow the channel to occupy one of three
states: the closed, open or inactivated state. The
change in membrane potential is sensed by the S4
helices of each repeat, which contain a number
positive charged amino acids. Movement of these
helices induces opening of the channel pore. HVA
channels are activated approximately at a mem-
brane potential of –30 mV with a maximal activa-
tion around 0 mV, whereas the LVA channels acti-
vate at potentials around –60 mV and have a max-
imal inward current around –10 mV. The LVA
channels activate and inactivate faster than the
HVA channels. Inactivation of all channels is volt-
age-dependent and accelerated if the membrane is
depolarised for prolonged time. � Voltage-
dependent inactivation may be mediated by
sequences present in repeat I and II. Some of the
HVA channels, especially the Cav1.2 channel, show
calcium-dependent inactivation. Calcium flowing
through the channel binds on the internal side to
calmodulin, a calcium binding protein tethered to
the carboxy terminal tail of the α1 protein by an
isoleucine/glutamine (IQ)-motive. The calcium-
calmodulin complex induces a conformational
change in the α1 protein that leads to inactivation
of the channel. LVA channels do not have this type
of inactivation.

Voltage-dependent Ca2+ Channels
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Fig. 1 Structure, identity and blockers of calcium channel subunits.

Voltage-dependent Ca2+ Channels 
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The intracellular loop between repeat II and III
couples and signals to intracellular � effectors.
The II-III loop of the Cav1.1 protein couples
directly with the ryanodine receptor 1 located at
the sarcoplasmatic reticulum in the skeletal mus-
cle triad. In contrast, the cardiac Cav1.2 channel is
in close proximity but not in direct contact with
the cardiac ryanodine receptor 2. This cardiac
ryanodine receptor channel is activated by cal-
cium flowing through the open Cav1.2 channel.
The II-III loops of the neuronal presynaptic local-
ised Cav2.1 and Cav2.2 channels interact directly
with the SNARE complex of the neurotransmitter-
containing vesicles and facilitates together with
the inflowing calcium fusion of the vesicle and
plasma membrane resulting in opening of the vesi-
cle. Similar interactions occur probably between
the Cav1.2 II-III loop and insulin-containing vesi-
cles of the pancreatic islets.

Neurotransmitter receptors inhibit the neuro-
nal Cav2.x channels by activation of G-proteins.
The β/γ subunit of the � G-proteins binds to a
QxxER sequence that is located at the I-II loop.
Binding of the β/γ subunits confers the “reluctant
phenotype” to these channels. This phenotype
includes a reduced channel activation and current

at normal depolarised membrane potentials. The
I-II loop interacts also with the calcium channel β
subunit with high affinity allowing transport of
the α1 protein from the Golgi to the membrane
surface and a shift in the voltage-dependence of
channel opening and closing.
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Distinct blockers have been identified for the vari-
ous HVA calcium channels, which are listed in
Fig. 1. � Dihydropyridines, � phenylalkylamines
and � benzothiazepines  block all Cav1.x L-type
calcium channels. These compounds are used
mainly to lower the blood pressure in hypertensive
patients. In therapeutic concentrations, they block
mainly the smooth muscle Cav1.2 channel. The
dihydropyridines bind with high affinity to the
inactivated state of the L-type channels. Binding
requires amino acids on the IIIS5, IIIS6 and IVS6
helices. Mutation of Thr1061 in IIIS5 to tyrosine
abolishes the high affinity interaction of dihydro-
pyridines with the Cav1.2 channel protein. The dif-
ference in the sensitivity between the cardiac and
the smooth muscle L-type calcium channel is in
part caused by the use of alternative exons (No. 8)
coding for the IS6 helix (4). The phenylalkylamine

Fig. 2 Subunit composi-
tion of a HVA calcium 
channel. The selectivity 
filter of the channel is cre-
ated by four glutamates 
(E).

Voltage-dependent Ca2+ Channels
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and benzothiazepine binding sites contain amino
acids present in the IIIS6 and IVS6 helices and the
glutamates in the pore region of repeat III and IV.
The latter two groups include compounds that
block neuronal Cav2.x channels at similar concen-
trations as the Cav1.x channels.

The LVA α1 subunits are blocked by moderate
to low (10 µM) concentrations of nickel and bind
the channel blocker mibefradil and kurotoxin.
Both compounds are not specific LVA channel
blockers because they also block Cav1.x and Cav2.x
channels at about 10 fold higher concentrations.
Interestingly, the endogenous cannabinoid anan-
damide binds to LVA channels and stabilizes the
inactivated state. This effect decreases T-type cal-
cium current and neuronal firing activities.

The α2δ subunit 1 and 2 bind gabapentin with
high affinity. This interaction may be causally
related to its antiepileptic and neuropathic pain
alleviating property.
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The Cav1.1 channel is present in skeletal muscle at
the triad. The Cav1.2 channel is widely distributed
and represents the major L-type calcium channel
in most tissues. In contrast, the Cav1.4 channel has
been detected only in the retina, so far. The Cav1.3
(α1D) channel is mainly found in neuro-endocrine
cells and the inner ear. The Cav2.1, Cav2.2 and
Cav2.3 are mainly localized presynaptically. The
Cav2.1 and Cav2.2 channels interact with the vesic-
ular release machinery and regulate the release of
neurotransmitters.

The LVA channels are expressed in a wide vari-
ety of tissues. In the cardiac sinus node and the
thalamus, activation of LVA channels seems to be
necessary to generate action potentials upon
depolarising the membrane.
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Deletion of the Cav1.1 and Cav1.2 gene is not com-
patible with viable mouse pups (5). The Cav1.2
channel is absolutely required for the contraction
of the developing mouse heart after embryonal
day 14. Mutation of the human Cav1.1 gene is asso-
ciated with hypokalemic periodic paralysis. Dele-
tion of the Cav1.3 gene leads to viable pups that are
deaf and have cardiac arrhythmia at rest. Mutation
of the human Cav1.4 gene is associated with X-
linked congenital stationary night blindness.

Mutation in the neuronal Cav2.1 channel is
associated with familial hemiplegic migraine and
episodic ataxia (� Episodic Ataxia/Myokymia) in
humans. Deletion of the Cav2.1, Cav2.2 and Cav2.3
gene is compatible with life accompanied by a
variety of central and peripheral defects.

Deletion of the Cav3.1 channel in thalamocorti-
cal relay neurons prevents � absence epilepsy. A
block of the neuronal LVA-channels alleviates cer-
tain forms of epilepsy.

Deletion of the β1 subunit is lethal, whereas
deletion or mutation of the α2δ-2, β3, β4, γ1 and γ2
genes is associated either with no or various neu-
ronal phenotypes.

More recent analysis of tissue specific gene
deletions showed that the Cav1.2 channel is
involved in a wide variety of functions including
hippocampal learning, insulin secretion, intestine
and bladder motility. Further analysis will be
required to unravel the functional significance of
voltage-dependent calcium channels for specific
cellular functions.

'����

Numerous dihydropyridine calcium channel
blockers have been introduced to treat hyperten-
sion and stable angina pectoris. Nifedipine,
Nitrendipine, Nisoldipine, Nilvadipine, Nica-
rdipine, Amlodipine, Felodipine, Isradipine block
preferentially the vascular, smooth muscle Cav1.2
calcium channel at therapeutic doses. Nimodipine,
which has a short half-life, has been used to allevi-
ate cerebral vasospasms after subarachnoidal
bleeding. The phenylalkylamines Verapamil and
Gallopamil and the benzothiazepine Diltiazem
have been used as antihypertensive drugs and to
treat supraventricular tachyarrhythmia. Mibefra-
dial, a preferential T-type channel blocker has
been used for a short period as an antihyperten-
sive drug. It has been removed from the market
due to intolerable interactions with other drugs.

Gabapentin is prescribed in certain epileptic
diseases such as absence epilepsy and in neuro-
pathic pain, although its therapeutic target is
unknown.

Voltage-dependent Ca2+ Channels 
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Voltage-dependent inactivation is channel inacti-
vation at depolarised membrane potentials.

� Voltage-dependent Ca2+ Channels
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Voltage-dependent sodium channels are a family
of membrane proteins that mediate rapid Na+

influx in response to membrane depolarization to
generate action potentials in excitable cells.

� Table appendix: Membrane Transport Proteins
� Antiarrhythmic Drugs
� Epithelial Na+ Channel
� Local Anaesthetics
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Voltage clamp and patch clamp studies revealed
the essential properties of the sodium channels;
kinetics of channel � gating  and selective ion per-
meation. Sodium channels are closed at negative
resting membrane potentials. Membrane depolari-
zation evokes very rapid activation  of the channel,
followed by inactivation  within several millisec-
onds. The sodium channels recover quickly from
fast inactivation when the membrane is repolar-
ized. When the membrane is depolarized for a
longer period (from hundreds of milliseconds to
seconds), the sodium channels undergo slow inac-
tivation. There are probably multiple types of slow
inactivation. Recovery from slow inactivation
requires a longer time of repolarization.

The sodium channels are very selective for Na+

over K+, allowing Na+ influx down the electro-
chemical gradient to generate positive membrane
potentials. The sodium channels are also permea-
ble to Li+ and NH4

+. The narrowest portion of the
channel pore is estimated to be rectangular (3.1
×5.2 Å).

In addition to the ionic current, membrane
depolarization evokes the gating current even in
the absence of permeant ions. This tiny current
represents the movements of charged parts of the
sodium channel proteins. Comparison of the volt-
age-dependence of ionic currents and gating cur-
rents together with other lines of evidence, sug-
gests that the sodium channels undergo multiple
conformational transitions between the resting
and open states. Conformational changes are
essential for state-dependent effects of various
drugs acting on the sodium channels.

The primary role of the sodium channels is to
generate action potentials in excitable cells. In the

Voltage-dependent Na+ Channels
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case of neurons, the sodium channel density is
high at axon hillocks or axon initial segment
where action potentials start to propagate. The
sodium channels are also present in dendrites. The
sodium channels are actively involved in � back
propagation of action potentials into dendrites.
Subtle differences in the properties of sodium
channels influence the dendritic processes of syn-
aptic integration in complex ways.

1�
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Mammalian voltage-dependent sodium channels
are composed of the main pore forming α subunit
and smaller auxiliary β subunits. The rat brain
sodium channel contains the 260 kD α subunit,
the 36 kD β1 subunit and the 33 kD β2 subunit. The
subunit stoichiometry is α:β1:β2 at 1:1:1.

The α subunit is the main component of the
sodium channels, consisting of ∼2,000 amino acid
residues. Amino acid sequence analysis reveals
four repeated units of homology (repeat I–repeat
IV), each containing six hydrophobic, putative
transmembrane segments. The N- and C-termini
and the linking regions between the repeats are
assumed to reside in the cytoplasmic side. The
fourth hydrophobic segment, S4, of each repeat
has a well conserved motif of positively charged
residues appearing every third residue. This motif
is found in other voltage-dependent channels and
contributes to sensing voltage changes (� Voltage
Sensor). S4 moves outward in response to depo-

larization and becomes accessible from the extra-
cellular side. Among sodium channel subtypes,
the linker regions between repeats are less homol-
ogous than the transmembrane regions, except for
the linker connecting repeats III and IV.

The conserved linker between repeats III and
IV is critical for fast inactivation. Cleavage of the
III–IV linkage causes a strong reduction in the rate
of inactivation. A cluster of three hydrophobic res-
idues (IFM) in the linker is an essential compo-
nent, probably serving as a hydrophobic latch to
stabilize the inactivated state. Other parts of the α
subunit are also involved in fast inactivation. Con-
formational changes in the P region contribute to
the slow inactivation process

The region between S5 and S6 of each repeat is
commonly called “P region” (P for “pore”) and is
important for forming the narrow part of the ion
conducting pathway and the selectivity filter.
Mutagenesis studies identified the most critical
amino acid residues, D, E, K and A for repeats I–
IV, respectively. Interestingly, alteration of K to E
in repeat III, and A to E in repeat IV dramatically
change the ion selectivity properties to resemble
those of calcium channels, suggesting that these
amino acid residues participate in forming the
selectivity filter. This observation also suggests a
close evolutionary relationship between the volt-
age-dependent sodium and calcium channels,
although a prokaryotic voltage-gated sodium
channel has been reported recently that is encoded

Fig. 1 A. Typical sodium current recorded from a CHO cell heterologously expressing sodium channels using 
the whole-cell mode of patch-clamp. Depolarization from the holding membrane potential (the upper trace 
showing the command potential) evokes an inward current (downward) of rapid activation and inactivation. B. 
A state diagram showing conformational changes of the sodium channel.

Voltage-dependent Na+ Channels 
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by a single domain. The “P region” also forms the
binding site for � tetrodotoxin (TTX) and
� saxitoxin (STX), which block the channel pore
from the outer side. The difference in tetrodo-
toxin sensitivity among the sodium channels is
caused by a single amino acid difference in the “P
region” of repeat I; the sensitive channels have
aromatic amino acids (phenylalanine or tyrosine),
while the resistant channels have cysteine or ser-
ine residues at the position. The S6 segments con-
tribute to forming the inner pore of the channel.

Molecular cloning has detected multiple α sub-
unit genes, more than expected from electrophysi-
ological and pharmacological measurements. A
new standard nomenclature has been proposed
(NaV1.1–NaV1.9). The primary transcript from a
sodium channel gene undergoes a developmen-
tally regulated complex pattern of alternative
splicing, generating further heterogeneity.

The sodium channels are practically classified
into two major classes based on the sensitivity to
tetrodotoxin. The brain types (NaV1.1, NaV1.2,
NaV1.3, NaV1.6), the skeletal muscle type (NaV1.4)
and a peripheral nerve type (NaV1.7) are sensitive
to TTX, whereas the cardiac type (NaV1.5) and
peripheral nerve types (NaV1.8, NaV1.9) are TTX-
resistant. The sodium channels show relatively
similar properties, showing rapid activation and
inactivation.

The β subunits (β1–β3) are membrane proteins
with a single transmembrane domain and an
extracellular immunoglobulin-like motif, and per-
form the regulatory roles of sodium channels. The
β1 subunit accelerates the activation and inactiva-
tion kinetics. The β2 subunit is covalently linked
to the α subunit, and is necessary for the efficient
assembly of the channel. The more recently identi-
fied β3 subunit is homologous to β1, but differs in

its distribution within the brain and in a weaker
accelerating property.

The three-dimensional strucutre of the sodium
channel (from electric eel) was determined at 19 Å
resolution using cryo-electron microscopy and
single-particle image analysis. The sodium chan-
nel has a bell-shaped outer surface of 135 Å in
height, 100 Å in side length at the square bottom,
and 65 Å in diameter of the spherical top. An inter-
esting finding is that there are several inner cavi-
ties connected to outer orifices.
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CNS neurons express at least four types of sodium
channels, NaV1.1, NaV1.2, NaV1.3, and NaV1.6.
NaV1.1 is found in the somatodendritic membrane,
whereas NaV1.2 is predominantly found on axons
and at or near axon terminals. A sequence of 9 ami-
no acid residues has been identified in the cytoplas-
mic C-terminus of NaV1.2, which mediates axonal
compartmentalization. NaV1.2 is likely to be in-
volved in action potential initiation at the initial
segment. Knockout of NaV1.2 is lethal. NaV1.3 is ex-
pressed predominantly in embryonic and early
postnatal stages. NaV1.6 is localized at nodes of
Ranvier and dendrites.

In cerebellar Purkinje cells, a TTX-sensitive
inward current is elicited when the membrane is
partially repolarized after strong depolarization.
This current is named “resurgent current” and is
considered to contribute to repetitive firing of
Purkinje neurons. Because the null and mis-sense
mutation of NaV1.6 (med and medjo mice) dis-
rupts spontaneous and repetitive firing, NaV1.6 is
suggested to underlie the resurgent current,
although the resurgent current is so far observed
only in Purkinje cells despite of a wide distribu-

Fig. 2 A schematic model 
of the sodium channel α 
subunit. “P” the P region, 
“+” S4 voltage sensor.
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tion of NaV1.6. The med mutant mice show defec-
tive synaptic transmission in the neuromuscular
junction and degeneration of cerebellar Purkinje
cells.

Generalized epilepsy with febrile seizures plus
(GEFS+) is an autosomal dominantly-inherited
syndrome, which is distinct from febrile seizures,
displaying seizures persisting beyond 6 years of
age and generalized epilepsies. GEFS+ is associ-
ated with mutations in the genes encoding the
sodium channel β1 subunit (GEFS+ type 1), the
NaV1.1 α subuint (GEFS+ type 2), and the NaV1.2 α
subuint. GEFS+ also results from GABAA receptor
dysfunction.

In peripheral nervous system NaV1.7, NaV1.8,
and NaV1.9 are expressed in addition to the CNS
sodium channel subtypes. Whereas large diame-
ter neurons in dorsal root ganglia (DRG) generate
TTX-sensitive currents (presumably mediated by
NaV1.6 and NaV1.7), small cells also generate TTX-
resistant currents (presumably mediated by
NaV1.8, possibly by NaV1.9). Since small diameter
neurons in DRG are the parent cell bodies of noci-
ceptive nerve fibers (C-fibers and small myeli-
nated Aδ fibers), the TTX-resistant NaV1.8 channel
is supposed to play a major role in pain pathways.
When peripheral nerves are damaged, expression
of NaV1.8 and NaV1.9 are downregulated, whereas

NaV1.3 is upregulated. The β3 subunit is also
upregulated in injured nerves. This deranged
sodium channel expression may cause aberrant
ectopic activity in sensory neurons, generating
� neuropathic pains.

Mutations of the NaV1.4 channel gene cause var-
ious types of muscle diseases, including hyperkale-
mic periodic paralysis, paramyotonia congenita,
� myotonia  fluctuans, acetazolamide-sensitivie
myotonia. Mutations disrupt inactivation and
cause both myotonia (enhanced excitability) and
attacks of paralysis (inexcitability resulting from
depolarization).

In the � Long QT Syndrome (LQTS), the repo-
larization phase of the cardiac muscle is delayed,
rendering the heart vulnerable to an “arrhythmia”
known as torsade de pointes. LQTS is associated
with five genes encoding ion channels. LQTS type
3 (LQT3) results from mutations of NaV1.5, which
cause a persistent sodium current. In contrast,
sodium channel mutations associated with Bru-
gada syndrome reduce the expression level of car-
diac sodium channels.
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Protein kinase A attenuates sodium current ampli-
tude by phosphorylating serines located in the I–II
linker. There is a consensus protein kinase C phos-

Tab. 1 Mammalian sodium channel α subunits.

Type Conventional names Gene symbol (human) Primary tissues

NaV1.1 Brain type I SCN1A CNS, PNS

NaV1.2 Brain type II, type IIA SCN2A CNS

NaV1.3 Brain type III SCN3A CNS, PNS

NaV1.4 µ1, SkM1, SCN4A SCN4A Skeletal muscle

NaV1.5 heart 1, SkM2, hH1, SCN5A SCN5A heart

NaV1.6 NaCh6, Scna8, PN4, CerIII SCN8A CNS, PNS

NaV1.7 hNE-Na, Nas, PN1, Scn9a SCN9A PNS

NaV1.8 SNS, PN3, NaNG, Scn10a SCN10A PNS

NaV1.9 NaN, SNS2 SCN11A PNS

NaX NaV2.1, NaV2.3, NaG, SCL-11 SCN7A CNS, PNS, heart, uterus 

Note that the numbering of the new system is not the same as for the gene symbols.
Closely related sodium channel-like proteins have been identified and named NaX. Functional properties of these pro-
teins are not known, except for the NaG protein, which functions as a sodium sensor of body fluid.

Voltage-dependent Na+ Channels 
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phorylation site in the III–IV linker. Activation of
protein kinase C decreases peak sodium current
and slows its inactivation. Sodium channels inter-
act with G proteins. Coexpression of G protein βγ
subunits greatly enhances sodium currents, slows
inactivation and shifts the steady state inactivation
curve to the depolarizing direction. The C-termi-
nal region of the sodium channel contains the
Gβγ-binding motif Q-X-X-E-R, suggesting that the
sodium channel is directly modulated by Gβγ sub-
units. The sodium channel has the IQ-motif
sequence of non-Ca2+-dependent calmodulin
binding in the C-terminal region. This motif is
conserved in various types of sodium channels,
but its physiological function remains to be eluci-
dated.

'����

The sodium channels are targets of various chemi-
cals and drugs. TTX and saxitoxin block the chan-
nel pore from the outside. Lidocaine and other
local anesthetics act on the S6 transmembrane
segment of repeat IV (IVS6) and delay the recov-
ery from the inactivated state. Batrachotoxin, aco-
nitine and grayanotoxin interact with IS6 to shift
voltage-dependent activation and to slow inactiva-
tion. Scorpion toxins slow inactivation (α-toxins)
and shift the voltage dependence of activation to
more negative potentials (β-toxins). The peptide
toxin µ-conotoxin GIIIB is a specific blocker for
NaV1.4, but no other pharmacological tools are
available to specifically discriminate the sodium
channel subtypes.
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� Kv-channels
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Voltage-gated potassium (Kv) channels are mem-
brane-inserted protein complexes, which form
potassium-selective pores that are gated by
changes in the potential across the membrane. The
potassium current flow through the open channel
is determined by the electrochemical gradient as
defined by the Nernst equation. In general, Kv
channels are localized to the plasma membrane.

� Antiarrhythmic Drugs
� ATP-dependent K+ Channel
� Inward Rectifier K+ Channels
� K+ Channels
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Kv channels may be important determinants of
cellular activities correlated with changes in mem-
brane potential. Examples range from neural sig-
nal transduction, action potential wave forms,
action potential propagation, action potential fre-
quency, pacemaking and secretion to the regula-
tion of cell volume and cell proliferation. In addi-
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tion to changes in voltage, Kv-channel activities
may be regulated by various physical and/or
chemical stimuli. They include Na+, Ca2+, Mg2+,
ATP, O2, pH, pressure, redox potential, phosphor-
ylation/dephosphorylation, G protein binding,
interaction with cytoskeletal proteins and more
[1]. Once Kv channels have been activated, they
permit a rapid passage of K+ through the open
pore along the electrochemical gradient as defined
by the Nernst-equation. Many activated Kv-chan-
nels tend to inactivate [2,3]. The kinetics of inacti-
vation may occur in time ranges of ms to tens of
seconds. The inactivation mechanism of � Shaker-
channels, which inactivate rapidly, has been thor-
oughly investigated. The mechanism uses an
amino-terminal inactivating domain. This domain
is able to bind to the open pore of Shaker-chan-
nels. Thereby, the pore becomes both occluded
and locked in an open state. Upon repolarisation,
inactivated Kv-channels recover from inactiva-
tion. Inactivated Kv-channels are refractory to
activation. In most circumstances, intracellular K+

concentrations are higher than the extracellular
ones, and the membrane potential is positive to
the Nernst potential. Therefore, the direction of
K+ current flow through Kv-channels is mostly
outward. But there are important exceptions,
where either the membrane potential at which the
Kv-channel opens is negative to the Nernst poten-
tial or the extracellular K+-concentration is not
very different from the intracellular one. For
example, inactivated Kv-channels like � HERG-
channels (see above) may recover from inactiva-
tion at very negative membrane potentials. Dur-
ing recovery they pass through an open state per-
mitting an inward flow of K+-current. Depending
on the particular conditions, hyperpolarizing Kv-
channel activity may attenuate cellular excitabil-
ity, e.g. the firing of action potentials, or they may
balance depolarizing activities, e.g. clamp the
membrane potential to a certain value to allow a
steady inward flow of calcium ions. Frequently,
depolarizing Kv-channel activity shifts the mem-
brane potential into a hyperpolarizing direction.

Kv-channels are closed in the resting state.
Upon depolarization of the cellular membrane
potential closed Kv channels undergo a series of
voltage-dependent activating steps until they
reach an activated state from which they can open
and close in a voltage-independent manner.

The open Kv-channel conducts potassium selec-
tively. The flow of potassium ions is governed by
the electrochemical gradient. Thus, the usual
direction of potassium currents is from the cyto-
plasm to the extracellular space. A particularly
interesting example of Kv-channel inactivation is
represented by HERG-channels. HERG-channels
have faster inactivation than activation kinetics,
and they very rapidly recover from inactivation at
negative membrane potentials. This behaviour
may result in a situation where most of the current
carried by HERG-channels occurs during their
recovery from inactivation at negative potentials,
i.e. represents an inward, rather than outward cur-
rent.
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Kv-channels are frequently heteromultimeric pro-
tein assemblies of pore-forming membrane-inte-
grated α-subunits and of auxiliary subunits [2,3].
The first Kv-channel subunits were cloned from
Drosophila. This work initiated the subsequent
identification and cloning of many more Kv-chan-
nel genes constituting a superfamily of related
proteins. The design of the proteins is structurally
and functionally highly conserved. Kv-channel α-
subunits have cytoplasmic amino- and carboxy-
termini, which frame a membrane-spanning core
domain. The core domain consists of six hydro-
phobic membrane-spanning segments S1 to S6.
Segments S5 and S6 are linked by the so-called P-
loop. This P-loop enters and exits the plasma
membrane from the extracellular face. Fig. 1A
shows a cartoon of the most likely membrane
topology of Kv-channel α-subunits. Four subunits
are necessary to form a functional channel.
Homo- as well as heterotetrameric assembly of Kv-
channels is possible (Fig. 1B). Kv-channels can be
expressed in vitro in heterologous expression sys-
tems (Fig. 1C). The relative ease to in vitro muta-
genise Kv-channel cDNAs and to express Kv-chan-
nel cDNAs heterologously in the Xenopus oocyte
or tissue culture expression systems has produced
a detailed understanding of many basic features
concerning Kv-channel activity. The results
showed that the voltage-sensing apparatus of Kv-
channels is mainly formed by amino-acids resid-
ing in segments S2 to S4. Most notably is the
occurrence of a repeat sequence (R/KXX)n=3-5 in
segment S4 lining up several positive charges in

Voltage-gated K+ Channels 
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�the membrane electric field. The charges appar-
ently move in the electric field when the Kv chan-
nels become activated giving rise to a gating cur-
rent across the membrane. Gating currents are
observed during the voltage-dependent activation
of Kv-channels.

Amino-acid residues residing in the S5-P-S6
region are engaged in forming the pore, most
notably a highly-conserved P-loop sequence

TVGY/FGD/N, which has been dubbed the K-
channel signature sequence. This sequence forms
part of the selectivity filter of the Kv-channel pore.
It has been possible to crystallize a bacterial K-
channel (KcsA). The crystals provide a high-reso-
lution picture of the pore of a K-channel with its
surrounding transmembrane helices [4]. A crystal
structure of a Kv-channel is not available yet.
However, the preservation of K-channel pore

Fig. 1 Basic features of voltage-gated potassium channels. A. Schematic drawing of the membrane topology of 
Kvα-subunits. Transmembrane segments are numbered S1 to S6. The linker regions between segments S3/S4 
and S5/S6 contain small α-helical regions marked as cylinders. Negative charges (-) in segments S2 and S3 and 
positive charges (+) in segment S4 contribute to the voltage-sensor of Kv-channels. Pore-forming residues are 
located within the S5/S6 linker region and segment S6. The gate which opens and closes Kv channels is not 
exactly known. Amino-acid residues of the S4/S5 linker region, segment S5 and segment S6 are directly and/or 
indirectly involved in the gating machinery. Brackets give examples for additional functions and properties 
associated with sequences and domains of the cytoplasmic amino- and/or carboxy-termini. B. Assembly of 
four Kvα-subunits is needed to form functional Kv-channels with a central pore P. α and α’ indicate that 
assembly of homo- and hetero-multimers is possible. C. Typical examples of potassium outward currents (I) 
mediated by Kv-channels upon jumping from a holding potential of –80 mV to a test potential of +60 mV. 
Black trace. rapidly-inactivating outward current; gray trace. non inactivating delayed-rectifyer type current. 
Time-scale (t) is in ms. Upon repolarisation from a depolarising test potential to a hyperpolarising holding 
potential an inward current or tail current can be observed that reflects the closure of open channels. D. Sche-
matic diagram of pore structure. Shown is a hypothetical sagittal section through the pore. The pore has an 
outer vestibule, a selectivity filter (dotted gray) in the upper third of the membrane, an aqueous cavity, a gate 
(black), and an inner water filled vestibule. Potassium ions are drawn approximately to scale as white circles.
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structures during evolution makes it likely that Kv-
channels have pore structures with a selectively
filter for potassium that is similar to the one of
KcsA-channels.

According to the KcsA crystal structure data,
hallmarks of the pore structure are an outer-vesti-
bule with a relatively flat surface. Beneath lies a
narrow selectivity filter in the upper-third of the
membrane. This is followed by a central aqueous
cavity narrowing into the internal mouth of the
pore (Fig. 1D). Kv-channels, during voltage-
dependent activation and opening, undergo
marked conformational changes. In the resting
state it is assumed that the pore is closed by a
“gate” and that upon activation the gate opens.
Amino-acid residues in the carboxy-terminal half
of the S6 region seem to play a pivotal role for the
structure and function of the Kv-channel gate.
Other Kv channel domains may also contribute to
channel gating, likely by indirect and/or allosteric
mechanisms.

In addition to the membrane-inserted core
domain of Kv channels, their cytoplasmic domains
have many roles important for Kv-channel func-
tion [5]. Many of these functions are related to
subunits assembly, channel trafficking to and from
the plasma membrane, and interactions with
cytoskeletal components (Fig. 1A). A tetrameriza-

tion (T) domain for subunit assembly has been
well-defined in Shaker-channels, where it is local-
ized in the amino-terminus. Other Kv-channels
(e.g. eag, HERG, � KvLQT1) may have comparable
domains within the cytoplasmic carboxy-termi-
nus. ER retention and retrieval signals have been
found in the cytoplasmic amino- or carboxy-ter-
mini. Also, cytoplasmic Kv-channel domains may
contain recognition sequences for a variety of
serin/threonine and/or tyrosine kinases. Finally,
motifs have been characterized that interact with a
variety of cytoskeletal components. E.g., the con-
served carboxy-terminal amino-acid motif TDV is
recognized by MAGUK(PSD)-proteins of the post-
and presynaptic densities.
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Kvα-subunits may co-assemble with auxiliary sub-
units (see Table 1). Auxiliary subunits, e.g. Kvβ-
subunits, may bind to cytoplasmic regions of the
Kvα-subunits extending the reach of the mem-
brane-integrated core channel into the cytoplasm
(Fig. 2A). A particular interesting group is the
KChIP-family. KChIP stands for K-channel inter-
acting protein. The proteins are small Ca2+-bind-
ing proteins being related to the superfamily of
neuronal calcium sensors. They are tightly associ-
ated with somato-dendritic rapidly-inactivating
Kv-channels (Kv4.1, Kv4.2, Kv4.3). Alternatively,
the auxiliary subunits may be membrane inte-
grated proteins like Kvα-subunits (Fig. 2B). Exam-
ples are members of the KCNE-family of auxiliary
subunits that may assemble with a great variety of
Kv-channels including � KCNQ-channels, HERG-
channels and Shaker-related Kv-channels.

Fig. 2 Schematic drawing of voltage-gated potassium 
channels as heteromultimeric assemblies of pore-
forming Kvα-subunits and auxiliary subunits. A. 
Assembly of Shaker-type Kv-channels with cytoplas-
mic subunits, e.g. Kvβ-subunits and KChIPs; B. 
Assembly of Kv-channels with membrane-integrated 
auxiliary subunits, e.g. MinK and MirPs. Membrane 
is shaded gray.

Tab. 1 Auxiliary subunits and their reported interac-
tions with Kvα-subunits.

Auxiliary Subunit Kvα-subunits

Kvβ1, Kvβ2, Kvβ3 Kv1-family, Shaker

MIRP2 Kv3.4

KChIPs
(KChIP1,2,3,4)

Kv4.1, Kv4.2, Kv4.3

KCNE1-KCNE4 KCNQ1-KCNQ5
HERG, Kv3.4, Kv4.3

sloβ1-sloβ4 BK(slo)α-subunits

Voltage-gated K+ Channels 
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Functional activities of auxiliary subunits may
include chaperone-activities during assembly, e.g.
Kvβ-subunits have been shown to exert a chaper-
one-function for the assembly of Shaker α-subu-
nits, or the recognition of ER-retention signals as
discussed for KChIPs. Notably, auxiliary subunits
may modulate the biophysical and pharmacologi-
cal properties of Kv-channels. Certain Kvβ (Kvβ1.1
and Kvβ3.1) confer a rapid-inactivation behaviour
to otherwise non-inactivating Kv-channels. Asso-
ciation of KCNE1 with KvLQT1 leads to a signifi-
cant slowing of Kv-channel activation, a depolariz-
ing shift in the voltage-dependence of activation
and a change in drug sensitivity, e.g. for mefena-
mide. On the other hand association of KCNE3
with KvLQT1 leads to channels that are no longer
activated by voltage, but behave like potassium-
selective pores in the membrane.

'����

A great number of toxins in the animal kingdom,
ranging from snakes to scorpions, insects, spiders
and sea anemones have been identified that block
various Kv-channels with nano- to picomolar

affinities. Two kinds of block may be discerned in
general. The toxin may bind to the outer vestibule
of the Kv-channel pore and thereby occlude the
pore (Fig. 3A). In this case, the binding of one
toxin per channel may suffice to block channel
activity. Alternatively, the toxin may interfere with
the voltage-sensing machinery and modify Kv-
channel gating. The voltage-sensing machinery is
located in the periphery of the pore. As each subu-
nit appears to have its own voltage-sensing appa-
ratus, gating-modifying toxins may have four
binding sites per Kv-channel (Fig. 3A). Character-
istically, gating-modifying toxins induce a posi-
tive shift in the current-voltage relationship of Kv-
channels and accelerate channel-deactivation
(closing of the open channel).

Many non-peptidergic compounds are known
to block Kv-channels. Where the mechanism of
block is known, it is related to pore occlusion.
Most frequently, non-peptidergic drugs block the
pore by interacting with amino-acid residues
located in the carboxy-terminal part of segment
S6 (Fig. 3B). This part is particularly hydrophobic
in the pore of HERG-channels. Apparently, it dis-
tinguishes HERG-channels from other Kv-chan-

Fig. 3 Schematic drawing of Kv-channel binding sites for toxins and drugs. A. Side view of a cut-open Kv-chan-
nel. Intracellular open-channel blockers may bind to the inner vestibule of Kv-channels (hatched) formed by 
segment S6. B. View of a Kv-channel from the top. Pore-blocking toxins bind to receptor sites formed by the Kv-
channel pore and the outer vestibule. Gating-modifiers have binding sites outside of the pore (striped) and 
interfere with the voltage-sensing machinery.

Voltage-gated K+ Channels
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nels and renders HERG-channels exceptionally
sensitive to block by many pharmaceuticals. Since
HERG-channels make an important contribution
to cardiac action potential repolarization, HERG-
channel block may be frequently responsible for
cardiac side-effects of drugs. Tetraethylammo-
nium, 4-aminopyridine, and quinidine are unspe-
cific drugs blocking Kv-channels by binding to the
inner entrance of the pore. TEA may also bind to
the outer entrance of Kv-channel pores.

1������������4�&���=����������������������
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Mutations in human Kv-channel genes have been
detected that are associated with hereditary dis-
eases ranging from heart arrythmia (long QT-syn-
drome) and deafness to epilepsy and ataxia (see
Table 2). Typically, many Kv-channel-related chan-
nelopathies are correlated with a mutant pheno-
type that is episodic in nature and appears as a
dominant hereditary trait.

��(�������
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The voltage sensor is the part of a channel protein
responsible for detection of the membrane poten-
tial. A voltage sensor of the voltage-dependent Na+

channel was predicted by Hodgkin and Huxley in
1952. Positively charged amino acid residues in S4
of each repeat play an essential role as the voltage
sensor.

� Voltage-dependent Na+ Channels

Tab. 2 Kv-channel genes correlated with heritable diseases.

Gene Trivial Name Kv-channel Type Disease

KCNA 1 Kv1.1 Shaker-channel EA

KCNH 2 HERG IKR-channel LQT

KCNE 1 MinK Auxiliary subunit LQT

KCNE 2 MirP1 Auxiliary subunit LQT

KCNE 4 MirP2 Auxiliary subunit Myopathy

KCNQ 1 KvLQT1 Delayed rectifier LQT/JLN

KCNQ 2 - M-channel BFNC

KCNQ 3 - M-channel BFNC

KCNQ 4 - M-channel DFNB2

EA – episodic ataxia; LQT – long QT syndrome; JLN – Jervyll-Lange-Nielson syndrome; BFNC – benign familial epilepsy; 
DFNB2 – deafness syndrome.
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Receptor proteins are specialized structures that are able to
recognize mostly diffusable molecules with a very high spe-
cificity and that are able to reversibly bind them with a high
affinity. Ligand binding to the receptor initiates a signal
transduction process which propagates the message of the
ligand. There are many different types of receptors that dif-
fer especially in their mode of signal propagation. Most re-
ceptors are cell-surface receptors and respond to ligands
that usually cannot enter the cell. Lipophilic molecules (e.g.
steroids), however, are able to enter the cell and can act on
intracellular receptors.

The group of cell-surface receptors can be subdivid-
ed into those with an intrinsic effector function (en-
zy mes, ion channels) and others w ithout intrinsic
effector function. The first group consists of receptor
operated ion channels or receptors with intrinsic enzy-
matic activity. In both cases the intrinsic effector func-
tion is regulated by ligand binding. Receptors linked to
an intrinsic enzymatic activity are receptor tyrosine ki-

nases , receptor serine/threonine kinases  or receptor
guanylyl cyclases.

Receptors without intrinsic effector function interact with
proteins that are either effectors themselves or that can reg-
ulate effectors. The largest group of such receptors are the G-
protein coupled receptors (GPCRs). Via heterotrimeric G-
proteins they are able to regulate the activity of a variety of
effector proteins (enzymes, ion channels). Other receptors
such as the cytokine receptors interact with and activate cy-
tosolic protein kinases (Jak-family) upon ligand binding. A
third group of receptors (TNF-receptor superfamily, IL-1/Toll-
like receptors) recruit adaptor proteins (e.g. TRADD, MyD88)
following ligand-dependent activation which then serve as a
platform for the formation of an effector complex consisting
of various other proteins.

The majority of intracellular receptors are so-called “nu-
clear receptors”. They are transcription factors that reside in
the cytoplasm or nucleus and upon ligand binding translo-
cate to the nucleus to become transcriptionally active.

����������	�
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Ligand-operated ion channels generate electrical signals in
response to specific chemical neurotransmitters and are
specialized in mediating the fast chemical synaptic trans-
mission. Depending on their ion selectivity, ligand-gated
ion channels are either excitatory (glutamate-, P2X-, nico-
tinic, 5-HT3-receptors) or inhibitory (GABAA-, glycine-re-
ceptors). Ligand-gated ion channels can be grouped in
three distinct families based on the architecture of the
channel. Most known ligand-operated ion channels con-
sist of five subunits. This pentamer contains different sub-

units two of which bind the ligand. Each subunit has four
transmembrane domains. Heteropentameric channels are
formed by GABAA-, glycine- nicotinic acetylcholine and,
5-HT3-receptors. In contrast, the cation-selective iono-
tropic glutamate receptors have four subunits. Each subu-
nit is able to bind glutamate. P2X purinoceptors subunits,
finally, have only two transmembrane segments. P2X re-
ceptors are made up of three or four subunits. (� Nicotinic
Receptor, � Ionotropic Glutamate Receptor, � GABAergic
System, � Glycine Receptor).
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Receptor-subunit Ion selectivity Endogenous Ligand

Ionotropic glutamate receptors

NMDA receptors (tetrameric)
NR1 Na+/K+/(Ca2+) Glutamate, Glycine
NR2A Na+/K+/(Ca2+) Glutamate, Glycine
NR2B Na+/K+/(Ca2+) Glutamate, Glycine
NR2C Na+/K+/(Ca2+) Glutamate, Glycine
NR2D Na+/K+/(Ca2+) Glutamate, Glycine
NR3 Na+/K+/(Ca2+) Glutamate, Glycine

AMPA receptors (tetrameric)
GluR1 (GluR-A) Na+/K+ Glutamate
GluR2 (GluR-B) Na+/K+ Glutamate
GluR3 (GluR-C) Na+/K+ Glutamate
GluR4 (GluR-D) Na+/K+ Glutamate
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Kainate receptors (tetrameric)
GluR5 Na+/K+ Glutamate

GluR6 Na+/K+ Glutamate
GluR7 Na+/K+ Glutamate
KA1 Na+/K+ Glutamate
KA2 Na+/K+ Glutamate

Purinoceptors (P2X) (trimeric)
P2X1 Na+/K+/(Ca2+) ATP
P2X2 Na+/K+/(Ca2+) ATP
P2X3 Na+/K+/(Ca2+) ATP
P2X4 Na+/K+/(Ca2+) ATP
P2X5 Na+/K+/(Ca2+) ATP
P2X6 Na+/K+/(Ca2+) ATP
P2X7 Na+/K+/(Ca2+) ATP

Nicotinic acetylcholine receptors (nAChR) (pentameric)

Ligand-binding
α1 Na+/K+ Acetylcholine
α2 Na+/K+ Acetylcholine
α3 Na+/K+ Acetylcholine
α4 Na+/K+ Acetylcholine
α6 Na+/K+ Acetylcholine
α7 Na+/K+ Acetylcholine
α8 Na+/K+ Acetylcholine
α9 Na+/K+ Acetylcholine
α10 Na+/K+ Acetylcholine

Non-ligand-binding
β1 Na+/K+

β2 Na+/K+

β3 Na+/K+

β4 Na+/K+

 γ Na+/K+

 δ Na+/K+

 ε Na+/K+

Ionotropic serotonin receptors (5-HT3) (pentameric)
5-HT3A Na+/K+ Serotonin
5-HT3B Na+/K+ Serotonin

��
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Receptor-subunit Ion selectivity Endogenous Ligand

GABAA receptors (pentameric)

Ligand-binding
α1 Cl¯ γ-Aminobutyric acid, (Benzodiazepines)
α2 Cl¯ γ-Aminobutyric acid, (Benzodiazepines)
α3 Cl¯ γ-Aminobutyric acid, (Benzodiazepines)
α4 Cl¯ γ-Aminobutyric acid
α5 Cl¯ γ-Aminobutyric acid, (Benzodiazepines)
α6 Cl¯ γ-Aminobutyric acid
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Receptor-subunit Ion selectivity Endogenous Ligand
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Non-ligand-binding
β1 Cl¯
β2 Cl¯
β3 Cl¯
γ1 Cl¯
γ2 Cl¯
γ3 Cl¯
δ Cl¯
ε Cl¯
θ Cl¯
ρ1 Cl¯
ρ2 Cl¯
ρ3 Cl¯

Glycine receptors (GlyR) (pentameric)

Ligand-binding
α1 Cl¯ Glycine
α2 Cl¯ Glycine
α3 Cl¯ Glycine
α4 Cl¯ Glycine

Non-ligand-binding
β Cl¯

��
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Receptor-subunit Ion selectivity Endogenous Ligand
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Receptor tyrosine kinases (RTKs) are a group of trans-
membrane receptors with an intrinsic tyrosine kinase ac-
tivity. RTKs possess an extracellular ligand binding
domain and an intracellular conserved tyrosine kinase do-
main. Almost 60 genes encoding RTKs have been identi-
fied in the mammalian genome (Robinson et al., 2000,
Oncogene 19, 5548-5557). With the exception of members of
the insulin-receptor family that form α2β2 heterodimers,
all known RTKs are monomers which dimerize upon lig-
and binding resulting in autophosphorylation of their cy-

toplasmic domains. Tyrosine autophosphorylation of
RTKs induces recruitment and activation of various sign-
aling molecules via the interaction of SH2 (src homology
2) or PTB (phosphotyrosine binding) domains with tyro-
sine autophosphorylation sites at the cytoplasmic region.
Some RTK ligands (e.g. FGFs) require accessory molecules
for receptor activation. While some RTKs homodimerize,
heterodimerization is a common feature among different
RTK subfamilies. (� Growth Factors, � Neurotrophic
Factors,  � Insulin Receptor).
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Receptor Endogenous ligand(s) 

ErbB receptor family
ErbB1 (EGFR) Epidermal growth factor (EGF), Heparin-binding (HB)-

EGF, Transforming growth factor α (TGFα), 
Amphiregulin (AR), Betacellulin (BTC), Epiregulin (EPR)

ErbB2 (Neu, HER2) dimerization partner for ErbB1,3,4 , no ligand so far found
ErbB3 (HER3) Neuregulin-1 (Heregulin), Neuregulin-2 
ErbB4 (HER4) Neuregulin-1, -2, -3, -4; BTC, HB-EGF, EPR

Insulin-receptor family
InsR Insulin 
IGF-1R Insulin-like growth factor-1 (IGF-1), IGF-2 
InsRR (IRR) ?

Platelet-derived growth factor-receptor family

PDGFR-α / PDGFR-α PDGF-CC, PDGF-AA, PDGF-AB, PDGF-BB
PDGFR-β / PDGFR-β PDGF-BB, PDGF-DD
PDGFR-α / PDGFR-β PDGF-AA, PDGF-AB
CSF-1R Colony stimulating factor (CSF) 
Kit/SCFR Stem cell factor (SCF, Steel factor)
Flk2/Flt3 Flt3 Ligand 

Vascular endothelial growth factor (VEGF) receptor family 
VEGF-R1 (Flt-1) Placenta growth factor (PlGF), VEGF-A, VEGF-B 
VEGF-R2 (Flk-1) VEGF-A, VEGF-C, VEGF-D
VEGF-R3 (Flt-4) VEGF-C, VEGF-D

Fibroblast growth factor (FGF) receptor family
FGF-R-1 FGF-1, -2, -3, -4, -5, -6, -10
FGF-R-2 FGF-1, -2, -3, -4, -5, -6, -7, -8, -9, -10
FGF-R-3 FGF-1, -2, -4, -8, -9
FGF-R-4 FGF-1, -2, -4, -6, -8, -9

KLG/CCK receptor family
CCK4/PTK7 ?

Nerve growth factor (NGF) receptor family
TrkA Nerve growth factor (NGF)
TrkB Brain derived neurotrophic factor (BDNF), 

Neurotrophin 4 (NT4), Neurotrophin 5, (NT5)
TrkC Neurotrophin 3 (NT3)
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Hepatocyte growth factor (HGF) receptor family
Met HGF (Scatter factor)
Ron/Skt Macrophage-stimulating protein (MSP)

Eph family receptors
EphA1 Ephrin-A1
EphA2 Ephrin-A1, -A3, -A4, -A5
EphA3 Ephrin-A1, -A2, -A3, -A5
EphA4 Ephrin-A1, -A2, -A3, -A5, -B2, -B3
EphA5 Ephrin-A1, -A2, -A3, -A4, -A5
EphA6 Ephrin-A1, -A2, -A3, -A4, -A5
EphA7 Ephrin-A1, -A2, -A3
EphA8 Ephrin-A2, -A3, -A5
EphB1 Ephrin-A3, -B1, -B2
EphB2 Ephrin-B1, -B2, -B3
EphB3 Ephrin-B1, -B2, -B3
EphB4 Ephrin-B1, -B2
EphB5
EphB6

Axl
Axl Growth arrest-specific protein 6 (Gas6)
Mer Gas6
Tyro3 (Sky, Rse) Gas6, Protein S

Tie
Tie-1 ?
Tie-2 (Tek) Angiopoietin-1, -4 (Agonists); 

Angiopoietin-2, -3 (Antagonists)

Ryk
Ryk ?

Dicoid domain receptor (DDR) family
DDR1 Collagen
DDR2 Collagen

Ret
Ret Glial cell derived neurotrophic factor (GDNF; + GFRα1), 

Neuturin (+GFRα2), Artemin (+GFRα3), 
Persephin (+GFRα4)

Ros
Ros ?

Leukocyte tyrosine kinase (Ltk) family
Ltk ?
Alk Pleiotrophin

Ror
Ror1 ?
Ror2 ?

MuSK
MuSK Agrin

LMR
AATYK ?
AATYK2 ?
AATYK3 ?

Others
RTK106 ?

��������������
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Receptor Endogenous ligand(s) 
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Receptor serine/threonine kinases function as hetero-
oligomeric complexes and consist of type II and type I
serine/threonine kinase receptors. Ligand binding in-
duces oligomerization. Type II-receptors primarily bind
the ligand and phosphorylate type I-receptors (also
termed “activin receptor-like kinases” (ALK)) which

then specifically phosphorylate receptor regulated
Smad-proteins (R-Smads). In response, R-Smads dimer-
ize with Co-Smads in the cytosol. The R-Smad/Co-Smad
complex transclocates to the nucleus where it binds to
regulatory sequences in combination with specific tran-
scription factors.
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Receptor-linked guanylyl cyclases belong to the group of re-
ceptor-linked enzymes. The receptor-linked (membrane-
bound) guanylyl cyclases have one transmembrane region

and function as homodimers. They share a conserved intra-
cellular catalytic domain but differ in their extracellular lig-
and-binding domains (� Guanylyl Cyclases).
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G-protein coupled receptors (GPCRs) represent the largest
family of transmembrane receptors. The majority of GPCRs
in mammalian organisms (depending on species up to more
than 1000) belong to the group of olfactory, pheromone and

taste receptors which respond to exogenous stimuli. Cur-
rently, more than 300 cDNAs encoding distinct mammalian
GPCRs which are supposed to bind endogenous ligands like
hormones, neurotransmitters or paracrine factors can be

Type II receptor Ligand(s) Type I receptor R-Smads Co-Smads

TβR-II TGFβ-1/2/3 TβR-I (ALK-5) Smad 2/3 Smad 4

ActR-II A ALK-1

ActR-II A Activins ActR-I B (ALK-4) Smad 2/3 Smad 4

ActR-II B Activins, Nodals ActR-I B (ALK-4) Smad 2/3 Smad 4

BMPR-II BMP-6/7 ActR-I A (ALK-2) Smad 1/5

BMPR-II BMP-2/4/7 BMPR-I A (ALK-3) Smad 1/5/8 Smad 4

BMPR-II GDF-5, BMP-2/4/7 BMPR-I B (ALK-6) Smad 1/5/8 Smad 4

AHMR-II MIS/AMH (Anti-
Müller hormone)

BMPR-I B (ALK-6) Smad 1 Smad 4

Receptor Endogenous ligand(s) 

GC-A Atrial natriuretic peptide (ANP), B-type natriuretic peptide (BNP)

GC-B C-type natriuretic peptide (CNP)

GC-C Guanylin, Uroguanylin, (E. coli heat-stable enterotoxin) 

GC-D ?

GC-E ?

GC-F ?

GC-G ?

http://www.gpcr.org/
http://www.gpcr.org/
http://www.gpcr.org/
http://www.gpcr.org/
http://www.gpcr.org/
http://www.gpcr.org/
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found in public databases (http://www.gpcr.org/ and http://
www.expasy.org/cgi-bin/lists?7tmrlist.txt). For about 200 of
these GPCRs endogenous ligands have been identified (see
list below). GPCRs without an identified endogenous ligand
are called “orphan” GPCRs. Their number is currently not
well defined and may be in the range of 100-300. Based on
structural similarity to rhodopsin (type A), calcitonin/se-
cretin receptors (type B) and metabotropic glutamate recep-
tors (type C), GPCRs can be grouped into three major
classes (� G-protein Coupled Receptors). The cellular and
physiological effects induced by activation of GPCRs are de-
termined by the specific coupling of the receptor to sub-
groups of heterotrimeric G-proteins (Gs,  Gi/o, Gq/11, G12/13).
A comprehensive list of drugs that act specifically on GPCRs

can be found under http://pdsp.cwru.edu/PDSP.asp  as well
as in the TIPS Nomenclature Supplement published by
Trends in Pharmacological Sciences. (� G-protein Coupled
Receptors, � α-adrenergic System, � β-adrenergic System,
� Cannabinoid Receptor, � Chemokine Receptor,
� Dopamine System, � Endothelins, � Galanin Receptors,
� Histaminergic System, � Kinins, � Leukotrienes,
� Lysophospholipids ,  � Metabotropic Glutamate
Receptors, � Muscarinic Receptors, � Neuropeptide Y,
� Opioid System, � Prostanoids, � Protease-activated
Receptors, � Purinergic System, � Serotoninergic System,
� S omato stat in ,  � Transmembrane Sig nal l ing ,
� Vasopressin/Oxytocin).
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Receptor Endogenous ligand(s) Coupling

(Rhod)opsins
Rhodopsin 11-cis-retinal Gt-r
Blue-sensitive opsin 11-cis-retinal Gt-c
Green-sensitive opsin 11-cis-retinal Gt-c
Red-sensitive opsin 11-cis-retinal Gt-c
Melanopsin 11-cis-retinal ?

Amines
Adrenoceptors

α1A Adrenaline = Noradrenaline Gq/11
α1B Adrenaline = Noradrenaline Gq/11
α1D Adrenaline = Noradrenaline Gq/11
α2A Adrenaline > Noradrenaline Gi/o
α2B Adrenaline > Noradrenaline Gi/o
α2C Adrenaline > Noradrenaline Gi/o
β1 Noradrenaline > Adrenaline Gs
β2 Adrenaline > Noradrenaline Gs
β3 Adrenaline = Noradrenaline Gs

Histamine receptors
H1 Histamine Gq/11
H2 Histamine Gs
H3 Histamine Gi/o
H4 Histamine Gi/o

Dopamine receptors
D1 Dopamine Gs
D2 Dopamine Gi/o
D3 Dopamine Gi/o
D4 Dopamine Gi/o
D5 Dopamine Gs

Acetylcholine receptors
M1 Acetylcholine Gq/11
M2 Acetylcholine Gi/o
M3 Acetylcholine Gq/11
M4 Acetylcholine Gi/o
M5 Acetylcholine Gq/11

http://www.gpcr.org/
http://www.expasy.org/cgi-bin/lists?7tmrlist.txt
http://www.expasy.org/cgi-bin/lists?7tmrlist.txt
http://www.expasy.org/cgi-bin/lists?7tmrlist.txt
http://pdsp.cwru.edu/PDSP.asp
http://pdsp.cwru.edu/PDSP.asp
http://pdsp.cwru.edu/PDSP.asp
http://pdsp.cwru.edu/PDSP.asp
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Serotonin receptors
5-HT1A Serotonin Gi/o
5-HT1B Serotonin Gi/o
5-HT1D Serotonin Gi/o
5-HT1E Serotonin Gi/o
5-HT1F Serotonin Gi/o
5-HT2A Serotonin Gq/11
5-HT2B Serotonin Gq/11
5-HT2C Serotonin Gq/11
5-HT4 Serotonin Gs
5-HT5A Serotonin Gi/o, Gs
5-HT5B Serotonin ?
5-HT6 Serotonin Gs
5-HT7 Serotonin Gs

Melatonin receptors  
MT1 Melatonin Gi/o
MT2 Melatonin Gi/o
MT3 Melatonin, N-acetyl serotonin

Trace amines
TA1 Tyramine, β-Phenylethylamine Gs
TA2 Tryptamine, β-Phenylethylamine Gs

Nucleotide-like
Adenosine receptors (P1)

A1 Adenosine Gi/o
A2A Adenosine Gs
A2B Adenosine Gs
A3 Adenosine Gi/o

Purinoceptors (P2)
P2Y1 ADP > ATP Gq/11
P2Y2 UTP/ATP Gq/11
P2Y4 UTP > ATP Gq/11
P2Y6 UDP Gq/11
P2Y11 ATP Gq/11, Gs
P2Y12 ADP Gi/o
P2Y13 ADP Gi/o
P2Y14 UDP-glucose Gi/o

Peptide receptors
Opioid receptors

δ β-Endorphin, Met/Leu-enkephalin Gi/o
κ Dynorphin A Gi/o
µ β-Endorphin > Dynorphin A > 

Met/Leu-enkephalin
Gi/o

ORL1 Nociceptin/Orphanin FQ Gi/o
Somatostatin receptors

SST1 Somatostatin-14 = Somatostatin-28 Gi/o
SST2 Somatostatin-14 = Somatostatin-28 Gi/o
SST3 Somatostatin-14 = Somatostatin-28 Gi/o
SST4 Somatostatin-14 = Somatostatin-28 Gi/o
SST5 Somatostatin-28 > Somatostatin-14 Gi/o

Melanin-concentrating hormone receptors
MCH1 Melanin-concentrating hormone Gi/o?
MCH2 Melanin-concentrating hormone Gq/11
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Neuropeptide Y receptors
Y1 Neuropeptide Y (NPY) > Peptide YY (PYY) Gi/o
Y2 NPY > PYY Gi/o
Y4 Pancreatic Polypeptide (PP) > NPY = PYY Gi/o
Y5 NPY > PYY > PP Gi/o
Y6 NPY = PYY > PP Gi/o

Bradykinin receptors
B1 Bradykinin Gq/11
B2 Bradykinin Gq/11

Angiotensin receptors
AT1 Angiotensin II > Angiotensin III Gq/11, G12/13, Gi/o
AT2 Angiotensin II = Angiotensin III ?

Vasopressin/Oxytocin receptors
V1a Vasopressin > Oxytocin Gq/11
V1b Vasopressin > Oxytocin Gq/11
V2 Vasopressin > Oxytocin Gs
OT Oxytocin > Vasopressin Gq/11, Gi/o

Endothelin receptors
ETA Endothelin-1 = Endothelin-2 Gq/11, G12/13, Gs
ETB Endothelin-1 = Endothelin-2 = Endothelin-3 Gq/11, Gi/o

Orexin/Hypocretin receptors
OX1 OrexinA/B Gs, Gq/11
OX2 OrexinA/B Gs, Gq/11

Neuropeptide FF receptor
NPFF1 RFamide-related peptide 1 & 3, NPFF Gi/o
NPFF2 Neuropeptide FF & AF (NPFF & NPAF) Gi/o

Galanin receptors
GAL1 Galanin > Galanin-like peptide Gi/o
GAL2 Galanin-like peptide > Galanin Gq/11, Gi/o, G12/13
GAL3 Galanin Gi/o

Protease-activated receptors
PAR-1 Thrombin, Trypsin, Factor Xa, APC Gq/11, G12/13, Gi/o
PAR-2 Trypsin, Factor Xa, TF/Factor VIIa Gq/11
PAR-3 Thrombin, Trypsin Gq/11
PAR-4 Thrombin, Trypsin Gq/11, G12/13, Gi/o

Bombesin receptors
BB1 Neuromedin B > Bombesin Gq/11
BB2 Gastrin-releasing peptide > Bombesin Gq/11
BB3 Gq/11

Tachykinin receptors
NK1 Substance P Gq/11
NK2 Neurokinin A (Substance K) Gq/11
NK3 Neurokinin B, Neuromedin K Gq/11

Melanocortin receptors
MC1 α-Melanocortin (α-MSH) > β-MSH Gs
MC2 Adrenocorticotrophin (ACTH) Gs
MC3 γ-MSH = β-MSH Gs
MC4 β-MSH > α-MSH = ACTH Gs
MC5 α-MSH > β-MSH Gs
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Neurotensin receptors
NTS1 Neurotensin Gq/11

NTS2 Neurotensin Gq/11
Cholecystokinine receptors

CCK1 Cholecyctokinin (CCK-8) Gq/11, Gs
CCK2 CCK-8, Gastrin Gq/11

Thyrotropin-releasing hormone
TRH-1 Thyrotropin-releasing hormone (TRH) Gq/11
TRH-2 Thyrotropin-releasing hormone (TRH) Gq/11

Others
PrRP (GPR10) Prolactin-releasing peptide Gq/11
GRP7 Neuropeptide W-23, W-30, Neuropeptide B Gi/o
GPR8 Neuropeptide W-23, W-30 Gi/o
GPR54 Metastin, Kisspeptins Gq/11
UT-II (GPR14) Urotensin II Gq/11
APJ Apelin Gi/o
NMU1 (FM-3) Neuromedin U Gq/11
NMU2 (FM-4) Neuromedin U Gq/11
GHS-R Ghrelin Gq/11
GPR38 Motilin Gq/11
PK-R1 Prokineticin-1, -2 Gq/11
PK-R2 Prokineticin-1, -2 Gq/11

Chemokine receptors
CC chemokine receptors

CCR1 CCL3, CCL5, CCL7, CCL8, CCL13, CCL14, 
CCL15, CCL23

Gi/o

CCR2 CCL2, CCL7, CCL8, CCL13 Gi/o
CCR3 CCL5, CCL7, CCL8, CCL11,CCL13, CCL14, 

CCL15, CCL24, CCL26
Gi/o

CCR4 CCL17, CCL22 Gi/o
CCR5 CCL3, CCL4, CCL5, CCL8, CCL11, CCL13, 

CCL14
Gi/o

CCR6 CCL20 Gi/o
CCR7 CCL19, CCL21 Gi/o
CCR8 CCL1, CCL16 Gi/o
CCR9 CCL25 Gi/o
CCR10 CCL27, CCL28 Gi/o

CXC chemokine receptors
CXCR1 CXCL5, CXCL6, CXCL8 Gi/o
CXCR2 CXCL1, CXCL2, CXCL3, CXCL5, CXCL7, 

CXCL8
Gi/o

CXCR3 CXCL9, CXCL10, CXCL11 Gi/o
CXCR4 CXCL12 Gi/o
CXCR5 CXCL13 Gi/o
CXCR6 CXCL16 Gi/o

CX3C chemokine receptors
CX3CR1 XCL1, XCL2 Gi/o
XCR1 CX3L1 Gi/o

(Glyco)protein hormone receptors
FSH Follicle-stimulating hormone (FSH) Gs
LSH Luteinizing hormone (LH), 

Choriogonadotropin
Gs,Gi
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TSH Thyrotropin (TSH) Gs, Gq/11, Gi, G12/13 
GnRH Gonadotropin-releasing hormone Gq/11

Relaxin receptors
LGR7 Relaxin Gs
LGR8 Relaxin, Relaxin-like factor Gs

Cannabinoid receptors
CB1 Anandamide, 2-Arachidonoyl glycerol Gi/o 
CB2 Anandamide, 2-Arachidonoyl glycerol Gi/o 

Prostanoid receptors
FP Prostaglandin F2α (PGF) Gq/11
TP Thromboxane A2 (TXA2) Gq/11, G12/13
DP Prostaglandin D2(PGD2) Gs
IP Prostacyclin (PGI2) Gs
EP1 Prostaglandin E2(PGE2) Gq/11
EP2 Prostaglandin E2(PGE2) Gs
EP3 Prostaglandin E2(PGE2) Gs, Gq/11, Gi
EP4 Prostaglandin E2(PGE2) Gs
CRTH2 PGD2 Gi/o 

Leukotriene receptors
BLT Leukotrinene B4 (LTB4) Gi/o
CysLT1 LTC4 = LTD4 Gq/11
CysLT2 LTC4 > LTD4 Gq/11

Platelet-activating factor receptor
PAF Platelet-activating factor (PAF) Gq/11

Chemotactic substances
C3a C3a Gi/o
C5a C5a Gi/o
FPR Formyl-Met-Leu-Phe (fMLP) Gi/o
FPRL1 (ALXR) LXA4 Gi/o
FPRL2

Free fatty acids
GPR40 Free fatty acids (C12-C20) Gq/11
GPR41 Fatty acids (C2-C5) Gi/0
GPR43 Fatty acids (C2-C5) Gi/0, Gq/11

Lysophospholipid receptors
S1P1 (Edg1) Spingosine-1-phosphate (S1P) Gi
S1P2 (Edg5) S1P Gi, Gq/11, G12/13
S1P3 (Edg3) S1P Gi, Gq/11, G12/13
S1P4 (Edg6) S1P, Spingosylphosphorylcholine (SPC) Gi
S1P5 (Edg8) S1P, SPC Gi
LPA1 (Edg2) Lysophosphatidic acid (LPA) Gi, Gq/11, G12/13
LPA2 (Edg4) LPA Gi, Gq/11, G12/13
LPA3 (Edg7) LPA Gi, Gq/11
SPC1 (OGR1) SPC Gi
SPC2 (GPR4) SPC, Lysophosphatidylcholine (LPC) Gi
LPC1 (G2A) LPC Gq/11, G12/13
PSY1 (TDAG8) Psychosine
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Receptor Endogenous ligand(s) Coupling

Secretin Secretin Gs
GHRH Growth hormone releasing hormone Gs
GIP Gastric inhibitory peptide Gs
PTH/PTHrP Parathyroid hormone (related peptide) Gs, Gq/11

Calcitonin/CGRP-receptors
CT Calcitonin Gs, Gq/11
AMY1 (CT+RAMP1) Amylin Gs
AMY2 (CT+RAMP2) Amylin Gs
AMY3 (CT+RAMP3) Amylin Gs
CGRP1 (CL+RAMP1) Calcitonin gene-related peptide (CGRP) Gs, Gq/11
AM1 (CL+RAMP2) Adrenomedullin Gs
AM2 (CL+RAMP3) Adrenomedullin Gs

Corticitropin-releasing factor
CRF1 Corticitropin-releasing factor (CRF), Urocortin Gs
CRF2 CRF, Urocortin, Urocortin II Gs

Glucagon/Glucagon-like peptide receptors
Glucagon Glucagon Gs
GLP1 Glucagon-like peptide Gs
GLP2 Glucagon-like peptide Gs

VIP/PACAP receptors
VPAC1 Vasoactive intestinal peptide (VIP), Pituitary 

adenylyl cyclase activating peptide (PACAP)
Gs

VPAC2 VIP, PACAP Gs
PAC1 PACAP Gs
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Receptor Endogenous ligand(s) Coupling

CaSR Ca2+ Gq/11, Gi/o
Metabotropic GABA receptors

GABAB1 (binding) γ-Aminobutyric acid
GABAB2 (signalling) γ-Aminobutyric acid Gi/o

Metabotropic glutamate receptors
mGluR1 Glutamate Gq/11
mGluR2 Glutamate Gi/o
mGluR3 Glutamate Gi/o
mGluR4 Glutamate Gi/o
mGluR5 Glutamate Gq/11
mGluR6 Glutamate Gi/o
mGluR7 Glutamate Gi/o
mGluR8 Glutamate Gi/o
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Heterotrimeric G-proteins couple seven transmembrane re-
ceptors (� G-protein Coupled Receptors; GPCR) to various
effectors such as enzymes and ion channels. G-protein reg-
ulated effectors produce intracellular signals which result in
specific cellular responses. G-protein functions are highly
diverse and the cellular response to the activation of a GPCR
depends on the pattern of G-protein subtypes activated
through the receptor. The diversity of G-proteins is due to
their composition of different α-, β-and γ-subunits, each of
which is a product of a different gene. The α-subunit pos-
sesses structural and functional homologies to other mem-
bers of the guanine nucleotide binding protein superfamily.

The β- and γ-subunits of heterotrimeric G-proteins form an
non-dissociable complex and represent a functional unit.
The functional properties of a heterotrimeric G-protein are
primarily defined by the identity of its α-subunit. Both, the
α-subunit and the β/γ-complex can regulate effectors such
as inward rectifier K+-channels (GIRKs), voltage-dependent
Ca2+-channels (VDCC), adenylyl cyclases (AC) or phos-
pholipase C β-isoforms (PLC-β); (� Transmembrane
Signalling, � Adenylyl Cyclases, � G-protein Coupled
Receptors, � K+ Channels, � Voltage-dependent Ca2+

Channels, � Phospholipases).

Name Gene symbol Expression Effectors

α-subunits

Gαs class
Gαs GNAS ubiquitous Adenylyl cyclase (AC) ↑
Gαolf GNAL olfact. epithelium, brain AC ↑

Gαi/o class
Gαi1 GNAI1 widely distributed AC↓, GIRK1-4 (Kir3.1-3.4) ↑ (via Gβγ)
Gαi2 GNAI2 ubiquitous AC↓, GIRK1-4 (Kir3.1-3.4) ↑ (via Gβγ)
Gαi3 GNAI3 widely distributed AC↓, GIRK1-4 (Kir3.1-3.4) ↑ (via Gβγ)
Gαo GNAO neuronal, neuroendocrine N-, P/Q-, R-type VDCC (Cav2.1-2.3) ↓, GIRK ↑  (via Gβγ)
Gαz GNAZ neuronal, platelets AC ↓, ?
Gαgust GNAG taste cells, brush cells ?
Gαt-r GNAT1 retinal rods, taste cells cGMP PDE ↑
Gαt-c GNAT2 retinal cones cGMP PDE ↑

Gαq/11class
Gαq GNAQ ubiquitous PLC-β ↑
Gα11 GNA11 almost ubiquitous PLC-β ↑
Gα14 GNA14 kidney, lung, spleen PLC-β ↑
Gα15/16 GNA15 hematopoietic cells PLC-β ↑

Gα12/13class
Gα12 GNA12 ubiquitous Rho GEF
Gα13 GNA13 ubiquitous Rho GEF

β-subunits

adenylyl cyclase type I ↓ 

adenylyl cyclase types II, IV ↑ 

phospholipase C-β (β3>β2>β1) ↑ 

GIRK1-4 (Kir3.1-3.4) ↑ 

phospholipase A2 ↑ 

receptor kinases (GRK 2 and 3) ↑ 

phosphoinositide 3 kinase β, γ ↑ 

N-,P/Q-,R-type VDCC (Cav2.1-2.3) ↓ 

β1 GNB1 widely, retinal rods
β2 GNB2 widely distributed
β3 GNB3 widely, retinal cones
β4 (GNB4) widely distributed
β5 GNB5 mainly brain

γ-subunits
γ1, γrod GNGT1 Retinal rods, brain,
γ14, γcone,γ8 GNGT2 Retinal cones, brain
γ2, γ6 GNG2 widely
γ3 GNG3 Brain, blood
γ4 GNG4 Brain and other tissues
γ5 GNG5 widely
γ7 GNG7 widely
γ10 GNG10 widely
γ11 GNG11 widely
γ12 GNG12
γ13 GNG13 Taste buds
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Regulators of G-protein signaling (RGS) proteins play an
important role in GPCR signal transduction. RGS proteins
contain a conserved RGS box that is often accompanied by
other signaling regulatory elements. RGS proteins acceler-

ate the deactivation of G-proteins resulting in the reduction
of GPCR signaling. Some RGS proteins also have an effector
function and transmit signals. � Transmembrane
Signalling, � G-protein Coupled Receptors.
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Name G-protein interaction Expression

A- or RZ-subfamily
RGS19 (GAIP) Gi, Gq ubiquitous, low in brain
RGS17 (RGS-Z2) Gi (Gzα)
RGS20 (RGS-Z1) Gi (Gzα) brain

B- or R4-subfamily
RGS4 Gi, Gq brain, heart
RGS1 Gi, Gq B-lymphocytes, lung
RGS2 (GOS8) Gq»Gi ubiquitous
RGS3 Gi, Gq ubiquitous
RGS5 Gi, Gq ubiquitous
RGS8 Gi brain
RGS13 ND lung
RGS16 Gi, Gq retina, pituitary, liver, ubiquitous?
RGS18 Gi, Gq

C- or R7-subfamily
RGS9 Gi retina, neurons
RGS6 Gi (Goα) brain
RGS7 Gi(Goα>Giα2>Giα1) brain, B-cells
RGS11 Gi (Goα) brain

D- or R12-subfamily
RGS12 Gi lung, brain, spleen, testis
RGS10 Gi brain
RGS14 Gi brain, spleen, lung

E- or RA-subfamily
Axin ND ubiquitous, greatest in thymus, testis
Axil ND lung, thymus

F- or GEF-subfamily
p115-RhoGEF G13 ubiquitous, leukocytes
PDZ-RhoGEF G12/13 ubiquitous, low in liver, lung, colon
LARG G12/13

H- or SNX-subfamily
SNX13 (RGS-PX1) Gs
SNX14 ND
SNX25 ND

D-AKAP2
D-AKAP2 ND ubiquitous, greatest in testis
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The group of cytokine receptors directly coupled to the Jak/
STAT pathway is subdivided in class I-cytokine receptors
(also known as “hematopoietin receptors”) and class II-cy-
tokine receptors (also known as the “interferon receptor
family”). The class I receptors fall into four subgroups which
are functioning as homodimers or heterooligomers. The
heterooligomeric group consists of the ligand binding re-
ceptor that heterooligomerizes with a second subunit re-
quired for signaling (gp130, βc-subunit/gp140, γc-subunit).
Binding of the ligand results in homodimerization or het-
erooligomerization of receptor components, followed by the

activation of cytosolic tyrosine protein kinases of the Jak-
family (Jak1, Jak2, Tyk2) and the subsequent phosphoryla-
tion of the receptor as well as of transcription factors
(STAT1-6). The class II cytokine receptor subfamily consists
of at least two subunits, which are not associated in the ab-
sence of ligand. Ligand binding results in dimerization or
oligomerization, and via the activation of a preassociated
tyrosine kinase of the Jak-family to the activation of the Jak/
STAT-pathway. (� Interferons, � Cytokines, � Jak/STAT
Pathway, � Hematopoietic Growth Factors).
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Receptor Endogenous ligand(s) Tyrosine kinase Transcription factor

Homodimeric receptors
EPO-R Erythropoietin Jak2 STAT5
GH-R Growth hormone Jak2 STAT1/3/5
PRL-R Prolactin Jak2 STAT5
Mpl Thrombopoietin Jak2 STAT1/3/5

Receptor-heterooligomers (gp130)
IL-6-R Interleukin-6 (IL-6) Jak1/2,Tyk2 STAT1/3
IL-11-R Interleukin-11(IL-11) Jak2 STAT1/3
IL-12-R Interleukin-12 (IL-12) Jak2,Tyk2 STAT4
LIF-R Leukemia inhibitory factor (LIF), Cardiotrophin-1 Jak1/2 STAT1/3
CNTFR-R Ciliary neurotrophic factor (CNTFR) Jak1/2,Tyk2 STAT1/3
OSM-R Oncostatin M Jak1/2 STAT1/3
G-CSF-R Granulocyte-colony stimulating factor (G-CSF) Jak2 STAT3
Ob-R Leptin Jak2 STAT3

Receptor-heterodimers (βc-subunit)
GM-CSF-R GM-CSF Jak2 STAT5
IL-3-R Interleukin-3 (IL-3) Jak2 STAT5
IL-5-R Interleukin-5 (IL-5) Jak2 STAT5

Receptor-heterodimers (γc-subunit)
IL-2-R Interleukin-2 (IL-2) Jak1/3 STAT3/5
IL-4-R Interleukin-4 (IL-4) Jak1/3 STAT6
IL-7-R Interleukin-7 (IL-7) Jak1/3 STAT5
IL-9-R Interleukin-9 (IL-9) Jak1/3 STAT1/3/5
IL-13-R Interleukin-13 (IL-13) Jak1/3 STAT6
IL-15-R Interleukin-15 (IL-15) Jak1/3 STAT3/5

Interferon/IL-10-like receptors (class II)
INFα-R1/2 INF α/β Jak1/Tyk2 STAT1/2/3/5
INFγ-R1/2 INF γ Jak1/Jak2 STAT1/5
IL-10-R1/2 Interleukin-10 (IL-10) Jak1/Tyk2 STAT1/3
IL-20-R1/2 Interleukin-19/20/24 (IL-19/20/24) Jak1/ ? STAT3
IL-22-R/IL-20-R2 Interleukin-20/24 (IL-20/24) STAT3
IL-22-R/IL-10-R2 Interleukin-22 (IL-22), IL-TIF Jak1/Tyk2 STAT3
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The TNF receptor superfamily currently comprises about 25
receptors which share some structural features (Locksley et
al., 2001, Cell 104, 487-501; Baud and Karin, 2001, Trends Cell
Biol. 11, 372-377; http://www.gene.UCL.ac.uk/usres/hester/
tnfinfo.html). The signaling mechanism of this receptor
family has recently been elucidated by exemplary studies on
the TNF and the Fas receptor. Binding of the inherently
trimeric ligand TNFα or FasL induces receptor trimeriza-
tion and recruitment of several signaling proteins to the cy-
toplasmic domains of the receptors. TNF receptors recruit
the TNFR1-associated death domain protein (TRADD) that

serves as a platform to recruit several other mediators in-
cluding receptor-interacting protein 1 (RIP1), Fas-associat-
ed death domain protein (FADD) and TNF-receptor-
associated factor 2 (TRAF2). TNFR2-activation results in
the recruitment of TRAF1 and TRAF2. TRAF2 plays a central
role in the induction of downstream events such as activa-
tion of IκB-kinase (IKK) and MAP-kinases. Fas activation
does not result in the recruitment of TRAF2 but recruits
FADD and subsequently leads to the activation of caspase 8.
� Apoptosis, � MAP Kinase Cascade.
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Receptor Ligand Interacting proteins

NGFR Nerve growth factor (NGF) TRAF 2, 4, 6
Troy ? TRAF 1, 2, 3, 5
EDAR Ectodysplasin-A1 (EDA-A1) TRAF 1, 3
XEDAR Ectodysplasin-A2 (EDA-A2) TRAF 3, 6
CD40 CD40Ligand (CD40L/CD154) TRAF 2, 3, 5, 6
DcR3 LIGHT, Fas Ligand (FasL) -
FAS (CD 95) Fas Ligand (FasL) FADD 
OX40 (CD 134) OX40Ligand (OX40L) TRAF 1. 2, 3, 5
AITR AITRLigand (AITRL) TRAF 1, 2, 3
CD30 CD30L (CD153) TRAF 1. 2, 3, 5
HveA LIGHT, Lymphotoxin α (LTα) TRAF 1. 2, 3, 5
4-1BB (CDw 137) 4-1BBL (CDw137L) TRAF 1, 2
TNFR2 (TNF-R75 / CD120b) Tumour necrosis factor α (TNFα), LTα TRAF 2
DR3 TWEAK? FADD
CD27 CD27L (CD 70) TRAF 2
TNFR1 (TNF-R55 / CD120a) TNFα, LTα TRADD, FADD
LTβR LIGHT, LTα, Lymphotoxin β (LTβ) TRAF 3, 5
RANK RANKL TRAF 1, 2, 3, 5, 6
TACI APRIL, BLYS TRAF 2, 5, 6
BCMA APRIL, BLYS TRAF 1, 2, 3
DR6 RANKL, “TNF receptor-related, apoptosis-

inducing ligand” (TRAIL)
TRADD

OPG RANKL, TRAIL? -
DR4 TRAIL FADD
DR5 TRAIL FADD
DcR1 TRAIL -
DcR2 TRAIL -



Receptor Proteins 1039

&��'
 
��������	
�	�	�����

The interleukin-1 / toll-like receptor superfamily is involved
in the rapid defense response to infection and injury. Cur-
rently, 10 human Toll-like receptors have been identified,
TLRs 1 to 10. They share structural homologies and are in-
volved in innate immunity by recognizing microbial parti-
cles. Their intracellular domains show homology with that
of the IL-1 receptor subfamily (TIR-domain). Activation of
downstream signaling events via IL-1/toll-like receptors in-

volves receptor association with the MyD88 protein. MyD88
acts as an adaptor and recruites various proteins including
IRAK-1, IRAK-2 and TRAF-6, eventually resulting in the ac-
tivation of NF-κB and MAP kinases (Kaisho and Akira,
2002, Biochim. Biophys. Acta 1589,1-13; Vasselon and Det-
mers, 2002, Infect. Immul. 70, 1033-1041; Sims et al., 2002,
Curr. Opin. Immunol., 14, 117-122). � MAP Kinase Cascade,
� Toll-like Receptors.
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Receptor Ligand

toll-like receptors
TLR1 Lipoprotein
TLR2 Lipoproteins, Peptidoglycan, Lipopeptides, Zymosan, Lipoarabinomannan, 

Bacterial lipopolysaccharide (LPS), 
TLR3 Viral dsRNA
TLR4 Bacterial lipopolysaccharide (LPS)
TLR5 Flagellin
TLR6 ?
TLR7 ?
TLR8 ?
TLR9 Unmethylated CpG DNA
TLR10 ?

IL-1 / IL-18 receptor subfamily
IL-1RI / IL-RacP Interleukin-1α, Interleukin-1β
IL-1RII / IL-RacP Interleukin-1β
IL-18R / IL-18RacP Interleukin-18
T1 / ST2
IL-1Rrp2 IL-1F9 ?
APL
TIGIRR (APL-2)
SIGIRR
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Nuclear receptors bind to DNA as either homodimers or
heterodimers. They function as ligand-activated gene ex-
pression regulatory proteins. In the inactive state they reside
in the nucleus or in the cytoplasm, usually associated with
an inhibitory protein. Ligand binding to the receptor results
in its activation, translocation to the nucleus, binding to
specific receptor binding elements on the DNA and activa-

tion of target gene transcription. Nuclear receptors are acti-
vated by a variety of small hydrophobic molecules,
including hormones and intracellular metabolites. For a va-
riety of nuclear receptors, the so called “orphan nuclear re-
ceptors”, the physiological ligands are not known. (� Gluco-
/Mineralocorticoid Receptor, � Sex Steroid Receptor,
� Selective Sex Steroid Receptor Modulators).

%�����������������

Receptor Gene name Ligand

Homodimers
ERα NR3A1 Estradiol
ERβ NR3A2 Estradiol
PR NR3C3 Progestins
AR NR3C4 Androgens
MR NR3C2 Mineralocorticoids
GR NR3C1 Glucocorticoids

RXR (α, β, γ)-Heterodimers
RXRα NR2B1
RXRβ NR2B2
RXRγ NR2B3
RARα NR1B1 Retinoic acids
RARβ NR1B2 Retinoic acids
RARγ NR1B3 Retinoic acids
TRα NR1A1 Thyroid hormone (T3)
TRβ NR1A2 Thyroid hormone (T3)
VDR NR1I1 1,25 (OH)2 Vitamin D3
FXR NR1H4 Bile acids
LXRα NR1H2 Oxysterols
LXRβ NR1H3 Oxysterols
CAR NR1I3/4 Xenobiotics, Phenobarbital, Androstane metabolites
SXR / PXR NR1I2 Xenobiotics, Steroids, Rifampicin, Hyperforin
PPARα NR1C1 Fatty acids, Fibrates
PPARβ NR1C2 Fatty acids, Carboprostacyclin
PPARγ NR1C3 Fatty acids, Eicosanoids, Thiazolidinediones

Orphan receptor
SF-1, FTZ-F1 NR5A1
LRH-1, FTZ-F1β NR5A2
DAX-1 NR0B1
SHP NR0B2
TLL, TLX NR2E1
PNR, RNR NR2E3
NGFI-Bα NR4A1
NGFI-Bβ NR4A2
NGFI-Bγ NR4A3
RORα NR1F1 Stearic acid
RORβ NR1F2
RORγ NR1F3
ERRα NR3B1 Diethylstilbestrol, 4-Hydroxytamoxifen
ERRβ NR3B2
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ERRγ NR3B3
Rev-erbα NR1D1

Rev-erbβ NR1D2
GCNF NR6A4
TR 2 NR2C1
TR 4 NR2C2
HNF-4α NR2A1 Palmitic acid
HNF-4γ NR2A3
COUP-TFα NR2F1
COUP-TFβ NR2F2
COUP-TFγ NR2F6

%�������������������
���
�����

Receptor Gene name Ligand
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Membrane transport proteins are integral transmembrane
proteins and transport substances with a high degree of spe-
cificity. Due to differences in their mechanism of action, the
rate of transport differs considerably between different
types of transport proteins.

Channel proteins transport water or specific ions down
their concentration gradients or electric potential gradients.
In the open state they form passages across the membrane
through which either multiple water molecules or ions can
move simultaneously. The transport rate of channel proteins
is very high (107-108 ions/sec.).

In contrast to channel proteins, solute carriers (trans-
porters) transport only one or a few substrate molecules at a
time. In order to transport a substrate molecule across the
plasma membrane, the transporter has to undergo a confor-
mational change. Their transport rate is much lower than
that of ion channels being in the range of 102-104 molecules/
sec. Solute carriers can transport specific molecules down a
concentration gradient (uniporters). Other carriers func-

tion as coupled carriers, in which the transfer of one solute
strictly depends on the transport of a second one. Coupled
transport involves the simultaneous transfer of two or more
solutes either in the same direction (cotransporter/sym-
porter) or in the opposite directions (antiporter/exchang-
er). Coupled solute transporters usually couple the
movement of one type of ion or molecule up its concentra-
tion gradient to the movement of a different ion or molecule
down its concentration gradient. In this case an energetical-
ly unfavorable reaction is coupled to an energetically favo-
rable reaction.

The third major group of membrane transport proteins
is able to move ions or small molecules across the mem-
brane against a chemical concentration gradient or electric
potential by using the energy of ATP hydrolysis. They are
called “transport ATPases”, “ATP-powered pumps” or sim-
ply “pumps”. ATP-powered pumps have a relatively low
transport rate (100-103 molecules/sec.).

���������	
����
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Sodium channels can be divided in voltage-dependent
channels and non-voltage-dependent channels. Voltage-de-
pendent Na+-channels are mainly found in excitable cells
where they become activated by membrane depolarization
and are involved in the generation of action potentials. They
consist of a pore-forming α-subunit, which is structurally
related to the pore forming α-subunit of voltage-gated Ca2+-
channels. In addition, the voltage-dependent Na+-channels
contain auxillary β subunits (� Voltage-dependent Na+

Channels). Non-voltage-dependent Na+-channels belong to
the family of degenerin/epithelial Na+-channel family. Epi-

thelial sodium channels (ENaC) mediate Na+-transport in
epithelia and are essential for sodium homeostasis. Acid
sensing channels (ASIC) are proton-gated cation channels
with a preference for Na+ ions, which are present both in the
central and peripheral nervous system. Epithelial Na+-
channels are heteromultimeric channels, whose pore may
be formed by three ENaC subunits. However, other models
for their subunit arrangement have been proposed [Kellen-
berger and Schild, Physiol. Rev. 82, 735-767 (2002)].
(� Epithelial Na+ Channels).

���
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Gene symbol Name Aliases Expression

Voltage-dependent Na+-channels

Pore forming α-subunits

SCN1A Nav1.1 rat I, HBSCI, GPBI, SCN1A CNS, PNS

SCN2A Nav1.2 rat II, HBSCII, HBA CNS

SCN3A Nav1.3 rat III CNS

SCN4A Nav1.4 SkM1, µ1 skeletal muscle

SCN5A Nav1.5 SkM2, H1 uninnerv. skeletal muscle, heart

SCN8A Nav1.6 NaCh6, PN4, Scn8a, CerIII CNS, PNS

SCN9A Nav1.7 NaS, hNE-Na, PN1 PNS, Schwann cells

SCN10A Nav1.8 SNS, PN3, NaNG DRG

SCN11A Nav1.9 NaN, SNS2, PN5, NaT, 
SCN12A

PNS
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Potassium channels are a diverse family of membrane pro-
teins which selectively conduct K+ ions across the cell mem-
brane along its electrochemical gradient. More than 80
genes that encode subunits of potassium channels have been
identified, including non-pore forming auxiliary subunits.
The general feature of potassium channels are the α subu-
nits forming the conducting pore. In some cases, additional
auxiliary subunits are required for proper function and/or
regulation of the tetrameric K+ channel. Based on their pri-
mary amino acid sequence, potassium channels can be
grouped into three major families. The voltage-gated K+

channels are composed of four subunits, each containing six

transmembrane segments and a conducting pore between
segment five and segment six with a voltage sensor (positive
charge of amino acid residues) located at S4 (e.g. KCNA-KC-
NH, KCNM-KCNT). The inward rectifier K+ channels (Kir;
KCNJ) consist of four subunits, each containing two trans-
membrane segments with a P-loop between the transmem-
brane segments. Finally, the KCNK subgroup of potassium
channel subunits has four putative transmembrane with
two pore forming domains. (� ATP-dependent K+ Chan-
nels; � Inward Rectifier K+ Channels; � K+ Channels;
� Voltage-gated K+ Channels).

β-subunits

SCN1B β1 GEFSP1

SCN2B β2

SCN4B -

Degenerin / epithelial Na+ channel family

Epithelial Na+-channels

SCNN1A ENaCα epithelial cells

SCNN1B ENaCβ epithelial cells

SCNN1D ENaCδ epithelial cells

SCNN1G ENaCγ PHA1 epithelial cells

Acid-sensing channels

ACCN1 ASIC1 BNC1, BNaC1, MDEG CNS, PNS

ACCN2 ASIC2 BNaC2 CNS, PNS

ACCN3 ASIC3 TNaC1, DRASIC CNS, PNS

���
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Gene symbol Name Aliases Expression
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Gene symbol Name Aliases Expression

KCNA (Shaker)

KCNA1 Kv1.1 AEMK, HUK1, 
MBK1

neurons, heart, retina pancreas 

KCNA2 Kv1.2 HK4 brain, heart, pancreas

KCNA3 Kv1.3 MK3, HLK3, HPCN3 lymphocyte, brain, lung

KCNA4 Kv1.4 HK1, HPCN2 brain, heart, pancreas

KCNA5 Kv1.5 HK2, HPCN1 brain, heart, lung, skeletal muscle

KCNA6 Kv1.6 HBK2 brain

KCNA7 Kv1.7 HAK6 heart, pancreas, skeletal muscle

KCNA10 Kv1.8 aorta, brain, kidney
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Auxillary subunits

KCNAB1 Kvβ1 KCNA1B, Kvb1.3

KCNAB2 Kvβ2 KCNA2B, Kvb2.1, 2.2

KCNAB3 Kvβ3 KCNAB3

KCNB (Shab)

KCNB1 Kv2.1 DRK1 brain, heart, kidney, retina, skeletal muscle

KCNB2 Kv2.2 brain, heart, kidney, retina, skeletal muscle

KCNC (Shaw)

KCNC1 Kv3.1 brain, muscles, lymphocytes

KCNC2 Kv3.2 brain

KCNC3 Kv3.3 brain, liver

KCNC4 Kv3.4 HKSHIIIC brain, skeletal muscle

KCND (Shal)

KCND1 Kv4.1 brain, heart, liver, kidney, lung, placenta, 
pancreas

KCND2 Kv4.2 KIAA1044, RK5 brain

KCND3 Kv4.3 brain, heart

KCNE (auxillary subunits for KCNQ1-5, KCNH2, KCNC4, KCND3)

KCNE1 minK/Isk

KCNE1L AMMECR2

KCNE2 MiRP1

KCNE3 MiRP2

KCNE4 MiRP3

KCNF

KCNF1 Kv5.1 IK8, kH1 brain

KCNG

KCNG1 Kv6.1 K13, kH2 brain

KCNG2 Kv6.2 KCNF2 heart

KCNG3 Kv6.3

KCNH (Ether-a-go-go)

KCNH1 Kv10.1 meag, reag brain

KCNH2 Kv11.1 LQT2, HERG brain, heart

KCNH3 Kv12.2 BEC1

KCNH4 Kv12.3 BEC2

KCNH5 Kv10.2 Eag2, 

KCNH6 Kv11.2 HERG2 brain

KCNH7 Kv11.3 HERG3 brain

KCNH8 Kv12.1

KCNJ (inward rectifyer)

KCNJ1 Kir1.1 ROMK1 kidney, pancreas

KCNJ2 Kir2.1 IRK1 heart, brain, smooth muscle, 
skeletal muscle, lung, placenta, kidney

KCNJ3 Kir3.1 GIRK1 cerebellum

KCNJ4 Kir2.3 HIR, HRK1, HIRK2 heart, brain, skeletal muscle

KCNJ5 Kir3.4 CIR, GIRK4 heart, pancreas

��	�
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Gene symbol Name Aliases Expression
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KCNJ6 Kir3.2 BIR1, GIRK2 cerebellum, pancreatic islets

KCNJ8 Kir6.1 various

KCNJ9 Kir3.3

KCNJ10 Kir4.1, Kir1.2 glia

KCNJ11 Kir6.2 BIR, IKATP various

KCNJ12 Kir2.2 ventricle 

KCNJ13 Kir7.1, Kir1.4 glia, kidney, cerebellum, hippocampus, 
thyroid gland

KCNJ14 Kir2.4 brain, retina

KCNJ15 Kir4.2, Kir1.3 kidney, lung, brain

KCNJ16 Kir5.1 brain, periphery 

KCNJN1 Kir2.2v

KCNK (Two-pore K+ channels)

KCNK1 DPK, TWIK1 brain, kidney, heart

KCNK2 TREK-1 brain, lung

KCNK3 TASK brain, heart, pancreas, placenta

KCNK4 TRAAK brain, spinal cord, retina

KCNK5 TASK2 kidney

KCNK6 TOSS, TWIK2, 
KCNK8

eyes, lung, stomach, embryo

KCNK7

KCNK9 TASK-3

KCNK10 TREK2

KCNK12 THIK2

KCNK13 THIK-1

KCNK15 TASK5, KCNK11, 14

KCNK16 TALK1

KCNK17 TALK2, TASK4

KCNM

α-subunit

KCNMA1 Kca1.1 SLO brain, smooth muscle

β-subunit

KCNMB2 slo-β
KCNMB3

KCNMB3L

KCNMB4

KCNN (Ca2+-activated)

KCNN1 Kca2.1 hSK1 brain, heart

KCNN2 Kca2.2 hSK2 brain, adrenal gland, Jurkat T cells

KCNN3 Kca2.3 hSK3 brain, heart, liver

KCNN4 Kca3.1 hSK4, hKCa4, 
hIKCa1

lymphocytes, intestine, smooth muscle, 
prostate, red blood cells, neurons, placenta, 
thyroid gland

��	�
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Gene symbol Name Aliases Expression
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Voltage-dependent Ca2+-channels are a family of multi-sub-
unit complexes, consisting of 5 proteins, which allow the in-
flux of  Ca2+ into a  cel l  in response to membrane
depolarization. The 5 subunits of these channels are encod-
ed by 4 different gene families. The α1 subunit is the pore-

forming unit which contains the voltage-sensor, the selectiv-
ity filter and the interaction sites for regulatory proteins.
The electrophysiological properties of voltage-dependent
Ca2+-channels are mainly determined by the identity of
their α1 subunit (� Voltage-dependent Ca2+-channels).

KCNQ (slow delayed rectifyer)

KCNQ1 Kv7.1 KVLQT1, LQT1 heart, kidney, lung, placenta, colon, cochlea

KCNQ2 Kv7.2 KvEBN1 brain, Neuron

KCNQ3 Kv7.3 KvEBN2 brain, Neuron

KCNQ4 Kv7.4 outer hair cells, inner ear, 
central auditory pathway

KCNQ5 Kv7.5 brain, skeletal muscle

KCNS

KCNS1 Kv9.1 brain

KCNS2 Kv9.2 brain

KCNS3 Kv9.3 brain, lung, artery

KCNT

KCNT1 Kca4.1

KCNT2 Kca4.2 Slack, Slo2

KCNU

KCNU1 Kca5.1

KCNV

KCNV1 Kv8.1 KCNB3, Kv2.3 brain

��	�
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Gene symbol Name Aliases Expression
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Gene symbol Name Aliases Expression

L-type channel(α1-subunit)

CACNA1S Cav1.1 α1S, α1Skm, CaCh1 skeletal muscle

CACNA1C Cav1.2a α1C-a, rbC, CaCh2 heart
Cav1.2b α1C-b smooth muscle
Cav1.3c α1C-c brain, pituitary, adrenal

CACNA1D Cav1.3 α1D, rbD, CaCh3 brain, pancreas, kidney, 
ovary, cochlea

CACNA1F Cav1.4 α1F retina

P/Q-type channel (α1-subunit)

CACNA1A Cav2.1a α1A, rbA, CaCh4, BI1 brain, cochlea, pituitary
Cav21b BI2 brain, cochlea, pituitary

N-type channel (α1-subunit)

CACNA1B Cav2.2a α1B-1, rbB, CaCh5, BIII brain, nervous system
Cav2.2b α1B-2 brain, nervous system
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Several classes of chloride channels have been found: they
include ligand-gated chloride channels  (GABAA- and gly-
cine-receptors; � Ligand-gated ion channels), the cystic fi-
brosis transmembrane conductance regulator (CFTR;
� ABC transporters), and the CLC family of chloride chan-
nels. CLIC proteins and CaCC proteins are proposed chlo-
ride channels. However, their function as chloride channels

has not yet been proven. The CLC chloride channels form a
large family of which many are gated in a voltage-dependent
manner. Nine different CLC genes have been found in mam-
mals. CLC channels are present in the plasma membrane as
well as in intracellular organelles. They function as dimers,
with each monomer having its own pore. Some CLC chan-
nels have accessory β-subunits (� Cl- channels).

R-type channel (α1-subunit)

CACNA1E Cav2.3a α1E, rbB, CaCh6, BII brain, cochlea, pituitary, 
retina, heart

Cav2.3b BII2 brain, cochlea, retina

T-type channel(α1-subunit) BII

CACNA1G Cav3.1 α1G brain, nervous system

CACNA1H Cav3.2 α1H brain, heart, kidney, liver

CACNA1I Cav3.3 α1I brain

α2δ-subunit

CACNA2D1 α2δ1 ubiquitously 

CACNA2D2 α2δ2 heart

CACNA2D3 α2δ3 brain

β-subunit

CACNB1 β1 skeletal muscle, brain, 
spleen

CACNB2 β2 heart, aorta, lung, brain

CACNB3 β3 brain, smooth muscle

CACNB4 β4 brain

γ-subunit

CACNG1 γ1 skeletal muscle

CACNG2 γ2 brain

CACNG3 γ3 brain

CACNG4 γ4

CACNG5 γ5

CACNG6 γ6

CACNG7 γ7

CACNG8 γ8

���	������������	�������������
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Gene symbol Name Aliases Expression
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Gene Symbol Name Alias Expression

CLCN1 ClC-1 skeletal muscle

CLCN2 ClC-2 broad

CLCN3 ClC-3 brain, kidney, liver etc.
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����The TRP superfamily comprises a variety of
non-voltage-gated cation channels that are distinguished by
their selectivity and mode of action. They all are similar to
the first member of the family, the Drosphila TRP (“tran-
sient receptor potential”). TRP cation channels are subdi-
vided in three families, the TRPC, TRPV and TRPM. The
TRP-canonical (TRPC) subfamily, is most highly related to
Drosphila TRP and at least some of the members of the
TRPC subfamily play a role as Ca2+ store-operated channels.

The TRPV subfamily comprises TRP channels that are relat-
ed to the vanilloid receptor1 (VR1). Members of this family
can be regulated by heat, osmolarity and other stimuli. The
third subfamily, TRPM, is related to the first member of this
family, melastatin, and is structurally characterized by its
increased length compared to the other subfamilies. For de-
tails of the nomenclature and recent review: Molecular Cell,
9, 229-231 (2002); Cell 108, 595-598 (2002).

CLCN4 ClC-4 brain, muscle etc.

CLCN5 ClC-5 DENTS, XLRH kidney, intestine, liver etc.

CLCN6 ClC-6 broad

CLCN7 ClC-7 broad

CLCNKA ClC-Ka kidney, inner ear

CLCNKB ClC-Kb kidney, inner ear

�����
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Gene Symbol Name Alias Expression
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Name Alias Expression

TRPC Subfamily

TRPC1 TRP1 ubiquitous

TRPC2 TRP2 VNO, testis (pseudogene in human)

TRPC3 TRP3 Brain

TRPC4 TRP4 Brain, endothel, adrenal gland, retina, testis

TRPC5 TRP5 Brain

TRPC6 TRP6 Smooth muscle, lung, brain

TRPC7 TRP7 Eye, heart, lung

TRPV Subfamily

TRPV1 VR1, OTRPC1 Trigeminal & dorsal root ganglia (DRG)

TRPV2 VRL-1, OTRPC2 DRG, spinal cord, brain, spleen, intestine

TRPV3 Keratinocytes

TRPV4 OTRPC4, VR-OAC, TRP12, VRL-2 Kidney, lung, spleen, testis, endothelium, liver, heart

TRPV5 ECaC1, CaT2 Kidney, duodenum, jejunum, placenta, pancreas

TRPV6 CaT1, EcaC2, CaT-L Small intestine, pancreas, placenta, prostate cancer

TRPM Subfamily

TRPM1 Melastatin Eye, melanocytes

TRPM2 TRPC7, LTRPC2 Brain

TRPM3 KIAA1616, LTRPC3 ?

TRPM4 TRPM4, LTRPC4 Prostate, colon, heart, kidney

TRPM5 MTR1, LTRPC5 Small intestine, liver, lung, taste buds

TRPM6 Chak2 Kidney, intestine

TRPM7 TRP-PLIK, Chak1, LTRPC7 ubiquitous

TRPM8 TRP-p8 Sensory ganglia, prostatic tumour
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����The activation of
cyclic nucleotide-gated cation channels is regulated or mod-
ulated by cyclic AMP or cyclic GMP. While the cyclic nucle-
otide-gated (CNG) channels obligatorily require the binding
of cyclic nucleotides in order to activate, hyperpolarization-

activated cyclic nucleotide-gated (HCN) channels are pri-
marily activated by membrane hyperpolarization and are
modulated in their activity by cyclic nucleotides (� Cyclic
nucleotide-regulated cation channels).
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����The Ca2+ release channels are
abundant in some regions of the sarcoplasmic or endoplas-
mic reticulum. Ryanodine receptors (which bind the plant
alkaloid ryanodine) consist of homotetramers that can be
opened by Ca2+ (Ca2+-induced Ca2+ release occurs in heart
muscle). In skeletal muscle, the ryanodine Ca2+ release
channel is gated by a conformational change of a voltage
sensor, the α1S subunit of voltage-dependent calcium chan-

nels. Inositol-1,4,5-triphosphate receptors have a general
structure similar to ryanodine receptors. They mediate the
release of intracellularly stored Ca2+ in response to the pro-
duction of Inositol-1,4,5-triphosphate (IP3). Calcium release
channels have a low selectivity for individual cations, but at
physiological conditions mainly allow the passage of Ca2+

ions (� Ryanodine receptor).
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Gene Symbol Previous name Alias Expression

Cyclic nucleotide-gated (CNG) channels

α-subunits

CNGA1 CNCG1 RCNC1, CNG1 rods, brain

CNGA2 CNCA1 CNG2, OCNC1 olfactory epithelium, brain

CNGA3 CNCG3, ACHM2 CCNC1, CNG3 cones, brain

CNGA4 CNCA2, CNGB2 OCNC2, CNG5 olfactory epithelium, brain

β-subunits

CNGB1 CNCG2, CNCG3L RCNC2, GARP, GAR1 rods, olfactory epithelium

CNGB3 retina (cones)

Hyperpolarization-activated cyclic nucleotide-gated (HCN) channels

HCN1 BCNG1 BCNG-1, HAC-2 heart, brain (hippocampus)

HCN2 BCNG2 BCNG-2, HAC-1 brain, heart

HCN3 brain

HCN4 heart (SA node), brain (tha-
lamus)
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Gene symbol Name Alias Expression

Ryanodine receptor

RYR1 RyR1 Type I, MHS1 skeletal muscle (high levels)

RYR2 RyR2 Type II cardiac muscle, brain

RYR3 RyR3 Type III ubiquitous (low levels)

Inositol-1,4,5-triphosphate receptors

ITPR1 IP3 receptor 1 Type I IP3 receptor CNS, ubiquitous

ITPR2 IP3 receptor 2 Type II IP3 receptor widely

ITPR3 IP3 receptor 3 Type III IP3 receptor Kidney, brain, 
gastrointest. tract, pancreas
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The aquaporins (AQPs) are a family of small integral mem-
brane proteins related to the major intrinsic protein (MIP, or
AQP0) of the lens. Whereas most AQPs function as water-se-
lective channels, a subgroup, AQP3, AQP7, AQP9, and AQP
10, is also permeable for neutral solutes such as glycerol and
urea. The membrane topology of AQPs is characterized by
intracellular N- and C-termini and two tandem repeats, each
formed from three transmembrane helices. Two highly con-
served loops (intracellular loop B and extracellular loop E,
each containing a signature motif asn-pro-ala) fold into the
bilayer and form the water pore. AQPs increase the water
permeability of biological membranes, thereby allowing
rapid transcellular movements of water. AQPs are constitu-
tively active. Most AQPs are inhibited by mercury. Mercury
sensitivity is conferred by a cysteine residue in the extracel-
lular pore-forming loop E. An exception is AQP4, which

lacks a corresponding cysteine residue. Other chemical
modulators of AQP activity are not known.

The prototypical AQP is AQP1. AQP1 forms tetramers
with each subunit containing its own water pore. Determi-
nation of its atomic structure revealed insight into the per-
meation of water molecules through the pore. With the
exception of AQP2, the biological function of most AQPs is
not well understood. AQP2, highly expressed in epithelial
(principal) cells of the renal collecting duct, is regulated by
vasopressin (syn.: antidiuretic hormone). Vasopressin-in-
duced insertion of AQP2 in the apical membrane of princi-
pal cells greatly facilitates the reabsorption of water from the
collecting duct. Mutations in the AQP2 gene are the cause of
autosomal forms of nephrogenic diabetes insipidus, a dis-
ease characterized by a major loss of water through the kid-
ney (� Vasopressin/Oxytocin).
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Gene Symbol Name Alias Expression

AQP1 Aquaporin 1 CHIP28, HGNC:2177 erythrocytes, kidney, lung

AQP2 Aquaporin 2 WCH-CD, Aquaporin-CD kidney (collecting duct), inner ear

AQP3 Aquaporin 3 kidney, lungs, eye, urinary bladder, skin, 
gastrointestinal tract

AQP4 Aquaporin 4 MIWC kidney, brain, retina, inner ear, skeletal muscle

AQP5 Aquaporin 5 salivary glands, lacrimal glands, sweat glands, eye, 
lung

AQP6 Aquaporin 6 AQP2L kidney

AQP7 Aquaporin 7 AQP7L, AQPap, AQP9 testis, adipose tissue

AQP8 Aquaporin8 pancreas , colon

AQP9 Aquaporin9 leukocytes, liver, lung, spleen

AQP10 Aquaporin10 small intestine
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Solute carriers comprise a huge family of membrane trans-
port proteins, which specifically bind a variety of ions and
molecules. The solute carrier then undergoes a conforma-
tional change, which results in the transport of the ion or
molecule across the membrane. Solute carriers are not di-
rectly coupled to an energy consuming process. If two or
more ions/molecules are transported in a coupled fashion in
one direction, the solute carrier is called cotransporter
(symporter). If ions/molecules are transported in opposite
directions, the solute carrier is called antiporter (exchang-
er). The tight coupling between the transport of two solutes
allows these carriers to use the energy that is stored in the
electrochemical gradient of one solute, typically an ion, to

transport the other solute. This way the free energy which is
released during the movement of an inorganic ion down its
electrochemical gradient is used as a driving force to pump
other solutes uphill, against their electrochemical gradient.
This principle is called “secondary active transport” in con-
trast to “primary active transport” carried out by transport
ATPases (see below). The latter is carried out by transport-
ers, which generate the required energy directly. The third
type of solute carrier transports certain molecules just
down a concentration gradient (uniporter). (� Glucose
transporters; � Neurotransmitter transporters; � Organic
cation transporters; � Vesicular transporters).
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Gene Name/Aliases Function

Na+/dicarboxylate cotransporters (excitatory amino acid transporters)

SLC1A1 EAAC1, EAAT3 neuronal/epithelial high affinity glutamate transporter
SLC1A2 GLT-1, EAAT2 glial high affinity glutamate transporter
SLC1A3 GLAST, EAAT1 glial high affinity glutamate transporter
SLC1A4 SATT, ASCT1 glutamate/neutral amino acid transporter
SLC1A5 AAAT, ASCT2 neutral amino acid transporter
SLC1A6 EAAT4 high affinity aspartate/glutamate transporter
SLC1A7 EAAT5 glutamate transporter

Facilitated glucose transporters (Uniporter)

SLC2A1 GLUT1, GLUT facilitated glucose transporter
SLC2A2 GLUT2 facilitated glucose transporter
SLC2A3 GLUT3 facilitated glucose transporter
SLC2A4 GLUT4 facilitated glucose transporter
SLC2A5 GLUT5 facilitated glucose/fructose transporter
SLC2A6 GLUT9, GLUT6 facilitated glucose transporter
SLC2A7 facilitated glucose transporter
SLC2A8 GLUTX1, GLUT8 facilitated glucose transporter
SLC2A9 Glut9, GLUTX facilitated glucose transporter
SLC2A10 GLUT10 facilitated glucose transporter
SLC2A11 GLUT11,GLUT10 facilitated glucose transporter
SLC2A12 GLUT12, GLUT8 facilitated glucose transporter
SLC2A13 HMIT H+/myo-inositol cotransporter
SLC2A4RG GEF SLC2A4 regulator

Heavy chains of heteromeric amino acid transporters (SLC7)

SLC3A1 rBAT, CSNU1 Heavy chain of SLC7A5,6,7,8,10,11 
SLC3A2 4F2hc, CD98 Heavy chain of SLC7A9

Anion antiporters, Na+/bicarbonate cotransporters

SLC4A1 AE1, RTA1A Cl-/HCO3
- antiporter

SLC4A2 AE2, HKB3 Cl-/HCO3
- antiporter

SLC4A3 AE3, SLC2C Cl-/HCO3
- antiporter

SLC4A4 NBC1, NBC2 Na+/HCO3
- cotransporter

SLC4A5 NBC4 Na+/HCO3
- cotransporter

SLC4A7 NBC3, SBC2 Na+/HCO3
- cotransporter

SLC4A8 NBC3 Na+-dependent anion exchanger
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SLC4A9 AE4 Na+/bicarbonate cotransporter ?
SLC4A10 Na+-dependent anion exchanger
SLC4A11 BTR1 Na+/bicarbonate transporter-like
SLC4A1AP kanadaptin kidney anion exchanger adaptor protein

Na+-coupled ions/sugars/nutrient transporters

SLC5A1 SGLT1 Na+/glucose cotransporter
SLC5A2 SGLT2 Na+/glucose cotransporter
SLC5A3 SMIT Na+/myo-inositol cotransporters
SLC5A4 SAAT1, SGLT3 low affinity Na+/glucose cotransporter
SLC5A5 NIS Na+/iodine cotransporter
SLC5A6 SMVT Na+/vitamin cotransporter
SLC5A7 hCHT, CHT1 Na+/choline cotransporter

Na+/Cl--dependent neurotransmitter transporters (NTS)
SLC6A1 GAT1 Na+,Cl-/GABA cotransporter
SLC6A2 NET1, NAT1 Na+,Cl-/noradrenalin cotransporter
SLC6A3 DAT1 Na+,Cl-/dopamine cotransporter
SLC6A4 SERT Na+,Cl-/serotonin cotransporter
SLC6A5 GLYT2 Na+,Cl-/glycin cotransporter
SLC6A6 TAUT Na+,Cl-/taurine cotransporter
SLC6A7 PROT Na+,Cl-/L-proline cotransporter
SLC6A8 CRTR, CT1 Na+,Cl-/creatine cotransporter
SLC6A9 Na+,Cl-/glycine cotransporter
SLC6A10 CT-2 Na+,Cl-/creatine cotransporter
SLC6A11 GAT3 Na+,Cl-/GABA cotransporter
SLC6A12 BGT-1 Na+,Cl-/betaine, GABA cotransporter
SLC6A13 GAT2 Na+,Cl-/GABA cotransporter
SLC6A14 Neurotransmitter transporter
SLC6A15 hv7-3 Neurotransmitter transporter
SLC6A16 Neurotransmitter transporter

Amino acid – polyamine – choline (APC) transporters

Cationic amino acid transporters
SLC7A1 CAT-1, REC1L cationic AA transporter, y+ system
SLC7A2 CAT-2 cationic AA transporter, y+ system
SLC7A3 CAT-3, ATRC3 cationic AA transporter, y+ system
SLC7A4 CAT-4 cationic AA transporter, y+ system

Heteromeric amino acid transporters
SLC7A5 LAT1, E16 heterom. AA transp., L system; + SLC3A2
SLC7A6 y+LAT-2, LAT3 heterom. AA transp., y+L system; + SLC3A2
SLC7A7 y+LAT-1 heterom. AA transp., y+L system; + SLC3A2
SLC7A8 LAT2, LPI-PC1 heterom. AA transp., y+ system; + SLC3A2
SLC7A9 heterom. AA transp., bo,+ system; + SLC3A1
SLC7A10 asc-1 heterom. AA transp., asc system; + SLC3A2
SLC7A11 xCT heterom. AA transp., xc system; + SLC3A2

Na+/Ca2+ antiporter
SLC8A1 NCX1 Na+/Ca2+ antiporter
SLC8A2 NCX2 Na+/Ca2+ antiporter
SLC8A3 NCX3 Na+/Ca2+ antiporter

Na+/H+ antiporter
SLC9A1 NHE1, APNH Na+/H+ antiporter
SLC9A2 NHE2 Na+/H+ antiporter
SLC9A3 NHE3 Na+/H+ antiporter
SLC9A4 NHE4 Na+/H+ antiporter
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SLC9A5 NHE5 Na+/H+ antiporter
SLC9A6 NHE6 Na+/H+ antiporter
SLC9A7 NHE7 Na+/H+ antiporter
SLC9A3R1 NHERF, EBP50 Na+/H+ antiporter, isoform 3 regulatory factor 1
SLC9A3R2 SIP-1, NHERF-2, Na+/H+ antiporter, isoform 3 regulatory factor 2

Na+/bile acid cotransporter
SLC10A1 NTCP Na+/bile acid cotransporter
SLC10A2 ASBT, ISBT Na+/bile acid cotransporter

H+-coupled divalent metal ion transporters
SLC11A1 LSH, NRAMP H+-coupled divalent metal ion transporters
SLC11A2 DCT1, DMT1 H+-coupled divalent metal ion transporters
SLC11A3 MTP1 H+-coupled divalent metal ion transporters

Cation/Cl- cotransporters
SLC12A1 NKCC2 Na+/K+/Cl- cotransporter
SLC12A2 NKCC1 Na+/K+/Cl- cotransporter
SLC12A3 NCC Na+/Cl- cotransporter
SLC12A4 KCC1 K+/Cl- cotransporter
SLC12A5 K+/Cl- cotransporter
SLC12A6 KCC3 K+/Cl- cotransporter
SLC12A7 KCC4 K+/Cl- cotransporter
SLC12A8 K+/Cl- cotransporter

Na+-dependent dicarboxylate/sulfate transporters
SLC13A1 NaSi-1 Na+/SO4

2- cotransporters
SLC13A2 NaDC-1 Na+/dicarboxylate cotransporter
SLC13A3 NADC3, SDCT2 Na+/ dicarboxylate cotransporter
SLC13A4 SUT-1 Na+/SO4

2- cotransporters

Urea transporters (Uniporter)
SLC14A1 JK urea transporter
SLC14A2 HUT2, UT2 urea transporter

H+/peptide transporters
SLC15A1 PEPT1 H+/peptide cotransporter
SLC15A2 PEPT2 H+/peptide cotransporter

H+/monocarboxylic acid (lactate/pyruvate etc.) cotransporters
SLC16A1 MCT1 H+/monocarboxylic acid cotransporter
SLC16A2 XPCT, MCT8 H+/monocarboxylic acid cotransporter
SLC16A3 MCT4 H+/monocarboxylic acid cotransporter
SLC16A4 MCT5 H+/monocarboxylic acid cotransporter
SLC16A5 MCT6 H+/monocarboxylic acid cotransporter
SLC16A6 MCT7 H+/monocarboxylic acid cotransporter
SLC16A7 MCT2 H+/monocarboxylic acid cotransporter
SLC16A8 MCT3 H+/monocarboxylic acid cotransporter
SLC16A10 TAT1 aromatic amino acid transporter

Anion/cation cotransporters
SLC17A1 NPT1, NAPI-1 Na+/PO4

2- cotransporters
SLC17A2 NPT3 Na+/PO4

2- cotransporters
SLC17A3 NPT4 Na+/PO4

2- cotransporters
SLC17A4 Na+/PO4

2- cotransporters
SLC17A5 AST anion/sugar transporter
SLC17A6 DNPI, VGLUT2 vesicular glutamate transporter
SLC17A7 BNPI, VGLUT1 vesicular glutamate transporter

Vesicular monoamine/acetylcholine transporters
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SLC18A1 VMAT1, VAT1 2H+/vesicular monoamine antiorter
SLC18A2 VMAT2 2H+/vesicular monoamine antiporter
SLC18A3 VAchT 2H+/vesicular acetylcholine antiporter

Folate/Thiamine transporter
SLC19A1 FOLT folate transporter
SLC19A2 THTR1 thiamine transporter
SLC19A3 THTR2 thiamine transporter

Na+/PO4
2--cotransporters

SLC20A1 PiT-1, Glvr-1 Na+/PO4
2- cotransporter

SLC20A2 PiT-2, Glvr-2 Na+/PO4
2- cotransporter

Organic anion transporter
SLC21A1 organic anion transporter
SLC21A2 PGT organic anion transporter
SLC21A3 OATP organic anion transporter
SLC21A4 OAT-K1, OAT-K2 organic anion transporter
SLC21A5 Oatp2 organic anion transporter
SLC21A6 OATP-C, LST-1 organic anion transporter
SLC21A7 Oatp3 organic anion transporter
SLC21A8 OATP8 organic anion transporter
SLC21A9 OATP-B organic anion transporter
SLC21A10 lst-1, Oatp4 organic anion transporter
SLC21A11 OATP-D organic anion transporter
SLC21A12 OATP-E organic anion transporter
SLC21A13 Oatp5 organic anion transporter
SLC21A14 OATP-F organic anion transporter

Organic cation/anion transporter
SLC22A1 OCT1 organic cation transporter
SLC22A2 OCT2 organic cation transporter
SLC22A3 OCT3, EMT extraneuronal monoamine transporter
SLC22A4 OCTN1 organic cation transporter
SLC22A5 OCTN2, SCD organic cation transporter
SLC22A6 OAT1, PAHT organic anion / dicarboxylate antiporter
SLC22A7 OAT2, NLT organic anion transporter
SLC22A8 OAT3 organic anion transporter
SLC22A9 OAT4 organic anion/cation transporter
SLC22A10 OAT5 organic anion/cation transporter
SLC22A11 OAT4 organic anion/cation transporter
SLC22A12 OAT4L URAT1 organic anion/cation transporter
SLC22A1L BWR1A, TSSC5 organic cation transporter
SLC22A1LS BWR1B organic cation transporter

Na+/ascorbic acid cotransporters
SLC23A1 YSPL2, SVCT2 Na+/ascorbic acid cotransporter
SLC23A2 YSPL3, SVCT1 Na+/ascorbic acid cotransporter

Na+/Ca2+, K+ antiporter
SLC24A1 NCKX1 Na+/Ca2+, K+ antiporter
SLC24A2 NCKX2 Na+/Ca2+, K+ antiporter
SLC24A3 NCKX3 Na+/Ca2+, K+ antiporter
SLC24A4 NCKX4 Na+/Ca2+, K+ antiporter

Mitochondrial transporter
SLC25A1 CTP citrate transporter
SLC25A3 PHC phosphate carrier
SLC25A4 T1, ANT1, PEO2 adenine nucleotide translocator
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SLC25A5 T2, ANT2 adenine nucleotide translocator
SLC25A6 ANT3 adenine nucleotide translocator
SLC25A10 DIC dicarboxylate transporter
SLC25A11 OGC oxoglutarate carrier
SLC25A12 Aralar mitochondrial carrier, Aralar
SLC25A13 CTLN2 citrin
SLC25A14 BMCP1 mitochondrial carrier, brain
SLC25A15 ORNT1, HHH ornithine transporter
SLC25A16 GDA, HGT.1,ML7 mitochondrial carrier; Graves disease autoantigen
SLC25A17 PMP34 mitochondrial carrier
SLC25A18 mitochondrial carrier
SLC25A19 DNC, MUP1 mitochondrial deoxynucleotide carrier
SLC25A20 CACT carnitine/acylcarnitine translocase
SLC25A21 ODC1 mitochondrial oxodicarboxylate carrier
SLC25A15P mitochondrial carrier; ornithine transporter
SLC25A20P CACTP carnitine/acylcarnitine translocase
SLC25A5L adenine nucleotide translocator

Anion transporters, anion antiporters
SLC26A1 SAT-1, EDM4 SO4

2-/anion antiporter
SLC26A2 DTD SO4

2- transporter
SLC26A3 DRA, CLD Cl-/HCO3

- antiporter
SLC26A4 DFNB4, PDS anion transporter
SLC26A6
SLC26A7 SUT2 Cl-, SO4

2-, oxalate transporter
SLC26A8 TAT1 Cl-, SO4

2-, oxalate transporter
SLC26A9 Cl-, SO4

2-, oxalate transporter
SLC26A10
SLC26A11

Fatty acid transporters
SLC27A1 FATP1 fatty acid transporter
SLC27A2 FATP2 fatty acid transporter
SLC27A3 FATP3 fatty acid transporter
SLC27A4 FATP4 fatty acid transporter
SLC27A5 FATP5 fatty acid transporter
SLC27A6 FATP6 fatty acid transporter

Na+/nucleoside cotransporters (concentrative)
SLC28A1 CNT1 Na+/nucleoside cotransporter (pyrim. + adenosine)
SLC28A2 CNT2, SPNT1 Na+/nucleoside cotransporter (purin + uridin)
SLC28A3 CNT3 Na+/nucleoside cotransporter 

Nucleoside transporter (equilibrative)
SLC29A1 ENT1 nucleoside uniporter (purins, pyrimidines)
SLC29A2 ENT2, DER12 nucleoside uniporter (purins, pyrimidines)

Zinc transporter
SLC30A1 ZnT1 zinc transporter
SLC30A2 ZnT2 zinc transporter
SLC30A3 ZnT3 zinc transporter
SLC30A4 ZnT4 zinc transporter

Copper transporter
SLC31A1 COPT1, CTR1 copper transporter
SLC31A2 COPT2, CTR2 copper transporter
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Vesicular H+/GABA,glycin antiporter
SLC32A1 VGAT vesicular H+/GABA, glycin antiporter 

Na+/PO4
2- cotransporter

SLC34A1 NPT2, NAPI-3 Na+/PO4
2- cotransporter

SLC34A2 NAPI-3B Na+/PO4
2- cotransporter

Nucleotide sugar transporters
SLC35A1 CMPST, hCST CMP-sialic acid transporter
SLC35A2 UGAT, UGT UDP-galactose transporter
SLC35A3 UDP-N-acetylglucosamine transporter

Glycerol-3-phosphate transporter
SLC37A1 glycerol-3-phosphate transporter

Na+/neutral amino acid cotransporter
SLC38A1 ATA1, NAT2, SAT1 Na+/neutral amino acid cotransporter
SLC38A2 SAT2, ATA2 Na+/neutral amino acid cotransporter
SLC38A3 G17, SN1 Na+/neutral amino acid cotransporter
SLC38A4 PAAT, NAT3, ATA3 Na+/neutral amino acid cotransporter
SLC38A5 SN2, JM24 Na+/neutral amino acid cotransporter

Zinc transporter
SLC39A1 ZIP1 zinc transporter
SLC39A2 ZIP2 zinc transporter
SLC39A3 ZIP3 zinc transporter
SLC39A4 ZIP4 zinc transporter
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Transport ATPases are primarily active transporters that
use the energy of ATP hydrolysis to move ions or small mol-
ecules across the membrane against a chemical concentra-
tion gradient or electrical potential. There are two major
groups of active transport ATPases. Those which actively
transport ions (P-ATPases, V-ATPases, F-ATPases) and
those of the superfamily of ATP-binding cassette (ABC)
transporters, which couple the hydrolysis of ATP with the
transport of a huge variety of small molecules as well as ions.
Many P-class ion pumps (P-ATPases) are tetramers, com-
posed of two α and two β subunits. The α subunit contains
an ATP-binding site. During the transport process, at least
one of the α subunits is phosphorylated (P) and the trans-
ported ions are thought to move through the phosphorylat-
ed subunit. The smaller β subunit may have regulatory
functions. F-class and V-class ion pumps (F-ATPases and V-
ATPases) have much more complicated structures than P-
class pumps. They contain at least three kinds of transmem-
brane proteins and five kinds of extrinsic polypeptides that
form the cytosolic domain. V-class pumps are mainly found
in lysosomes and other acidic vesicles, whereas F-class

pumps are found in mitochondria. Both transport protons
(H+) in a process that does not involve a phosphoprotein in-
termediate. While V-class pumps use the energy derived
from ATP hydrolysis to pump protons into vesicles, F-class
pumps power the synthesis of ATP from ADP and Pi by mov-
ing protons from the exoplasmic to the cytosolic of the
membrane down the proton electrochemical gradient. F-
class pumps are important in ATP synthesis in mitochon-
dria. The class of ATP-binding cassette (ABC) transporters
is much larger and more diverse than the ion pumps. Each
ABC transporter is specific for a single substrate or a group
of related substances including ions and many small mole-
cules. ABC transporters share a common organization of
four “core” domains: two transmembrane domains, form-
ing the passageway used by transported molecules, and two
cytosolic ATP-binding domains. These four “core” domains
can either be present on four separate proteins or the “core”
domains are fused into one or two multidomain proteins. In
all ATP-powered pumps, the hydrolysis of ATP is tightly cou-
pled to the transport process. (� Multidrug transporter).
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ATP1A1 NaKα1 Na+/K+ transporting ATPase, α1 polypeptide 

ATP1A2 NaKα2 Na+/K+ transporting ATPase, α2 (+) polypeptide 

ATP1A3 NaKα3 Na+/K+ transporting ATPase, α3 polypeptide 

ATP1A4 NaKα4 Na+/K+ transporting ATPase, α4 polypeptide 

ATP1B1 Na+/K+ transporting ATPase, β1 polypeptide 

ATP1B2 Na+/K+ transporting ATPase, β2 polypeptide 

ATP1B3 Na+/K+ transporting ATPase, β3 polypeptide 

ATP1B4 Na+/K+ transporting ATPase, β4 polypeptide 

ATP1BL1 Na+/K+ transporting ATPase, β polypeptide-like 1 

ATP2A1 SERCA1 Ca2+ transporting ATPase, cardiac muscle, fast twitch 1 

ATP2A2 SERCA2 Ca2+ transporting ATPase, cardiac muscle, slow twitch 2 

ATP2A3 SERCA3 Ca2+ transporting ATPase, ubiquitous 

ATP2B1 PMCA1 Ca2+ transporting ATPase, plasma membrane 1

ATP2B2 PMCA2 Ca2+ transporting ATPase, plasma membrane 2

ATP2B3 PMCA3 Ca2+ transporting ATPase, plasma membrane 3

ATP2B4 PMCA4 Ca2+ transporting ATPase, plasma membrane 4

ATP2C1 PMR1 Ca2+ transporting ATPase, type 2C, member 1

ATP3 Mg2+ transporting ATPase

ATP4A ATP6A H+/K+ exchanging ATPase, α polypeptide 

ATP4B ATP6B H+/K+ exchanging ATPase, β polypeptide 

ATP7A MNK Cu2+ transporting ATPase, α polypeptide (Menkes syndrome) 

ATP7B WND Cu2+ transporting ATPase, β polypeptide (Wilson disease) 

ATP8A1 ATPIA, APLT ATPase, aminophospholipid transporter, Class I, 8A/1 
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ATP8A2 ATPIB, ML-1 ATPase, aminophospholipid transporter-like, Class I, 8A/2 

ATP8B1 ATPIC, PFIC ATPase, Class I, type 8B, member 1 

ATP8B2 ATPID ATPase, Class I, type 8B, member 2 

ATP8B3 ATPIK ATPase, Class I, type 8B, member 3 

ATP8B4 ATPIM ATPase, Class I, type 8B, member 4 

ATP8B5 ATPIN ATPase, Class I, type 8B, member 5 

ATP9A ATPIIA ATPase, Class II, type 9A 

ATP9B ATPIIB ATPase, Class II, type 9B 

ATP10A ATPVA ATPase, Class V, type 10A 

ATP10B ATPVB ATPase, Class V, type 10B 

ATP10C ATPVC ATPase, Class V, type 10C 

ATP10D ATPVD ATPase, Class V, type 10D 

ATP11A ATPIH, ATPIS ATPase, Class VI, type 11A 

ATP11B ATPIF, ATPIR ATPase, Class VI, type 11B 

ATP11C ATPIG, ATPIQ ATPase, Class VI, type 11C 

ATP12A ATP1AL1 H+/K+ transporting ATPase, nongastric, α polypeptide 
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ATP6IP1 ORF, XAP-3 H+ transporting ATPase, lysosomal interacting protein 1 

ATP6IP2 APT6M8-9 H+ transporting ATPase, lysosomal interacting protein 2 

ATP6V0A1 a1, vph1 H+ transporting ATPase, lysosomal V0 subunit a isoform 1 

ATP6V0A2 TJ6, ATP6a2 H+ transporting ATPase, lysosomal V0 subunit a isoform 2 

ATP6V0A4 VPP2 H+ transporting ATPase, lysosomal V0 subunit a isoform 4 

ATP6V0B VMA16 H+ transporting ATPase, lysosomal 21kD, V0 subunit c’’ 

ATP6V0C VATL, Vma3 H+ transporting ATPase, lysosomal 16kD, V0 subunit c 

ATP6V0D1 VATX H+ transporting ATPase, lysosomal 38kD, V0 subunit d 1 

ATP6V0D2 H+ transporting ATPase, lysosomal 38kD, V0 subunit d 2 

ATP6V0E Vma21p H+ transporting ATPase, lysosomal 9kD V0 subunit e 

ATP6V1A1 Vma1 H+ transporting ATPase, lysosomal 70kD, V1 subunit A 1 

ATP6V1B1 VATB, Vma2 H+ transporting ATPase, lysosomal 56/58kD, V1 subunit B1

ATP6V1B2 VATB, Vma2 H+ transporting ATPase, lysosomal 56/58kD, V1 subunit B2 

ATP6V1C1 VATC, Vma5 H+ transporting ATPase, lysosomal 42kD, V1 subunit C1 

ATP6V1C2 H+ transporting ATPase, lysosomal 42kD, V1 subunit C2 

ATP6V1D VATD, VMA8 H+ transporting ATPase, lysosomal 34kD, V1 subunit D 

ATP6V1E1 P31, Vma4 H+ transporting ATPase, lysosomal 31kD, V1 subunit E1 

ATP6V1E2 MGC9341 H+ transporting ATPase, lysosomal 31kD, V1 subunit E-like 2 

ATP6V1El1 H+ transporting ATPase, lysosomal 31kD, V1 subunit E-like 1 

ATP6V1F VATF, Vma7 H+ transporting ATPase, lysosomal 14kD, V1 subunit F 

ATP6V1G1 Vma10 H+ transporting ATPase, lysosomal 13kD, V1 subunit G1 

ATP6V1G2 Vma10 H+ transporting ATPase, lysosomal 13kD, V1 subunit G2 

ATP6V1G3 Vma10 H+ transporting ATPase, lysosomal 13kD, V1 subunit G3 

ATP6V1H SFD, VMA13 H+ transporting ATPase, lysosomal 50/57kD V1 subunit H 
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ATP5A1 hATP1 H+ transp. ATP synthase, mitochondr. F1 complex, α 1 (cardiac)

ATP5A2 H+ transp. ATP synthase, mitochondr. F1 complex, α 2, (non-cardiac) 

ATP5AL1 H+ transp. ATP synthase, mitochondr. F1 complex, α1 cardiac-like 1 

ATP5AL2 H+ transp. ATP synth., mitochondr. F1 complex, α 2, non-cardiac-like 2 

ATP5B ATPSB H+ transp. ATP synthase, mitochondr. F1 complex, β polypeptide 

ATP5BL1 ATPSBL1 H+ transp. ATP synthase, mitochondr. F1 complex, β polypeptide -like 1 

ATP5BL2 ATPSBL2 H+ transp. ATP synthase, mitochondr. F1 complex, β polypeptide -like 2 

ATP5C1 ATP5CL1 H+ transp. ATP synthase, mitochondr. F1 complex, γ polypeptide 1 

ATP5C2 ATP5CL2 H+ transp. ATP synthase, mitochondr. F1 complex, γ polypeptide 2 

ATP5D H+ transp. ATP synthase, mitochondr. F1 complex, δ subunit 

ATP5E H+ transp. ATP synthase, mitochondr. F1 complex, ε subunit 

ATP5F1 H+ transp. ATP synthase, mitochondr. F0 complex, subunit b, isoform 1 

ATP5G1 ATP5G H+ transp. ATP synthase, mitochondr. F0 complex, subunit c, isoform 1 

ATP5G2 H+ transp. ATP synthase, mitochondr. F0 complex, subunit c, isoform 2 

ATP5G3 H+ transp. ATP synthase, mitochondr. F0 complex, subunit c, isoform 3 

ATP5H ATPQ, ATP5JD H+ transp. ATP synthase, mitochondr. F0 complex, subunit d 

ATP5I H+ transp. ATP synthase, mitochondr. F0 complex, subunit e 

ATP5J H+ transp. ATP synthase, mitochondr. F0 complex, subunit F6 

ATP5J2 F1Fo-ATPase H+ transp. ATP synthase, mitochondr. F0 complex, subunit f, isoform 2 

ATP5L ATP5JG H+ transp. ATP synthase, mitochondr. F0 complex, subunit g 

ATP5O OSCP, ATPO H+ transp. ATP synthase, mitochondr. F1 complex, O subunit  
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ABCA1 ABC1 cholesterol efflux onto HDL

ABCA2 ABC2 drug resistance

ABCA3 ABCC

ABCA4 ABCR rod photoreceptor retinoid transport

ABCA5 

ABCA6 

ABCA7 

ABCA8 

ABCA9 

ABCA10 

ABCA12 

ABCA13 

ABCB1 PYG1, MDR multidrug resistance

ABCB2 TAP1 peptide transport

ABCB3 TAP2 peptide transport

ABCB4 PGY3 Phosphatidylcholine (PC) transport

ABCB5 

ABCB6 MTABC3 iron transport
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ABCB7 ABC7 Fe/S cluster transport

ABCB8 MTABC1

ABCB9 

ABCB10 MTABC2

ABCB11 SPGP bile salt transport

ABCC1 MRP1 drug resistance, LTC4 transport

ABCC2 MRP2 organic anion efflux

ABCC3 MRP3 drug resistance, organic anion transport

ABCC4 MRP4 nucleoside transport, cyclic nucleotide transport

ABCC5 MRP5 nucleoside transport, cyclic nucleotide transport

ABCC6 MRP6

ABCC7 CFTR chloride ion channel

ABCC8 SUR sulfonylurea receptor

ABCC9 SUR2

ABCC10 MRP7

ABCC11 

ABCC12 

ABCD1 ALD very long chain fatty acid transport regulation

ABCD2 ALDL1

ABCD3 PXMP1

ABCD4 PMP69

ABCE1 OABP oligoadenylate binding protein

ABCF1 ABC50

ABCF2 

ABCF3 

ABCG1 White cholesterol transport?

ABCG2 ABCP toxin efflux, drug resistance

ABCG4 White2

ABCG5 White3 sterol transport

ABCG8 sterol transport
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Adhesion molecules are transmembrane proteins. Through
their extracellular part they mediate the interaction of one
cell with another or with extracellular components such as
the extracellular matrix. On the basis of structural and func-
tional similarities, most adhesion molecules can be grouped
into families such as cadherins, integrins, selectins, the im-
munoglobulin superfamily or the syndecans. While some

adhesion molecules are passive in their adhesive function,
the adhesiveness of other adhesive molecules can be regu-
lated. Some adhesive proteins are very similar to receptors;
they not only bind other molecules with high selectivity and
affinity, but they are also able to transduce the binding into
an intracellular signal.
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Cadherins are characterized by the presence of four to seven
cadherin repeats of about 110 amino acids that are present in
the extracellular part of the protein. Cadherins mediate
Ca2+-dependent homophilic adhesion. The specificity of
this homophilic interaction is generated by sequence differ-
ences at the adhesive face of the N-terminal cadherin do-
main. Cadherins have to dimerize in order to bind cadherins
in a Ca2+-dependent manner on different cells. Cadherins
are divided into two subfamilies, the classic cadherins and
the protocadherins. Classic cadherins are subdivided into

four subfamilies, the type I classic cadherins, the type II
classic cadherins, the desmosomal cadherins and the so-
called “other classic cadherins”. The protocadherins repre-
sent a recently discovered subfamily and contain more than
five extracellular cadherin domains. The protocadherin
subfamily consists of far more than 50 protocadherins and is
less well studied, but may also mediate Ca2+-dependent
homophilic adhesion. 

� Cadherins
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Classic Cadherins Symbol Distribution

type I

E-Cadherin CDH1 Non-neural epithelial cells during development
N-Cadherin CDH2 Adult neural tissue, cardiac and skeletal muscle, lens, endothelial cells in the 

embryo
P-Cadherin CDH3 Placenta, epidermis and mammary gland
R-Cadherin CDH4 Developing epithelia in the kidney, lung, thymus, early optic nerve glia

type II
VE-Cadherin CDH5 Endothelium, intercellular junctions 
K-Cadherin CDH6 Kidney, brain, cerebellum
Cadherin-7 CDH7
Cadherin-8 CDH8 Brainstem, cerebellum, thymocytes
T1-Cadherin CDH9
T2-Cadherin CDH10
OB-Cadherin CDH11 Bone
Br-Cadherin CDH12 Central nervous system
Cadherin-14 CDH14 Central nervous system
M-Cadherin CDH15 Myoblasts, regenerating skeletal muscle myoblasts
Ey-Cadherin CDH18
Cadherin-19 CDH19
Cadherin-20 CDH20

other
H-Cadherin CDH13 Heart and breast epithelium, vascular smooth muscle cells
Ksp-Cadherin CDH16 Kidney
LI-Cadherin CDH17 Liver and intestine

desmosomal
Desmocollin 1 DSC1 Epidermis
Desmocollin 2 DSC2 Epithelia, lymph nodes, heart
Desmocollin 3 DSC3 Keratinocytes
Desmoglein 1 DSG1 Keratinizing epodermis
Desmoglein 2 DSG2 Simple and stratified epithelia
Desmoglein 3 DSG3 Epidermis, tongue, tonsil, oesophagus
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Protocadherins Symbol Alias

protocadherin 1 (cadherin-like 1) PCDH1 PC42

BH-protocadherin (brain-heart) PCDH7 BH-PCDH

protocadherin 8 PCDH8 PAPC, ARCADLIN

protocadherin 9 PCDH9

protocadherin 10 PCDH10 OL-PCDH, KIAA1400

protocadherin 11 PCDH11

protocadherin 12 PCDH12 LOC51294, VE-Cadherin-2

protocadherin 14 PCDH14

protocadherin 15 PCDH15

protocadherin 16 PCDH16 FIB1

protocadherin 17 PCDH17 PCDH68, PCH68

protocadherin 18 PCDH18 KIAA1562, PCDH68-like

protocadherin 19 PCDH19

protocadherin 20 PCDH20 PCDH13 

protocadherin α locus PCDHA@ CNRS1

protocadherin β locus PCDHB@ PCDH3

protocadherin γ locus PCDHG@ PCDH2, PCDH4

protocadherin α 1 PCDHA1

protocadherin α 2 PCDHA2

protocadherin α 3 PCDHA3

protocadherin α 4 PCDHA4 Crnr1, Cnr1

protocadherin α 5 PCDHA5 Crnr6, Cnr6, CNRS6

protocadherin α 6 PCDHA6 Crnr2, Cnr2, CNRS2

protocadherin α 7 PCDHA7 Crnr4, Cnr4, CNRS4

protocadherin α 8 PCDHA8

protocadherin α 9 PCDHA9

protocadherin α 10 PCDHA10 Crnr8, Cnr8, CNRS8

protocadherin α 11 PCDHA11 Crnr7, Cnr7, CNRS7

protocadherin α 12 PCDHA12

protocadherin α 13 PCDHA13 Crnr5, Cnr5, CNRS5

protocadherin α subfamily C1 PCDHAC1

protocadherin α subfamily C2 PCDHAC2

protocadherin α constant PCDHACT PCDHAC

protocadherin β 1 PCDHB1

protocadherin β 2 PCDHB2

protocadherin β 3 PCDHB3

protocadherin β 4 PCDHB4

protocadherin β 5 PCDHB5

protocadherin β 6 PCDHB6

protocadherin β 7 PCDHB7

protocadherin β 8 PCDHB8

protocadherin β 9 PCDHB9

protocadherin β 10 PCDHB10

protocadherin β 11 PCDHB11

protocadherin β 12 PCDHB12
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protocadherin β 13 PCDHB13

protocadherin β 14 PCDHB14

protocadherin β 15 PCDHB15

protocadherin γ subfamily A, 1 PCDHGA1

protocadherin γ subfamily A, 2 PCDHGA2

protocadherin γ subfamily A, 3 PCDHGA3

protocadherin γ subfamily A, 4 PCDHGA4

protocadherin γ subfamily A, 5 PCDHGA5

protocadherin γ subfamily A, 6 PCDHGA6

protocadherin γ subfamily A, 7 PCDHGA7

protocadherin γ subfamily A, 8 PCDHGA8

protocadherin γ subfamily A, 9 PCDHGA9

protocadherin γ subfamily A, 10 PCDHGA10

protocadherin γ subfamily A, 11 PCDHGA11

protocadherin γ subfamily A,12 PCDHGA12 KIAA0588

protocadherin γ subfamily B, 1 PCDHGB1

protocadherin γ subfamily B, 2 PCDHGB2

protocadherin γ subfamily B, 3 PCDHGB3

protocadherin γ subfamily B, 4 PCDHGB4

protocadherin γ subfamily B, 5 PCDHGB5

protocadherin γ subfamily B, 6 PCDHGB6

protocadherin γ subfamily B, 7 PCDHGB7

protocadherin γ subfamily C, 3 PCDHGC3 PCDH2, PC-43

protocadherin γ subfamily C, 4 PCDHGC4

protocadherin γ subfamily C, 5 PCDHGC5

protocadherin γ constant PCDHGCT PCDHGC

��������������	�������
���

Protocadherins Symbol Alias
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Integrins consist of an α and β subunit that form a dimer.
They mediate the interaction of cells with the extracellular
matrix or with proteins on other cells. Both, the α and the β
subunit take part in ligand binding. Integrin function is
modulated by signals from within the cell. Signals are deliv-
ered via other receptor systems (“inside-out signalling”)

and are mediated through complex cytoskeletal interactions
with the cytoplasmic tails of the integrin subunits. Binding
of a ligand to an integrin can result in an intracellular signal
(“outside-in signalling”). 

� Integrins

���������

Integrin Ligand Distribution

α1β1 Collagen, Laminin Widespread, embryogenesis, smooth muscle cells 
and liver, haemopoietic cells

α2β1 Echovirus 1, Fibronectin, Collagen types I-IV, Lam-
inin

Stimulated T cells, fibroblasts, endothelium, 
peripheral nerves, platelets

α3β1 Epiligrin, Fibronectin, Invasin, Thrombospondin Monocytes, B and T cells, kidney, thyroid, most 
non-lymphoid adherent cell lines

α4β1 Fibronectin, Invasin, VCAM-1, Thrombospondin Leukocytes, haemopoietic precursors, muscle

α4β7 Fibronectin, MAdCAM-1, VCAM-1 Mucosal lymphocytes, NK cells, eosinophils

α5β1 Fibronectin, Fibrinogen, Invasin, Denatured collagen Widespread in embryonic and adult tissues

α6β1 Invasin, Laminin, Sperm fertilin Epithelia, haemopoietic tissues

α6β4 Laminin Stratified epithelia, Schwann cells and some 
endothelia

α7β1 Laminin types 1,2,4 Expression during myogenesis, developing nervous 
system

α8β1 Cytotactin/tenascin-C, Fibronectin, Osteopontin Smooth muscle, kidney

α9β1 Cytotactin/tenascin-C Epithelia, muscle, liver

α10β1 Collagen type II Chondrocytes, skeletal muscle, heart

αEβ7 E-cadherin Intraepithelial lymphocytes, subpopulation of T cells 
in the lamina propria

αLβ2 ICAM-1, ICAM-2,3,4,5 Lymphocytes, monocyte lineage cells and other 
leucocytes, during T cell activation

αMβ2 Candida albicans, Factor X, Fibrinogen, Complement 
fragment iC3b, ICAM-1, Neutrophil inhibitory factor

Neutrophils, monocytes, eosinophils and basophils, 
NK cells

αDβ2 ICAM-3, VCAM-1 Peripheral leucocytes, tissue macrophages

αxβ2 Fibrinogen, Complement fragment iC3b Tissue macrophages and monocytes

αvβ1 Fibronectin, Vitronectin

αvβ3 Adenovirus penton base protein, Bone sialoprotein, 
Denatured collagen, Cytotactin/tenascin-C, 
Disintegrins, Fibronectin, Fibrinogen, HIV Tat 
protein, Laminin, Matrix metalloproteinase-2, 
Osteopontin, Prothrombin, Thrombospondin, 
Vitronectin, von Willebrand factor

Endothelium, smooth muscle, some activated 
macrophages and T cells, platelets

αvβ5 Adenovirus penton base protein, Bone sialoprotein, 
Fibronectin, HIV Tat protein, Vitronectin

More widely than αvβ3, regulated in angiogenesis

αvβ6 Cytotactin/tenascin-C, Fibronectin Epithelial cells

αvβ8 Fibronectin Placenta, kidney, brain, ovary, uterus, synapses, glia

αIIbβ3 Fibrinogen, Plasminogen, Prothrombin, 
Collagens,Borrelia burgdorferi, Denatured collagen, 
Decorsin, Disintegrins, Fibronectin, 
Thrombospondin, Vitronectin, von Willebrand factor

Platelets, megacaryocytes
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The three known selectins are structurally and functionally
related. They are transmembrane proteins with an N-termi-
nal C-type actin domain, followed by an EGF repeat and a

variable number of complement control protein (CCP) do-
mains. Selectins bind carbohydrates that are present on var-
ious glycoproteins.


�������	

Syndecans are transmembrane proteins which are modified
by the addition of heparan sulphate glycosaminoglycan
(GAG) chains and other sugars. Syndecans bind a wide va-

riety of different ligands via their heparan sulphate chains.
Binding specificities may vary depending on the cell-type
specific modifications of the heparan sulphate chains.


��������������	����������

The immunoglobulin superfamily represents a very large
group of transmembrane proteins. They are characterized
by the presence of one or more extracellular immunoglobu-
lin domains of approximately 100 amino acids each. This
structural motif is very widely used in transmembrane pro-

teins. It is estimated that up to 1/3 of all transmembrane pro-
teins belong to this superfamily. However, not all of them
function as adhesion molecules. Examples of immunoglob-
ulin superfamily proteins that do function as adhesion mol-
ecules are listed below.

���������

Selectin Ligands Distribution

E-Selectin ESL-1, PSGL-1, leukocyte L-selectin Activated endothelial cells
L-Selectin CD34, GlyCAM-1, MAdCAM-1, PSGL-1 Leucocytes
P-Selectin PSGL-1, CD24 Megakaryocytes, activated platelets, 

activated endothelial cells

���������

Syndecan Ligands Distribution

Syndecan-1 Growth factors, extracellular matrix components 
(fibronectin, laminin, collagens), other adhesion 
receptors (L-selectin, NCAM, CD31) and 
enzymes

Epithelial cells, vascular smooth muscle cells, 
endothelium, neural cells, pre-B cells, immature 
B cells and plasma cells

Syndecan-2 Growth factors, extracellular matrix components 
(fibronectin, laminin, collagens), other adhesion 
receptors (L-selectin, NCAM, CD31) and 
enzymes

Fibroblasts during development, primary human 
monocytes, in response to differentiation/
activation

Syndecan-3 Growth factors, extracellular matrix components 
(fibronectin, laminin, collagens), other receptors 
(L-selectin, NCAM, CD31) and enzymes

Neuronal cells, during development

Syndecan-4 Include growth factors, extracellular matrix 
components (fibronectin, laminin, collagens), 
other receptors (L-selectin, NCAM, CD31) and 
enzymes

Many epithelial and fibroblastic cells, localized to 
focal adhesion

�
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Member Ligand Distribution

ALCAM CD6, homophilic adhesion, NgCAM Neurons, epithelial cells, fibroblasts, activated 
T cells, activated monocytes

CD22 Sialoglycoconjugate NeuAcα2-6Galβ1-
4GlcNAc present on N-linked carbohydrates

Mature peripheral B cells



1068 Adhesion molecules

CD31 
(PECAM-1)

Homophilic adhesion, integrin αvβ3, 
glycosaminoglycans

Endothelial cells, platelets, monocytes, 
granulocytes and other leucocytes

CD33 Sialoglycoconjugate NeuAcα2-3Galβ1-
3(4)GlcNAc and NeuAcα2-3Galβ1-3GlcNAc 
on glycoproteins

Myelomonocytic precursors

CD96 Not known Up-regulated following T cells activation, 
expressed by most T cell lines

CD147 Interstitial collagenase (MMP-1) Widely expressed in embryonic and 
adult tissues

CEACAM family Mediates homophilic cell-cell adhesion, 
E-selectin

Granulocytes, epithelial cells

Contactin-1 CASPR Adult brain

ICAM-1 Integrins αLβ2, αMβ2 and αXβ2, 
rhinoviruses,Plasmodium falciparum-
infected erythrocytes

Wide range of both haematopoietic and non-
haematopoietic cells

ICAM-2 Integrins αLβ2 and αMβ2 Subpopulation of lymphocytes, monocytes, 
splenic sinusoids, dendritic cells, platelets, 
stromal cells and at high levels on vascular 
endothelium

ICAM-3 Integrins αLβ2 and αDβ2, DC-SIGN Leucocytes, epidermal Langerhans cells

ICAM-4 Integrins αLβ2, αMβ2 and αXβ2 Erythrocytes, subsets of both B and T cells

ICAM-5 Integrins αLβ2 Brain

JAM Presumed to be homotypic Endothelial and epithelial cells, mesothelial 
cells, megacaryocytes

L1 Homophilic binding, integrins αVβ3 and α5β1 Adult and embryonic nervous system, 10-20% 
of peripheral blood lymphocytes

MAdCAM-1 Integrin α4β7, L-selectin High endothelial venules of Peyer’s patches 
and mesenteric lymph nodes, vascular 
endothelium

MAG Sialoglycoconjugate NeuAcα2-3Galβ1-
3GlcNAc onN- and O- linked oligosaccharides 
and gangliosides, CD22, CD33, collagens I-VI

Oligodendrocytes, Schwann cells

MUC18 None identified Endothelial, smooth muscle, trophoblast, 
subpopulation of activated T cells

NCAM Homophilic binding, chondroitin sulphate 
proteoglycans

Adult neural tissue and muscle, NK cells

P(0) Homophilic interaction, Schwann cells

Sialoadhesin Sialoglycoconjugate NeuAcα2-3Galβ1-
3(4)GlcNAc and NeuAcα2-3Galβ1-3GlcNAc 
on glycoproteins and glycolipids

Subsets of macrophages in bone marrow and 
secondary lymphoid organs

TAG-1 L1 family members Neural tissue

VCAM-1 Integrins α4β1 and α4β7, integrin αDβ2 Activated endothelial cells, tissue 
macrophages, dendritic cells, bone marrow 
fibroblasts, myoblasts

�
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Member Ligand Distribution
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Protein kinases catalyse the transfer of the terminal (γ)
phosphoryl group of ATP to a hydroxyl residue on an amino
acid side-chain. Phosphorylation of proteins by protein ki-
nases represents the most prevalent reversible modification
which regulates the activities of many enzymes, ion chan-
nels and other proteins. Reversible protein phosphorylation
is involved in basically all cellular processes including signal
transduction, metabolism, transcription, cell cycle progres-
sion, cell movement, apoptosis or cell differentiation. There
are two principal classes of protein kinases: Those that
transfer phosphoryl groups to specific serine and threonine
residues (Serine/Threonine Kinases) on those that transfer
them to specific tyrosine residues (Tyrosine Kinases). Pro-
tein phosphorylation occurs inside of cells where the sub-
strate ATP is present in abundance. The effects of protein

kinases are reversed by protein phosphatases which remove
phosphoryl groups from proteins by catalysing the hydroly-
sis of the phosphate bond.

Protein kinases represent one of the largest families of
genes in eukaryotes. The protein kinase complement of the
human genome has recenty been catalogued [Manning et
al., Science 298, 1912 (2002)]. The following list of protein ki-
nases is based on the classification used by Manning et al.
for the description of the human “kinome”.

� JAK-STAT-pathway
� MAP Kinase Cascades
� Neurotrophic Factors
� Transmembrane Siganlling
� Tyrosine Kinases

�����������	����
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Family Subfamily Name

PKA 
(Protein kinase A) PKA-Cα
 PKA-Cβ
 PKA-Cγ
 PRKX
 PRKY

AKT/ PKB 
(Protein kinase B) AKT1 (PKB α)

AKT2 (PKB β)

AKT3 (PKB γ)

PKC 
(Protein kinase C) α PKCα
 α PKCβ
 α PKCγ
 δ PKCδ
 δ PKCθ
 η PKCη
 η PKCε
 ι PKCι
 ι PKCζ
PKG 
(cGMP-dependent protein kinase) PKG1 (cGK-I)

PKG2 (cGK-II)

PKN 
(Protein kinase N) PKN1
 PKN2
 PKN3

DMPK 
(Dystrophia myotonica protein kinase) GEK (Genghis Khan) DMPK1

GEK DMPK2
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GEK MRCKβ (myotonic 
dystrophy kinase-related 
Cdc42-binding kinase)

GEK MRCKα
ROCK (Rho-kinase) ROCK2
ROCK ROCK1
ROCK CRIK (Citron)

GRK 
(G-protein coupled receptor kinase) βARK (β-adrenoceptor kinase) βARK1 (GRK2)

βARK2 (GRK3)

GRK RHOK (Rhodopsin kinase; 
GRK1)

GRK GRK4
GRK GRK5
GRK GRK6
GRK GRK7

MAST 
(Microtubuli-associated serine/threonine 
Kinase) 

MAST3

MAST2

MAST1

 MASTL
 MAST4

PDK1 
(Phosphoinositide-dependent kinase 1) PDK1
NDR NDR1
 LATS1
 LATS2
 NDR2

RSK 
(ribosomal protein S6 kinase) MSK (mitogen and stress-activated kinase) MSK1

MSK2

p70 p70S6K
p70 p70S6Kb
RSK RSK1
RSK RSK2
RSK RSK3
RSK RSK4

SgK494

RSKL RSKL2
RSKL1

SGK 
(serum/glucocorticoid regulated kinases) SGK

SGK2

SGK3

YANK YANK1
YANK2
YANK3

�
��
����������
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�
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Family Subfamily Name
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Family Subfamily Name

CaMK I CaMK Iγ
CaMK Iα
CaMK IV
CaMK Iδ
CaMK Iβ

CaMK II CaMK IIα
CaMK IIβ
CaMK IIγ
CaMK IIδ

CaMKL AMPK (AMP-activated kinase) AMPKα1
AMPK (AMP-activated kinase) AMPKα2
BRSK BRSK2
BRSK BRSK1
CHK1 CHK1
HUNK HUNK
LKB LKB1
MARK MARK3
MARK MARK2
MARK MARK1
MARK MARK4
MELK MELK
NIM1 NIM1
NuaK NuaK1
NuaK NuaK2
PASK PASK
QIK QSK
QIK QIK
QIK SIK
SNRK SNRK

CaMK-Unique VACAMKL
STK33
SgK495

CASK (Ca2+/calmodulin-dependent serine protein kinase) CASK
DAPK (death associated protein kinase) DAPK1

DAPK2
DRAK1
DRAK2
DAPK3

DCAMKL (double cortin and Ca2+/calmodulin-dependent protein kinase-like) DCAMKL1
DCAMKL3
DCAMKL2

MAPKAPK (MAP kinase-activated 
protein kinase)

MAPKAPK MAPKAPK2

MAPKAPK MAPKAPK3
MAPKAPK MAPKAPK5
MINK MNK1
MINK MNK2

MLCK (myosin light chain kinase) smMLCK
Titin
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caMLCK

skMLCK
sgMLCK

PhK (phosphorylase kinase) PhKγ1
PhKγ2

Pim (proviral integration site) Pim3
Pim1
Pim2

PDK PDK1
PDK2
PDK3

Psk (putative protein-serine kinase) PskH1
PskH2

RAD53 CHK2 (checkpoint kinase 2)
Trbl Trb1

Trb2

Trio Trio
Trad
SPEG 
Obscn

TSSK (testis specific serine/ threonine kinase) TSSK3
TSSK2
SSTK
TSSK4
TSSK1

���	�
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Family Subfamily Name
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Family  Name

CK1 (casein kinase 1) CK1α
CK1δ
CK1ε
CK1γ2
CK1γ3
CK1α2
CK1γ1

TTBK (tau tubulin kinase) TTBK2
 TTBK1

Vrk (vaccinia related kinase) Vrk1
Vrk2
Vrk3
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Family Subfamily Name

Cdk (cyclin-dependent kinase) Cdc2 Cdc2
Cdc2 Cdk2
Cdc2 Cdk3
Cdk10 Cdk10
Cdk4 Cdk4
Cdk4 Cdk6
Cdk5 Cdk5
Cdk7 Cdk7
Cdk8 Cdk8
Cdk8 Cdk11
Cdk9 Cdk9
Crk7 Ched
Crk7 Crk7
PITSLRE PITSLRE
TAIRE PCTAIRE1
TAIRE PCTAIRE2
TAIRE PCTAIRE3
TAIRE PFTAIRE1
TAIRE PFTAIRE2

CCRK

Cdkl (cyclin-dependent kinase-like) Cdkl2
Cdkl1
Cdkl5
Cdkl4
Cdkl3

Clk (cdc2/CDC28-like kinase) Clk1
Clk2
Clk3
Clk4
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Dyrk (dual-specificity tyrosine-(Y)-
phosphorylation regulated kinase)

Dyrk1 Dyrk1A
Dyrk1 Dyrk1B
Dyrk2 Dyrk2
Dyrk2 Dyrk3
Dyrk2 Dyrk4

HIPK (Homeodomain-interacting 
protein kinase)

HIPK1

HIPK2
HIPK HIPK3
HIPK HIPK4
PRP4 PRP4

GSK (Glycogen synthase kinase 3) GSK3α
GSK3β

MAPK (Mitogen activated protein 
kinase)

Erk Erk1
Erk Erk2
Erk Erk3
Erk Erk4
Erk Erk5
Erk7 Erk7
Jnk Jnk1
Jnk Jnk2
Jnk Jnk3
nmo NLK
p38 p38α
p38 p38β
p38 p38γ
p38 p38δ

RCK (related to the cdc2 kinase) Mak
ICK
MOK

SRPK (serine/arginine-rich protein specific kinase) SRPK1
SRPK2
MSSK1

 
��
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Family Name

RGC (Receptor guanylyl cyclases) GC-A (ANPa)
GC-B (ANPb)
GC-D (CYGD)
GC-F (CYGF)
GC-C (HSER)
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Family Subfamily Name
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Family Subfamily Name

STE11 (sterile 11) MAP3K1 (Mekk1)
MAP3K2 (Mekk2)
MAP3K3 (Mekk3)
MAP3K4 (Mekk4)
MAP3K5 (Mekk5)
MAP3K6 (Ask2)
MAP3K7
MAP3K8 (Tpl2)

STE20 (sterile 20) FRAY OSR1
FRAY STLK3
KHS 
(kinase homologous to SPS1/STE20)

GCK (MAP4K2)

KHS HPK1 (MAP4K1)
KHS KHS1 (MAP4K5)
KHS KHS2
MSN ZC1/HGK (MAP4K4)
MSN ZC2/TNIK (Traf2)
MSN ZC3/MINK (Misshapen)
MSN ZC4/NRK (Nesk)
MST MST1 (Stk4; Krs-2)
MST MST2 (Stk3; Krs-1)
NinaC MYO3B
NinaC MYO3A
PAKA (p21-activated kinase) PAK1
PAK2
PAK2 PAK3
PAKB PAK6
PAKB PAK4
PAKB PAK5
SLK SLK
SLK LOK (Stk10)
STLK STLK5
STLK STLK6
TAO (Thousand-and-one 
amino acid kinase)

TAO2

TAO3
 TAO1
YSK MST3 (Stk24)
YSK YSK1 (Sok1; Stk25)
YSK MST4 (Mask)

STE7 (sterile 7) MAP2K1 (Mek1)
MAP2K2 (Mek2)
MAP2K5 (Mek5)
MAP2K6 (Mek6)
MAP2K7 (Mek7)
MAP2K3 (Mek3)
MAP2K4 (Mek4)

STE-Unique COT
NIK (MAP3K14)



1076 Protein Kinases

#	)�
������#!����������
���������
�������

#	)�
������#!����������
���������
�������

Family Subfamily Name

IRAK (interleukin-1 receptor-associated kinase) IRAK1
IRAK2
IRAK3
IRAK4

LISK (LIMK/TESK) LIMK Limk2
LIMK Limk1
TESK (Testis-specific protein kinase) Tesk1

Tesk2

LRRK LRRK2
LRRK1

Mlk (mixed lineage kinase) HH498 HH498
ILK ILK (Integrin linked kinase)
LZK DLK (MAP3K12)
LZK LZK (MAP3K13)
Mlk Mlk1 (MAP3K9)
Mlk Mlk2 (MAP3K10)
Mlk Mlk3 (MAP3K11)
Mlk ZAK (Mltk)
Mlk Mlk4
TAK1 TAK1 (TGF-β activated-kinase 1)

Raf A-Raf
B-Raf
KSR1 (Kinase suppressor of ras-1)
Raf1 (C-Raf)
KSR2

RIPK (receptor-interacting protein kinase) RIPK1
RIPK2
RIPK3
ANKRD3
SgK288

STKR (receptor serine/threonine 
kinases � Receptors)

Type I ALK-1
Type I ActR-I A (ALK-2)
Type I BMPR-I A (ALK-3)
Type I ActR-I B (ALK-4)
Type I TGFβR-I (ALK-5)
Type I BMPR-I B (ALK-6)
Type I ALK-7
Type II ActR-II A
Type II ActR-II B
Type II MISR-II
Type II BMPR-II
Type II TGFβR-II

TKL Unique MLKL
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Family Subfamily Name

A6 A6
A6r

ABC1 ABC1-A ADCK4
ABC1-A ADCK3
ABC1-B ADCK1
ABC1-B ADCK5
ABC1-C ADCK2

Alpha ChaK ChaK1
ChaK ChaK2
eEF2K eEF2K
eEF2K AlphaK2

AlphaK3
AlphaK1

BCR (breakpoint cluster region) BCR
BRD BRD2

BRD3
BRD4
BRDT

FAST FASTK
G11 G11
H11 H11
PDHK (pyruvate dehydrogenase kinase) BCKDK

PDHK1
PDHK2
PDHK3
PDHK4

PIKK ATM ATM
ATR ATR
DNAPK DNAPK
FRAP FRAP
SMG1 SMG1
TRRAP TRRAP

RIO RIO1 RIOK1
RIO2 RIOK2
RIO3 RIOK3

TAF1 TAF1
TAF1L

TIF1 TIF1α
TIF1β
TIF1γ
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*�+���
�����

Family Subfamily Name

AUR AurC
AurB
AurAC

BUB (budding uninhibited by benzimidazoles 1 homolog) BUBR1
BUB

Bud32 PRPK
CAMKK (Ca2+/calmodulin-dependent 
protein kinase kinase)

Meta CaMKK2
Meta CaMKK1

Cdc7 Cdc7
CK2 (Casein kinase 2) CK2α1

CK2α2

Haspin (Germ cell-specific gene 2) Haspin
IKK (IκB kinase) IKKα

IKKβ
IKKε
TBK1

Ire (Inositol-requiring) Ire1 (Ern1)
Ire2 (Ern2)

Mos (Moloney sarcoma oncogene) Mos
Nak (Numb-associated kinase) Gak

Aak1
MPSK1
BIKE

Nek (NimA-related expressed kinase) Nek1
Nek2
Nek3
Nek4
Nek6
Nek7
Nek9
Nek8
Nek5
Nek11
Nek10

NKF1 SgK069
SgK110
SBK

NKF2 PINK1
NKF3 SgK223

SgK269

NKF4 CLIK1L
CLIC1

NKF5 SgK307
SgK424

NRBP NRBP1
NRBP2

Other-Unique SgK493
SgK496
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SgK071
SgK196

SgK396
KIS
RNAseL

PEK GCN2 GCN2
PEK PEK

PKR
HRI

Plk (Polo-like kinase) Plk1
Plk3
Plk4
Plk2

SCY1 SCYL1
SCYL3
SCYL2

Slob Slob

TBCK TBCK

Tlk (Tousled-like kinase) Tlk1
Tlk2

TOPK PBK

Ttk (Embryonal carcinoma kinase) Ttk

Ulk (Unc-51-like kinase) Fused
Ulk1
Ulk2
Ulk3
Ulk4

VPS15 PIK3R4

Wee (Wee 1 homolog) MYT1
Wee1
Wee1B

Wnk (With-no-lys kinase) Wnk2
Wnk1
Wnk4
Wnk3

*�+���
�����������������

Family Subfamily Name
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 #	�
������ ���������!����������
���"�� Table appendix: Receptor Proteins�

 #	�
������ ���������!����������
�������

Family  Name

EGFR (epidermal growth factor receptor; ErbB) EGFR/ErbB1
HER2/ErbB2
HER3/ErbB3
HER4/ErbB4

InsR (insulin receptor) IGF1R
INSR
IRR

PDGFR (platelet derived growth factor) FMS
Flt3/Flk2
Kit/SCFR
PDGFRα
PDGFRβ

VEGFR (vascular endothelial growth factor) VEGF-R1; Flt1
VEGF-R3; Flt4
VEGF-R2; Flk1; KDR

FGFR (fibroblast growth factor) FGFR1
FGFR2
FGFR3
FGFR4

KLG/CCK (kinase-like gene) CCK4/PTK7

NGF (nerve growth factor; Trk) TrkA
TrkB
TrkC

HGF (hepatocyte growth factor; Met) Met
Ron/Skt

Eph (kinase detected in erythropoietin-producing hepatoma) EphA1
EphA2
EphA3
EphA4
EphA5
EphA8
EphB1
EphB2
EphB3
EphB4
EphB6
EphA7
EphA10
EphA6

Axl (anexelekto) Axl
Mer
Tyro3

Tie (tyrosine kinase with Ig and EGF homology) Tie2 (tek)
Tie1

Ryk Ryk

DDR (discoid domain receptor) DDR1
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, #	�
������,�������������!����������
���"�� Tyrosine Kinases�

DDR2

Ret Ret

Sev (sevenless) Ros

Alk (anaplastic lymphoma kinase) Alk
Ltk (Leukocyte tyrosine kinase)

Ror Ror1
Ror2

Musk Musk

LMR LMR1 (AATYK)
LMR2 (AATYK2)
LMR3 (AATYK3)

TK-Unique SuRTK106

, #	�
������,�������������!����������
����

Family Name

Abl (abelson murine leukemia oncogene) Abl
Arg (Abl-related gene)

Ack (activated Cdc42-associated kinase) Ack (Tnk2)
Tnk1 (Tyrosine kinase, non-receptor 1)

Csk (C-terminal Src kinase) Csk
Ctk (Csk-type protein tyrosine kinase)

Fak (Focal adhesion kinase) Fak
Pyk2

Fer (Fps/Fes-related tyrosine kinase) Fer (TYK3)
Fes (Feline sarcoma oncogene)

JAKA Jak1 (Janus kinase-1)
Jak2 (Janus kinase-2)
Jak3 (Janus kinase-3)
Tyk2 (Transducer of interferon α/β signals)

Src (rous sarcoma virus oncogene) Blk (B lymphocyte kinase)
Brk (Breast tumor kinase; PTK6)
Fgr (Gardner-Rasheed sarcoma virus oncogene)
Fyn (Related to Fgr and Yes)
Hck (Hemopoietic cell kinase; Bmk)
Lck (Lymphocyte protein tyrosine kinase)
Lyn (JTK8)
Src
Yes (Yamaguchi 73 sarcoma virus oncogene)
Frk (Fyn-related kinase; Gtk; Lyk; Rak)
Srm

Syk (spleen tyrosine kinase) Syk (p72Syk)
Zap70 (ζ-chain associated protein kinase)

Tec (tyrosine kinase expressed in hepatocellular carcinoma) Btk (Bruton's tyrosine kinase)
Itk (IL-2 inducible T-cell kinase ; Tsk)
Tec
Txx
Bmx (Bone marrow kinase, X-linked; Etk)

 #	�
������ ���������!����������
�������������������

Family  Name



 

List of Drugs

 

Drug Group/Class Link

 

Abacavir Reverse transcriptase inhibitor

 

� 

 

Antiviral Drugs

 

Abciximab GPIIb/IIIa-inhibitor

 

� 

 

Antiplatelet Drugs

 

Acarbose

 

α

 

-glucosidase inhibitor

 

� 

 

Oral Antidiabetic Drugs

 

� 

 

Diabetes mellitus

 

Acebutolol

 

β

 

-adrenergic antagonist (blocker)

 

� 

  

ββββ

 

-Adrenergic System

 

Acetaminophen Analgetic/antipyretic drug

 

� 

 

Analgesics

 

Acetazolamide Carbonic anhydrase inhibitor

 

� 

 

Diuretics

 

Acetylsalicylic Acid Analgetic/Antipyretic/ Antiinflammatory 
drug

 

� 

 

Analgesics

 

� 

 

Cyclooxygenases

 

� 

 

Non-steroidal Anti-inflammatory Drugs

 

Aciclovir / Acyclovir Antiviral drug

 

� 

 

Antiviral drugs

 

Acitretin Retinoid

 

� 

 

Retinoids

 

Adenosine Nucleoside

 

� 

 

Purinergic System

 

� 

 

Antiarrhythmic Drugs

 

Adrenaline (Epinephrin) Adrenoceptor agonist

 

� 

  

ββββ

 

-Adrenergic System

 

� 

  

αααα

 

-Adrenergic System

 

Ajmalin Antiarrhythmic drug

 

� 

 

Antiarrhythmic Drugs

 

Albuterol

 

β

 

-adrenergic agonist

 

� 

  

ββββ

 

-Adrenergic System

 

Alendronate Biphosphonate

 

� 

 

Bone Metabolism

 

Alfentanil Opioid, analgesic

 

� 

 

Opioid System

 

� 

 

Analgesics

 

Alfuzosin

 

α

 

-adrenergic antagonist

 

� 

  

αααα

 

-Adrenergic System

 

Allopurinol Anti-gout drug

 

� 

 

Anti-gout Drugs

 

Alprazolam Benzodiazepine

 

� 

 

Benzodiazepines

 

Alteplase (t-PA) Fibrinolytic

 

� 

 

Fibrinolytics

 

Amantadine Anti-parkinson drug

 

� 

 

Anti-parkinson Drugs

 

� 

 

Antiviral Drugs

 

Amikacin Aminoglycoside (antibacterial drug)

 

� 

 

Aminoglycosides

 

Amiloride Potassium-sparing diuretic

 

� 

 

Diuretics

 

� 

 

Epithelial Na

 

+

 

 Channel

 

Amiodarone Antiarrhythmic drug

 

� 

 

Antiarrhythmic Drugs

 

Amitriptyline Non-selective monoamine reuptake 
inhibitor (NSMRI)

 

� 

 

Antidepressant Drugs

 

� 

 

Neurotransmitter Transporter

 

Amlodipine Dihydropyridine

 

� 

 

Ca

 

2+

 

 Channel Blockers

 

� 

 

Voltage-dependent Ca

 

2+

 

 Channels

 

Amoxicillin

 

β

 

-lactam antibiotic

 

� 

  

ββββ

 

-lactam Antibiotics

 

Amphetamine Indirect sympathomimetic

 

� 

 

Psychostimulants

 

Amphotericin B Polyene

 

� 

 

Antifungal Drugs

 

Ampicillin

 

β

 

-lactam antibiotic

 

� 

  

ββββ

 

-lactam Antibiotics

 

Amprenavir Viral protease inhibitor

 

� 

 

Antiviral Drugs

 

� 

 

Viral Proteases

 

Amrinone PDE-inhibitor

 

� 

 

Phosphodiesterases

 

Anakinra Recombinant IL-1-receptor antagonist

 

� 

 

Cytokines



 

1084

 

Anastrozole Aromatase inhibitior

 

� 

 

Aromatase

 

Apomorphine Dopamine receptor agonist, emetic

 

� 

 

Emesis

 

Aprepitant NK1 receptor antagonist

 

� 

 

Emesis

 

Atenolol

 

β

 

-adrenergic antagonist (

 

β

 

-blocker)

 

� 

  

ββββ

 

-Adrenergic System

 

Atipamezole

 

α

 

-adrenergic antagonist

 

� 

  

αααα

 

-Adrenergic System

 

Atorvastatin HMG-CoA-reductase inhibitor (statin)

 

� 

 

HMG-CoA-reductase-inhibitors

 

 (Statin)

Atovaquone Antimalarial agent

 

� 

 

Antiprotozoal Drugs

 

Atracurium Neuromuscular blocking drug

 

� 

 

Nicotinic Receptors

 

Atropine Muscarinic antagonist (parasympatholytic)

 

� 

 

Muscarinic Receptors

 

Auranofin Antirheumatoid drugs

 

� 

 

Gold Compounds

 

Azathioprine Immunosuppressant

 

� 

 

Immunosuppressive Agents

 

Antineoplastic drugs

 

� 

 

Antineoplastic Agents

 

Azithromycin Macrolide (antibacterial drugs)

 

� 

 

Ribosomal Protein Synthesis Inhibitors

 

Aztreonam

 

β

 

-lactam antibiotic

 

� 

  

ββββ

 

-lactam Antibiotics

 

Baclofen Muscle relaxant

 

� 

 

GABAergic System

 

Basiliximab Anti-IL-2-receptor antibody

 

� 

 

Immune System

 

� 

 

Cytokines

 

Beclomethason-diproprionat Glucocorticoid

 

� 

 

Glucocorticoids

 

Benazepril ACE inhibitor

 

� 

 

ACE Inhibitors

 

� 

 

Renin-angiotensin-aldosterone System

 

Benperidole Butyrophenone

 

� 

 

Antipsychotic Drugs

 

Benserazid Dopa decarboxylase inhibitor

 

� 

 

Anti-parkinson Drugs

 

Benzbromarone Uricosuric agent

 

� 

 

Anti-gout Drugs

 

Betamethason Glucocorticoid

 

� 

 

Glucocorticoids

 

Betaxolol

 

β

 

-adrenergic antagonist (

 

β

 

-blocker)

 

� 

  

ββββ

 

-Adrenergic System

 

Bethanechol Muscarinic receptor agonist 
(parasympathomimetic)

 

� 

 

Muscarinic Receptors

 

Bezafibrate Fibrate

 

� 

 

Fibrates

 

Bicuculline GABA

 

A

 

-receptor antagonist

 

� 

 

GABAergic System

 

Biperiden Anticholinergic agent

 

� 

 

Anti-parkinson Drugs

 

� 

 

Muscarinic Receptors

 

Bisoprolol

 

β

 

-adrenergic antagonist (

 

β

 

-blocker)

 

� 

  

ββββ

 

-Adrenergic System

 

Bleomycin Antineoplastic agent

 

� 

 

Antineoplastic Agents

 

Bosentan Endothelin receptor antagonist

 

� 

 

Endothelins

 

Botulinum toxin Toxin

 

� 

 

Bacterial Toxins

 

Botezomib Proteasome inhibitor � Ubiquitin/Proteasome System

Bromocriptine Dopamine receptor agonist � Dopamine System

Budesonide Glucocorticoid � Glucocorticoids

Bumetanide Loop diuretic � Diuretics

Bupivacaine Local anaesthetic � Local Anaesthetics
� Voltage-Dependent Na+ Channels

Buprenorphine Opioid, analgesic � Opioid System
� Analgesics

Bupropion Antidepressant � Antidepressant Drugs

Drug Group/Class Link
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Buspirone Serotonin receptor agonist � Serotoninergic System

Buserelin GnRH receptor antagonist � GnRH

Busulphan Alkylating agent � AntineOplastic Agents

Butorphanol Opioid, analgesic � Opioid System, � Analgesics

Butylscopolamin Muscarinic receptor antagonist 
(parasympatholytic)

� Muscarinic Receptors

Caffeine PDE inhibitor / adenosine receptor 
antagonist

� Phosphodiesterases

Calcitonin Hormone � Bone Metabolism

Calcitriol Vitamin D metabolite � Bone Metabolism

Candesartan Angiotensin receptor Antagonist � Renin-angiotensin-aldosterone System

Capecitabine Antimetabolite � Antineoplastic Agents

Capsaicin TRP channel activator � Nociception

Captopril ACE inhibitor � ACE Inhibitors
� Renin-angiotensin-aldosterone System

Carbachol Muscarinic receptor agonist 
(parasympatholytic)

� Muscarinic receptors

Carbamazepine Antiepileptic drug � Antiepileptic Drugs

Carbidopa Antiparkinson drug � Anti-parkinson Drugs

Carbimazole Antithyroid drug � Antithyroid Drugs

Carboplatin Antineoplastic agent � Antineoplastic Agents

Carmustin Alkylating agent � Antineoplastic Agents

Carvedilol β-adrenergic antagonist (β-blocker) � ββββ-Adrenergic System

Cefachlor Cephalosporin � ββββ-lactam Antibiotics

Cefadroxil Cephalosporin � ββββ-lactam Antibiotics

Cefazolin Cephalosporin � ββββ-lactam Antibiotics

Cefepime Cephalosporin � ββββ-lactam Antibiotics

Cefixime Cephalosporin � ββββ-lactam Antibiotics

Cefotaxime Cephalosporin � ββββ-lactam Antibiotics

Cefotetan Cephalosporin � ββββ-lactam Antibiotics

Ceftazidime Cephalosporin � ββββ-lactam Antibiotics

Ceftriaxone Cephalosporin � ββββ-lactam Antibiotics

Cefuroxime Cephalosporin � ββββ-lactam Antibiotics

Celecoxib Antiinflammatory agent � Cyclooxygenases
� Non-steroidal Anti-inflammatory Drugs

Cephalexin Cephalosporin � ββββ-lactam Antibiotics

Cetirizine Histamin receptor antagonist � Histaminergic System, � Allergy

Chlorambucil Alkylating agent � Antineoplastic Agents

Chloroquine Antimalaria drug � Antiprotozoal Drugs

Chlorpheniramine Histamin receptor antagonist � Histaminergic System

Chlorpromazine Phenothiazine � Antipsychotic Drugs

Chlorprothixene Thioxanthene � Antipsychotic Drugs

Chlorthalidone Thiazide � Diuretics

Cholestyramine Anion exchange resin � Lipid-lowering Drugs

Drug Group/Class Link
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Ciclopirox Hydroxypyridone � Antifungal Drugs

Cidofovir Antiviral drug � Antiviral Drugs

Cilastatin β-lactamase inhibitor � ββββ-lactam Antibiotics

Cilostazol PDE-inhibitor � Phosphodiesterases

Cimetidine Histamin receptor antagonist � Histaminergic System

Ciprofloxacin Quinolone � Quinolones

Cisapride Serotonin receptor agonist � Serotoninergic System

Cisplatin Antineoplastic agent � Antineoplastic Agents

Citalopram Selectiv serotonine reuptake inhibitor 
(SSRI)

� Antidepressant Drugs
� Neurotransmitter Transporters

Clarithromycin Macrolide (antibacterial drugs) � Ribosomal Protein Synthesis Inhibitors

Clavulanate β-lactamase inhibitor � ββββ-lactam Antibiotics

Clemastine Histamin receptor antagonist � Histaminergic System

Clenbuterol β-adrenergic agonist � ββββ-Adrenergic System

Clindamycin Antibacterial agent � Ribosomal Protein Synthesis Inhibitors

Clofibrate Fibrate � Fibrates

Clomiphene Oestrogen receptor antagonist � Sex Steroid Receptors

Clomipramine Non-selective monoamine reuptake 
inhibitor (NSMRI)

� Antidepressant Drugs
� Neurotransmitter Transporters

Clonazepam Benzodiazepine � Benzodiazepines

Clonidine α-adrenergic agonist � αααα-Adrenergic System

Clopidogrel Thienopyridine � Antiplatelet Drugs

Clorazepate Benzodiazepine � Benzodiazepines

Clotrimazole Antifungal drugs � Antifungal Drugs

Clozapine Atypical neuroleptic � Antipsychotic Drugs
� Neurotransmitter Transporters

Cocaine Psychostimulant � Psychostimulants
� Drug Addiction/Dependence

Codeine Opioid � Opioid Systems

Colchicine Antigout drug � Anti-gout Drugs
� Cytoskeleton

Colestipol Anion exchange resin � Lipid-lowering Drugs

Cortisone-Acetat Glucocorticoid � Glucocorticoids

Cromoglycate (cromoglycin) Cromone � Allergy

Cyclophosphamide Alkylating agent � Antineoplastic Agents

Cyclosporine Immunosuppressive agent � Immunosuppressive Agents

Cyproterone Androgen receptor antagonist � Sex Steroid Receptors

Cytarabine Antimetabolite � Antineoplastic Agents

Daclizumab Anti-IL-2-receptor antibody � Immune system
� Cytokines

Danaparoid Glycosaminoglycans � Anticoagulants

Dapsone Antibacterial drug � Antiprotozoal Drugs/
� Antimicrobial Agents

Daunorubicin Anthracycline � Antineoplastic Agents

Drug Group/Class Link
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Delavirdine Reverse transcriptase inhibitor � Antiviral Drugs

Desirudin Hirudin-analogue � Anticoagulants

Desmopressin Vasopressin receptor agonist � Vasopressin/Oxytocin

Dexamethasone Glucocorticoid � Glucocorticoids

Diamorphin (heroin) Opioid � Opioid System
� Drug Addiction/Dependence

Diazepam Benzodiazepine � Benzodiazepines

Diazoxide Vasorelaxant � ATP-dependent K+ Channels

Diclofenac Analgetic/ Antipyretic/ Antiinflammatory 
drug

� Analgesics
� Cyclooxygenases
� Non-steroidal Anti-inflammatory Drugs

Dicloxacillin β-lactam antibiotic � ββββ-lactam Antibiotics

Didanosine Reverse transcriptase inhibitor � Antiviral Drugs

Digitoxin Cardiac glycoside � Cardiac Glycosides

Digoxin Cardiac glycoside � Cardiac Glycosides

Diltiazem Benzothiazepine � Ca2+ Channel Blockers
� Voltage-dependent Ca2+ Channels

Dimenhydrinate Histamin receptor antagonist � Histaminergic System

Diphenhydramine Histamin receptor antagonist � Histaminergic System

Disopyramide Antiarrhythmic drugs � Antiarrhythmic Drugs

Dizocilpine NMDA-receptor antagonist blocker � Glutamate Receptors

Dobutamine β adrenergic receptor agonist � ββββ-Adrenergic System

Docetaxel Taxane � Antineoplastic Agents
� Cytoskeleton

Dofetilide Antiarrhythmic drug � Antiarrhythmic Drugs
� K+ Channels

Dolasetron Antiemetic drug, serotonin receptor 
antagonist

� Emesis
� Serotoninergic System

Donepezil Acetylcholinesterase inhibitor � Cholinesterase

Doxazosin α-adrenergic antagonist � αααα-Adrenergic System

Doxepin Non-selective monoamine reuptake 
inhibitor (NSMRI)

� Antidepressant Drugs
� Neurotransmitter Transporters

Doxorubicin Anthracycline � Antineoplastic Agents

Doxycycline Tetracycline � Ribosomal Protein Synthesis Inhibitors

Dronabinol Cannabinoid receptor agonist � Cannabinoid Receptors

Edrophonium Acetylcholinesterase � Cholinesterase

Efavirenz Reverse transcriptase inhibitor � Antiviral Drugs

Eflornithine Antitrypanosomal drug � Antiprotozoal Drugs

Enalapril ACE inhibitor � ACE Inhibitors
� Renin-angiotensin-aldosterone System

Enalaprilat ACE inhibitor � ACE Inhibitors
� Renin-angiotensin-aldosterone System

Enflurane General anaesthetics � General Anaesthetics

Enfuvirtide HIV fusion inhibitor � Antiviral Drugs

Enoxaparin Low-molecular-weight heparin � Anticoagulants

Drug Group/Class Link
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Entacapone COMT-inhibitor � Anti-parkinson drugs
� Catechol-O-methyltransferase and its 

Inhibitors

Ephedrine

Epinephrine (adrenalin) Adrenoceptor agonist � ββββ-Adrenergic System
� αααα-Adrenergic System

Epirubicin Anthracycline � Antineoplastic Agents

Eplerenone Aldosterone receptor antagonist � Antihypertensive Drugs/� Blood 
Pressure Control

Epoetin a Hematopoietic growth factor � Hematopoietic Growth Factors

Eprosartan Angiotensin receptor antagonist � Renin-angiotensin-aldosterone System

Eptifibatide GPIIb/IIIa inhibitor � Antiplatelet Drugs

Ergometrine Ergot alkaloid � Ergot Alkaloids

Ergotamine Ergot alkaloid � Ergot Alkaloids

Erythromycin Macrolide (antibacterial drug) � Ribosomal Protein Synthesis Inhibitors

Esmolol β-adrenergic antagonist (β-blocker) � ββββ-Adrenergic System

Estradiol Oestrogen receptor agonist � Sex Steroid Receptors

Etanercept Soluble TNF receptor construct � Immune System

Ethacrynic acid Loop diuretic � Diuretics

Ethambutol Antituberculotic agent � Antituberculosis Drugs

Ethinylesteradiol Oestrogen receptor agonist � Sex Steroid Receptors

Ethosuximide Antiepileptic drugs � Antiepileptic Drugs

Etodolac Analgetic/ Antipyretic/ Antiinflammatory 
drug

� Analgesics
� Cyclooxygenases
� Non-steroidal Anti-inflammatory Drugs

Etoposide Antineoplastic agent � Antineoplastic Agents

Etretinate Retinoid � Retinoids

Exemestane Aromatase inhibitor � Aromatase

Ezetimib Cholestorol absorbtion inhibitor � Lipid-lowering Drugs

Famotidine Histamin receptor antagonist � Histaminergic System

Felbamate Antiepileptic drugs � Antiepileptic Drugs

Felodipine Dihydropyridine � Ca2+ Channel Blockers
� Voltage-dependent Ca2+ Channels

Fenoterol β-adrenergic agonist � ββββ-Adrenergic System

Fentanyl Opioid, analgesic � Opioid system
� Analgesics

Fexofenadine Histamin receptor antagonist � Histaminergic System
� Allergy

Filgrastim Hematopoietic growth factor � Hematopoietic Growth Factors

Finasteride Antiandrogen � Sex Steroid Receptors

Flecainide Antiarrhythmic drug � Antiarrhythmic Drugs

Fluconazole Azole � Antifungal Drugs

Fludarabine Antimetabolite � Antineoplastic Agents

Fludrocortisone Glucocorticoid � Glucocorticoids
� Gluco-/Mineralocorticoid Receptors

Drug Group/Class Link



1089

Flumazenil Benzodiazepine � Benzodiazepines

Flunisolid-acetonid Glucocorticoid � Glucocorticoids

Flunitrazepam Benzodiazepine � Benzodiazepines

5-Fluorouracil Antimetabolite � Antineoplastic Agents

Fluoxetine Selective serotonine reuptake inhibitor 
(SSRI)

� Antidepressant Drugs
� Neurotransmitter Transporters

Fluphenazine Phenothiazine � Antipsychotic Drugs

Flupenthixol Thioxanthene � Antipsychotic Drugs

Fluspirilen Antipsychotic drug � Antipsychotic Drugs

Fluticasone Glucocorticoid � Glucocorticoids

Flurbiprofen Analgetic/ Antipyretic/ Antiinflammatory 
drug

� Analgesics
� NSAID
� Cyclooxygenases

Flutamide Androgen receptor antagonist � Sex Steroid Receptors

Fluvastatin HMG-CoA-reductase inhibitor (statin) � HMG-CoA-reductase Inhibitors (Statin)

Fluvoxamine Selective serotonine reuptake inhibitor 
(SSRI)

� Antidepressant Drugs
� Neurotransmitter Transporters

Fondaparinux Synthetic pentasaccharide � Anticoagulants

Formoterol β-adrenergic agonist � ββββ-Adrenergic System

Formestane Aromatase inhibitor � Aromatase

Fulvestrant Estrogene receptor antagonist � Sex Steroid Receptors

Furosemide Loop diuretic � Diuretics

Gabapentin Antiepileptic drug � Antiepileptic Drugs

Gallamine Neuromuscular blocking drug � Nicotinic Receptors

Gallopamil Phenylalkylamine � Ca2+ Channel Blockers
� Voltage-Dependent Ca2+ Channels

Ganciclovir Antiviral drug � Antiviral Drugs

Gatifloxacin Quinolone � Quinolones

Gefitinib Receptor tyrosine kinase inhibitor � Growth Factors

Gemcitabine Antimetabolite � Antineoplastic Agents

Gemfibrozil Fibrate � Fibrates

Gentamicin Aminoglycoside (antibacterial drug) � Ribosomal Protein Synthesis Inhibitor

Glibenclamide Sulphonylurea � ATP-dependent K+ Channels
� Oral Antidiabetic Drugs

Glimepiride Sulphonylurea � ATP-dependent K+ Channels
� Oral Antidiabetic Drugs

Glipizide Sulphonylurea � ATP-dependent K+ Channels
� Oral Antidiabetic Drugs

Glyburide Sulphonylurea � ATP-dependent K+ Channels
� Oral Antidiabetic Drugs

Glyceryltrinitrate Organic nitrate � Guanylyl Cyclases

Granisetron Antiemetic drug, serotonin receptor 
antagonist

� Emesis
� Serotoninergic System

Griseofulvin Antifungal drug � Antifungal Drugs

Haloperidol Butyrophenone � Antipsychotic Drugs

Drug Group/Class Link
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Halothane General Anaesthetics � General Anaesthetics

Heparin Anticoagulant � Anticoagulants

Human Insulin Antidiabetic drug � Insulin Receptors
� Diabetes mellitus

Hydralazine Vasodilator � Antihypertensive Drugs

Hydrochlorthiazide Thiazide � Diuretics

Hydroxychloroquine Antimalaria drug � Antiprotozoal Drugs

Hydroxyurea Antineoplastic agent � Antineoplastic Agents

Ibritumomab Anti-CD20 antibody � Antineoplastic Agents

Ibuprofen Analgetic/ Antipyretic/ Antiinflammatory 
drug

� Analgesics
� Cyclooxygenases
� NSAID

Idarubicin Anthracycline � Antineoplastic Agents

Ifosfamide Alkylating agent � Antineoplastic Agents

IL-2 Cytokine � Cytokines

Imatinib (STI 571) Tyrosine kinase inhibitor � Tyrosine Kinases

Imipenem β-lactam antibiotic � ββββ-Lactam Antibiotics

Imipramine Non-selective monoamine reuptake 
inhibitor (NSMRI)

� Antidepressant Drugs
� Neurotransmitter Transporters

Indinavir Protease inhibitor � Antiviral Drugs
� Viral Proteases

Indomethacin Analgetic/ Antipyretic/ Antiinflammatory 
drug

� Analgesics
� Cyclooxygenases
� Non-steroidal Anti-inflammatory Drugs

Infliximab Anti-TNFα antibody � Humanized Monoclonal Antibodies
� Immune Defense

Insulin Antidiabetic drug � Insulin Receptors
� Diabetes mellitus

Insulin Aspart Insulin analogue � Insulin Receptors
� Diabetes mellitus

Insulin Glargine Insulin analogue � Insulin Receptors
� Diabetes mellitus

Insulin Lispro Insulin analogue � Insulin Receptors
� Diabetes mellitus

Interferon a Immunomodulator � Interferons
� Cytokines

Interferon b Immunomodulator � Interferons
� Cytokines

Interferon g Immunomodulator � Interferons
� Cytokines

Ipratropium Muscarinic receptor antagonist 
(parasympatholytic)

� Muscarinic Receptors

Irbesartan Angiotensin receptor antagonist � Renin-angiotensin-aldosterone System

Irinotecan Topoisomerase-I-inhibitor � Antineoplastic Agents

Isoflurane General anaesthetics � General Anaesthetics

Isoniazid Antituberculotic agent � Antituberculosis Drugs

Drug Group/Class Link
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Isoprenaline Adrenoceptor agonist � ββββ-Adrenergic System
� αααα-Adrenergic System

Isoproterenol Adrenoceptor agonist � ββββ-Adrenergic System
� αααα-Adrenergic System

Isosorbide-dinitrate Organic nitrate � Guanylyl Cyclases

Isosorbidmononitrate Organic nitrate � Guanylyl Cyclases

Isradipine Dihydropyridine � Ca2+ Channel Blockers
� Voltage-dependent Ca2+ Channels

Itraconazole Azole � Antifungal Drugs

Ivermectin Antiparasitic agent � Antiparasitic Drugs

Ketamine NMDA receptor antagonist, channel 
blocker

� General Anaesthetics
� NMDA Receptor
� Psychotomimetic Drugs

Ketoconazole Azole � Antifungal Drugs

Ketoprofen Analgetic/ Antipyretic/ Antiinflammatory 
drug

� Analgesics
� Cyclooxygenases
� NSAID

Ketorolac Analgetic/ Antipyretic/ Antiinflammatory 
drug

� Analgesics
� Cyclooxygenases

Lactulose Laxative � Laxatives

Lamivudine Reverse transcriptase inhibitor � Antiviral Drugs

Lamotrigine Antiepileptic drug � Antiepileptic Drugs

Lansoprazole Proton pump inhibitor � Proton Pump Inhibitors and Acid Pump 
Antagonists

L-dopa Antiparkinson drug � Anti-parkinson Drugs

Lenograstim Hematopoietic growth factor � Hematopoietic Growth Factors

Lepirudin Hirudin-analogue � Anticoagulants

Letrozole Aromatase inhibitior � Aromatase

Levetiracetam Antiepileptic drug � Antiepileptic Drugs

Levodopa Antiparkinson drug � Anti-parkinson Drugs

Levofloxacin Quinolone � Quinolones

Levomepromazine Phenothiazine � Antipsychotic Drugs

Levomethadon Opioid � Opioid System

Lidocaine Local anaesthetic, Antiarrhythmic drug � Local Anaesthetics
� Antiarrhythmic Drugs
� Voltage-dependent Na+ Channels

Lisinopril ACE inhibitor � ACE Inhibitors
� Renin-angiotensin-aldosterone System

Lisuride Dopamine receptor agonist � Dopamine System

Lithium Mood stabilizer � Mood-stabilising Drugs

Loperamide Opioid � Opioid System

Lopinavir Viral protease inhibitor � Antiviral Drugs
� Viral Proteases

Loratadine Histamin receptor antagonist � Histaminergic System, � Allergy

Lorazepam Benzodiazepine � Benzodiazepines

Drug Group/Class Link
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Losartan Angiotensin receptor antagonist � Renin-angiotensin-aldosterone System

Lovastatin HMG-CoA-reductase inhibitor (Statin) � HMG-CoA-reductase Inhibitors (Statin)

Lysergic Acid Diethylamide Serotonin receptor agonist � Psychotomimetic Drugs

Mebendazole Anthelmintic drug � Antimalarial Drugs
� Antiprotozoal Drugs

Medroxyprogesterone Progesterone receptor agonist � Sex Steroid Receptors

Mefloquine Anti-malaria drug � Antiprotozoal Drugs

Melarsoprol Antiprotozoal drug � Antiprotozoal Drugs

Meloxicam Analgetic/ Antipyretic/ Antiinflammatory 
drug

� Analgesics
� Cyclooxygenases
� NSAID

Melperone Butyrophenone � Antipsychotic Drugs

Melphalan Alkylating agent � Antineoplastic Agents

Meperidine Opioid, Analgesic � Opioid Systems, � Analgesics

Mercaptopurine Antimetabolite � Antineoplastic Agents

Meropenem β-lactam antibiotic � ββββ-lactam Antibiotics

Mescaline Psychotomimetic drug � Psychotomimetic Drugs

Metamizol Analgetic/ Antipyretic drug � Analgesics

Metformin Biguanide � Oral Antidiabetic Drugs
� Diabetes mellitus

Methadone Opioid � Opioid System

Methotrexate Antimetabolite � Antineoplastic Agents

Methylphenidate Indirect sympathomimetic � Psychostimulants

Methylprednisolone Glucocorticoid � Glucocorticoids

Methysergide Serotonin receptor antagonist � Serotoninergic System

Metixene Muscarinic receptor antagonist � Anti-parkinson Drugs
� Muscarinic Receptors

Metoclopramide Serotonin receptor antagonist � Serotoninergic System

Metoprolol β-adrenergic antagonist (β-blocker) � ββββ-Adrenergic System

Metronidazole Antibacterial agent, Antiprotozoal agent � Antiprotozoal Drugs

Mexiletine Antiarrhythmic drugs � Antiarrhythmic Drugs

Mianserin Antidepressant � Antidepressant Drugs

Midazolam Benzodiazepine � Benzodiazepines

Mifepristone (RU 486) Progesterone receptor antagonist � Sex steroid Receptors

Miglitol α-glucosidase inhibitor � Oral Antidiabetic Drugs

Milrinone PDE-inhibitor � Phosphodiesterases

Minocycline Tetracycline � Ribosomal Protein Synthesis Inhibitor

Mirtazapine Antidepressants � Antidepressant Drugs

Misoprostol Prostaglandin derivative � Prostanoids

Mivacurium Neuromuscular blocking drug � Nicotinic Receptors

Moclobemide MAOA-inhibitor � Antidepressant Drugs

Molsidomine NO-donator � Guanylyl Cyclases

Montelukast Leukotriene receptor antagonist � Leukotrienes

Drug Group/Class Link
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Morphine Opiate, Analgesics � Opioid System
� Analgesics

Moxifloxacin Quinolone � Quinolones

Moxonidine α-adrenergic agonist � αααα-Adrenergic System

Muromonab Anti-T-cell receptor antibody � Cytokines

Mycophenolate Immunosuppressant � Immunosuppressive Agents

Mycophenolate-mofetil Immunosuppressant � Immunosuppressive Agents

Na-aurothiomalate Antirheumatoid drugs � Gold Compounds

Nabumetone Analgetic/ Antipyretic/ Antiinflammatory 
drug

� Analgesics
� Cyclooxygenases
� NSAID

Naftifine Allylamine � Antifungal Drugs

Nalbuphine Opioid, Analgesic � Opioid System
� Analgesics

Nalmefene Opioid receptor antagonist � Opioid System

Naloxone Opioid receptor antagonist � Opioid System

Nandrolon-decanoate Anabolic � Sex Steroid Receptors

Naproxen Analgetic/ Antipyretic/ Antiinflammatory 
drug

� Analgesics
� Cyclooxygenases
� NSAID

Naratriptan Serotonin receptor agonist � Serotoninergic System

Nateglinide Meglitinide � Oral Antidiabetic Drugs

Nedocromil Cromone � Allergy

Nelfinavir Viral protease inhibitor � Antiviral Drugs
� Viral Proteases

Neomycin Aminoglycoside (Antibacterial drug) � Ribosomal Protein Synthesis Inhibitor

Neostigmine Acetylcholinesterase inhibitor � Cholinesterase

Nevirapine Reverse transcriptase inhibitor � Antiviral Drugs

Nicardipine Dihydropyridine � Ca2+ Channel Blockers
� Voltage-dependent Ca2+ Channels

Nicotine Nicotinic receptor agonist � Nicotinic Receptors

Nicotinic Acid Lipid lowering drug, Vitamine � Lipid-lowering Drugs

Nifedipine Dihydropyridine � Ca2+ Channel Blockers
� Voltage-dependent Ca2+ Channels

Nitrenpidine Dihydropyridine � Ca2+ Channel Blockers
� Voltage-dependent Ca2+ Channels

Nitrofurantoin Antimicrobial agent � Antimicrobial Agents

Nitroglycerin Organic nitrate � Guanylyl Cyclases

Nitroprussidnatrium NO-donator � Guanylyl Cyclases

Noradrenalin Adrenoceptor agonist � ββββ-Adrenergic System
� αααα-Adrenergic System

Norethisteron-Acetat Oestrogen receptor agonist � Sex Steroid Receptors

Nortriptyline Non-selective monoamine reuptake 
inhibitor (NSMRI)

� Antidepressant Drugs
� Neurotransmitter Transporters

Nystatin Antifungal agent � Antifungal Drugs

Drug Group/Class Link
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Octreotide Somatostatin receptor agonist � Somatostatin

Ofloxacin Quinolone � Quinolones

Olanzapine Atypical neuroleptic � Antipsychotic Drugs

Omeprazole Proton pump inhibitor � Proton Pump Inhibitors and Acid Pump 
Antagonists

Ondansetron Antiemetic drug, Serotonin receptor 
antagonist

� Emesis
� Serotoninergic System

Orlistat Lipase inhibitor � Anti Obesity Drugs

Oseltamivir Neuraminidase inhibitor � Antiviral Drugs

Oxacilin β-lactam antibiotic � ββββ-lactam Antibiotics

Oxacepam Benzodiazepine � Benzodiazepines

Oxcarbazepine Antiepileptic drug � Antiepileptic Drugs

Oxybutynin Muscarinic receptor antagonist � Muscarinic Receptors

Oximetazoline α-adrenergic agonist � αααα-Adrenergic System

Oxytocin Hormone

Paclitaxel Taxane � Antineoplastic Agents
� Cytoskeleton

Pancuronium Neuromuscular blocking drug � Nicotinic Receptors

Pantoprazol Proton pump inhibitor � Proton Pump Inhibitors and Acid Pump 
Antagonists

Paracetamol 
(acetaminophen)

Analgetic-/ Antipyretic drug � Analgesics

Parathion Acetylcholinesterase inhibitor � Cholinesterase

Paroxetine Selectiv serotonine reuptake inhibitor 
(SSRI)

� Antidepressant Drugs
� Neurotransmitter Transporters

Penicillin β-lactam antibiotic � ββββ-lactam Antibiotics

Pergolid Dopamine receptor agonist � Dopamine System

Perphenazine Phenothiazine � Antipsychotic Drugs

Pentazocine Opioid, Analgesic � Opioid system
� Analgesics

Pentostatin Antimetabolite � Antineoplastic Agents

Phencyclidine NMDA receptor antagonist, Channel 
blocker

� General Anaesthetics
� NMDA Receptor
� Psychotomimetic Drugs

Pethidine Opioid / analgesic � Opioid System
� Analgesics

Phenobarbital Barbiturate � Antiepileptic Drugs

Phenprocoumon Coumarinderivative � Anticoagulants
� Vitamin K

Phenylephrine α-adrenergic agonist � αααα-Adrenergic System

Phenytoin Antiepileptic drug � Antiepileptic Drugs

Physostigmine Acetylcholinesterase inhibitor � Cholinesterase

Pilocarpine Muscarinic agonist 
(Parasympathomimetic)

� Muscarinic Receptors

Pimozide Neuroleptic � Antipsychotic Drugs

Drug Group/Class Link
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Pindolol β-adrenergic antagonist (β-blocker) � ββββ-Adrenergic System

Pioglitazone Thiazolidinedione � Oral Antidiabetic Drugs
� Diabetes mellitus

Pipamperon Butyrophenone � Antipsychotic Drugs

Piretanide Loop diuretic � Diuretics

Piroxicam Analgetic- /Antipyretic- / 
Antiinflammatory drug

� Analgesics
� Cyclooxygenases
� NSAID

Pizotifen Serotonin receptor antagonist � Serotoninergic System

Pramipexole Dopamine receptor agonist � Dopamine System
� Anti-parkinson Drugs

Pravastatin HMG-CoA-reductase inhibitor (statin) � HMG-CoA-reductase Inhibitors (Statin)

Praziquantel Anthelmintic agent � Anthelminthic Drugs

Prazosin α-adrenergic antagonist � αααα-Adrenergic System

Prednisolone Glucocorticoid � Glucocorticoids

Prednisone Glucocorticoid � Glucocorticoids

Prilocaine Local anaesthetic � Local Anaesthetics
� Voltage-dependent Na+ Channels

Primaquine Anti-malaria drug � Antiprotozoal Drugs

Probenecid Uricosuric agent � Anti-gout Drugs

Procainamide Local anaesthetic � Local Anaesthetics

Proguanil Anti-malaria drug � Antiprotozoal Drugs

Promazine Phenothiazine � Antipsychotic Drugs

Promethazine Histamin receptor antagonist � Histaminergic System

Propofol Anaesthetic � General Anaesthetics
� GABAergic System

Propranolol β-adrenergic antagonist (β-blocker) � ββββ-Adrenergic System

Pyridostigmine Acetylcholinesterase inhibitor � Cholinesterase

Pyrimethamin Antiprotozoal drug � Antiprotozoal Drugs

Quetiapine Atypical neuroleptic � Antipsychotic Drugs

Quinidine Antiarrhythmic drugs � Antiarrhythmic Drugs

Quinine Anti-malaria drug � Antiprotozoal Drugs

Rabeprazole Proton pump inhibitor � Proton Pump Inhibitors and Acid Pump 
Antagonists

Raloxifene Selective oestrogen receptor modulator 
(SERM)

� Selective Estrogen Receptor Modulators 
(SERM)

Ramipril ACE inhibitor � ACE Inhibitors
� Renin-angiotensin-aldosterone System

Ranitidine Histamin receptor antagonist � Histaminergic System

Rapacuronium Neuromuscular blocking drug � Nicotinic Receptors

Reboxetine Selective noradrenaline reuptake inhibitor 
(SNRI)

� Antidepressant Drugs

Remifentanil Opioid, Analgesic � Opioid System
� Analgesics

Drug Group/Class Link
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Repaglinide Meglitinide � ATP-dependent K+ Channels
� Oral Antidiabetic Drugs

Reteplase Fibrinolytic � Fibrinolytics

Ribavirin Antiviral agent � Antiviral Drugs

Rifabutin Antituberculotic agent � Antituberculosis Drugs

Rifampin Antituberculotic agent � Antituberculosis Drugs

Risperidone Atypical neuroleptic � Antipsychotic Drugs

Ritonavir Viral protease inhibitor � Antiviral Drugs
� Viral Proteases

Rituximab Anti-CD20 antibody � Antineoplastic Agents

Rivastgmine Acetylcholinesterase inhibitor � Cholinesterase

Rizatriptan Serotonin receptor agonist � Serotoninergic System

Rofecoxib Anti-inflammatory agent � Cyclooxygenases
� Non-steroidal Anti-inflammatory Drugs

Rolipram PDE-inhibitor � Phosphodiesterases

Ropinirole Dopamine receptor agonist � Dopamine System

Rosiglitazone Thiazolidinedione � Oral Antidiabetic Drugs
� Diabetes mellitus

Roxithromycin Macrolide (Antibacterial drugs) � Ribosomal Protein Synthesis Inhibitors

Salbutamol β-adrenergic agonist � ββββ-Adrenergic System

Salmeterol β-adrenergic agonist � ββββ-Adrenergic System

Saquinavir Viral protease inhibitor � Antiviral Drugs
� Viral Proteases

Sargramostim Hematopoietic growth factor � Hematopoietic Growth Factors

Scopolamine Muscarinic receptor antagonist 
(Parasympatholytic)

� Muscarinic Receptors

Selegiline MAOB-inhibitor � Anti-parkinson Drugs

Sertindol Atypical neuroleptic � Antipsychotic Drugs

Sertraline Selective serotonine reuptake inhibitor 
(SSRI)

� Antidepressant Drugs
� Neurotransmitter Transporters

Sibutramine Reuptake inhibitor � Antidepressant Drugs
� Appetite Control
� Anti Obesity Drugs

Sildenafil PDE-inhibitor � Phosphodiesterases

Simvastatin HMG-CoA-reductase inhibitor (statin) � HMG-CoA-reductase Inhibitors (Statin)

Sirolimus (rapamycin) Immunosuppressant � Immunosuppressive Agents

Spironolactone Aldosterone receptor antagonist � Gluco-/Mineralocorticoid Receptors
� Renin-angiotensin-aldosterone System

Sotalol Antiarrhythmic drug, β adrenergic receptor 
antagonist

� Antiarrhythmic Drugs
� ββββ-Adrenergic System

Stavudine Reverse transcriptase inhibitor � Antiviral Drugs

Streptokinase Fibrinolytic � Fibrinolytics

Streptomycin Aminoglycoside (Antibacterial drug) � Ribosomal Protein Synthesis Inhibitor

Strophantine Cardiac glycoside � Cardiac Glycosides

Strychnine Glycine receptor antagonist � Glycine Receptors

Drug Group/Class Link
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Sufentanil Opioid, Analgesic � Opioid System
� Analgesics

Sulfamethoxazole Sulfonamide � Sulfonamides

Sulfasalazine Anti-inflammatory drug � Non-steroidal Anti-inflammatory Drugs

Sulfipyrazone Uricosuric agent � Anti-gout Drugs

Sulfisoxazole Sulfonamide � Sulfonamides

Sulindac Analgetic/ Antipyretic/ Antiinflammatory 
drug

� Analgesics
� Cyclooxygenases
� NSAID

Sulpirid Atypical neuroleptic � Antipsychotic Drugs

Sumatriptan Serotonin receptor agonist � Serotoninergic System
� Analgesics

Suxamethonium Nicotine receptor agonist � Nicotinic Receptors

Tacrine Acetylcholinesterase inhibitor � Cholinesterase

Tacrolimus (FK 506) Immunosuppressant � Immunosuppressive Agents

Tamoxifen Selective estrogen receptor modulator 
(SERM)

� Selective Estrogen Receptor Modulators 
(SERM)

Tamsulosin α-adrenergic antagonist � αααα-Adrenergic System

Tegaserod Serotonin receptor antagonist � Serotoninergic System

Terazosin α-adrenergic antagonist � αααα-Adrenergic System

Terbinafin Allylamine � Antifungal Drugs

Terbutaline β-adrenergic agonist � ββββ-Adrenergic System

Teriparatide Hormone � Bone Metabolism

Testosteron-propionat Androgen receptor agonist � Sex Steroid Receptors

Tetracaine Local anaesthetic � Local Anaesthetics
� Voltage-dependent Na+ Channels

Tetracycline Tetracycline � Ribosomal Protein Synthesis Inhibitors

Theophylline PDE inhibitor, Adenosine receptor 
antagonist

� Phosphodiesterases

Thiamazol Antithyroid drug � Antithyroid Drugs

Thiethylperazine Phenothiazine � Antipsychotic Drugs

Thioguanine Antimetabolite � Antineoplastic Agents

Thiopental Barbiturate � General Anaesthetics

Thioridazine Phenothiazine � Antipsychotic Drugs

Thiotepa Alkylating agent � Antineoplastic Agents

Tiagabine Antiepileptic drug � Antiepileptic Drugs

Ticlopidine Thienopyridine � Antiplatelet Drugs

Tilidin Opioid, Analgesic � Opioid System
� Analgesics

Tirofiban GPIIb/IIIa inhibitor � Antiplatelet Drugs

Tobramycin Aminoglycoside (Antibacterial drug) � Ribosomal Protein Synthesis Inhibitors

Tocainide Antiarrhythmic drugs � Antiarrhythmic Drugs

Tolbutamide Sulphonylurea � ATP-dependent K+ Channels
� Oral Antidiabetic Drugs

Drug Group/Class Link
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Tolcapone COMT-inhibitor � Anti-parkinson Drugs
� Catechol-O-methyltransferase and its 

Inhibitors

Tolterodine Muscarinic receptor antagonist � Muscarinic Receptors

Topiramate Antiepileptic drug � Antiepileptic Drugs

Topotecan Topoisomerase-I-inhibitor � Antineoplastic Agents

Torasemide Loop diuretic � Diuretics

Toremifene Selective estrogen receptor modulator 
(SERM)

� Selective Estrogen Receptor Modulators 
(SERM)

Tramadol Opioid, Analgesic � Opioid System
� Analgesics

Trandolapril ACE inhibitor � ACE Inhibitors
� Renin-angiotensin-aldosterone System

Trastuzumab Receptor tyrosine kinase blocking antibody � Growth Factors

Trazodone Antidepressant � Antidepressant Drugs

Triamterene Potassium-sparing diuretic � Diuretics
� Epithelial Na+ Channels

Triazolam Benzodiazepine � Benzodiazepines

Trimethoprim Antibacterial agent � Antiprotozoal Drugs/
� Antimicrobial Agents

Trimipramin Non-selective monoamine reuptake 
inhibitor (NSMRI)

� Antidepressant Drugs
� Neurotransmitter Transporters

Tropicamide Muscarinic antagonist (Parasympatholytic) � Muscarinic Receptors

Tropisetron Antiemetic drug, Serotonin receptor 
antagonist

� Emesis
� Serotoninergic System

Tubocurarin Neuromuscular blocking agent � Nicotinic Receptors

Urapidil α-adrenergic antagonist � αααα-Adrenergic System

Urokinase Fibrinolytic � Fibrinolytics

Valacyclovir Antiviral drug � Antiviral Drugs

Valproic Acid Antiepileptic drug � Antiepileptic Drugs

Valsartan Angiotensin receptor antagonist � Renin-angiotensin-aldosterone System

Vancomycin Antibacterial agent � Antiprotozoal Drugs/
� Antimicrobial Agents

Venronium Neuromuscular blocking agent � Nicotinic Receptors

Venlafaxine Selective noradrenaline, Serotonine 
reuptake inhibitor (SSRNI)

� Antidepressant Drugs
� Neurotransmitter Transporters

Verapamil Phenylalkylamine � Ca2+ Channel Blockers
� Voltage-Dependent Ca2+ Channels

Vigabatrin Antiepileptic drug � Antiepileptic Drugs

Vinblastine Vinca alkaloid � Antineoplastic Agents
� Cytoskeleton

Vincristine Vinca alkaloid � Antineoplastic Agents
� Cytoskeleton

Vindesine Vinca alkaloid � Antineoplastic Agents
� Cytoskeleton

Drug Group/Class Link
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Warfarin Coumarinderivative � Anticoagulants
� Vitamin K

Xipamide Thiazide � Diuretics

Xylometazoline α-adrenergic antagonist � αααα-Adrenergic System

Yohimbine α-adrenergic antagonist � αααα-Adrenergic System

Zafirlukast Leukotriene receptor antagonist � Leukotrienes

Zalcitabine Reverse transcriptase inhibitor � Antiviral Drugs

Zaleplon Sedative � GABAergic System

Zanamivir Neuraminidase inhibitor � Antiviral Drugs

Zaprinast PDE-inhibitor � Phosphodiesterases

Zidovudine Reverse transcriptase inhibitor � Antiviral Drugs

Zileuton 5-Lipoxygenase inhibitor � Leukotrienes

Zolmitriptan Serotonin receptor agonist � Serotoninergic System

Zolpidem Sedative � GABAergic System

Zopiclone Sedative � GABAergic System

Drug Group/Class Link
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ABC Proteins
ABC Transporters
Aβ Amyloid
ABPs
Absence Epilepsy
Absorption
Abstinence Syndrome
Abused Drugs
ACE Inhibitors
Acetylcholine
Acetylcholinesterase
Acetyltransferase
ACPD
ACTH
Actin
Actin Binding Proteins
Action Potential
Activated Partial Thromboplastin Time
Activation-induced Cell Death
Active Site
Active Transport
Activins
Acute Phase Reactants
Acyl-CoA
Adaptive Immunity
Adaptor Proteins
Addiction
Additive Interaction
Aδ-fibres
Adenosine
Adenosine Receptors
Adenoviruses
Adenylyl Cyclases
ADH
ADHD
Adhesion Molecules
AdoMet
Adrenal Gland
Adrenaline
Adrenergic or Noradrenergic Synapses, Receptors and 

Drugs
Adrenoceptor
Adrenocorticotropic Hormone
Adrenomedullin
Adverse/Unwanted Reactions
Affective Disorders
Affinity
Agonist
Agouti-related Protein
AgRP
Ah Receptor
AIDS
Airway Hyperresponsiveness
Airway Surface Liquid
AKAP

Akt
Alcohol
Alcohol Dehydrogenase
Aldehyde Dehydrogenase
Aldosterone
AlF4-

Alkaloid
Alkylating Agents
Allele
Allergen
Allergy
Allodynia
Alloimmunity
Allosteric Modulators
Allylamine
α1-acid Glycoprotein
a-Adrenergic System
α-2 Antiplasmin
α-Glucosidase
5α-Reductase
α and β tubulin
ALS
Alternative Splicing
Alzheimer's Disease
Ames test
Amiloride-sensitive Na+ Channel
Aminoglycosides
AMP, cyclic
AMPA Receptors
AMP-activated Protein Kinase
Amphetamine
AMPK
Amyloid Precursor Protein
Amyotrophic Lateral Sclerosis
Anabolic Steroids
Anaesthesia
Anaesthetics, general
Anaesthetics, local
Analeptics
Analgesia
Analgesics
Anandamide
Anaphylactic Shock
Androgen Receptor
Androgens
Anemia, macrocytic hyperchromic
Angel Dust
Angina Pectoris
Angioblast
Angiogenesis and Vascular Morphogenesis
Angiogenic Switch
Angiopoietins
Angiotensin
Angiotensin Converting Enzyme
Angiotensin Receptors



1102 Anion Exchange Resin

Angiotensinogen
Anion Exchange Resin
Antacids
Antagonist
Anthelminthic Drugs
Anthracyclines
Antiarrhythmic Drugs
Antibiotics
Antibodies
Anticoagulants
Anticonvulsants
Antidepressant Drugs
Antidiabetic Drugs
Antidiarrhoeal Agents
Antidiuretic Hormone
Antidysrhythmic Drugs
Anti-emetic Drugs
Antiepileptic Drugs
Antiestrogen
Antifibrinolytic Drugs
Antifungal Drugs
Antigen
Antigen-presenting Cells
Antigen Presentation
Antigen Receptors
Anti-gout Drugs
Antihistamines
Antihyperglycaemic
Antihypertensive Drugs
Anti-inflammatory Drugs
Anti-integrins, therapeutic and diagnostic implications
Antimalarial Drugs
Antimetabolite
Antimicrobial Agents
Antimode
Antineoplastic Agents
Anti Obesity Drugs
Antiparasitic Drugs
Anti-parkinson Drugs
Antiplatelet Drugs
Antiprogestins
Antiprotozoal Drugs
Antipsychotic Drugs
Antipyretic Agents
Antiretroviral Agents
Antirheumatoid Drugs
Antisense Oligonucleotides and RNA Interference
Antithyroid Drugs
Antitrypanosomal Drugs
Antituberculosis Drugs
Antitussives
Antiviral Drugs
Anxiety
Anxiolytics
APCs
Apoptosis
Appetite Control
aPTT
Aquaporins
Aquaretic Agents
AR
Arachidonic Acid

Area Postrema
Area under the Curve
Arginine Vasopressin
Aromatase
Arousal
Array
Arrestins
Arrhythmias
Arteriogenesis
Arylhydrocarbon Receptor
ASF Family of Transporters
ASL
Asn-linked Glycosylation
ASON
Aspartyl Proteinases
Aspirin
Assay
Asthma
Astrocytes
Atherogenesis
Atherosclerotic Plaques
Atopy
ATP
ATP-binding Cassette Transporter Superfamily
ATP-dependent K+ Channel
ATP-powered pump
Atrial Fibrillation
Atrial Natriuretic Peptide
Attention Deficit Hyperactivity Disorder
Atypical Neuroleptic
AUC
Autacoid
Autoimmune Disease
Autonomic Nervous System
Autoreceptors
Axon
Axonal Membrane
Azole

BAC
Back Propagation
Bacterial Toxins
Bacteriophage
Barbiturates
Baroreceptor Reflex
Bartter's Syndrome
Basal Activity
Basal Ganglia
Basophils
bax
bcl-2
BDNF
Benign Familial Neonatal Convulsions
Benzoapyrene
Benzodiazepines
Benzothiazepines
Beri-Beri
β-Adrenergic System
β Barrel
β-Blockers
β-Cell
11β-HSD II
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11β-Hydroxysteroid Dehydrogenase Type II
β-Lactam Antibiotics
β-Lactamases
BH4
BH Domain
Bicuculline
BID
Biguanides
Bimodal Distribution
Bioavailability
Biogenic Amines
Bioinformatics
Biopterin
Biotin
BiP
Bipolar Disorder
Bisphosphonates
Bisubstrate Analogs
BKCa channel
Blastocyst
Blood-brain Barrier
Blood: Gas Partition Coefficient of Anaesthetics
Blood Pressure Control
B Lymphocyte
BMPs
Body Mass Index
Bombesin-like Peptides
Bone Formation
Bone Metabolism
Bone Morphogenetic Proteins
Bone Remodelling
Bone Resorption
Botulinum Toxin
Botulism
Bradykinesia
Bradykinin
Brain Derived Neurotrophic Factor
Brain Natriuretic Peptide
Breast Cancer
Bronchial Asthma
Bronchodilators
Btk
Butyrophenones
Butyrylcholinesterase

C2 Domain
C-fibres
Ca2+-ATPase
Ca2+ Channels
Ca2+ Channel Blockers
Ca2+-induced Ca2+ Release
Ca2+ Release Channel
Ca2+ Spark
Ca2+ Transient
Cadherins
Cadherins/Catenins
cAK
Calcineurin
Calcitonin
Calcitonin Gene Related Peptide
Calmodulin
cADP-ribose

cAMP
cAMP- and cGMP-dependent Protein Kinases
cAMP-binding Guanine Nucleotide Exchange Factors 
cAMP-GEFs
Campothecins
Cancer, molecular mechanisms of therapy
Cannabinoid Receptor
Cannabinoids
Cannabis
Capsaicin
Capsid
CAR
Carbon Monoxide
Carbonic Anhydrase
Carcinogens
Carcinogenesis
Cardiac Glycosides
CART
Caspase
Catabolism
Catecholamines
Catechol-O-Methyltransferase and its Inhibitors
Cathepsins
Causalgia
Caveolae
CCK
CD26
cdk
Cell Adhesion Molecule
Cell-cycle Arrest
Cell-cycle Checkpoints
Cell-cycle Control
Cellular Immmunity
Central Diabetes Insipidus
Centrosome
Cephalosporins
CFTR
CG
cGK
cGMP
cGMP Kinase
cGMP-regulated Phosphodiesterases
CGRP
Channelopathies
Channels, ion
Chaperone Protein
Chemical Library
Chemical Neurotransmission
Chemokine Receptors
Chemokines
Chemoreceptor Trigger Zone
Chemotaxis
Chemotherapy
Cholecystokinin
Cholegraphic Contrast Agents
Cholera Toxin
Cholesterol
Cholinergic Transmission
Cholinesterase
Chorionic Gonadotropin
Chromosomal Translocations
Chromosomes
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Chymase
Chymotrypsin-like Proteinases
CICR
Ciliary Neurotrophic Factor
Circadian Rhythm
Circumventricular Organs
Class I Antiarrhythmic Drugs
Class II Antiarrhythmic Drugs
Class III Antiarrhythmic Drugs
Class IV Antiarrhythmic Drugs
Classic Cadherins
Clathrin
Clathrin-coated Vesicle
CLC
Cl- Channels
Clearance
Clonal Selection
Clostridial Neurotoxins
Clostridium Botulinum Toxin
Clotting
CMV
CNBD
CNG Channels
CNTF
CO
Coactivators
Coagulation/Thrombosis
Coatomer
Cocaine- and Amphetamine-regulated Transcript
Co-dominant
Coenzyme Q10
Coincidence Detection
Colitis
Collagen
Colony-stimulating Factors
Combination Oral Contraceptive
Combinatorial Chemistry
Compartment
Competitive Antagonists
Complement System
Compound Libraries
Computerized Tomography
COMT
Conditioned Place Preference
Conditioned Withdrawal
Conjugative Plasmid
Conjugative Transposon
Conotoxins
Constitutive Activity
Constitutive Androstane Receptor
Constitutive Receptor Activity
Contact Inhibition
Contraceptives
Contracture
Convulsant Drugs
Convulsions
Co-operativity Factor
COPI Vesicle
COPII Vesicle
Co-repressors
Cortico-medullary Solute Gradient
Corticosteroids

Corticosterone
Corticotropin
Corticotropin Releasing Hormone
Co-stimulatory Molecules
Cotransmission
Coumarins
COX-1
COX-2
Coxibs
CpG Dinucleotide Motif
CPI-17
Crack
Craving
Cre/loxP
CREB
CRH
Cromones
Cross Tolerance
Crosslinks
Cross-packaging
CSFs
CTLs
Curare
Current-voltage Relationship (I-V)
Cyclic-AMP Response Element Binding Protein
Cyclic Nucleotides
Cyclic Nucleotide-binding Domain (CNBD)
Cyclic Nucleotide-gated Channels
Cyclic Nucleotide-regulated Cation Channels
Cyclin
Cyclin-dependent Kinases
Cyclooxygenases
CYP
CYP Enzyme
Cysteine Proteinases
Cysteinyl Leukotrine
Cystic Fibrosis
Cytochalasins
Cytochrome P450
Cytochrome P450 2C19
Cytochrome P450 2C9
Cytochrome P450 2D6
Cytochrome P450 Induction
Cytokeratin
Cytokine Receptors
Cytokines
Cytokinesis
Cytoskeleton
Cytotoxic Agents
Cytotoxic T-cells

Databank
Database
2DE
Death Receptor
Delayed-rectifier K+ Channels
Delayed Type Hypersensitivity Reaction
Dendritic Cells
Dependence
Depolarization-induced Ca2+ Release
Depolarization-induced Suppression of Inhibition
Depression
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Dermatomycoses
Dermatophytes
Descending Inhibitory Pathway
Desensitization
Desmoplakin
DHOD
DHPR
Diabesity
Diabetes Insipidus
Diabetes Mellitus
Diacylglycerol
Dicer
DICR
Differential Display
Dihydrofolate Reductase
Dihydropyridine Receptor
Dihydropyridines
Dimer, Trimer, Oligomer
Dioxins
Dipeptidylpeptidase IV
Discharge
Dissociation Constant
Dissociative Anesthetic
Distribution of Drugs
Diuretics
DNA Fragmentation
DNA Methylation
DNA Replication
DNA Response Elements
Domain
Dopa Decarboxylase
Dopamine
Dopamine-β-hydroxylase
Dopamine System
Dose-response Curves
Double Stranded (ds) RNA
Drug Addiction/Dependence
Drug Discovery
Drug Interactions
Drug Metabolism
Drug Reinforcement
Drug-Receptor Interaction
DSI
DTH
Dyskinesias
Dyslipidemia
Dysrhythmias

EC50
ECaC
EC Coupling
ECE
Ecogenetics
Ecstasy
ED50
Edg Receptors
EEG
Effector
Efficacy
EGF
Eicosanoids
Elastase-like Proteinases

Electrochemical Driving Force
Electrospray Ionization Mass Spectrometry
Elimination Half-life
Elimination of Drugs
Emesis
ENaC
Endocannabinoid System
Endogenous Opioid Peptides
Endoplasmic Reticulum
Endorphins
Endothelial Cells
Endothelin Converting Enzyme
Endothelins
Endotoxin
Enkephalin
Entamoeba Histolytica
Envelope
Enzyme
Eosinophil
Eotaxin
Eph Receptor Tyrosine Kinase
Ephrin-B
Ephrins
Epidermal Growth Factor
Epidermal Growth Factor Receptor Family
Epidural (Space)
Epigenetic
Epilepsy
Epinephrine
Episodic Ataxia/Myokymia
Episome
Epithelial Ca2+ Channel 1
Epithelial Na+ Channel
EPS
EPSP
ER
ERT
ERGIC
ER/Golgi Intermediate Compartment
ErbB Receptor Family
Erectile Dysfunction
Ergot Alkaloids
Erythropoietin
ESI-MS
EST
Estrogen Receptor
Estrogen Replacement Therapy (ERT)
Estrogens
Ethanol
Euglycaemia
Eukaryotic Expression Cassette
Excitability
Excitation-contraction Coupling
Excitatory Amino Acids
Excitotoxicity
Exocytosis
Exon
Exportins
Extrapyramidal Side Effects

F-actin
Fab Fragments
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Factor IIa
FAD
Familial Persistent Hyperinsulinemic Hypoglycemia of 

Infancy
Farnesyl Transferase Inhibitors
FasL
Favism
Fever
Fibrates
Fibrin
Fibrinogen
Fibrinolysis
Fibrinolytics
Fibroblast Growth Factors
First-order Kinetics
First-pass (presystemic) Metabolism
Flare
Flavin Adenine Dinucleotide
Flavin Mononucleotide
Flp/FRT
Fluorides
Fluoroquinolones
FMN
Folate
Folic Acid
Follicle-stimulating Hormone
Follitrophin
Force Fields / Molecular Mechanics
Forskolin
Frontal Cortex
FSH
F-type ATPase
Functional Genomics
Functional Proteomics
Fungi
Fungicidal Effect
Fungistasis/Fungistatic
Funicular Myelitis
Furin
Furin-like Protease
Fyn
FYVE Domain

GABA
GABAA Receptor
GABAB Receptors
GABAergic System
G-actin
Gaddum, method of
Galanin
Galanin Receptors
GALP
γ-Aminobutyric Acid
γ-Glutamyl-transpeptidase
GAPs
Gastric Emptying Rate
Gastric H, K-ATPase
Gastrin
Gastrin Releasing Peptide
Gastroesophageal Reflux Disease
Gating
G-CSF

GDIs
GEFs
Gene Activity Profile
Gene-environment Interaction
Gene Expression
Gene Expression Analysis
Gene Gun
Gene Products
Gene Promoter
Gene Therapy
General Anaesthetics
Genetic Polymorphism
Genetic Vaccination
Genome
Genomics
Genotype
Gephyrin
GERD
GH
Ghrelin
Giardia Lamblia
GIRK
Gitelman's Syndrome
Glial Cells
Glomerular Filtration Rate
Glucagon
Glucagon-like Peptide-1
Gluco-/Mineralocorticoid Receptors
Glucocorticoids
Glucocorticoids, inhalable
Glucocorticosteroids
Gluconeogenesis
Glucose Transport Facilitators
Glucose Transporters
GLUT
Glutamate
Glutamate Receptors
Glycine
Glycine Receptors
Glycogen Synthase Kinase 3
Glycopeptide Antibiotics
Glycoprotein IIb/IIIa Receptor Antagonists
Glycoproteins
Glycosaminoglycan
Glycosides, cardiac
Glycosylphosphatidylinositol Anchor
Glycylcyclines
GM-CSF
GMP, cyclic
GnRH
Gold Compounds
Golgi Apparatus
Gonadorelin
Gonadotropin-releasing Factor/Hormone (GnRH)
Gonadotropins
Gout
GPIIb/IIIa Receptor Antagonists
GPCR
GPI Anchor
G-protein-coupled Receptors
G-protein-coupled Receptor Kinases
G-proteins
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GRKs
Granulocyte-CSF
Granulocyte-macrophage-CSF
Graves' Disease
Growth Factors
Growth Hormone
GSK3
GTPase Activating Proteins (GAPs)
GTPase, small
Guanine Nucleotide Dissociation Inhibitors (GDIs)
Guanine Nucleotide Exchange Factors (GEFs)
Guanylyl Cyclase
Gyrase
Gyrase Inhibitors

Haemostasis
Half-life /Elimination Half-life (t1/2 or t1/2β)
Haplotype
Hashish
HCN
HCV (Hepatits C Virus)
HDL
Heat Shock Protein
Helicobacter Pylori
Helix Bundle
Helix-loop-helix Motif
Helper T Cells
Hemangioblast
Hematopoiesis
Hematopoietic Growth Factors
Heme
Hemozoin
Heparin
Hepatitis
Hepatitis C
Heptahelical Domain
HERG-channels
Heterologous Desensitization
Heterologous Expression System
Heterotrimeric G-proteins
Heterotrimeric GTP-binding Proteins
High-density-lipoprotein-cholesterol
High-throughput Screening
Hippocampus
Hirudin
Histamine
Histaminergic System
Histone
Histone Acetylation
HIV
HMG-CoA-reductase-inhibitors
Homologous Desensitization
Homologous Proteins
Homologous Recombination
Homology
Hormone Replacement Therapy
HPA Axis
HRT
HSP 
Hsp70
HSV (Herpes Simplex Virus)
Humanized Monoclonal Antibodies

5-HT
Humoral Immunity
Hybridization
Hydroxypyridones
5-Hydroxytryptamine
Hyoscine (scopolamine)
Hyperactivity Disorder
Hyperaldosteronism
Hyperalgesia
Hypercholesterolaemia
Hyperekplexia
Hyperglycaemia
Hyperkalaemia
Hyperlipidaemia/Hyperlipoproteinaemia
Hyperplasia
Hyperpolarization-activated and Cyclic Nucleotide-gated 

(CNG) Channels
Hypersensitivity
Hypertension
Hyperthyroidism
Hyperuricemia
Hypnotics
Hypoaldosteronism
Hypocretin
Hypoglycaemia
Hypokalaemia
Hyposensitization
Hypotension
Hypothalamus
Hypothalamus-pituitary-adrenal Axis
Hypothyroidism
Hypoxia

IBS
IC50 values
Idiosyncratic Reactions
IGF
IKr
Imidazoline Receptor
Immediate Early Genes
Immune Complexes
Immune Defense
Immune System
Immunity
Immunoglobulins (Immunoglobulin Superfamily)
Immunomodulators
Immunophilin
Immunosuppressive Agents
IMPDH
Importins
Inflammation
Inflammatory Disorders
Influenza
Infrared Spectroscopy
Innate Immunity
Inorganic Phosphate Transporters
Inositol
Inositol Trisphosphate
Insulin
Insulin-like Growth Factor
Insulin Receptor
Insulin Resistance
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Integrase
INR
Integrins
Integrin, αIIbβ3 
Integrin, α4β1
Integrin, α4β7
Integrin, αvβ5 
Integrin, αvβ3
Interactions
Interferons
Interleukin-1
Interleukin-2
Intermediate Filaments
Internalization
International Normalized Ratio (INR)
Intracellular Transport
Intrathecal Space
Intrinsic Efficacy
Intron
Inverse Agonist
Inward Rectification
Inward Rectifier K+ Channels
Inwardly Rectifying K+ Channel Family
Iodide
Iodine
Ion Channels
Ionic Contrast Media
Ionotropic (channel-linked) Receptors
Ionotropic Glutamate Receptors
IPC
IPSP
IRAG
Irreversible Antagonists
Irritable Bowel Syndrome
Ischemic Preconditioning
Islet Amyolid Peptide
Isoform
Isoprenoid
Ito

JAK-STAT Pathway

K+ Channels
K+ Channel Openers
K+ Homeostasis
K+-sparing Diuretics
Kainate Receptor
Kallidin
Kallikrein
KATP Channels
KCNQ-channels
KCOs
KD
KDEL Receptor
KELL Blood Group Antigen
Ki Values
Kinase
Kinase Domain
Kinetochore
Kinins
Kir Channels
KNDP Channel
Knockout Mice

koff
Korsakoff Psychosis
Kvβ-subunits
Kv-channels
KvLQT1-channels
Kynurenine Pathway

L-Arginine
Lasofoxifene
Lateral Hypothalamic Area
Laxatives
LD50
L-dihydroxyphenylalanine
LDL-receptors
L-DOPA / Levodopa
Lead
Leptin
Lethal Dose
Leucin Zipper
Leukemia
Leukopoiesis
Leukotriene Receptor Antagonists
Leukotrienes
Levodopa
Lewy Bodies
Liddle's Syndrome
Ligand
Ligand-gated Ion Channels
Limbic System
Lipid Modifications
Lipid Phosphate Phosphohydrolases
Lipid Rafts
Lipid-lowering Drugs
Lipopolysaccharide
Lipoprotein
5-lipoxygenase
Lipoxygenases
Lithocholic Acid
L-NAME
Local Anaesthetics
Locus Ceruleus
Long-QT Syndromes
Long-term Depression
Long-term Potentiation
Loop Diuretics
Low-density-lipoprotein (LDL)-cholesterol
Low-dose Oral Contraceptives
LPS
LTD
3',5',3,5-L-tetraiodothyronine
LTP
3',5,3-L-triiodothyronine
L-type Ca2+ Channel
Luteinizing Hormone
Lymphangiogenesis
Lymphocytes
Lysophosphatidic Acid
Lysophospholipids

Macrolides
Macrophage
Macula Densa
Major Histocompatibility Complex
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Malaria
MALDI-MS
Malignant Hyperthermia
Mannose 6-phosphate Receptor
MAO
MAP
MAPK
MAP Kinase Cascades
Marijuana
Marimastat
Mast Cells
Matrix Metalloprote(in)ase 2
Matrix Metalloprote(in)ase 9
Matrix Metalloprote(in)ases
Matrix Proteins
Matrix-assisted Laser Desorption/Ionization Mass 

Spectrometry
MCH
M-channels
MDMA
Mechanism-based Enzyme Inhibition
Mechano-sensory Transduction
Meglitinide
Meglitinide-related Compounds
Melanin-concentrating Hormone
Melanocortins
Melanocyte-stimulating Hormone
Melatonin
Membrane Transport Protein
Ménière's Disease
Mesangial Cells
Mesolimbic System / Reward System
Metabolic Syndrome
Metabotropic Glutamate Receptors
Metabotropic Receptors
Metalloprote(in)ase
Metastasis
Methicillin-resistant Staphylococci
3,4-Methylenedioxymeth–am-phetamine
2-Methyl-6-(phenylethynyl) Pyridine
1-Methyl-4-Phenylpyridium
1-Methyl-4-phenyl-1,2,3,6-tetrahydropyridine
Methylxanthines
MHC
MIC
Michaelis-Menten Kinetics
Microarray Hybridization
Microarray Technology
Microbial Resistance to Drugs
Microtubule
Microtubule Associated Proteins
Mineralcorticoids
Minimal Inhibitory Concentration
MinK Subunits
MirP Subunits
Mitochondrial Permeability Transition Pore
Mitogen
Mitogen-activated Protein Kinase
Mitosis
Mixed Function Oxygenase
MLCK
MLCP

MMP-2
MMP-9
Molecular Chaperones
Molecular Dynamics Simulation
Molecular Modelling
Monoamine Oxidase
Monoclonal Antibodies
Monocytes
Monophasic Preparations
Mood Disorders
Mood-stabilising Drugs
Morpholines
Motilin
Motion Sickness
Motor Proteins
MPEP
MPP+

MPTP
mRNA
MS/MS
Mucolipin
Multidrug Resistance
Multidrug Resistance Gene
Multidrug Transporter
Multiple Sclerosis
Muscarinic Receptors
Muscle Relaxants
Muscle Type Nicotinic Receptors
Mutation
Myasthenia Gravis
Myelin Basic Protein
Myelosuppression
Myosin Light Chain Kinase
Myosin Phosphatase
Myotonia
Myristoylation

Na+ Channels
nAChR
Na+-dependent Glucose Cotransporter
Na+Cl- Cotransporter
Na+/H+ Exchanger
Na+K+ 2Cl- Cotransporter
Na+K+-ATPase
N-Acetyltransferases
NADPH-diaphorase
NANC Transmission/Mediators
Narcolepsy
Narcotics
Natriuretic Drugs
Natriuretic Peptides
Natural Killer Cells
Nausea
NDP-dependent K+ Channel
Necrosis
N-end Rule
NEP
Nephrogenic Diabetes Insipidus
Neprilysin
Nerve Growth Factor
Neural Network
Neuraminidase
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Neuraxis
Neuregulin
Neurodegeneration
Neurokinin A
Neuroleptic-like Malignant Syndrome
Neuroleptics
Neuromedin B
Neuromedin U
Neuromuscular Blocking Agents
Neuropathic Pain
Neuropeptide FF
Neuropeptide Y
Neuropeptides
Neurosteroids
Neurotensin
Neurotransmitters
Neurotransmitter Transporters
Neurotrophic Factors
Neutral Antagonist
Neutral Endopeptidase
Neutropenia
Neutrophils
NFAT
NF-IL6
NF-κB
NGF
NHE
Niacin
Nicotinic Acetylcholine Receptor
Nicotinic Receptors
Nigrostriatal Tract/Pathway
Nitrates
Nitrergic Transmission
Nitric Oxide
Nitric Oxide Synthase
Nitrovasodilators
NK Cells
NK Receptors (Neurokinins Receptors)
NMDA
NMDA Receptor
N-Methyl D-aspartate Receptors
NMR
NMR-based Ligand Screening
N-nitro-L-arginine Methyl Ester
NO
NO Donator
NO Synthases
Nociceptin/Orphanin FQ
Nociception
Nociceptive Transducers
Nociceptors
Nodes of Ranvier
Non-adrenergic Non-cholinergic (NANC) Transmission/

Mediators
Non-competitive Antagonism
Non-ionic Contrast Media
Non-neuronal Monoamine Transporters
Non-opioid Analgesics
Non-selective Cation Channels
Non-selective Monoamine Reuptake Inhibitor
Non-steroidal Anti-inflammatory Drugs
Non-viral Proteases

Noradrenaline Transporter
Norepinephrine/Noradrenalin
Normoglycaemia
NOS
NSAIDs
NSF
NSMRI
Nuclear Factor-κB
Nuclear Pore Complex
Nuclear Receptor Superfamily
Nuclear Receptor Regulation of Drug-metabolizing P450 

Enzymes
Nuclear Receptors
Nucleic Acid Vaccination
Nucleus Accumbens

Obesity
OCT
Oestrogens
Oedema
Off-resin Analysis
Oligonucleotide
Oncogenes
Oncogenesis
On-resin Analysis
Opiates
Opioid Systems
Opium
Oral Anticoagulants
Oral Antidiabetic Drugs
Oral Contraceptives
Orexins
Organic Cations
Organic Cation Transporters
Organic Nitrates
Organophosphates
ORL-1
Orphan Nuclear Receptor
Orphan Receptors
Osmotic Laxatives
Osteoarthritis
Osteoblast
Osteoclast
Osteopetrosis
Osteoporosis
Ototoxicity
Oxazolidinones
Oxidase, mixed function
Oxytocin

p53
PACAP
PAF
PAG
p24-family
P450 Mono-oxygenase System
p70S6 Kinase
Pain
Palmitoylation
Pancreatic β-cell
Pancreatic Polypeptide
Pantothenic Acid
Parasympathetic Nervous System
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PARASYMPATHOLYTICS
Parasympathomimetics
Parathyroid Hormone
Paraventricular Nucleus
Parkin
Parkinson's Disease
PAS Domain
Patch-clamp Method
PCI
PDE
PDGF
PDK1
PDZ Domain
Pellagra
Pemphigus Blistering Disease
Penicillin
Penicillin-binding Protein
Pentasaccharide
Peptide Mass Fingerprinting
Peptide YY
Peptidoglycans
Peptidyl Transferase Center
Percutaneous Coronary Intervention
Periaqueductal Grey
Pericytes
Peripheral Nerve
Peripheral Neuropathy
Peroxisome Proliferator Activated Receptor
Peroxisome Proliferator Chemicals
Pertussis Toxin
PEST Sequences
PGI2
P-glycoprotein
PH Domain
PHHI
Phage
Phagocyte/Phagocytosis
Pharmacodynamics
Pharmacogenetics
Pharmacogenomics
Pharmacokinetics
Pharmocodynamic Tolerance
Pharmocokinetic Tolerance
Phenothiazines
Phenotype
Phenylalkylamines
Phorbol Esters
Phosphatases
Phosphatidic Acid
Phosphatidylinositol 3-kinase
Phosphatidylinositol 4,5-bisphosphate
Phosphatidylinositol Phophate
Phosphatodylinositol
Phosphodiesterases
Phospholipases
Phospholipid
Phospholipid Kinases
Phospholipid Phosphatases
Phosphorylation
Phosphotyrosine-binding (PTB) Domain
Photoaging
Phototransduction

Phthalate Esters
Physical Dependence
PIAS
Picornaviruses
Picrotoxin
PI3-Kinase
PIP
PI Response
Pituitary Adenylyl Cyclase- activating Polypeptide
PKA
PKB/Akt
PKC
PKD2
Placenta Growth Factor
Plasmid
Plasmin
Platelet-activating Factor
Platelet-derived Growth Factor
Platelets
Pleckstrin Homology Domain
Plexins
PMF
Polyamines
Polyenes
Polyethylene Glycol
Polymorphism
POMC
Poor Metabolizer
Population Pharmacokinetics
Positron Emission Tomography
Post-translational Modification
Potentiation
PP
PPAR
PPCs
PR
Pregnane X Receptor
Preintegration Complex
Prenylation
Prepro-opiomelanocortin
Presynaptic Receptors
Primary Aldosteronism
Primary Hemostasis
Prodrug
Progesterone
Progesterone Receptor
Progestins
Programmed Cell Death
Prolactin
Promoter
Proopiomelanocortin
Prostacyclin
Prostaglandins
Prostanoids
Protamine Sulfate
Protease-activated Receptors
Proteases
Proteasome
Protein Folding
Protein Kinase
Protein Kinase A
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Protein Kinase C
14-3-3 Proteins
Protein Trafficking and Quality Control
Proteinase-activated Receptors
Proteinases
Proteome
Proteomics
Proteosomal Degradation
Prothrombin Time
Protocadherins
Proton Pump Inhibitors and Acid Pump Antagonists
Proto-oncogenes
Pseudogene
Pseudohypoaldosteronism Type I
Psoralens
Psychedelic Hallucinogen
Psychostimulants
Psychotomimetic Drugs
PT
PTB Domain
PTEN
PTM
P-type ATPase
Pulmonary Hypertension
Purinergic System
Purinoceptor
PXR
Pyknosis
Pyramidal Cell
Pyrexia

QT Prolongation
Quantitative PCR
Quinolinic Acid
Quinolones

Rab-GTPases
Radiocontrast Agents
Radioiodine
Radiomimetics
Raf
Raphe Nuclei
Ras
Raynaud's Phenomenon
Rb Gene
Reactive Oxygen Species
Receptor Occupancy
Receptor Protein
Receptor Reserve
Receptor Serine/Threonine Kinases
Receptor Subtype
Receptor Tyrosine Kinase
Receptors
Rectification
Reelin
Reentrant Arrhythmia
Regulators of G-protein Signalling
Regulatory Regions
Reinstatement
Relative Potency
Relaxin
REM Sleep
Renin

Renin-Angiotensin-Aldosterone System
Repolarization
Resiniferatoxin
Resistance
Respiratory Burst
Response Elements
Restenosis
Resting Potential
Resting Tremor
Retinal
Retinitis Pigmentosa
Retinoblastoma (Rb) Gene
Retinoic Acid
Retinoic Acid Receptors
Retinoid-resistance
Retinoids
Retinoids, chemical structure
Retinoid X Receptor
Retinol
Retinyl Esters
Retrograde Messenger
Retroviruses
Reuptake Transporter
Reverse Transcription
Reward (pathways)
Reye's Syndrome
RGS
RGS Protein
Rhabdomyolysis
Rheumatoid Arthritis
Rho
Rho-kinase
Riboflavin
Ribosomal Protein Synthesis Inhibitors
Ribozymes
Rigidity
RNA Editing
RNAi
RNA Interference
RNA Polymerase II
RNA Polymerase Inhibitors
RNA Polymerase III Promoter
RNAse
RTK
RT-PCR
RXR
Ryanodine Receptor

S-adenosyl-L-methionine
Salicylate
SAM
Sarafotoxin
Sarcolemma
Sarcoplasmic Reticulum
SARMs
Saxitoxin
Scaffolding Proteins
Scatchard Plot
Schild Analysis
Schizophrenia
Secondary Aldosteronism
Second Messenger
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Secretory Pathway
Sedatives
Seizure
Selectins
Selective Androgen Receptor Modulators
Selective Estrogen Receptor Modulators
Selective Noradrenaline Reuptake Inhibitors
Selective Progesterone Receptors Modulators
Selective Serotonine Reuptake Inhibitors
Selective Sex-steroid Receptor Modulators
Semaphorins
Senescence
Sensitization (drug abuse)
Septicemia
Sequence Profile
Sequential Preparations
SERCA
Serine-hydroxymethyltransferase
Serine Proteinases
Serine/Threonine Kinase
SERM
Serotonin
Serotonin (vomiting)
Serotoninergic System
Serum Sickness
Seven Transmembrane Span Proteins
Sex Steroid Receptors
Sex Steroids/Hormones
SGLT
SH2 Domain
SH3 Domain
Shaker-channels
Shine-Dalgarno Interaction
SIADH
Sialic Acid
Sialin
σ-Opioid Receptors
Signal Peptidases
Signal Recognition Particle
Signal Transducer and Activator of Transcription (STAT)
Simple Diffusion
Simulated Annealing
Single Channel
Single Nucleotide Polymorphisms
Sinus Rhythm
siRNAs
Skinned Fiber
SMADs
Small GTPases
Smooth Muscle Tone  Regulation
SNAPs
SNARE Proteins
SNPs
SNRIs
SOCS
SOD
Solid Phase Synthesis
Soluble Guanylyl Cyclase
Solute Carrier
Somatomedins
Somatostatin
Spermine/Spermidine

Sphingosine Kinase
Sphingosine-1-phosphate
Splice Variant
Split-and-recombine Synthesis
Sporotrichosis
SPRM
SR
Src Gene
Src-homology 2 Domain
Src-homology 3 Domain
SRP
SSRIs
S-stereoisomer
STAT
State-dependent Block
Statins
Steroid Hormones
Steroid Receptors
Steroids
Store-operated Ca2+ Entry
Stress Proteins
Structural Genomics
Strychnine
STX
Substance K
Substance P
Substantia Gelatinosa
Substantia Nigra
Sulfonamides
Sulfonylurea Receptor
Sulfonylureas
Sulfotransferase
Sulphonylureas
SUMO
Superantigen
Supercoils
Superfamily
Superoxide
Superoxide Dismutase
Supraventricular Tachycardia
SUR
Susceptibility
Swiss-Prot
SxxK Acyl Transferases
SxxK β-lactamases
SxxK Free-standing Penicillin-binding Protein
SxxK PBP Fusions
Sympathetic System
Sympatholytic Drugs
Sympathomimetic Drugs
Synapse
Synaptic Transmission
Synaptic Vesicles
Synaptotagmin
Syndecans
Synergistic Interaction
Systolic and Diastolic Blood Pressure and Pulse Pressure

T3
T4
t1/2 or t1/2β
Tachykinins
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Tachyphylaxis
Tamoxifen
Tandem Mass Spectrometry
Tardive Dyskinesia
Target
Targeted Mutant
TATA Box
Taxanes
T-cells
Telomerase
Temporal Lobe
Tendinitis
Teratogen
Testosterone
Tetanus
Tethered Ligand
Tetracycline
Tetrahydrocannabinol
(6R)-5,6,7,8-tetrahydro-L-biopterin
Tetrodotoxin
TF
Tg
TGFβ
TH
THC
Therapeutic Drug Monitoring
Thiamin
Thiazide Diuretics
Thiazolidinediones
Thienopyridines
Thiopurine S-methyltransferase
Thioxanthene
Threading
Thrifty Gene Hypothesis
Thrombin
Thrombocytopenia
Thrombolysis
Thrombopoietin
Thrombosis
Thromboxane
Thrombus
Thymoleptics
Thyroglobuline
Thyroid Autonomy
Thyroid Peroxidase
Thyrotoxicosis
Thyroxine
Tissue Factor
Tissue Plasminogen Activator
T-lymphocytes
TNF
TNFα
TNF Receptor Associated Factors
TNF Receptor Superfamily
Tocolytics
Tolerance
Tolerance and Desensitization
Toll-like Receptors
Tonic-clonic Convulsions
Topoisomerase
Torsade de Pointes
TPO

Trace Amines
TRAF
Trafficking
Tranquilizers
Transcription
Transcriptional Co-activators
Transcription Factor
Transduction
Transfection
Transforming Growth Factor β
Transforming Oncogenes
Transgene
Transgenic Animal Models
Transient Receptor Potential
Transition State
Translocon
Transmembrane Domain
Transmembrane Signalling
Transport ATPase
Transporter
Transposon
Trichomonas Vaginalis
Tricyclic Antidepressants
Triglycerides
Triiodothyronine
Trimodal Distribution
Trophoblast
Tropism
TRP Channels
TRPM2
TRPM4
TRPM7
TRPM8
TRPV1
TRPV4
TRPV5 and TRPV6
Trypsin
Trypsin-like proteinases
TSH Receptor
T-tubule
TTX
Tubulin
Tumor Necrosis Factor
Tumor Necrosis Factor α
Tumor Suppressor Gene
TUNEL
Twitch
Two-dimensional Gel Electrophoresis
Two Metal Sites
Type I Allergic Reaction
Type II Allergic Reaction
Type III Allergic Reaction
Type IV Allergic Reaction
Tyrosine Hydroxylase
Tyrosine Kinases
Tyrosine Phosphatase
Tyrphostins

Ubiquinone
Ubiquitin
Ubiquitin/Proteasome System
Ubiquitin-dependent Protein Degradation
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Ubiquitin-related Modifiers
UDP-glucuronyl Transferase
Ultrarapid Metabolizer
Unwanted Effects
Urate
Urea Transporter
Uric Acid
Uricostatic Drug
Uricosuric Drug
Urodilatin
Urographic Contrast Agents
Urotensin
Urticaria
UT1

Vaccination
VAChT
Vacuolar-type Proton Translocating ATPase
Vanilloid Receptor
Varizella Zoster Virus
Vascular Endothelial Growth Factor
Vasoactive Intestinal Peptide
Vasoconstrictor
Vasodilator
Vasopeptidase Inhibitors
Vasopressin/Oxytocin
Vasorelaxant
Vav
Vegetarian
VEGF
Venus Flytrap (VFT) Module
Very Low Density Lipoprotein (VLDL)
Vesicle
Vesicular Acetylcholine Transporter
Vesicular Transporters
VGAT/VIAAT
VGLUT
Vinca Alkaloids
VIP
Viral Proteases
Viremia

Vitamin A
Vitamin B1
Vitamin B2
Vitamin B6
Vitamin B12
Vitamin C
Vitamin D
Vitamin E
Vitamin K
Vitamins, watersoluble
VLDL
VMAT
Voltage-dependent Ca2+ Channels
Voltage-dependent Inactivation
Voltage-dependent Na+ Channels
Voltage-gated Ion Channels
Voltage-gated K+ Channels
Voltage Sensor
Vomiting
Vomiting
von Willebrand Factor
V-type ATPase
vWf
VZV

Water Channel
Watson-Crick Base Pairing
Wernicke’s Syndrome / Encephalopathy
Wheal
Withdrawal

Xanthine
Xanthine Oxidase
Xenobiotic

YAC

Zero-order Kinetic
ZES
Zinc Finger
Zollinger-Ellison Syndrome
Zona Glomerulosa
Zymogen




