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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the first World
Computer Congress held in Paris the previous year. A federation for societies working
in information processing, IFIP’s aim is two-fold: to support information processing in
the countries of its members and to encourage technology transfer to developing na-
tions. As its mission statement clearly states:

IFIP is the global non-profit federation of societies of ICT professionals that aims
at achieving a worldwide professional and socially responsible development and
application of information and communication technologies.

IFIP is a non-profit-making organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees and working groups, which organize
events and publications. IFIP’s events range from large international open conferences
to working conferences and local seminars.

The flagship event is the IFIP World Computer Congress, at which both invited and
contributed papers are presented. Contributed papers are rigorously refereed and the
rejection rate is high.

As with the Congress, participation in the open conferences is open to all and papers
may be invited or submitted. Again, submitted papers are stringently refereed.

The working conferences are structured differently. They are usually run by a work-
ing group and attendance is generally smaller and occasionally by invitation only. Their
purpose is to create an atmosphere conducive to innovation and development. Referee-
ing is also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP World
Computer Congress and at open conferences are published as conference proceedings,
while the results of the working conferences are often published as collections of se-
lected and edited papers.

IFIP distinguishes three types of institutional membership: Country Representative
Members, Members at Large, and Associate Members. The type of organization that
can apply for membership is a wide variety and includes national or international so-
cieties of individual computer scientists/ICT professionals, associations or federations
of such societies, government institutions/government related organizations, national or
international research institutes or consortia, universities, academies of sciences, com-
panies, national or international associations or federations of companies.
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Preface

This volume contains the proceedings of the 10th Annual IFIP Working Group 11.11
International Conference on Trust Management (IFIP TM). This is an annual research
conference, organized by the International Federation for Information Processing
Working Group WG 11.11, which started in 2007. The previous editions were held in
New Brunswick (Canada, 2007), Trondheim (Norway, 2008), West Lafayette (USA,
2009), Marioka (Japan, 2010), Copenhagen (Denmark, 2011), Surat (India, 2012),
Malaga (Spain, 2013), Singapore (2014), and Hamburg (Germany, 2015). This year,
IFIP TM was part of the “Security&Privacy Week” (SPW) in Darmstadt, where more
than a handful of security and privacy conferences and workshops took place. IFIP TM
2016 and the SPW were hosted by the Technische Universität Darmstadt, Germany,
during July 18–22, 2016.

IFIP TM is a flagship conference of the IFIP Working Group 11.11. It focuses on
novel research topics related to computational trust and trust-related issues of security
and privacy. The IFIP TM 2016 conference invited contributions in several areas,
including but not limited to trust architecture, trust modeling, trust metrics and com-
putation, reputation and privacy, security and trust, socio-technical aspects of trust, and
attacks on trust and reputation systems.

This year, we received 26 submissions from different parts of the world, including
Australia, Belgium, Canada, China, Colombia, Egypt, Germany, Greece, Hong Kong,
India, Indonesia, Israel, Japan, Malaysia, The Netherlands, Norway, Singapore, Spain,
UK, and the USA. Every submission went through a peer-review process, with at least
three reviewers. After carefully analyzing all the reviews, we accepted seven full papers
(acceptance rate of 26.92 %) in addition to seven short papers.

Every year IFIP TM hosts the William Winsborough Commemorative Address in
memoriam of our esteemed colleague Prof. William Winsborough. The award is given
to an individual who has significantly contributed to the areas of computational trust
and trust management. In 2016, the Working Group was pleased to host Prof. Simone
Fischer-Hübner of Karlstad University, Sweden, to present a keynote speech on
“Transparency, Privacy and Trust Technology for Tracking and Controlling my Data
Disclosures: Does this Work?” An invited paper related to the keynote is also included
in the proceedings.

In addition to papers and the William Winsborough keynote address, IFIP TM
hosted Prof. Vijay Varadharajan of Macquarie University Sydney, Australia, to present
a keynote speech on “Trust Enhanced Secure Role-based Access Control on Encrypted
Data in Cloud.” An abstract of his speech is also included in these proceedings. Finally,
the conference hosted a special panel session on “The Ideology of Social Science Meets
The Digitisation of Trust, Security and Privacy,” organized and chaired by Dr. Natasha
Dwyer of Victoria University Melbourne, Australia, and Sarah Talboom of Vrije
Universiteit Brussel, Belgium. This session is exclusively organized for the speakers
of the accepted papers in order to let them share the stories behind their papers.



In order to organize a successful conference, a team of dedicated people is a key. We
would like to thank our honorable Program Committee members as well as additional
reviewers for their timely, insightful, and thoughtful reviews. We are also fortunate to
get a professional and friendly team of workshop and tutorial, panel and special session,
graduate symposium, Web and Publicity chairs, and local organization chairs.
Since IFIP TM 2016 is part of the ‘Security&Privacy Week’, thanks and appreciation go
to local organization team members, especially Verena Giraud and Matthias Schulz.
Finally, thanks to the Tehcnische Univesität Darmstadt and the funded projects and
centers such as CROSSING, the Doctoral School “Privacy and Trust for Mobile Users,”
and CYSEC at TU Darmstadt for providing the facilities and financial support.

Authors are essential for the success of conferences. Congratulations to all of those
who got accepted and thanks to those who submitted to become a part of this research
community. A number of conferences are out there that have trust among their topics of
interest. IFIP TM distinguishes itself with its focus on the application of computational
models of trust and trust management in different fields such as cybersecurity, privacy,
human–computer interaction, social sciences, and risk quantification. We strive to build
IFIP TM as a cross-disciplinary conference and without your support and feedback this
would be impossible.

For more information on the working group, please visit http://www.ifiptm.org/
We hope that you enjoyed the conference and reading the proceedings.

May 2016 Sheikh M. Habib
Julita Vassileva
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Trust Enhanced Secure Role-based Access
Control on Encrypted Data in Cloud

(Abstract of Keynote Talk)

Vijay Varadharajan

Department of Computing
Faculty of Science

Macquarie University NSW 2109, Australia
vijay.varadharajan@mq.edu.au

Abstract. In this talk I will begin with a brief look at current trends in the
technology scenery and some of the key security challenges that are impacting
on business and society. In particular, on the one hand there have been
tremendous developments in cyber technologies such as cloud, Big Data and
Internet of Technologies.

Then we will consider security and trust issues in cloud services and cloud
data. In this talk, we will focus on policy based access to encrypted data in the
cloud. We will present a new technique, Role based Encryption (RBE), which
integrates cryptographic techniques with role based access control. The RBE
scheme allows policies defined by data owners to be enforced on the encrypted
data stored in public clouds. The cloud provider will not be able to see the data
content if the provider is not given the appropriate role by the data owner. We
will present a practical secure RBE based hybrid cloud storage architecture,
which allows an organisation to store data securely in a public cloud, while
maintaining the sensitive information related to the organisation’s structure in a
private cloud.

Then we will consider trust issues in RBE based secure cloud data systems.
We will discuss two types of trust models that assist (i) the data owners/users to
evaluate the trust on the roles/role managers in the system as well as (ii) the role
managers to evaluate the trust on the data owners/users for when deciding on
role memberships. These models will take into account the impact of role
hierarchy and inheritance on the trustworthiness of the roles and users. We will
also consider practical application of the trust models and illustrate how the trust
evaluations can help to reduce the risks and enhance the quality of decision
making by data owners and role managers of the cloud storage services.



Contents

Willam Winsborough Award Invited Paper

Transparency, Privacy and Trust – Technology for Tracking
and Controlling My Data Disclosures: Does This Work? . . . . . . . . . . . . . . . 3

Simone Fischer-Hübner, Julio Angulo, Farzaneh Karegar,
and Tobias Pulls

Full Papers

How to Use Information Theory to Mitigate Unfair Rating Attacks . . . . . . . . 17
Tim Muller, Dongxia Wang, Yang Liu, and Jie Zhang

Enhancing Business Process Models with Trustworthiness Requirements . . . . 33
Nazila Gol Mohammadi and Maritta Heisel

A Model for Personalised Perception of Policies . . . . . . . . . . . . . . . . . . . . . 52
Anirban Basu, Stephen Marsh, Mohammad Shahriar Rahman,
and Shinsaku Kiyomoto

Evaluation of Privacy-ABC Technologies - a Study on the Computational
Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Fatbardh Veseli and Jetzabel Serna

A Trust-Based Framework for Information Sharing Between Mobile Health
Care Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Saghar Behrooz and Stephen Marsh

Supporting Coordinated Maintenance of System Trustworthiness
and User Trust at Runtime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Torsten Bandyszak, Micha Moffie, Abigail Goldsteen, Panos Melas,
Bassem I. Nasser, Costas Kalogiros, Gabriele Barni,
Sandro Hartenstein, Giorgos Giotis, and Thorsten Weyer

Limitations on Robust Ratings and Predictions . . . . . . . . . . . . . . . . . . . . . . 113
Tim Muller, Yang Liu, and Jie Zhang

Short Papers

I Don’t Trust ICT: Research Challenges in Cyber Security . . . . . . . . . . . . . . 129
Félix Gómez Mármol, Manuel Gil Pérez, and Gregorio Martínez Pérez

http://dx.doi.org/10.1007/978-3-319-41354-9_1
http://dx.doi.org/10.1007/978-3-319-41354-9_1
http://dx.doi.org/10.1007/978-3-319-41354-9_2
http://dx.doi.org/10.1007/978-3-319-41354-9_3
http://dx.doi.org/10.1007/978-3-319-41354-9_4
http://dx.doi.org/10.1007/978-3-319-41354-9_5
http://dx.doi.org/10.1007/978-3-319-41354-9_5
http://dx.doi.org/10.1007/978-3-319-41354-9_6
http://dx.doi.org/10.1007/978-3-319-41354-9_6
http://dx.doi.org/10.1007/978-3-319-41354-9_7
http://dx.doi.org/10.1007/978-3-319-41354-9_7
http://dx.doi.org/10.1007/978-3-319-41354-9_8
http://dx.doi.org/10.1007/978-3-319-41354-9_9


The Wisdom of Being Wise: A Brief Introduction to Computational
Wisdom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Stephen Marsh, Mark Dibben, and Natasha Dwyer

Trust It or Not? An Empirical Study of Rating Mechanism and Its Impact
on Smartphone Malware Propagation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

Wenjuan Li, Lijun Jiang, Weizhi Meng, and Lam-For Kwok

Towards Behavioural Computer Science . . . . . . . . . . . . . . . . . . . . . . . . . . 154
Christian Johansen, Tore Pedersen, and Audun Jøsang

Improving Interpretations of Trust Claims . . . . . . . . . . . . . . . . . . . . . . . . . 164
Marc Sel

Trust and Regulation Conceptualisation: The Foundation for User-Defined
Cloud Policies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

Jörg Kebbedies, Felix Kluge, Iris Braun, and Alexander Schill

A Calculus for Distrust and Mistrust . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
Giuseppe Primiero

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

XII Contents

http://dx.doi.org/10.1007/978-3-319-41354-9_10
http://dx.doi.org/10.1007/978-3-319-41354-9_10
http://dx.doi.org/10.1007/978-3-319-41354-9_11
http://dx.doi.org/10.1007/978-3-319-41354-9_11
http://dx.doi.org/10.1007/978-3-319-41354-9_12
http://dx.doi.org/10.1007/978-3-319-41354-9_13
http://dx.doi.org/10.1007/978-3-319-41354-9_14
http://dx.doi.org/10.1007/978-3-319-41354-9_14
http://dx.doi.org/10.1007/978-3-319-41354-9_15


Willam Winsborough Award Invited
Paper



Transparency, Privacy and Trust – Technology
for Tracking and Controlling My Data

Disclosures: Does This Work?

Simone Fischer-Hübner(&), Julio Angulo, Farzaneh Karegar,
and Tobias Pulls

Department of Computer Science, Karlstad University, Karlstad, Sweden
{simone.fischer-huebner,julio.angulo,

farzaneh.karegar,tobias.pulls}@kau.se

Abstract. Transparency is a basic privacy principle and social trust factor.
However, in the age of cloud computing and big data, providing transparency
becomes increasingly a challenge.
This paper discusses privacy requirements of the General Data Protection

Regulation (GDPR) for providing ex-post transparency and presents how the
transparency-enhancing tool Data Track can help to technically enforce those
principles. Open research challenges that remain from a Human Computer
Interaction (HCI) perspective are discussed as well.

Keywords: Privacy � Transparency � Transparency-enhancing tools � Usability

1 Introduction

Transparency is an important factor for establishing user trust and confidence, as trust
in an application can be enhanced if procedures are clear, transparent and reversible, so
that users feel in control [1, 19]. However, especially in the context of cloud computing
and big data, end users are often lacking transparency, as pointed out by the Art.
29 Data Protection Working Party [4, 5].

Big data analyses practices raise concerns in regard transparency, as individuals,
unless they are provided with sufficient information, are often subject to decisions that
they do not understand nor have control over.

Moreover, cloud users and data subjects lack transparency in regard to the involved
supply chain with multiple processors & subcontractors, different geographic locations
within the EEA (European Economic Area), transfers to third-party countries outside
the EEA, and how a cloud service reacts to requests for access to personal data by law
enforcement. In addition, there is a lack of intervenability for individuals, as there is a
lack of tools for them for exercising their data subjects’ rights.

Empirical research conducted in the EU project A4Cloud1 for eliciting cloud
customer requirements revealed that cloud customers will increase their trust that their
data is secure in the cloud, if there is transparency about what is possible to do with the
data, possible exit procedures (“way out”) and the ownership of the data [16].

1 EU FP7 project A4Cloud (Accountability for the Cloud), http://www.a4cloud.eu/.

© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
S.M. Habib et al. (Eds.): IFIPTM 2016, IFIP AICT 473, pp. 3–14, 2016.
DOI: 10.1007/978-3-319-41354-9_1
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Transparency of personal data processing is also an important principle for the
individual’s privacy as well as for a democratic society. As the German constitutional
court declared in its Census Decision2, a society, in which citizens could not know any
longer who does when, and in which situations know what about them, would be
contradictory to the right of informational self-determination. Consequently, the
European Legal Data Protection Framework is granting data subjects information,
access and control rights enforcing transparency and intervenability. Transparency-
Enhancing Tools (TETs) can help to enable the individual’s right for transparency also
by technological means.

In this article, we discuss the data subject rights in regard to transparency and
intervenability by the EU General Data Protection Regulation (GDPR [10]) (Sect. 2),
and how they can be technically enforced by TETs and particularly by different ver-
sions and functions of the Data Track tool that has been developed at Karlstad
University within the scope of the PRIME3, PrimeLife4 and A4Cloud EU projects
(Sect. 3). We discuss HCI and trust challenges in regard to the Data Track (Sect. 4),
related work (Sect. 5) and conclude with follow-up research questions (Sect. 6).

2 Transparency

The concept of transparency comprises both ‘ex ante transparency’, which enables the
anticipation of consequences before data are actually disclosed (e.g., with the help of
privacy policy statements), as well as ‘ex post transparency’, which informs about
consequences if data already have been revealed (e.g., what data are processed by
whom and whether the data processing is in conformance with negotiated or stated
policies) [15].

The EU General Data Protection Regulation, which is likely to be enacted in the
first half of 2016, comprises different data subject rights for providing both ex ante and
ex post transparency as well as means for intervenability and control, which are
extending the fundamental rights of data subjects that were provided by the EU Data
Protection Directive 95/46/EC [9].

Ex ante Transparency. Ex ante transparency is a condition for data subjects of being
in control and for rendering a consent5, which has to be informed, valid.

Pursuant to Art 14 GDPR, the data controller must ensure that the data subject is
provided with required privacy policy information at the time when the data is collected
from the data subject, including information about the identity of the data controller and

2 German Constitutional Court, Census decision (“Volkszählungsurteil”), 1983 (BVerfGE 65,1).
3 EU FP6 project PRIME (Privacy and Identity Management for Europe), https://www.prime-project.
eu/.

4 EU FP7 project PrimeLife (Privacy and Identity Management for Europe for Life), http://primelife.
ercim.eu/.

5 ‘The data subject’s consent’ is defined by the Data Protection Directive as “any freely given specific
and informed indication of his wishes by which the data subject signifies his agreement to personal
data relating to him being processed”.

4 S. Fischer-Hübner et al.
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the data processing purposes, and for ensuring fair and transparent processing also
information about recipients/categories of recipients, intention to transfer data to a
recipient in a third country or international organization, data subject rights incl. the right
to withdraw consent at any time and the right to lodge complaint with supervisory
authority, the legal basis and whether the data subject is obliged to provide the data and
consequences of not providing the data, as well as the existence of automated decision
making including profiling, the logic involved, significance and envisaged consequences.

Ex ante TETs include policy tools and languages, such as P3P [28] the PrimeLife
Policy Language PPL [25] or A-PPL [6], which can help to make the core information
of privacy policies and information on how far a services side’s policy complies with a
user’s privacy preferences more transparent to an end user at the time when he is
requested to consent to data disclosure.

Ex post Transparency and Intervenability. The GDPR provides data subjects with
the right of access to their data pursuant to Art 15, which comprises the right to
information about the data being processed, data processing purposes, data recipients or
categories of recipients, as well as information about the logic involved on any auto-
matic processing including profiling. In extension to the EU Data Protection Directive,
data subjects should also be informed about the significance and envisaged conse-
quences of such processing, as well as about safeguards taken in case of transfer to a
third country. Another new provision of the GDPR for increasing transparency
demands that the controller shall provide a copy of his/her personal data undergoing
processing to the data subject, and if the data subject makes the request in electronic
form, the information should be provided in “an electronic form, which is commonly
used”.

Furthermore, the newly introduced right to Data Portability (Art.18), which is the
right to receive data in a structured and commonly used and machine-readable format
and the right to transmit it to another controller (or to have it transmitted directly from
controller to controller). It can thus also be used as a means for enhancing transparency,
even though its objective is to prevent that data subjects are “locked” into
privacy-unfriendly services by allowing them easily to change providers along with
their data. However, in contrast to the electronic copy of the data under processing that
the data subject has the right to receive pursuant to Art. 15, exported data may only
contain the data that the data subject explicitly or implicitly disclose, but not data that
the service provider derived from that data, as such derived data (e.g., in the form of
user profiles) may comprise business value for a company and a transfer to a competing
service provider would thus have a strong impact on that company.

This data subject right that is providing ex post transparency is also a prerequisite
for exercising the data subject rights to withdraw consent at any time, which should be
made as easy as to give it (Art. 5), to obtain the correction or deletion, the right to
restrict the processing as well as the newly introduced right to be forgotten in a timely
manner (Art. 16, 17, 17a).

In addition to the transparency rights in the GDPR, specific ex post transparency
rights are, for instance, provided by the Swedish Data Patient Act [27] to data subjects
by requiring that health care providers have to inform patients upon request about who
has accessed their medical information.

Transparency, Privacy and Trust – Technology for Tracking 5



In the next section, we will discuss how the subsequent version of the Data Track
can empower users to exercise these ex post transparency rights.

3 The Data Track

The Data Track is a user side ex post transparency tool, for which different versions
with subsequent enhancements have been developed within the EU research projects
PRIME (FP6), PrimeLife (FP7), and A4Cloud (FP7).

PRIME and PrimeLife Data Track. The first version developed within the PRIME
project includes a history function (see [23]), which was later complemented in the
PrimeLife project with online access functions. The history function stores in a secure
manner for each transaction, in which a user discloses personal data to a service, a
record for the user on which personal data were disclosed to whom (i.e. the identity of
the controller), for which purposes and, more precisely, under which agreed-upon
privacy policy the user has given his/her consent, as well as a unique transaction ID.
These records of consents can serve users as a reference for exercising his or her right
to easily revoke consent at any time. The data disclosures are tracked by a middleware
called the PRIME Core, running both on the user’s side and at the remote service.

For exercising his or her rights to access, correct, delete or block data, the user
needs to prove that he or she is the respective data subject. This can be done by proving
knowledge of a unique transaction ID, which is stored in his/her Data Track and at the
services’ side for each transaction of personal data disclosure. Notably, for authenti-
cation, the data subject does not have to disclose any more personal data than what the
service already knows. This allows in principle also anonymous or pseudonymous
users to access their data at the services’ side.

These records of provided consent stored in the user’s Data Track can serve users
as a reference for exercising his or her right to easily revoke consent at any time.

The Data Track’s user interface version developed under the PrimeLife EU FP7
project provided search functions for the locally stored Data Track records as well as
online access functions, which allowed users to easily get a tabular overview about
what data they have disclosed to a services side and what data are still stored by the
services’ side, or what data have been inferred and added. This should allow users to
check whether data have been changed, processed, added or deleted (and whether this
was in accordance with the agreed-upon privacy policy).

Complete descriptions of the Data Track proof-of-concept and user interfaces
developed under the PrimeLife project can be found in [29]. Usability tests of early
design iterations of the PrimeLife’s Data Track revealed however that many test users
had problems to understand whether data records were stored in the Data Track client on
the users’ side (under the users’ control) or on the remote service provider’s side [11].

A4Cloud Data Track. Within the scope of the A4Cloud project, we have for
developed and tested in several iterations alternative user interfaces (UIs) and HCI
concepts consisting of graphical UI illustrations of where data are stored and to which
entities data have been distributed. Graphical illustrations of data storage and data flows
have a potential to display data traces more naturally as in real world networks.
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Moreover, previous research studies suggest that network-like visualizations provide a
simple way to understand the meaning behind some types of data [7, 13] and other
recent studies claim that users appreciate graphical representations of their personal
data flows in forms of links and nodes [17, 18].

Therefore, for the A4Cloud Data Track (also called “GenomSynlig”), we developed
the so-called “trace view” (see Fig. 1), presenting an overview of which data items
have been sent to service providers, as well as which service providers have received
what data items about the user.

The idea is that users should be able to view what selected personal data items
stored in the Data Track (displayed by icons in the top panel of the UI) that they have
submitted to services on the Internet (that are shown in the bottom panel of the
interface). The user is represented by the panel in the middle by giving him or her the
feeling that the Data Track is a user-centric tool.

If users click on one or many Internet service icons, they will be shown arrows
pointing to the icons symbolising data items that those services have about them; in
other words they can see a trace of the data that services have about them. Similarly, if
they select icons of one or many data items (on the top), they will be shown arrows
pointing to the Internet services that have received those data items.

In addition to this “local view” of the trace view, which is graphically displaying
the information that is stored locally in the Data Track about what data has been
disclosed to whom, a user can also exercise online access functions by clicking on the
cloud icon next to the service provider’s logo, and see “remote views” in a pop-up
window (see Fig. 2) what data the service provider has actually stored about him,
which it either received explicitly or implicitly from the user or derived about him.

Clicking on the pencil or trash bin icons located right to the data items will activate
functions for requesting correction or deletion of data at the services side.

Fig. 1. The trace view user interface of the data track
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An alternative timeline view has been developed as well for the Data Track, which
lists the information about data disclosures in the Data Track records in chronological
order for selected time intervals (see Fig. 3).

Within the scope of A4Cloud, a cryptographic system for performing
privacy-preserving transparency logging for distributed systems (e.g., cloud-based
systems) has been developed [26]. In combination with the transparency logging, the
Data Track could also visualise personal data flows along a cloud chain.

At the end of the A4Cloud project, we developed an open source and standalone
version of the Data Track that allows the visualisation of data exported from the Google
Takeout service. We focused on the Google location history, as part of the Takeout
data, and developed an additional a graphical map view to complement the trace view
and timeline view. As depicted in Fig. 4, the map view allows to visualize location,
activity and movement patterns as described in the location history provided by
Google. Notably, activities are data derived by Google based on primarily the location
reported by Android devices.

Table 1 provides an overview of the functions of the different Data Track versions
and functions and the legal privacy principles that they address pursuant to the GDPR.
It shows that the different functions of the Data Track that we have developed in the
subsequent versions are complementing each other, as they address different legal
privacy requirements for enabling transparency and intervenability.

Fig. 2. Remote views of data stored at the services side that was either collected from the user
(shown in the left side pop-up window) or derived about him (shown in the right side pop-up
window).
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Fig. 3. The timeline view showing data disclosures in chronological order.

Fig. 4. The map view showing data locations, activities and movement patterns.

Transparency, Privacy and Trust – Technology for Tracking 9



4 HCI Evaluation and Challenges

As pointed out in [22], the legal privacy principles, such as transparency principle, have
HCI (Human Computer Interaction) implications as “they describe mental processes
and behaviour that the data subjects must experience in order for a service to adhere to
these principles”. In particular, the transparency principles requires that data subjects
comprehend the transparency and control options, are aware of when they can be used,
and are able to use them. Therefore, another important design criterion for TETs is
usability.

Throughout the A4Cloud project, the user interface of the Data Track has gone
through three iterations of design and user evaluations with 13-16 test participants in
each iteration. The evaluations were performed at Karlstad University’s Ozlab for an
e-Shopping scenario and consisted of a mixture of a user-based cognitive walk and a
talk-aloud protocol, with which participants were encouraged to express their opinions
and understanding aloud, followed by a post-test questionnaire. The evaluations had
not only the objective of testing the level of comprehension of the interface, but was
also a method for gathering end-user requirements on the needs and expectations that
such a tool should provide to its users. Details about the results of the test iterations are
reported in [2, 3, 8, 12].

In general, evaluations have also shown that participants understand the purpose of
the tool and ways to interact with it, identifying correctly the data that has been sent to
particular service providers, and using the filtering functions to answer questions about
their disclosed personal data. The set of search functions provided for the last Data
Track iteration led generally to better tracking results. Throughout the test iterations,
the majority of test users also saw the Data Track as a potentially useful tool and

Table 1. Data track versions, functions and GDPR legal privacy principles addressed for
achieving transparency and intervenability.

Version Functions GDPR Legal Principles addressed

PrimeLife Data
Track [11, 29]

Local database of data
disclosed, transaction
pseudonyms, consent
given

Online access functions
UI: Tabular Form

Consent Management – helps to
enforce the right to object/revoke
consent, pursuant to Art. 5

(Electronically provided) Data subject
access functions (Art. 16, 17, 17a)

A4Cloud Data
Track

(“GenomSynlig”)
[3, 8]

Local database of data
disclosed, Consent given

Online access functions
Graphical UI: Trace View &
Time line, search functions
and tutorials

(as PrimeLife Data Track)

A4Cloud – Export
Data Track
Stand-alone
Versiona

Local visualisation of data
exports

UI: Additional graphical map
view

Transparency of personal “big data”
retrieved via data portability (Art.
18) or electronic copy of data (Art.
15) functions

ahttps://github.com/pylls/datatrack
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appreciated its transparency options and would use it on a regular basis. Most test users
of the last test iteration preferred the trace view over the timeline view.

Also at an evaluation workshop organised by A4Cloud partner SINTEF, the
advantages and possible risks of using a tool such as the Data Track were discussed, as
well as the requirements to make such a tool not only usable but also adopted in their
daily Internet activities. It was for instance commented by one participant that trans-
parency provided by the Data Track, would encourage service providers to comply
with their policies and be responsible stewards of their customers data, “it would keep
me informed and hold big companies in line”. Another participant mentioned as a
benefit the increased awareness of disclosures made to service providers, “makes you
aware of what information you put on the Internet, you probably would be more
careful” (see [16]).

Usability tests of earlier designs of the Data Track already revealed that users
expressed feelings of surprise and discomfort with the knowledge that service providers
analyse their disclosed data in order to infer additional insights about them, like for
instance their music preferences or shopping behavior. Hence, making data processing
practices for user profile should be an important functionality of an ex post TET.

The tests also revealed that there remain still difficulties for a larger portion of users
to differentiate the local from the remote view, i.e. to differentiate between what data is
locally stored under their control on their computers (shown by the trace or timeline
view) and what data is stored on the services’ side but accessible via the online access
functions shown through the pop-up dialog).

Some test users as also voiced scepticism of the level of security of their data. The
Data Track storing big personal data becoming a single point of failure was also
mentioned as a potential risk by participants of the SINTEF workshop [16].

Understanding that the data stored in the Data Track are under the user’s control, is
however an important prerequisite for end user trust and adoption, along with effective
means of security that are communicated to the users.

Security for the A4Cloud Data Track mainly relies on encryption (data is encrypted
at rest). To avoid risks associated with long-term collection and central storage of
personal data in the Data Track, the latest standalone version of the Data Track takes a
different approach. Since the primary purpose of the standalone Data Track is to
visualise data exported from online services, there is no need for long-term local
storage. Once the Data Track is closed, all data collected locally is deleted together
with the ephemeral encryption key that was used to temporarily store data while the
Data Track was running.

However, results from first usability tests conducted on latest stand-alone Data
Track version with 16 test users revealed once more the problem that test participants
had problems to differentiate between what data was under their control (after they
exported the data to their computers) and to what data the controller (in this case
Google) still had access. Several of the test users did not understand that their exported
location data that was visualised with the Data Track was a local copy stored on the
user’s machine, but rather got the impression that the exported data was synchronized
with Google’s remote data storage. Consequently, the idea behind deleting all exported
data after closing the Data Track was not well understood by them.
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5 Related Work

Related data tracking and control tools for end users are in contrast to the Data Track
usually restricted to specific applications, cannot be used directly to track data along
cloud chains or are not under complete control of the users. Examples are Mozilla’s
Lightbeam [21] that uses interactive visualizations to show the first and third party sites
that a user is interacting with on the Web, and Google Dashboard [14], which grants its
users access to a summary of the data stored with a Google account including account
data and the users’ search query history. In contrast to the Data Track, the Dashboard
provides access only to authenticated (non-anonymous) users.

Related to the Data Track are services that are targeting at giving users back control
of their own data, such as datacoup.com, as well as personal data vaults, such as [20]
developed for participatory sensing applications, which includes a logging functionality
that allows displaying transactions and transformations of users’ data and enables users
to track who has accessed their data.

The DataBait tool [24], developed within the EU FP7 research project USEMP6,
allows users of online social networks to share their data with a secured trusted research
platform, which uses Machine Learning algorithms to provide profile transparency by
explaining how users may be targeted on the basis of their postings and behavioural
data. In contrast to the Data Track, its emphasis has not been put on graphical visu-
alisation of data traces. Besides, requires end users to entrust all their data to a
transparency service operated by a third party, while the Data Track is a user-side tool
that allows the user to keep complete control over the Data Track data. While user
control is advantageous from a privacy perspective, it does however also put higher
demands on the end users for setting up and running the Data Track in a safe system
environment.

6 Conclusions and Outlook

Transparency is a basic privacy principle and social trust factor. In this paper, we
discussed legal principles pursuant to the GDPR for providing transparency and
intervenability for users and discussed how these principles can be enforced by TETs,
and particularly by the Data Track as an example of an ex-post TET that can operate
under complete user control. We show that the different Data Track functions that we
have developed for the different Data Track versions are complementing each other,
because they are addressing different legal privacy requirements of the GDPR for
enabling ex-post transparency and intervenability.

While several iterations of usability tests have shown that end users appreciate the
transparency functionality of the Data Track, the user’s perception of control and
security in regard to the Data Track remain challenges to be tackled for also promoting
end user trust in the Data Tack.

6 EU FP7 project USEMP (User Empowerment for enhanced Online Management), http://www.
usemp-project.eu.
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Further research challenges that we would like to tackle in our future research relate
to transparency about the consequences of potential big data profiling by both service
providers and other government agencies, such as for instance tax authorities con-
ducting social network analyses for detecting tax fraud. In particularly, we are inter-
ested to analyse how the right to data portability and/or the right to receive an electronic
copy of one’s data together with the right to information about the logic involved in
profiling, can enable citizens to aggregate their data and to infer and understand what
government applications might deduce from them via profiling and what the possible
consequences can be.
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Abstract. In rating systems, users want to construct accurate opinions
based on ratings. However, the accuracy is bounded by the amount of
information transmitted (leaked) by ratings. Rating systems are suscep-
tible to unfair rating attacks. These attacks may decrease the amount of
leaked information, by introducing noise. A robust trust system attempts
to mitigate the effects of these attacks on the information leakage.
Defenders cannot influence the actual ratings: being honest or from
attackers. There are other ways for the defenders to keep the informa-
tion leakage high: blocking/selecting the right advisors, observing trans-
actions and offering more choices. Blocking suspicious advisors can only
decrease robustness. If only a limited number of ratings can be used,
however, then less suspicious advisors are better, and in case of a tie,
newer advisors are better. Observing transactions increases robustness.
Offering more choices may increase robustness.

1 Introduction

Online systems nowadays are typically too large for a single user to oversee.
A user must rely on recommendations, reviews, feedback or ratings from other
users (i.e., advisors), to be able to use a system to its fullest extent. In practice,
we see that ratings are ubiquitous in large online systems. The exact design chal-
lenges introduced by supporting ratings depend on context (e.g. rating format,
distributing ratings, subjectivity). One major challenge for all systems is how to
deal with unfair ratings.

Typical approaches perform some or all of the following: incentivise honest
ratings, detect and filter unfair ratings, update advisors’ trustworthiness. More
involved approaches may attempt to use possibly unfair ratings, and correct for
the possible error, e.g. using machine learning or statistical methods. We call
such methods aggregation mechanisms. The power of aggregation mechanisms is
limited. Specifically, given a set of ratings, the amount of information that can
be extracted is bounded upwards by a certain quantity. We call this quantity the
information leakage of the ratings. No aggregation mechanism can be expected
to do better than that.

Fortunately, the set of ratings that an aggregation mechanism operates on
is not a universal given. One may control factors such as the number of advi-
sors, which advisors to ask and the rating format. Changing these factors will
c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing Switzerland 2016. All Rights Reserved
S.M. Habib et al. (Eds.): IFIPTM 2016, IFIP AICT 473, pp. 17–32, 2016.
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change the information leakage of the ratings, and thus the limits of the power
of aggregation mechanisms. Ideally, we want to increase the limit.

We formalise an abstract model of rating systems that assumes the bare min-
imum. Its only assumption is that there exist honest advisors, and their ratings
correlate somehow with the decision that a user should make. Furthermore, we
show that information theory offers effective tools to measure the quality of rat-
ings. Specifically, we prove that information leakage of a rating about a decision
puts a hard bound on the accuracy of a decision. The remaining results are a
set of design guidelines. These guidelines are valid for any rating system that
has ratings that somehow correlate with good decisions. Specifically, (1) blocking
suspicious advisors is not helpful and can decrease robustness, (2) when receiving
ratings is costly, less suspicious advisors should be preferred, (3) and if advisors
are equally suspicious, newer ones are preferable, (4) if possible, keep track of
who has direct experience, and (5) changing the rating format and the options
in a decision may increase robustness.

The paper is organised as follows: we discuss related idea and approaches in
Sect. 2. We discuss the problem at hand – unfair rating attacks, in Sect. 3. Then
we introduce the abstract notion of trust systems, in Sect. 4, formalise them
(Sect. 4.1) and discuss what defenders can alter (Sect. 4.2). Then we show that
limiting the information leakage is limiting the accuracy, in Sect. 5. In Sect. 6,
we prove the five aforementioned guidelines.

2 Related Work

Multiple types of approaches exist to deal with unfair rating attacks. Some
approaches provide incentives to promote honest rating behaviour [5,6,18]. Jurca
and Faltings design a payment-based incentive scheme, which explicitly rewards
honest feedback by an amount that offsets both the cost and the benefit of
lying [5]. The payment schemes can be based on proper scoring rules, or corre-
lation between the ratings of different advisors. In [6], they study how to resist
against collusive advisors: colluders that share a lying strategy have to suffer
monetary losses. Some other approaches aim to detect and filter out unfair rat-
ings [15,16]. For product-rating based online rating systems, Yafei et al. propose
to detect collaborative biased ratings by observing time intervals where they
are highly likely [16]. Reporting ratings is treated as a random process, and
signal-processing techniques are applied to detect changes in rating values (e.g.,
detecting mean change). Most approaches evaluate advisors’ trustworthiness,
based on which reliable advisors are selected or ratings get discounted [14,17].
Yu et al., propose a reinforcement learning based framework to filter unfair rat-
ings and make more accurate decisions in selecting trustees [17]. Both direct
experiences and indirect evidences from advisors are aggregated to select highly
reputable trustees. The reward derived from the interaction with a trustee is
used to update advisors’ credibility, and ratings from less credible advisors are
discarded. Meanwhile, weights assigned to direct and indirect trust evidences are
also updated in trust evidence aggregation. We call these defense approaches as
aggregation mechanisms.
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The classification for different aggregation mechanisms is not absolute. Dif-
ferent types of approaches may be aggregated. For example, in [16], statistical
methods are used to detect unfair ratings, of which the results are used to eval-
uate trustworthiness of advisors. The trustworthiness of advisors is then used to
aggregate ratings, and also detect future suspicious ratings.

Despite of deviating from the truth, unfair ratings may still contain useful
information (e.g., if they are correlated with a user’s direct experiences). There
are approaches which exploit such correlation to make use of unfair ratings [9–11].
BLADE [9] and HABIT [10] learn from statistical correlations between a user’s
direct experiences and an advisor’ ratings to adjust his ratings. For example,
if an advisor always report bad ratings about a trustee, of which the user has
good trust opinion, then his ratings get reversed. In this paper, we proved that
suspicious advisors may still provide useful ratings (Proposition 4). Ratings from
honest advisors may be subjectively different from a user’s direct experiences,
but they differentiate from unfair ratings from attackers. Subjective ratings may
provide useful information as they are relevant for a user. By directly discarding
or filtering ratings that deviate from direct experiences, subjective ratings from
honest advisors may also get excluded.

The quantification of the amount of information in ratings (i.e., information
leakage) is already well studied in [12]. The defense approaches above cannot
change the information leakage of ratings in a system, and they only differ in
the way of exploiting it. Hence, their effectiveness is limited. From [12], we know
that different attacks make information leakage in a system different. In the
worst-case attacks where there is little information leakage, these approaches
may not help at all. A robust rating system should not let its limitation to
be controlled by attacks. Hence, it is vital to increase the limit of information
leakage under attacks.

We found that some properties of a system, like the format of ratings, can
affect the information leakage. Also, the conditions to achieve the minimal infor-
mation leakage may also change based on these properties. By proper design,
the power of defense approaches can be limited less, and the power of attacks
can be decreased.

3 Unfair Rating Attacks

Unfair rating attacks are known to exist. They have been detected on exist-
ing trust systems [3,7], and they are well-studied in the literature [4]. It seems
straightforward what an unfair rating attack is (unfair ratings are provided to
mislead a user). But in reality, only ‘rating’ is unambiguous. For example, sub-
jectivity may blur the truth and lies, meaning ratings deviating from the truth
may not be from attackers, but subjective honest advisors. Moreover, with some
probability, an honest user may perform the same sequence of actions (trace) as
a user that intends to attack the system [2]; is that trace an attack? The issues
lies in considering only the actual ratings.

Ratings cannot be fair or unfair by themselves. Not only may subjectivity
lead to false ratings that are not unfair, but unfair ratings can be (objectively or
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subjectively) true. Advisors may tell the truth to mislead users that believe the
advisor is more likely to lie [11]. Advisors may tell the truth because they are
colluding, but want to remain undetected [12]. Or advisors may tell the truth
because they do not want to lose the user’s trust [13]. In each case, the unfairness
lays in the fact that the advisor merely acts out some malicious strategy, rather
than respecting the truth.

We want to have a pragmatic definition of unfair rating attacks. Our goal
is to make rating systems robust against unfair rating attacks. In other words,
ratings must be useful, even if some sources are malicious. However, how useful
ratings are to a user, depends on what the user chooses to do with these ratings.
The aim of this paper is not to provide the right aggregation mechanism or
dictate user’s decisions, so – pragmatically – we take a measure of how much a
user can do with the ratings: information leakage. We prove, in Theorem 1, that
the information leakage measures the potential usefulness of ratings.

Attackers have an underlaying strategy. Attacks are considered successful,
when they achieve some goal. The goal is not known in advance. Since we are
considering robustness, we primarily care about the worst-case for a user – the
information leakage is minimal. Hence, we pragmatically assert that the goal of
an attack is to minimise information leakage. We assume attackers select the
strategy that minimises information leakage. If we are wrong, then the informa-
tion leakage increases by definition. Section 5.1 provides detailed formal analysis.

4 Rating System

In this paper, we are not necessarily interested in rating systems themselves, but
rather in which aspects we can control in our advantage. Particularly, we study
how to set the parameters that we control to harden a rating system – maximising
the minimal information leakage (Sect. 3). In this section, we present an abstract
representation of a rating system, that allows us to analyse the relevant aspects
without dissolving in details.

Users make decisions based on ratings. Some decisions are better than others.
We take a simple notion of correctness of decisions. Users are given n choices to
make a decision, of which 1 choice is the best option. The relevant part is that
we have a ground truth, that the user wants to deduce.

We exemplify the theory with a simple example. The results that we present
in this paper are general results for all rating systems that follow the notions
from this section. However, the results are easier to interpret on a simple example
(e-commerce) system:

Example 1. On an e-commerce system, two similar products are offered for sale.
The user has three options: buy product x, buy product y, or buy neither. In
the e-commerce system, another buyer can fulfill the role of advisor, and assign
scores of 1–5 stars to x, y, neither or both. Each of these (combinations of) scores
may imply something about the user’s decision, hence the abstract rating must
contain each. Thus, there are 1 (neither) plus 5 (just x) plus 5 (just y) plus 5 · 5
(both), which is 36, possible ratings. An honest advisor provides a rating that –
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at the very least – correlates with the correct decision. Here, if buying x is the
best option for the user, then an honest advisor is more likely to assign 5 stars
than 1 star to x. Some participants may have a hidden agenda, for example, to
boost sales of product y. These participants provide ratings strategically, and
we call them attackers.

The example shows that the actual details of the decision are not very impor-
tant. The relationship between the abstract honest ratings and the decision is
crucial for users. In this paper, we assert an arbitrary non-independent relation-
ship between honest ratings and the decision. We do not concretely model this
relationship (contrary to e.g. [11]).

4.1 Formal Model

A user makes a decision by picking one option from the ratings. And he tries to
select the best option. We simply model the decision as a random variable, with
its (unknown) outcome representing the (unknown) best option. The outcomes
of a decision consists of a set of options O- = {0, . . . , n− 1}). We use the random
variable Θ over the options O- to denote the best option. Thus, P (Θ = θ|φ) is
the probability that θ is the best option, when φ is given.

A rating has a certain format, it could be a number of stars (i.e. discrete
and ordered), a list of tags (i.e. discrete and not ordered) or a real value in
some range. On an abstract level, the structure is actually not that relevant.
Specifically, it is only relevant when constructing an aggregation mechanism –
which is not the purpose of this paper. We consider a rating format to be a set
of scores R, and a rating to be a random variable R, which has the property
that it says something about Θ when the advisor is honest. To accommodate
for multiple advisors giving ratings, let A = 0, . . . , m − 1 be the set of advisors,
and let Rj be the rating provided by j ∈ A. We use RA to mean Ra0 , . . . , Rak

for {a0, . . . , ak} = A ⊆ A.
Advisors can be honest or malicious. We introduce the status of advisor a,

which is honest (�) or malicious (⊥), as a random variable Sa. An honest advisor
would typically not give the same rating as a malicious advisor. We introduce
̂R and ˜R, both over R, to represent the rating an honest or malicious advisor
would give. Thus, Ra = ̂Ra whenever Sa = �, and Ra = ˜Ra whenever Sa = ⊥.
We shorthand the prior probability that a is honest as P (Sa) = sa. As we reason
about a trust system, we assert 0 < sa < 1.

In the running example, we mentioned that the honest advisors’ ratings say
something about the best option (decision). We distil that notion by saying Θ

is not independent from honest advisors’ ratings A ⊆ A : P (Θ) �= P (Θ|̂RA).
Another way to phrase this, is to say that honest advisors’ ratings leak infor-
mation about the decision. We need to use information theory to encode this
notion [8]:

Definition 1. Let X,Y,Z be discrete random variables.
The surprisal of an outcome x of X is − log(P (x)).
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The entropy of X is

H(X) = EX(− log(P (x)) =
∑

i

P (xi) · − log(P (xi))

The conditional entropy of X given Y is

H(X|Y ) = EX(− log(P (x|y))) =
∑

i,j

P (xi, yj) · − log(P (xi|yj))

The mutual information of X and Y is

I(X;Y ) = EX,Y (log(
P (x, y)

P (x)P (y)
)) =

∑

i,j

P (x, y) log(
P (x, y)

P (x)P (y)
)

The conditional mutual information of X and Y given Z is

I(X;Y |Z) = EZ(I(X;Y )|Z) =
∑

i,j,k

P (x, y, z) log(
P (x, y|z)

P (x|z)P (y|z)
)

Information leakage of Y about X (given Z) is the (conditional) mutual
information of X and Y (given Z). Information leakage is the difference in the
information about X when Y is given and not given: I(X;Y ) = H(X)−H(X|Y ),
or I(X;Y |Z) = H(X|Z) − H(X|Y,Z) [1]. Information leakage is non-negative.

Information theory allows us to rewrite the link between honest ratings and
correct options as conditional information leakage:

I(Θ;RA|SA=�)
=H(Θ|SA=�) − H(Θ|RA,SA=�)

=
∑

θ

p(θ|SA = �) −
∑

rA

p(rA)
∑

θ

p(θ|rA,SA = �)

We assume honest ratings are always correlated with correct options, hence there
is always conditional information leakage: I(Θ;RA|SA=�) > 0.

Now, the dishonest advisors select Rj such that I(Θ;RA|Φ) is minimised
for given Φ (such as Φ = SA). The term, I(Θ;RA|Φ), quantifies how much the
ratings say about the optimal option.

I(Θ;RA|Φ)
=H(Θ|Φ) − H(Θ|RA, Φ)

=
∑

θ

p(θ|φ) −
∑

rA,φ

p(rA, φ)
∑

θ

p(θ|rA, φ)

We can use Example 1 to showcase parts of the formalisation:

Example 2. In Example 1, option “buy x” becomes 0, “buy y” 1 and “nothing”
2. The decision outcomes are {0, 1, 2}. We have 4 advisors, {0, 1, 2, 3}, and 0, 1
are suspicious with P (S0) = 0.2, P (S1 = 0.3), and 2, 3 are not with P (S2) =
0.8, P (S3) = 0.9. Ratings can be any of {(r, s)|r, s ∈ {∅, 1, 2, 3, 4, 5}}.
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4.2 Controlled Parameters

In the case of a centralised system, the designer himself can make these decisions.
For decentralised systems, it may be users themselves to make decisions. In the
latter case, the designer of the system should try to encourage users to make
the right decisions. Either way, it is important to have theoretically rigourous
guidelines to make robust decisions. Here, we look at the parameters of a system
that can or cannot be controlled.

In this paper, we take the viewpoint of any party that wants to increase
the robustness of the system. We refer to the parties that want to increase the
minimal information leakage as the defender. For example, when we say “under
the defender’s control”, we mean that the user, the designer or any party that
strives for robustness controls it.

The set of advisors A is not under the defender’s control. Moreover, for any
advisor a ∈ A, the random variables Sa, ̂Ra, ˜Ra and Ra cannot be controlled.
However, the defender can blacklist/whitelist a subset of the advisors. Formally,
the defender can choose A ⊆ A in I(Θ;RA). Moreover, in some systems, the
defender can monitor which advisors potentially have information (e.g. which
advisors have performed relevant transactions). If random variable Ka captures
this fact for advisor a, then the defender may choose to have KA as a condition:
I(Θ;RA|KA). Finally, the advisor may be able to change the actual decision,
thus changing (the size of) the random variable Θ.

5 Limited Information Implies Inaccuracy

For the conclusions in this paper to hold relevance, we need to show that limited
information leakage leads to limited accuracy. We do so constructively. In other
words, we construct the best possible opinions that can result from given infor-
mation leakage and some aggregation mechanism, and show that the accuracy
of these opinions is limited by the amount of information leakage.

An opinion is an assignment of probability to each of the options in a decision.
An opinion is said to be accurate, when the probability assigned to the right
option is high. One way of measuring this is to take the cross entropy:

Definition 2. For discrete random variables X,Y with the same support, the
cross entropy is

Hcross(X,Y ) = Exi
(log(P (yi)) = −

∑

i

P (xi) log(P (yi))

The Kullback-Leibler divergence is

DKL(X||Y ) = Hcross(X,Y ) − H(X) =
∑

i

P (xi) log
P (xi)
P (yi)

The cross entropy (and Kullback-Leibler divergence) is a standard tool to mea-
sure the quality of an approximation Y of the true distribution X. Specifically,
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the cross entropy takes the expectation of the surprisal one has under the approx-
imation Y . An advantage of Kullback-Leibler divergence is that the term −H(X)
translates the values, such that 0 divergence occurs when X ∼ Y . Moreover,
Kullback-Leibler divergence must be non-negative.

We use cross-entropy to measure accuracy. Let O : O- → [0, 1] such that
∑

θ∈O- O(θ) = 1 be an opinion. The accuracy of an opinion O is −∑

i P (Θ =
i) log(O(i)). The accuracy of O is limited by the information leakage of Θ. Specif-
ically, given ratings R, no matter how we select O, its accuracy cannot exceed
a certain value, namely H(Θ|R). The theorem must state that O’s accuracy
cannot exceed a threshold determined by the information leakage.

Theorem 1. There is no opinion O, such that −∑

i P (Θ = i|R) log(O(i))
exceeds the threshold H(Θ) − I(Θ;R).

Proof. Using only standard notions from information theory: First, note H(Θ)−
I(Θ;R) = H(Θ|R). Second, −∑

i P (Θ = i|R) log(O(i)) = H(Θ|R) −
DKL(Θ||O), which suffices, since DKL(Θ||O) ≥ 0. ��

5.1 Minimising Information Leakage

By definition, when all users are honest, there is non-zero information leakage.
After all, if all users are honest I(Θ;RA) = I(Θ; ̂RA) > 0. However, if some
users are malicious, then there may not be information leakage. Formally:

Proposition 1. There exist A, Θ, ̂R, ˜R, S, such that I(Θ;RA) = 0.

Proof. Take A = {a, b}, P (Θ = 0) = 1/2 = P (Θ = 1), P (̂R = Θ) = 1, P (˜R = 1 −
Θ) = 1 and P (Sa =h) = P (Sb = h) = 1/2. Obviously, honest ratings leak (1 bit
of) information, however, the actual ratings leak no information (about Θ). ��

On the other hand, it is not guaranteed for all A, Θ, ̂R and S, a malicious
strategy exists that achieves zero information leakage:

Proposition 2. There exist A, Θ, ̂R, S, such that for all ˜R, H(Θ) −
H(Θ|RA) > 0.

Proof. Take A, Θ, ̂R as in Proposition 1, but P (Sa=h) = P (Sb=h) = 0.51.
Now P (Θ = 1|Ra = 1, Rb = 1) ≥ P (Θ = 1, Sa = h, Sb = h|Ra = 1, Rb =
1) ≥ 0.51. ��
Under certain specific circumstances, it is even possible to deduce exactly when
it is possible for malicious advisors to block information leakage. The quantities
depend on the exact assumptions. In [11–13], we looked at cases where the ratings
perfectly match the option (i.e. full information leakage for honest users). For
example, if malicious advisors are static and independent, the average probability
of honesty must be below 1/n, for n options [11]. In this paper, we do not quantify
values, but study their relationships.



How to Use Information Theory to Mitigate Unfair Rating Attacks 25

It may be possible for attackers to block information leakage (Proposition 1),
but it may also be impossible (Proposition 2). Does the latter imply that there
is no harmful attack? To answer that, we must determine the existence of an
attack, such that the information leakage with the attack is lower than without.
In fact, such an attack must always exist, provided that there is at least one user
that has non-zero probability of being malicious.

Theorem 2. For all A, Θ, ̂R, S, there exists ˜R such that I(Θ;RA) < I(Θ; ̂RA).

Proof. Since I(Θ; ̂RA), Θ and ̂RA are not independent, and there exists θ,̂rA,

such that P (θ|̂r) > P (θ) + ε and P (θ|̂r′
) < P (θ) − ε for some other rating ̂r

′
.

Take P (˜R = ̂r|θ) = P (̂R = ̂r|θ) − ε, and P (˜R = ̂r
′|θ) = P (̂R = ̂r

′|θ) + ε. All

summands but two remain the same: P (θ,̂r) log P (θ|̂r) + P (θ,̂r
′
) log P (θ|̂r′

) are
closer to their average, we can apply Jensen’s inequality to get the theorem. ��

So far, we have proven that some attacks may block all information leakage,
but that such an attack may not exist, and that, nevertheless, a harmful attack
must exist, except in trivial cases. These results suggest the possibility that all
attacks reduce information leakage. However, this is not the case. There exist
attacks that increase the information leakage:

Proposition 3. There exist A, Θ, ̂R, ˜R, S, such that I(Θ;RA) > I(Θ; ̂RA).

Proof. Take A and Θ as in Proposition 1. Take P (̂R = Θ) = 0.6, P (˜R = Θ) = 0.7
and 0 < P (SA) < 1. The inequality is satisfied with these values. ��

Notice that in the proof of Proposition 3, the information leakage of ˜R is
(strictly) greater than ̂R. This is a necessary condition for an attack not to be
harmful. However, it is not a sufficient condition. If we had taken P (˜R = Θ) =
0.3, then the information leakage of ˜R remains the same, but the information
leakage of R decreases (as long as P (S) is not close to 0).

A realistic scenario where Proposition 3 could apply, is a camouflage attack.
In the camouflage attack, an advisor provides high quality ratings (i.e. high
information leakage), to gain trust, and later abuses the trust for a specific goal.
In [13], we have studied these camouflage attacks, and identified that an existing
attack is actually not harmful. Furthermore, we found that a probabilistic version
of the camouflage attack can minimise information leakage.

If we want a trust system to be robust, then it must be able to deal graciously
with the all malicious ratings, including the ones that minimise information
leakage. The ratings that minimise information leakage are referred to as the
minimal ˜RA. Which ratings minimise information leakage depends on A, Θ,
̂RA and SA.
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6 Design Guidelines

This section is the core of the paper. Here, we study choices that one can make
to mitigate unfair rating attacks. This section is divided into subsections, each
of which considers an individual choice. To give a quick overview of the results:

1. It is not helpful to block seemingly malicious advisors, and often counterpro-
ductive.

2. When the number of advisors is limited, seemingly honest advisors should be
preferred.

3. Disregard advisors that should not have information about the decision; e.g.
buyers that never bought from a seller.

4. When forced to choose between two seemingly equally honest advisors, the
better-known advisor should be preferred.

5. Different groups of honest advisors whose ratings may have the same informa-
tion leakage, but different robustness towards attackers. We find a property
that characterises the robustness of ratings from equally informative groups
of honest advisors. This shows that for a reasonable way to increase the size
of a decision, information leakage increases.

In the relevant sections, we not merely show the results, but, more importantly,
we analyse and interpret them. Some our suggestions are already widely adopted.
However, they are adopted for reasons other than robustness. Moreover, our
guidelines are based on a solid information-theoretic foundation.

6.1 Blocking Malicious Advisors

Theorem 2 states that the minimum information leakage of ratings is strictly
smaller than the honest ratings. So problematic attacks reduce information leak-
age. Perhaps, we can robustly increase the information leakage, by blocking sus-
picious advisors. On the other hand, blocking suspicious advisors may decrease
the information leakage, as even a suspicious advisor may provide honest ratings.
We show in this section, that the latter holds: Blocking malicious advisors does
not increase the robustness against unfair rating attacks.

First, we start with a weak version of the theorem, that directly refutes the
intuition that sufficiently suspicious advisors must be blocked. We introduce a
threshold of suspicion c, such that only those ratings from advisors at or above
the threshold are considered. If indeed it helps to block sufficiently suspicious
advisors, then such a c must exist. However, this is not the case:

Proposition 4. For all A, Θ, ̂R, ˜R and S, there is no threshold c ∈ [0, 1],
with A≥c ⊆ A as the set of advisors such that sa ≥ c, such that I(Θ;RA≥c) >
I(Θ;RA).

Proof. Since H(X|Y,Z) ≤ H(X|Y ), −H(Θ|RA≥c) ≤ −H(Θ|RA). ��
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For a pair c < d, we can let A′ = A≥d and automatically A′≥c = A≥c, and
the proposition applied to A′ proves that I(Θ;RA≥c) > I(Θ;R≥d

A ). Therefore,
Proposition 4 proves monotonicity of I(Θ;RA≥c) over c.

For the vast majority of thresholds, however, blocking suspicious advisors
is not just ineffective, but actually harmful. Thus, for some (small but non-
zero) blocking thresholds, blocking does not alter information leakage, but for
most thresholds – including all thresholds over 1/2 – blocking strictly decreases
information leakage:

Theorem 3. For all A, Θ, ̂R, S and minimal ˜R, there exists a threshold d ∈
[1/n, 1) such that I(Θ;RA≥c) = I(Θ;RA) iff c ≤ d.

Proof. Note that if c = 0 then trivially the equality holds, and if c = 1, then the
equality trivially does not hold, since sa < 1, A≥c = ∅ and thus I(Θ;RA≥c) =
0 < I(Θ;RA). Using the monotonicity proved in Proposition 4, it suffices to
prove the equality for c = 1

n : Now P (Rb|Θ) = saP (̂Rb|Θ) + (1 − sa)P (˜Rb|Θ),
and if sa ≤ 1

n , there exists ˜Rb such that P (Rb|Θ) = 1
n , meaning the minimum

˜Rb can achieve zero information leakage for c ≤ 1
n . ��

Arguably, Proposition 4 is not particularly interesting from an information-
theoretic perspective – although it may be somewhat surprising superficially.
After all, meaningless additional information does not decrease the information
leakage. However, Theorem 3 strengthens the result to say that there exists a
level of suspicion below which blocking is harming robustness. In [11,13], we
show that for typical systems, this threshold is very low.

Design Hint 1. Unless the suspicion that an advisor is malicious is extremely
high, blocking a suspicious advisor is either useless or counterproductive for
robustness.

6.2 More Honest Advisors

The reason that blocking advisors does not help is the simple theorem that
more random variables in the condition cannot decrease information leakage.
However, clearly, a seemingly honest advisor contributes more information than
a suspicious one. There may be a cost associated to requesting/receiving too
many ratings, or other reasons why the number of advisors is limited. In these
cases, we expect that preferring those advisors that are more likely to be honest
is better for gaining information.

Take two near-identical trust systems, that only differ in the degree of honesty
of the advisors. The decisions and honest ratings remain the same, and the
attacker minimises information leakage on both sides. Then, the more honest
system has higher information leakage:

Theorem 4. For all A,A′, Θ, ̂R,S, such that |A| = |A′| and P (Sai
) ≥ P (Sa′

i
),

if ˜R and ˜R
′
are minimising, then I(Θ;RA) ≥ I(Θ;RA′).
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Proof. The attacker can select ˜R
′
A such that P (RA = x|ϕ) = P (RA′ = x|ϕ),

for any condition ϕ. The minimum information leakage is at most equal to the
construction’s information leakage. ��
Design Hint 2. When there is a cost to gathering too many ratings, then seem-
ingly more honest advisors should be asked before more suspicious ones.

6.3 Unknowing Advisors

The first question is, whether it is useful to be aware of whether advisors could
have knowledge. We introduce a random variable Ka, such that Ka = 0 if a
does not have knowledge, and Ka = 1 if a may have some knowledge. Formally,
I(Θ; ̂Ra|Ka = 0) = 0 and I(Θ; ̂Ra|Ka = 1) > 0. Now we can reason about the
difference in information with and without Ka as a condition: I(Θ;RA) is the
information leakage without knowing whether advisors could have knowledge,
and I(Θ;Ra|K) is the expected information leakage when we know whether
advisors could have knowledge. In fact, in the latter case, we have at least as
much information leakage:

Theorem 5. For all A,Θ,RA and K, I(Θ;RA) ≤ I(Θ;RA|K)

Proof. Since H(Θ|K) = H(Θ), I(Θ;RA|K) = I(Θ;Ra,K). And additional con-
ditions do not increase entropy, hence I(Θ;RA,K) ≥ I(Θ;Ra). ��

Based on that result, we can revisit the notion of blocking users. Should we
block unknowing advisors? It turns out that blocking unknowing advisors never
changes information leakage:

Corollary 1. For arbitrary conditions ψ,ϕ, and a ∈ A, Θ,Ra,Ka, we have
I(Θ;Ra, ψ|Ka = 0, ϕ) = I(Θ;ψ|ϕ)

Proof. Since I(Θ; ̂Ra|Ka = 0, ϕ, ψ) = 0, the optimal strategy for the mali-
cious advisor is to set ˜Ra to satisfy I(Θ; ˜Ra|Ka = 0, ϕ, ψ) = 0, which implies
I(Θ;Ra|Ka = 0, ϕ, ψ) = 0. Then, Ra can be eliminated without loss of general-
ity, and then also Ka. ��
Design Hint 3. When possible, keep track of whether an advisor can provide
useful advise; e.g. because he actually performed a transaction. Advisors that
cannot provide useful advise can be filtered out without loss of generality.

6.4 Newer Advisors

Throughout the paper, we have ignored previous ratings. However, as we show
in [13], if we learn about the correctness of an advisor’s rating in hindsight, then
we learn about the status of that advisor. Concretely, for some random variable
Q, if P (Q = 1|Ra = ̂Ra) > P (Q = 1|Ra = ˜Ra), then P (Sa|Q) �= P (Sa). Here Q
corresponds to the probability that an advisor’s rating is correct in hindsight.
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To keep the notation simple, we did not introduce Q previously. Here, we need
it to prove a theorem.

For an honest user, Ra is always equal to ̂Ra, and an attacker may or may
not set Ra equal to ̂Ra (by selecting ̂Ra = ˜Ra). Often, there may be multiple Q’s
per advisor, so we use Q≤i

a to denote Q1, Q2, . . . , Qi. Let a, a′ be advisors, such
that P (Sa|Q≤i

a ) = P (Sa′ |Q≤j
a′ ) and i < j. Then, a and a′ are equally suspicious

(their statuses are equiprobable with the given conditions), but a is a newer
advisor than a′. For the current rating, a and a′ are equally useful (as they are
equally likely to be honest), but if the current rating will be correct in hindsight,
then a loses suspicion quicker than a′.

For example, let a be completely new – its suspicion is the prior P (Sa) –
and a′ be older, but have both seemingly correct and seemingly wrong ratings
in hindsight, such that P (Sa′ |Q) = P (Sa). Clearly, if we got a seemingly correct
rating from a in hindsight, its suspicion level changes much more radically than
when the rating of a′ was correct in hindsight. The same holds if the rating was
seemingly wrong. However, if we only select a or a′, then the other advisor’s
suspicion level remains unchanged. Therefore, if we must select either a or a′

and both are equally suspicious, then we should prefer the newer advisor.
To formalise this concept, measure the information leakage over two ratings,

where we switch advisor if their ratings seemed wrong in hindsight:

Theorem 6. For a, a′, such that P (Sa|Q≤i
a ) = P (Sa′ |Q≤j

a′ ) and i < j:
I(Θ;Ra|Q≤i

a ) + P (Q= 0|Ra, Θ) · I(Θ;Ra′ |Q≤j
a′ ) + P (Q= 1|Ra, Θ) · I(Θ;Ra|Q≤i

a , Q= 1) ≥
I(Θ;Ra′ |Q≤j

a′ ) + P (Q= 0|Ra, Θ) · I(Θ;Ra|Q≤i
a ) + P (Q= 1|Ra, Θ) · I(Θ;Ra′ |Q≤j

a′ , Q= 1).

Proof. Note that since I(Θ;Ra|Q≤i
a ) = I(Θ;Ra′ |Q≤j

a′ ), all terms on both sides
are equal, except I(Θ;Ra|Q≤i

a , Q) and I(Θ;Ra′ |Q≤j
a′ , Q). Hence it suffices to

prove I(Θ;Ra|Q≤i
a , Q= 1) ≥ I(Θ;Ra′ |Q≤j

a′ , Q= 1).
The Q’s are independent of Θ, meaning that it suffices to prove

H(Θ|Ra,Q≤i
a , Q= 1) ≤ H(Θ|Ra′ ,Q≤i

a′ , Q= 1). Now, P (Θ|Ra,Q≤i
a , Q= 1) =

P (Θ|Ra, S∗), with S∗
a Sa|Q≤i

a , Q= 1, and similarly on the other side. Thus, if
E(S∗

a) ≥ E(S∗
a′), then the theorem follows. Since the Q’s are Bayesian updates,

we can model S∗ as a Beta distribution times an arbitrary prior. The expectation
of the Beta distribution is p+1

p+n+2 , which is more sensitive to increasing p when
p + n is small. ��
Design Hint 4. When two advisors appear equally likely to be honest, but only
one may provide a rating, then the advisor with whom we have the shortest
history should be preferred.

6.5 More Options

The defender may want to increase the robustness of the rating system, by
changing the rating format or the number of choices in a decision. There is
an immediate problem when formalising this idea, which is that we have not
formalised how honest users respond when either the domain of Θ or R changes.
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Fig. 1. Two ratings (blue), the corresponding honest ratings (yellow), with the values
of θ on the x-axis, and the corresponding probability on the y-axis. (Color figure online)

Naively, we may simply assert that the information leakage of honest ratings
remains unchanged. Thus I(Θ; ̂RA) = I(Θ′; ̂R

′
A). However, the robustness of

the system on the left is not equal to that on the right.

Theorem 7. For given A,Θ,Θ′, ̂R, ̂R
′
with minimising ˜R and ˜R

′
, I(Θ; ̂RA) =

I(Θ′; ̂R
′
A) does not imply I(Θ;RA) = I(Θ′;R′

A).

Proof. Let the prior P (Θ) = P (Θ′) = 1/3. Moreover let P (Θ = i|̂RA = i) = 1/2

and P (Θ = i|̂RA �= i) = 1/4; meaning I(Θ; ̂RA) = 1.5. Then, we let P (Θ′ =

i|̂R′
A = i) = 7/15, then it follows from the fact that the information leakage is 1.5

that P (Θ′ = i|̂R′
A ≡3 i+1) ≈ 0.195 ≈ 1/5 and P (Θ′ = i|̂R′

A ≡3 i+2) ≈ 0.338 ≈
1/3 (or vice versa). See Fig. 1. When P (SA) ≈ 5/7, we can achieve 0 information

leakage by setting P (Θ′ = i|̂R′
A ≡3 i+1) = 1/3, and P (Θ′ = i|̂R′

A ≡3 i+1) = 2/3,
then it follows that P (Θ′|R′

A) = 1/3 = P (Θ′ = i). Thus, for P (SA) ≈ 5/7 we
have 0 information leakage for Θ′, but since P (Θ = i|RA = i) ≥ P (Θ = i|̂RA =
i) · 5/7 = 5/14, P (Θ = i|RA = i) �= 1/3 = P (Θ = i), there is non-zero information
leakage for Θ. Hence their robustness is different. ��
The proof is visualised in Fig. 1, where the yellow/light bars are the honest
ratings, and the blue/dark bars are the overall ratings. The honest ratings have
the same information leakage in both graphs, whereas the overall ratings clearly
do not.

More choices generally mean more information leakage. However, as proven in
Theorem 7, special circumstances must be met when expanding Θ. In particular,
Θ is expanded together with R in an orthogonal way – the additional options
have their own corresponding ratings:

Theorem 8. Given two rating systems that one has more options for ratings
and choices: |Θ| = |Θ′| + 1, |RA| = |R′

A| + 1, if p(θ|r) = p(θ′|r′), then I(Θ;Ra)
can be equal, or larger than I(Θ′;R′

a)
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Proof. Let p(θ|r) = 0 for either θ>|Θ′| or r>|R′
A|, except that there is a ṙ >

|R′
A| and a θ̇ > |Θ′|, for which p(θ̇|ṙ) = 1. We get H(Θ) = H(Θ′)− f(p(ṙ)), and

H(Θ|Ra) = H(Θ′|R′
a) − p(ṙ) · f(p(θ̇|ṙ)) = H(Θ|R′

a). Given p(ṙ) ≥ 0, H(Θ) −
H(Θ|Ra) ≥ H(Θ′) − H(Θ′|Ra). Hence, I(Θ;Ra) ≥ I(Θ′;R′

a). ��
Intuitively, one of two ratings can happen, if the additional rating occurs, the
user gains a lot of information – namely that the additional option occurred. The
remaining cases do not involve the new rating or choice, and remains essentially
unchanged (only linear weights change proportionally).

Design Hint 5. Increasing the number of options in a decision is good, assum-
ing that the additional options are sufficiently distinctive for the advisors. Care
should be taken, because additional options may harm robustness in some cases.

7 Conclusion

Users form opinions based on ratings. Systems that allow more accurate opinions
are better. We use cross entropy (or Kullback-Leibler divergence) to measure
the accuracy of opinions. The maximum accuracy is limited by a quantity called
information leakage. Information leakage measures how much a rating tells about
the decision a user wants to make.

The amount of information leakage of honest ratings has a certain non-zero
quantity. Thus, we assume that there is some correlation between honest ratings
and what the best decision is. We cannot make such assumptions about ratings
from attackers. Attackers have a hidden agenda that they base their ratings upon.
We want to reduce the negative effect that attackers have on the information
leakage. To be on the safe side, we assume that attackers rate in the way that
minimises the information leakage – any other behaviour results in at least as
much information leakage.

Our model of a rating system is abstract. Decisions and ratings are abstract
entities. Ratings are not under the control of the defender. However, the defender
can select which advisors to use, potentially monitor whether an advisor may be
knowledgable, and consider more options in his decision. Our main contribution
is a set of guidelines for the defender to use these factors in his advantage.

Our main guidelines are: Blocking suspicious advisors can only decrease
robustness (1). If only a limited number of ratings can be used, however, then less
suspicious advisors are better (2), and in case of a tie, newer advisors are better
(3). Observing transactions increases robustness (4). Offering more choices may
increase robustness (5).

References

1. Cover, T.M., Thomas, J.A.: Entropy, relative entropy and mutual information.
Elem. Inf. Theory, 12–49 (1991)

2. Fang, H., Bao, Y., Zhang, J.: Misleading opinions provided by advisors: dishonesty
or subjectivity. In: Proceedings of the Twenty-Third International Joint Conference
on Artificial Intelligence (IJCAI), pp. 1983–1989 (2013)



32 T. Muller et al.

3. Nan, H., Liu, L., Sambamurthy, V.: Fraud detection in online consumer reviews.
Decis. Support Syst. 50(3), 614–626 (2011)

4. Jøsang, A., Ismail, R., Boyd, C.: A survey of trust and reputation systems for
online service provision. Decis. Support Syst. 43(2), 618–644 (2007)

5. Jurca, R., Faltings, B.: Minimum payments that reward honest reputation feed-
back. In: Proceedings of the 7th ACM Conference on Electronic Commerce,
pp. 190–199. ACM (2006)

6. Jurca, R., Faltings, B.: Collusion-resistant, incentive-compatible feedback pay-
ments. In: Proceedings of the 8th ACM Conference on Electronic Commerce,
pp. 200–209. ACM (2007)

7. Kerr, R., Cohen, R.: Smart cheaters do prosper: defeating trust and reputation sys-
tems. In: Proceedings of the 8th International Conference on Autonomous Agents
and Multiagent Systems (AAMAS), pp. 993–1000. IFAAMAS (2009)

8. Robert, J.: McEliece: Theory of Information and Coding, 2nd edn. Cambridge
University Press, New York (2001)

9. Regan, K., Poupart, P., Cohen, R.: Bayesian reputation modeling in e-marketplaces
sensitive to subjectivity, deception and change. In: Proceedings of the 21st National
Conference on Artificial Intelligence (AAAI), pp. 1206–1212 (2006)

10. Luke Teacy, W.T., Luck, M., Rogers, A., Jennings, N.R.: An efficient and versa-
tile approach to trust and reputation using hierarchical bayesian modelling. Artif.
Intell. 193, 149–185 (2012)

11. Wang, D., Muller, T., Irissappane, A.A., Zhang, J., Liu, Y.: Using information the-
ory to improve the robustness of trust systems. In: Proceedings of the 14th Inter-
national Conference on Autonomous Agents and Multiagent Systems (AAMAS),
pp. 791–799 (2015)

12. Wang, D., Muller, T., Zhang, J., Liu, Y.: Quantifying robustness of trust sys-
tems against collusive unfair rating attacks using information theorys. In: Proceed-
ings of the 24th International Joint Conference on Artificial Intelligence (IJCAI),
pp. 111–117 (2015)

13. Wang, D., Muller, T., Zhang, J., Liu, Y.: Is it harmful when advisors only pretend to
be honest? In: Proceedings of the 30th AAAI Conference on Artificial Intelligence
(2016)

14. Weng, J., Shen, Z., Miao, C., Goh, A., Leung, C.: Credibility: how agents can
handle unfair third-party testimonies in computational trust models. IEEE Trans.
Knowl. Data Eng. (TKDE) 22(9), 1286–1298 (2010)

15. Whitby, A., Jøsang, A., Indulska, J.: Filtering out unfair ratings in bayesian rep-
utation systems. In: Proceedings of the AAMAS Workshop on Trust in Agent
Societies (TRUST), pp. 106–117 (2004)

16. Yang, Y., Sun, Y., Kay, S., Yang, Q.: Securing rating aggregation systems using
statistical detectors and trust. IEEE Trans. Inf. Forensics and Secur. 4(4), 883–898
(2009)

17. Han, Y., Shen, Z., Miao, C., An, B., Leung, C.: Filtering trust opinions through
reinforcement learning. Decis. Support Syst. 66, 102–113 (2014)

18. Zhang, J., Cohen, R.: Design of a mechanism for promoting honesty in
e-marketplaces. In: Proceedings of the 22nd Conference on Artificial Intelligence
(AAAI), pp. 1495–1500 (2007)



Enhancing Business Process Models
with Trustworthiness Requirements

Nazila Gol Mohammadi(B) and Maritta Heisel

paluno - The Ruhr Institute for Software Technology,
University of Duisburg-Essen, Essen, Germany

{nazila.golmohammadi,maritta.heisel}@paluno.uni-due.de

Abstract. The trustworthiness of systems that support complex collab-
orative business processes is an emergent property. In order to address
users’ trust concerns, trustworthiness requirements of software systems
must be elicited and satisfied. The aim of this paper is to address the
gap that exists between end-users’ trust concerns and the lack of imple-
mentation of proper trustworthiness requirements in software systems.
We focus on the challenges of specifying trustworthiness requirements
and integrating them into the software development process as business
process models. This paper provides a conceptual model of our approach
by extending Business Process Model and Notation (BPMN) for inte-
grating trustworthiness requirements. Our proposed approach explicitly
considers the trustworthiness of individual components as part of the
business process models. We use an application example from the health
care domain to demonstrate our approach.

Keywords: Trust · Trustworthiness · Requirements · Business process
modeling

1 Introduction

Advances on Information and Communication Technology (ICT) facilitate the
automation of business processes and consequently increase organizations’ effi-
ciency. However, using new ICTs like cloud computing can also bring undesirable
side effects, e.g., introducing new vulnerabilities and threats caused by collabo-
ration and data exchange over the Internet. The consumers of business processes
(either organizations or individuals) often hesitate in placing their trust in such
technologies. Since trust is the prerequisite for performing many kinds of trans-
actions and collaborations, users’ concerns about the trustworthiness of these
business processes, their involved apps, systems and platforms, slow down their
adoption [6].

Business process models are frequently used in software development for
understanding the behavior of the users, their requirements and for the assign-
ment of requirements to particular well-defined business process elements.
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In business processes, resources are either human or non-human assets, e.g.,
software, apps or IT devices [3]. Non-human assets can provide either fully-
automated or semi-automated support to the activity performers. Since people
rely on these technical resources when performing their activities, trustworthi-
ness properties of these technical resources play a major role in gaining the trust
of end-users (e.g., the reliability of the system that deals with monitoring the
vital signs of a patient). There are specific conditions that must be defined con-
cerning human resources that contribute as well to trustworthiness, e.g., people’s
skills and expertise when performing particular tasks. In addition to trustworthi-
ness requirements on resource management, the usage of digital documents and
data plays a central role in the trustworthiness. For instance, in order to respect
privacy regulations, digital documents have to be protected from unauthorized
use (e.g., being shared in public networks). This clearly demands the considera-
tion of trustworthiness properties, and hence the specification of trustworthiness
requirements on data objects by defining usage rules, as well as the respective
mechanisms for enforcing the usage of such rules. Consequently, trustworthi-
ness should be considered in the management of both human and non-human
resources in all stages of the business process life-cycle: design, modeling, imple-
mentation, execution, monitoring and analysis.

In the state of the art, issues related to security have been widely studied.
Since trustworthiness covers a broader spectrum of properties rather than just
security, there is a gap in research when addressing socio-economical factors of
trustworthiness [10]. Especially software systems that provide support to dif-
ferent stakeholders should fulfill a variety of qualities and properties for being
trustworthy, depending on application and domain [9]. For instance, organiza-
tions require confidence about their business-critical data, whereas an elderly
person using a health care service may be more concerned about reliability and
usability.

In this paper, we aim at closing the existing gap between end-users’ trust con-
cerns and the lack of implementation of the appropriate trustworthiness prop-
erties in software systems. We focus on specifying trustworthiness requirements
starting from the business processes level by providing modeling capabilities to
understand and express trustworthiness requirements. Our approach specifies
which functionalities with which qualities should be realized to address trust-
worthiness and gain the trust of the end-user. For instance, one of the factors
for gaining trust is awareness. Business processes should include transparency
capabilities either in the form of functionalities or qualities, e.g., defining noti-
fication activities or escalation events upon activities on users sensitive data.
Usability and quality of representation of this notification are quality-related
aspects. We specify which kind of transactions and activities need to be trans-
parent to which extent for which organization or users. We mainly conribute
to (1) understanding trustworthiness requirements and integrating them into
the business process model, and (2) delivering detailed documentation of trust-
worthiness requirements along with the business process models using Business
Process Model and Notation (BPMN) [17].
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Tools and services developers are supported through detailed trustworthiness
requirements for the software and services to be built. Then, based on trustwor-
thiness requirements embedded in business process models, they can make more
informed design decisions. We also believe that once trustworthiness require-
ments have been considered and documented in business process models, they
will not be ignored during design-time. To demonstrate the enhancement of busi-
ness process models with trustworthiness requirements, we consider an example
from the health care domain, namely, an Ambient Assisted Living (AAL) system.

The remainder of this paper is structured as follows: Sect. 2 provides a brief
overview of the fundamental concepts and the background. Section 3 presents an
overview of the state of the art. Section 4 describes the classification of trust-
worthiness requirements, which can be expressed in the business process model.
Furthermore, it gives initial recommendations for modeling and documenting
trustworthiness-related capabilities into the business process. Section 5 demon-
strates our approach using an application example from AAL. Section 6 presents
conclusions and future work.

2 Fundamental Concepts and Background

This section introduces the notion of trust and moves on to define the meaning
of trustworthiness. We then identify the relation between trust and trustwor-
thiness. The basis of this work has been built up on the definition of trust and
trustworthiness in our previous works in [9,10]. We distinguish between these
two concepts.

Trust and Trustworthiness. Trust is defined as a “bet” about the future
contingent actions of a system [22]. The components of this definition are belief
and commitment. There is a belief that placing trust in a software or a system
will lead to a good outcome. Then, the user commits the placing of trust by
taking an action by using the business process and its software systems. This
means, when a user decides to use a service, e.g., a health care service on the
web, then he/she is confident that it will meet his/her expectations. Trust is
subjective and different from user to user. For instance, organizations require
confidence about their business-critical data, whereas an elderly person using a
health care service (end-users) may be more concerned about usability. These
concerns manifest themselves as trustworthiness requirements. Thus, business
processes and their involved software systems and services need to be made
trustworthy to mitigate the risks in engaging those systems and trust concerns
of their users.

Trustworthiness properties are qualities of the system that potentially influ-
ence trust in a positive way. The term trustworthiness is not used consistently in
the literature. Trustworthiness has sometimes been used as a synonym for secu-
rity and sometimes for dependability. However, security is not the only aspect of
trustworthiness. Some approaches merely focus on single trustworthiness char-
acteristics, e.g., security or privacy. Most existing approaches have assumed that
one-dimensional properties of services lead to trustworthiness, and even to trust
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in it by users, such as a certification, the presence of certain technologies, or
the use of certain methodologies. However, trustworthiness is rather a broad-
spectrum term with notions including reliability, security, performance, and
usability as parts of trustworthiness properties [15]. Trustworthiness is domain
and application dependent. For instance, in health care applications, the set of
properties which have primarily been considered consists of availability, confi-
dentiality, integrity, maintainability, reliability and safety, but also performance
and timeliness. Trustworthiness depends on a specific context and goals [9].

For instance, in safety-critical domains the failure tolerance of a system might
be prioritized higher than its usability. We, furthermore, need to consider dif-
ferent types of components, e.g., humans as social parts of the system or soft-
ware assets as technical ones. Trustworthiness in general can be defined as the
assurance that the system will perform as expected [9]. With a focus on busi-
ness processes, we adopt the notion of trustworthiness from [9], which covers a
variety of trustworthiness properties as contributing to trust. This allows us to
consider trustworthiness as the degree to which relevant qualities (then referred
to as trustworthiness properties) are satisfied.

Business Process Models. A business process model is the representation
of the activities, documents, people and all the elements involved in a business
process, as well as the execution constraints between them [4]. BPMN [17] is the
standard for modeling business processes, which is extended and used widely in
both, industry and research. Most important BPMN elements are as follows:

– Activities are depicted as rounded rectangular boxes.
– Events, which include receiving and triggering events, are depicted as circles.
– Data objects are depicted as a sheet of paper with the top right corner folded.
– Gateways, control of how the process flows, are depicted as diamonds.

An important feature of business process modeling is to create high-level,
domain-specific models or abstractions rather than focus on platform-specific
models which often involve details and dependencies of implementation and exe-
cution environments [12]. Business Process Management (BPM) is also consid-
ered to be a key driving force in building, maintaining, and evolving enterprise
applications and an agile software development technology which transforms
business strategies into IT executions in a fast and standardized way [2].

3 Related Work

The study of related work reveals some gaps in resource management in BPM
with respect to trustworthiness. Several works have been performed to over-
come the problem of resource assignment, some meta-models like [13,25] and an
expressive resource assignment language [3] have been developed. That language,
RALPH [3], provides a graphical representation of the resource selection condi-
tions and assignments. RALPH has a formal semantics, which makes it appropri-
ate for automated resource analysis in business process models. Stepien et al. [20]
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present the user interfaces in which users can define the conditions themselves.
The main gap is to address the broad spectrum of qualities which contribute
to trustworthiness, and the necessity of defining conditions on resources and
activities in business processes with respect to trustworthiness.

Plenty of works are done on security and to some extent on privacy. Short
et al. [19] provide an approach for dealing with the inclusion of internal and/or
external services in a business process that contains data handling policies. Wang
et al. [26] developed a method to govern adaptive distributed business processes
at run-time with an aspect-oriented programming approach. Policies can be spec-
ified for run-time governance, such as safety constraints and how the process
should react if they are violated.

Resource patterns [18] are used to support expressing criteria in resource allo-
cations. Business Activities is a Role-based access control (RBAC) [21] extension
of Unified Modeling Language (UML) activity diagrams to define the separation
of duties and binding of duties between the activities of a process. Wolter et al.
[27] developed a model-driven business process security requirement specification
which introduces security annotations into business process models for express-
ing security requirements for tasks.

However, the current state of the art in this field neglects to consider trust-
worthiness as criteria for the resources and business process management.

4 Modeling Trustworthiness Requirements in Business
Processes Level Using BPMN

Trustworthiness requirements are usually defined first on a technical level, rather
than on a business process level. However, at the business process level, we are
able to provide a comprehensive view on the participants, the assets/resources
and their relationships regarding satisfaction of business goals, as well as trust-
worthiness goals. Integrating trustworthiness-related information into business
processes will support designers and developers in making their design decisions.
Trustworthiness requirements on the business process level can be translated
into concrete trustworthy configurations for service-based systems. Therefore,
our proposed approach can be applied on different abstraction levels. Figure 1
shows how trustworthiness requirements provided by our approach will stream-
line the software development. The left side of Fig. 1 shows the level of abstrac-
tion for trustworthiness and their influences on different levels of abstraction
on the system-side (simplified SOA layers). The refinement of trustworthiness
requirements on different abstraction levels with a combination of goal models
and business process models is presented in our other work [7].

The method for systematic identification and analysis of trustworthiness
requirements is shown in Fig. 2. Our proposed method uses goal and business
process modeling, iteratively. Here, we only focus on enriching business process
models with trustworthiness. The method starts with a context analysis. The
major task of context analysis which we are interested in here is “identification
of end-user trust concerns”. Prior to this step, the participants of a business
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Fig. 1. Placing our proposed approach for enriching business processes with trustwor-
thiness requirements and their alignment with software development

and stakeholders are captured. We assume this information about the context is
provided in a context model. This step is concerned with providing a list of trust
concerns for the end-users. These trust concerns are captured by interviewing
end-users, based on expertise of a requirements engineer. We provide a ques-
tionnaire to support the requirements engineer by identification of end-users’
trust concerns [8]. Trust concerns and their dependencies on other participants
in the business will be identified. Trust concerns are subjective and also domain
and application dependent. The top-level business goals of identified stakehold-
ers and business participants are captured in the goal models. We assume the
goal models with the major intention of these involved parties/stakeholders are
given. For satisfying the goals and presenting how they are realized, the business
process models are set up. To support this step, a catalogue of trustworthiness
attributes which mitigate trust concerns is provided in our previous work in [10].
Next, based on trust concerns we “identify the trustworthiness goals”. The initial
goal model will be refined and updated with trustworthiness goals and its rela-
tion to the other goals. We select one of the business process models for including

Fig. 2. Our method for enriching business processes with trustworthiness requirements
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trustworthiness requirements satisfying trustworthiness goals. This selection is
based-on the location of the trustworthiness goal to the other goals. This steps
goes through business process elements and control flow and questions whether
a specific element in the business process is trustworthiness-related. Refinement
of the business process model details business processes with including more
concrete trustworthiness properties on resources, activities, etc. for satisfying
trustworthiness requirements. This step can be concurrent to the goal and trust-
worthiness goal refinements, and both models can iteratively develop. Figure 2
gives an overview of the above mentioned steps and their input and output
artifacts.

In this work, we focus only on specifying trustworthiness requirements in
business process models. We propose a BPMN extension that allows the integra-
tion of trustworthiness requirements into a business process. We introduce trust-
worthiness elements for business process modeling which allows modeling and
documenting trustworthiness requirements as well as placing a control to address
the trust concerns of the end-users. Later, the resulting business process mod-
els with specified trustworthiness requirements can be used as basis for design
and developing trustworthy software systems, applications, and even evaluation
of the trustworthiness properties [6] e.g., privacy, reliability, confidentiality or
integrity on an abstract level.

Business process modeling offers an appropriate abstraction level to describe
trustworthiness requirements and later to evaluate trustworthiness-related risks.
We describe an approach to first integrate trustworthiness requirements into
a business process model. Then, we present a model-driven trustworthiness
requirements refinement focusing on elements necessary for satisfying trustwor-
thiness goals and also specifying constraints on elements of the business process
(data objects, events, activities, resources etc.) to satisfy trustworthiness related
qualities.

As stated in Sect. 3, there are BPMN extensions for the inclusion of different
security requirements, e.g., non-repudiation, attack harm detection, integrity,
and access control. There are also proposed languages for the formulation of
security constraints embedded in BPMN. In all these approaches, only security
requirements are incorporated into a BPMN process from the perspective of a
business process analyst. In our work, we consider a broad range of trustwor-
thiness properties rather than just security. Furthermore, there is a rationale
about where these trustworthiness requirements were originating from. Our pro-
posed approach aligns organizational (business) requirements in an adequate
way with trustworthiness requirements. Our approach tackles the problem of
high-level and low-level trustworthiness requirements’ misalignment between the
business/organizational level and the application and software service level. This
should satisfy business goals as well as trustworthiness goals of the end-users.
The result allows a requirements engineer to create a business process speci-
fication that represents a process along with a set of trustworthiness proper-
ties that the generated software service, or app, needs to be compliant with.
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Therefore, this trustworthiness requirements specification allows the designer to
make informed design decisions to put the right mechanisms into place.

4.1 Conceptual Model of the Enriching Business Process Model
with Trustworthiness Requirements

We define the fundamental concepts and their relations in form of a conceptual
model that is depicted in Fig. 3. The conceptual model reflects the basic concepts
of our approach.

The major concept of our method for eliciting and refining trustworthiness
requirements is the combination of business process modeling using BPMN and
goal models (cf. Fig. 2). A trustworthiness goal is a special goal that addresses
the trust concerns of users. The trustworthiness goal is satisfied by trustwor-
thiness requirements, which can be realised by trustworthiness properties. In
this paper, we focus on the part for analyzing and addressing the end-users’
trust concerns, and expressing them in terms of either BPMN elements or the
extended elements for trustworthiness. For instance, interactions points, defining
trustworthiness-specific activities (e.g., notifications for satisfying transparency)
or defining monitoring points where we can specify which part of the process
needs to be monitored at run-time and what the desired behavior is. This will
serve to derive trustworthiness requirements in the form of commitments reached
among the participants for the achievement of their goals.

We use the term “business process element” to distinguish between generic
types of BPMN, e.g., activity, resources like human resources or data objects
and concrete trustworthiness-related elements “trustworthiness element” (our
extension) that can pertain to a type of BPMN elements, e.g., monitor point,
interaction point and constraints.

A Threat is a situation or event that, if active at run-time, could undermine
the value of trustworthiness by altering the behavior of involved resources or ser-
vice in the process instance. Controls are trustworthiness requirements that aim
at blocking threats. Metrics are used as functions to quantify trustworthiness. A

Fig. 3. The conceptual model for enriching the business process model with trustwor-
thiness requirements
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Metric is a standard way for measuring and quantifying certain trustworthiness
properties and more concrete quality properties of an element [5,9].

Trustworthiness elements realize the control in terms of defining elements,
which directly address the trustworthiness. For instance, an additional activity
can be defined to block the threat, like an activity for documenting consent
or triggering a notification for a patient on delegating his/her case to another
authority, or a new service from a third party is going to be used.

4.2 New Elements to Enrich the Business Process Model
with Trustworthiness Requirements

We list our new elements (shown in Table 1) which are added to the business
process model in BPMN to specify the trustworthiness requirements as follows:

– Monitor points: trustworthiness properties and expected behavior related to
trustworthiness should be monitored. The process model must be configured
before enforcing trustworthiness at run-time. We introduce the monitoring
points (“eye symbol in the model”) with start and end points in the process
model for monitoring and the trustworthiness properties that must be consid-
ered in the defined monitored points, as well as the desired/target values for
them. Furthermore, the metrics can also be provided for quantifying trustwor-
thiness properties that will be under observation at run-time.

– Interaction points: these points specify the interfaces where the end-user is
involved in the business process, e.g., he/she may interact with the technical
resources (e.g., apps, software services) that support him/her in performing
his/her tasks. In these interfaces there are factors that could signal the trust-
worthiness of the system to the end-user, e.g., reliability, quality of visualiza-
tion, usability, understandability of represented information, quality of service,
like availability or response time. For example, if the elderly person uses an app
for reviewing his/her medical plan and medication, the visualization of his/her
health status and medical plan influences his/her trust about the correctness
of those health reports, medications or medical plans. Therefore, the trustwor-
thiness requirements in these points (“interaction symbol in the model”) need
to be investigated further and the resources involved in these points should
include related trustworthiness properties which satisfy the trustworthiness
requirements.

– Trustworthiness constraints: in addition to new elements like monitor and
interaction points, each BPMN element can be enriched/annotated with the
constraints that they should keep for satisfying trustworthiness requirements.
The action with trustworthiness requirements and constraints are tagged with
“TW ” in the business process model, e.g., time constraints on activities, or
constraints on the resources which are used in performing a specific activity.
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Table 1. Extended elements to model trustworthiness Requirements in BPMN

Defined trustworthiness ele-

ment (extension)

Definition Symbols

Monitor point Inserting monitor points into the

business process defines the

start and end point of

monitoring at run-time. It

specifies what

trustworthiness-related

properties are and how they

can be monitored. Monitor

points can be used in

combination with constraints

to express the desired values

and metrics for measuring

trustworthiness properties at

run-time

Interaction point Interaction points are the places

where the end-user interacts

with the system. The

interaction is normally

supported by the apps or

software services. Qualities of

these apps and software

services have an impact on the

trust perception of users.

Therefore, it should be studied

well how to signal their

trustworthiness to the

end-user. Interaction points

can be further detailed in

combination with constraints

on those technical resources (in

interaction points), e.g.,

specifying which quality, to

what extent (e.g., 99%

availability)

Constraint Constraints

on activity

Trustworthiness requirements on a

specific activity, e.g., expected

duration of an activity

Constraints

on resources

Trustworthiness requirements on a

specific resource (either human

or non-human), e.g., expertise

of the involved human resource

Constraints

on delegations

Trustworthiness requirements on

delegation, e.g., if a delegation

(e.g., activity delegation) is

allowed, or delegation to whom

or which roles are allowed
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5 Application Example

The example scenario presented in this work stems partially from the experience
that the first author gained during the EU-funded project OPTET1. Figure 4
shows the context of the depicted AAL scenario.

Fig. 4. The context of a home monitoring system and involved parties and actors in
the scenario

The health care sector is an application area that has a lot to gain from
the development of new ICT applications [1,11]. Considering trust and trust-
worthiness of health care applications, one can consider a vector of multiple
trustworthiness properties, which either address the fulfillment of the mission,
e.g., reliability, safety, availability of the system when the patient needs help,
response time of the service from the time that the patients request arrives
until patient receives the needed health care, or from a privacy perspective.
As an example, we consider a situation in the big picture scenario captured in
Fig. 4, where the primary requirements of the patient and the requirement on
the usage of elderly’s data are satisfied. The elderly person, as patient, receives
his/her prescribed medicine and bills are sent to the insurance company. Hence,
the usage of an elderly person’s data for ordering his/her medicine or payments
by insurance are allowed. However, there is a secondary usage of elderly’s data
which violates their desired privacy level. For instance, an elderly person receives
advertisements related to his/her diseases from drug companies.

Context Analysis. Here, we illustrate the high-level view of involved entities
in AAL. Such AAL systems are distributed and connected via Internet in order
to support the execution of the business process. The entities consist of hospi-
tal information systems, general practitioners, social centers, insurance compa-
nies, patients, their relatives, etc. Some indicative examples of electronic medical
transactions are as follows:
1 http://www.optet.eu.

http://www.optet.eu
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Fig. 5. Part of home monitoring system for handling healthcare cases

– Home monitoring including alarms and fall notifications,
– Emergency consultation with physician,
– Electronic notification of laboratory examination results,
– Access to the electronic medical records of patients by general practitioners,
– insurance claims.

Initially identified stakeholders in this scenario are listed below:

– End-users: here, only elderly persons are considered as end-users (cf. Fig. 1)
since they are the ones that use the offered services.

– Technology providers: These are the technology providers for medical appli-
cations like software developers (cf. Fig. 1) of home monitoring systems, fall
detection systems or infrastructure providers (cf. Fig. 1) like telecommunica-
tion providers, internet service providers, etc.

– Care service provider: Health care providers, health care authorities, health
care centers and clinics, hospitals are physical-service providers. These are
instances of organizations (cf. Fig. 1).

Our example scenario focuses on a home monitoring system for incident
detection and detection of emergency cases to prevent emergency incidents from
the AAL domain. Figure 5 illustrates a general approach using supporting tools
and apps, to perform the activities. We assume that some of these software
services are to be built by software developers, who will also benefit from the
results of our work in developing a trustworthy app, software service, etc. The
Fall Management System (FMS) allows elderly people in their homes to call for
help in case of emergency situations. These emergency incidents are reported
to an alarm call centre that, in turn, reacts by e.g., sending out ambulances or
other medical caregivers, e.g., the elderly’s relatives. For preventing emergency
situations, the vital signs of the elderly are diagnosed in regular intervals to
reduce the hospital visits and falls.

The central asset types of the FMS include the following:

– A Personal Emergency Response System (PERS) basically consists of an alarm
device which an elderly person wears so that he/she is able to call for help in
an emergency situation.
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– An elderly person uses the Health Manager (HM) app on his/her smart device
for organizing his/her health status like requesting health service or having an
overview of his/her medication, nutrition plan and appointments.

– The Alarm Call Center uses an Emergency Monitoring and Handling Tool
(EMHT) to visualize, organize, and manage emergency incidents. The EMHT
is a central system that receives incoming alarms from several PERS or care
service requests from Health Manager apps. It gathers all relevant information
related to emergency situations, health status, and supports the process of
deciding and performing a certain reaction, which is performed by a human
operator in an Allarm Call Center.

– An Ambulance Service is requested in case an ambulance should be sent to
handle an emergency situation. The other case is that, based on analyzed
information sent to EMHT, an abnormal situation is detected and further
diagnoses are necessary. Therefore, the elderly person will get an appointment
and notifications for a Tele-visit in his/her HM app.

Motivating Scenario. An elderly person, who lives alone in his/her apart-
ment, does not feel comfortable after having a bad experience of a heart attack.
He/she was unconscious in his/her home for several hours. The elderly person
has informed the AAL services he/she considers using one of those services to
avoid similar incidents in the future. Figure 6 illustrates and exemplifies the
typical steps that e.g., the caregiver in the alarm center has to take once the
analyzed health record of an elderly person deviates the normal situation and
further examination is needed without considering trustworthiness.

The process starts by analysing the elderly person’s vital signs in the last 7
days. These data is examined by a physician, who decides whether he/she is
healthy or needs to undertake an additional examination. In the former case,
the physician fills out the examination report. In the latter case, an Tele-vist is
performed by this physician in which the physician informs the elderly person
about examination and necessary treatment. Examination order is placed by the
physician. The physician sends out a request to a clinic. This request includes
information about the elderly person, and the required examination and possible
labs. Furthermore, the physician arranges an appointment of the patient with the
clinic for taking a sample which will be sent to the lab. Examination is prepared
by a nurse of the clinic. Then, a clinic physician takes the sample. The clinic
physician sends the sample to the lab indicated in the request and conducts the
follow-up treatment. After receiving the sample, a lab physician validates and
performs the analysis. The analysis can be done by a lab assistant. But a lab
physician should validate the results. The physician from the Alarm Call Center
makes the diagnosis and prescribes the medication.

Applying Proposed Approach on Motivating Scenario. Here, we demon-
strate how our approach will enrich the business process model with trustwor-
thiness requirements and then documenting those in the business process level.

Identify Trust Concerns. The elderly person is concerned about the fact
whether he/she will really get the emergency help if a similar situation happens
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Fig. 6. Exemplary process model for analyzing elderly health situation for prohibiting
emergency cases in home monitoring

again. He/she is informed that by using this service, he/she can have regular
diagnoses which can reduce frequent hospital visits. However, the elderly person
is concerned if he/she will be able to use the service in proper way. The elderly
person is also concerned about who can get access to the data about his/her
disease or life habits. He/she indicates that he/she would only like his/her regular
nurse and doctor to be able to see his/her history and health status.

Identify Trustworthiness Goals. The applications of the health care domain
are mission critical and privacy-related. They are mission critical, since they are
monitoring the patients and dealing with the health of people. Such kinds of
systems are also privacy concerned. In these systems, elderly’s data are stored,
processed and communicated via Internet, where the elderly’s privacy can be
threatened [23,24]. We discussed the domain and application dependence of
trustworthiness properties [9]. Considering the health care domain, reliability,
availability, usability, raising awareness and providing guidance to privacy and
user’s data protection is a crucial issue related to trustworthiness [1,11,14,16].
These are identified as trustworthiness goals addressing the identified trust con-
cerns of the elderly person.

Our objectives are to analyse and specify trustworthiness requirements at the
business process level to support the process designers and tool developers in ful-
filling trustworthiness requirements and evaluating them later. Trustworthiness
constraints are defined either on the resources or activities and data objects (e.g.,
required expertise/experience by human resource for performing an activity) or
on delegation, monitor, and interaction points (cf. Table 1).

We select the business process model in Fig. 6. This business process is set
up to fulfill the goal “reduce number of hospital visits”. Figure 7 illustrates the
enriched business process model with the trustworthiness requirements satisfying
“reliability and privacy”. Figure 7 shows the business process with the embed-
ded trustworthiness requirements, which address the above-mentioned trust con-
cerns. In particular, we exemplify the typical steps that a human resource (e.g.,
caregiver in alarm center) has to take or properties that a non-human resource
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needs to have in order to contribute to trustworthiness. We start with the activity
analyse the history of the vital signs of the elderly person in the last seven days.
This activity may detect a risk in his/her health status. The following trustwor-
thiness requirements are specified to address the trust concerns of the elderly
person related to his/her confidence that he/she is not left alone and gets the
needed health care in case when necessary. Furthermore, also privacy-related con-
cerns are specified. The elderly person should receive a regular notification that
informs his/her about the diagnosis and processes that are performed on his/her
vital signs. This activity contributes to make him/her confident that he/she is
not left alone without care. These notifications and health status reports should
be comprehensible for the elderly. If a risk to his/her health status is detected,
a tele-visit is offered. This activity is an interaction point supported by the HM
app as technical resource (cf. Fig. 7, tele-visit activity performed by a physician).
The trustworthiness properties for this interaction point are usability, response
time, etc. In case of necessity for further examination he/she should be con-
tacted by his/her physician or responsible care assistant (delegation of physician
to the assistants). Furthermore, based on history, the same physician should be
assigned to activities when the elderly person is in contact with the Alarm Cen-
ter staff (addressing the trust concern). After processing his/her history data
and if everything is alright, his/her last 7 days of vital signs should be deleted.
He/she should be still informed that the process has been performed and his/her
health status is fine. He/she should be informed about the deletion of his/her
history as well. Figure 8 shows the refinement on the trustworthiness require-
ments related to “notify elderly” activity. The notifications and health status
reports should be understandable for the elderly person. The configurability of
notification mechanisms to address the usability and privacy control in terms
of intervenability is addressed. Table 2 shows the trust concerns, corresponding

Fig. 7. Exemplary process model enriched with trustworthiness requirements and sig-
naling controls of being worthy of trust for addressing trust concerns
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Fig. 8. Trustworthiness requirements refinement on an interaction point

Table 2. Examples of captured trustworthiness requirements and properties in the
business process and directions on the design decisions

Trust concerns Trustworthiness
requirements

Activities Affected resources

Privacy Transparency,
Intervenability

Storage, Deletion
within 7 days,
Update

Private inventory
system from Alarm
Call Center,
External cloud
storage

Awareness Usability,
Transparency,
Reliability,
Availability

Notifications, Place
appointments

App on elderly’s smart
device (HM)

Safety, Reliability Reliability,
Availability

Raise alarm Redundant sensors in
addition to PERS

Privacy Correctness,
Usability,
Availability

Make appointment,
Prescribe
examination

Elderly’s details

requirements and activities. The column Affected Resources exemplifies possible
software design decisions on resources.

6 Conclusions and Future Work

This paper discussed trust issues in the context of BPM. In our approach, we
enable the analysis of the business process from activity, resource, and data
object perspectives with respect to trustworthiness.

To the best of our knowledge, we propose a novel contribution on identify-
ing trustworthiness requirements and integrating trustworthiness properties in
business process design and preparation of verification activities that satisfies
trustworthiness constraints over resource allocation and activities executions.
To reduce the process designer’s effort, we employ an approach for modeling
trustworthiness requirements along with the business process model in BPMN.
We identified the elements for specifying constraints on resources and activities
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that are trustworthiness-related. Then, we specify the trustworthiness require-
ments and constraints for those resources and activities in the business process.
A solution based on data handling conditions is used to document constraints to
the usage activities. The method needs to integrate fully with a business process
modeling or management application. Furthermore, the approach is supported
in form of a framework to support the business process life-cycle with respect
to trustworthiness. The proposed approach considers the priorities of different
stakeholders. However, in this paper we do not analyze whether the different
stakeholders correctly report their intentions and responsibilities in the business
processes. We assume a requirement engineer has already elicited the goals of
involved stakeholders based on domain knowledge. In the future, we will address
these issues by a method for analysis of trustworthiness requirements using goal-
oriented approaches [7]. Furthermore, the social aspects of trustworthiness will
be given more attention.

This is a work-in-progress paper. The main ideas and findings will be fur-
ther investigated and evaluated based on the example presented in Sect. 5. This
leads to the establishment of further patterns for formulating trustworthiness
requirements [8]. Our future research will focus on three important questions:
(1) It is important to understand how trustworthiness properties actually influ-
ence trust. (2) We need to understand interdependencies among different trust
concerns of different parties involved in the business process, and, consequently,
how to define a set of trustworthiness requirements resolving conflicts. (3) Sub-
stantial work is needed to investigate existing risk assessment methodologies on
the business process level, and to show how they can support business process
design and building trustworthiness into the process in its whole life-cycle.
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Abstract. We are often presented with policy terms that we agree
with but are unable to gauge our personal perceptions (e.g., in terms
of associated risks) of those terms. In some cases, although partial agree-
ment is acceptable (e.g., allowing a mobile application to access specific
resources), one is unable to quantify, even in relative terms, perceptions
such as the risks to one’s privacy. There has been research done in the
area of privacy risk quantification, especially around data release, which
present macroscopic views of the risks of re-identification of an individ-
ual. In this position paper, we propose a novel model for the personalised
perception, using privacy risk perception as an example, of policy terms
from an individual’s viewpoint. In order to cater for inconsistencies of
opinion, our model utilises the building blocks of the analytic hierarchy
process and concordance correlation. The quantification of perception is
idiosyncratic, hence can be seen as a measure for trust empowerment. It
can also help a user compare and evaluate different policies as well as the
impacts of partial agreement of terms. While we discuss the perception
of risk in this paper, our model is applicable to perception of any other
qualitative and emotive feature or thought associated with a policy.

Keywords: Trust · Perception · Personalised · Qualitative · Privacy ·
Risk · Policy

1 Introduction

As pervasive computing devices – smart watches, smart phones, tablet and per-
sonal computers – increasingly become sources of personal data, many services
require users to agree with terms and conditions of usage and data sharing
including access to various device features, e.g., camera, microphone and loca-
tion tracking. Some of these requested features and attributes may be optional
while some others may not be. Users often opt for default settings and agree
with the terms and conditions without having clear understandings of what
such agreements constitute.

On the other hand, organisations collecting personal data (upon agreements
with users) aim to quantify privacy guarantees from macroscopic perspectives.
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For instance, privacy guarantees are made about the re-identifiability of an indi-
vidual from a collection of personal data that is either made public or shared
with other organisations. However, one user may be more sensitive to giving
away certain personal information than another user, and thus feel uneasy with
generalised privacy guarantees. Macroscopic privacy guarantees are unable to
capture those nuances stemming from personalised perspectives.

In this position paper, we assume that a mapping exists that can transform
a policy to a set of attributes that users can understand. This may be simply
a breakdown of complex legal terms into user-friendly attributes. We propose a
mechanism to help users make quantitative evaluations of a policies (e.g., in terms
of risks) based on criteria that the users can define. These quantitative evalua-
tions are also expected to help users compare policies from their own perspectives.
These quantifications of subjective opinion aid the trust reasoning processes at the
users’ ends, by enabling personalised interpretations to each user. Though quan-
titative, the evaluations are highly subjective and therefore the interpretation of
policies cannot be compared across users.

The remainder of the paper is organised as follows. In Sect. 2, we present
a brief description of related work followed by a background of the Analytic
Hierarchy Process in Sect. 3. We propose our model for personalised perception
(of privacy risks) in Sect. 4. We discuss the relation of this work with trust
empowerment in Sect. 5 before concluding with pointers to future work in Sect. 6.

2 Related Work

When datasets containing sensitive information about individuals are released
publicly or shared between organisations, the datasets go through what is known
as privacy preserving data release (PPDP). Various anonymisation models, e.g.,
k-anonymity [1], l-diversity [2], and t-closeness [3] can be employed to min-
imise the possibility of re-identification of an individual from the released data.
Such a re-identification poses a privacy risk. The anonymisation models used
to minimise this risk typically quantifies the probability of re-identification in
the theoretical worst-case scenarios. There has been work [4,5] on modelling the
risk of re-identification from empirical analysis in comparison with theoretical
guarantees.

In an approach somewhat different from the aforementioned PPDP, the idea
of differential privacy [6] ensures that responses to queries on data models based
on sensitive data do not give away any hint from which the presence or the
absence of a particular data record, pertaining to an individual, can be inferred.
Privacy-preserving data mining (PPDM) aims to build various machine learn-
ing models [7–14] to ensure the privacy of the sensitive data used in building
those models. Typically, the privacy is preserved through operations in encrypted
domain or through perturbation of the data. The former approach has a tradeoff
with efficiency due to the use of computationally intensive homomorphic encryp-
tion while the latter approach presents a tradeoff with accuracy, and thus utility
of the data. None of these models cater for any personal interpretation of privacy.
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In a different research strand, Murayama et al.’s work [15] surveys the ‘sense
of security’ (particularly within the context of Japanese society), which is a
personal perspective. Winslett et al.’s work [16,17] proposes a mechanism for
trust negotiation based on interpretation of policies. Kiyomoto et al.’s work
on privacy policy manager [18] discusses a framework that enables interpreting
privacy policies easier for users, which has been standardised by the oneM2M
initiative [19]. Kosa et al. [20] have attempted to measure privacy with a finite
state machine representation. Li et al.’s work [21] attempts to make users’ privacy
preferences more usable through modelling such preferences based on clustering
techniques to identify user profiles.

Morton’s work [22] suggests that besides understanding privacy from a gener-
alised level, focus should be given to individual’s privacy concern. As a first step
to developing this paradigm, an exploratory study has been conducted to inves-
tigate the technology attributes and the environmental cues (e.g., friends’ advice
and experiences, media stories amongst others) that individuals take into con-
sideration. Wu et al.’s work [23] analyse users’ behaviour towards personal infor-
mation disclosure with relation to the order in which personal data attributes
are requested.

Stemming from the concept of privacy personalisation, in this paper, we have
embarked on the quantification of subjective personal perception (of risks, or any
other factors) taking into account the inconsistencies that arise when quantifying
such qualitative opinion. The objective of such quantification is to give users user-
centric understandings of policies and their risks, so that such understanding may
assist making decisions through the concept of trust empowerment [24].

3 Background

3.1 Analytic Hierarchy Process

The Analytic Hierarchy Process (AHP) due to [25] was developed in the 1970s.
AHP helps with organising complex multi-criteria decision making processes. It
can be used, for instance, in selecting a candidate for a vacancy based on multi-
criteria evaluations in interviews. It can also be used in deciding a product to
buy given various alternatives and multiple criteria for judging the alternatives.
AHP can be visualised as a hierarchical structure between the goal, the selection
criteria and the candidate alternatives. Figure 1 illustrates the hierarchies.

AHP assigns numeric values to the alternatives, thus facilitating a ranking.
The ordering of the alternatives in such ranking is more important than the
absolute numeric values associated with the alternatives. It is to be noted that
in decision making problems where cost is a factor, the cost is generally not
considered as a criterion in the AHP process so that each alternative ranked
by the AHP can be evaluated in terms of utility-versus-cost. However, both
qualitative and quantitative criteria can be used in AHP.

The relative importance of each criterion is determined at first using pairwise
comparison. The integer scale [1 9] is used. For criterion X compared to Y, 1
signifies that X and Y are equally important, 3 signifies that X is moderately
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Fig. 1. The analytic hierarchy process in a diagram.

more important than Y; 5 signifies X is strongly more important than Y; 7
signifies that X is very strongly more important than Y while 9 implies that X
is extremely important in comparison with Y. The even values 2, 4, 6 and 8 can
be used to specify the intermediate values. The inverse relation is multiplicative,
i.e., if X : Y = 9 (i.e., X is extremely important in comparison with Y) then
Y : X = 1

9 .
This pairwise comparison is described as a matrix. Thus, for a k criteria

comparison, we can have a comparison matrix C of k × k elements where the
leading diagonal contains elements that are all 1 (i.e., every criterion compared
with itself) and the upper triangular contains elements that are the multiplica-
tive inverses of their corresponding elements in the lower triangular, i.e., any
element Ci,j = 1

Cj,i
(even for i = j). Saty showed in [25] that the principal

eigenvector of the matrix Cc = λc is a k-length vector c, which contains the rel-
ative importances of the k elements of the criteria, which means that the criteria
can now be ordered.

Having obtained a relative ordering of the criteria, each alternative is com-
pared pairwise with each other for each criteria generating k m × m matrices
given that there are m alternatives. Computing the eigenvectors of each such
matrix produces a m × k matrix of relative importances of the alternatives.
Multiplying this matrix with the k-length criteria ranking vector will produce
a m-length vector of weighted importances of each alternatives. This helps in
ranking the alternatives and thereby making a decision. To keep things simple
in this explanation, we have omitted the normalisation processes and the con-
sistency ratio, which may arise from large inconsistencies in the way pairwise
comparisons are made. In our proposed scheme, we only need to make use of the
relative ordering of criteria.

4 Modelling Perception

In this section, we propose a model to help users quantify, from their personal
perspectives, the risks to their privacy associated with policy agreements. As
mentioned earlier, we use risks as an example but the model can be applied to
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any other factors too. These policies could be of different types, e.g., computer
application terms of use, data release license, and so on. The key challenge in
quantifying such personal perspectives is that they are highly qualitative and
often inconsistent. We propose to make use of the well-known analytic hierarchy
process to obtain quantification of subjective opinion. The quantifications are,
however, indicative figures. When comparing the different policies, more impor-
tance should be attached to the relative ordering of policies than to the absolute
quantitative values. The perspectives being personal, none of those quantitative
figures are comparable between different users.

Running Example: To help the reader conceptualise our proposal, let
us assume, as a running example without loss of generality, that the user
wishes to quantify her perceptions of two applications, X and Y, on her
smart phone with respect to the policy of each application defines regarding
the resources it wants to access.

4.1 AHP Based Ranking of Preferences

To quantify (risk) perception of a policy, we assume that the policy has been
mapped into easy-to-understand constituent parts, such that the user is able to
associate some or all the parts of the policy with corresponding preferences she
has in her mind. The user is required to associate free-text labels to categorise
the constituent parts of the policy. Consider, for instance, a mobile phone app
requesting access to the back camera, the contacts list and the microphone. One
user, Alice, may have a mental model whereby she labels the access to contacts
list as contacts-access, and views a policy asking for permission to access this
as not particularly intrusive. A different user, Bob, could group the access to
both the camera and the microphone with his label, e.g., av-recording-access,
and views access to these as intrusive. Such labels are personal requiring no
consistency to be preserved between labels used by different users.

Let us assume that a specific user has defined labels as a set L containing k
elements: {Li|ki=1}. The constituent parts of a policy may be a superset of those
labels. In other words, the labels defined by the user may not be exhaustive
enough to exclusively tag all the corresponding elements of a policy. This is
okay because the quantification of perception would be based on what can be
tagged while the rest will be ignored (although, the user will be notified of
this exclusion). Having constructed some labels, the user needs an importance
ranking of those labels. The importance measure can either communicate a factor
(e.g., risk) directly or it may communicate the inverse. For instance, in case of
the inverse of the risk, the user is least concerned if the policy asks for something
that matches a particular label, thus, the importance ranking will be inverse of
the risk ranking.

To develop this internal model for ranking labels, we use pairwise comparisons
in the analytic hierarchy process described in Sect. 3. For simplicity yet without
loss of generality, we do not take into consideration the situation where each
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label may be further broken down into multiple labels, from a semantic point-
of-view although we may consider this in future work. Thus, for k labels, we
will need k(k − 1)/2 or, order O(k2) pairwise comparisons. If the set of labels
is changed then a re-comparison is required to rebuild the label ranking. We
assume that changing the label set is a relatively infrequent process. Assuming
that the pairwise comparisons generate a ranking within the 10 % acceptance
level of the consistency ratio, the output of the AHP is a k-length preferences
vector, v = {vi|ki=1}, where each element Li consists of a value vi. These values
can be used to determine the ranking of the labels.

Running Example: Let us assume that the user labels four different
resources as camera (L1), microphone (L2), notifications (L3) and location
(L4). We use the web-based tool at http://goo.gl/XAulEF to compute
the ranking of our labels through AHP. The tool allows for ranking a
number of items through pairwise comparisons. Each pairwise comparison
is done through a sliding scale where moving the slider to one side implies
preferring the item on that side of the slider to the other. The left-most
point in the scale is 1 and the right-most point is 17 with 9 being neutral.
In terms of AHP comparisons, the slider value of 9 signifies neutrality,
i.e., neither item is preferred to the other. This corresponds to the AHP
comparisons representation of L1 : L2 = 1. Moving the slider towards L1

allows expressing the values of L1 : L2 from 2 through 9, while moving the
slider towards L2 allows representing the values of L1 : L2 from 1

2 through
1
9 (or inversely, of L2 : L1 from 2 through 9). The final result shows the
ranked list of items, including the individual elements of the eigenvector
(resulting from the AHP). The tool also helps scaling the importances of
the ranks, which is beyond the scope of this paper.
Using this AHP computation tool, we express the quantification of impor-
tance in terms of risks in pairwise comparisons. Assume that the user
inputs comparisons are as follows.
– L1 : L2 = 6 (14 on the slider of the AHP computation tool where 9 is

in the middle signifying neutral).
– L1 : L3 = 7 (15 on the slider).
– L1 : L4 = 1

3 (7 on the slider).
– L2 : L3 = 3 (11 on the slider).
– L2 : L4 = 1

7 (3 on the slider).
– L3 : L4 = 1

8 (2 on the slider).
Figure 2 shows our comparisons as done through the AHP computation
tool. This sort of comparison translates to the fact that the user per-
ceives the access to the camera 6 times as important as that to the micro-
phone in terms of risk, while access to the location is seen as 3 times as
important as that to the camera. AHP over that data generates rank-
ing values of L4 = 0.5690, L1 = 0.3054, L2 = 0.0817 and L3 = 0.0439
with a consistency ratio of 0.086, or under 9 %. Thus, we have the vec-
tor v = {0.3054, 0.0817, 0.0439, 0.5690} corresponding to location (L1),
camera (L2), microphone (L3) and notification (L4), respectively. This is

http://goo.gl/XAulEF


58 A. Basu et al.

Fig. 2. The pairwise comparisons in the AHP tool showing our example comparisons.

consistent with the fact that the user views access to the location more
important, with respect to privacy risk, than that to the camera and so
on. Even though that conclusion may seem obvious at this point, AHP can
smoothen out inconsistencies arising from the comparisons.

4.2 Optimism or Pessimism: Negative, Neutral or Positive
Perception

When a new policy is encountered, some or all of its mapped terms are exclusively
tagged with existing labels that the user has defined. The label-to-policy-term
mapping is essentially one-to-one. Thereafter, the user is required to assign a
numeric score, sti , in a fixed positive numeric range, e.g., [1 10]. The range
can be fixed once for all policies by the user. Such scores for all such policies
are recorded by the local device, which can compute a centrality measure (e.g.,
median) for all those scores. Let us call this s̄. A policy term ti is considered to
infer negative, neutral or positive perception, pi, depending on if ti < s̄, ti = s̄
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or ti > s̄ respectively. Perception of negative, neutral or positive bias is inspired
by Marsh’s work on optimism and pessimism in trust [26]. Estimating individual
term scores based on a central value s̄, our model takes into account unintended
biases that users have when they are asked to assign numeric scores. This process
of determining perception evaluated against a k-element set of labels outputs a
k-length vector of perceptions, p = {pi|ki=1}, where each label Li corresponds to
a perception pi for a particular policy.

Running Example: Let us assume that both applications X and Y have
policy terms that can be mapped exactly to the user-defined labels, i.e.,
camera, microphone, notifications and location. In other words, each app
requires access to each of the labelled resources and each such access is
specified in a policy term. Let us also assume that the user rates each
such policy term using a positive numeric scale [1 10]. Suppose the user
attaches the following numeric scores to terms of X: sXt1

= 6, sXt2
= 7,

sXt3
= 9, sXt4

= 9 where each ti corresponds to Li. Thus, the median
is s̄X = 8 and the equivalent perception vector is pX = {−1,−1, 1, 1}.
Similarly, suppose the user attaches the following numeric scores to terms
of Y: sYt1

= 8, sYt1
= 7, sYt1

= 8, sYt1
= 9. The median is s̄Y = 7.5 and

the equivalent perception vector is pY = {1,−1, 1, 1}.

4.3 Weighted Score for Policies

The perceptions of individual terms weighted by the preferences is obtained by
computing a Hadamard or Schur product of the AHP-ranked preferences vector
and the perceptions vector: v◦p. An aggregate score for a policy is generated, in
order to define a basis for comparison, by computing the average of the elements
in the product v ◦p = {vipi|ki=1}, i.e., a policy score r = 1

k

∑k
i=1 vipi. The closer

to zero this score is, the implication is that both the positive and the negative
perceptions of the policy balance out. Similarly, the more negative it is, the
more negative perceptions rule; while the more positive it is; the policy contains
mostly terms that the user has positive perception about.

Running Example: Based on the previously computed perception vec-
tors, we can now define the perception score for X as follows from the
Hadamard or Schur product: rX = ((−1) × 0.3054 + (−1) × 0.0.0817 +
(1) × 0.0439 + (1) × 0.5690)/4 = 0.05645. Similarly, the score for Y will
be: rY = (0.3054 − 0.0817 + 0.0439 + 0.5690)/4 = 0.20915. This means
that user has a more positive view of the policy terms specified by Y than
those specified by X, which is in accord with the perception vectors for
the policies. In both cases, positive perceptions outweigh the negative ones
but X loses out to Y. The quantitative values can help the user develop
an idea of how much more favourable one policy is compared to another.

4.4 (Dis)similarity Between Two Policies

A label-by-label comparison can also be done between any two policies, assuming
that they correspond to the same set of labels exactly, or there exists a subset
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of labels that are common to both policies. In this case, we assume that the
user has a defined set of labels, L = {Li|ki=1}, but the user does not need the
comparison of labels themselves, i.e., no need to construct the preferences vector.
Assuming that two policies, P1 and P2 correspond completely and exhaustively
to the same set of labels L, the user assigns two sets of numeric scores for each
label for each policy, represented by {s1ti } and {s2ti } respectively. As before, the
centrality measures of these sets are computed separately as s̄1 and s̄2. The two
policies are considered to be concordant over a term ti if s1ti > s̄1 and s2ti > s̄2
or s1ti < s̄1 and s2ti < s̄2. They are said to be discordant over the same term if
s1ti > s̄1 and s2ti < s̄2 or s1ti < s̄1 and s2ti > s̄2. They are tied for that term if
s1ti = s̄1 and s2ti = s̄2.

A comparison of these two policies can be achieved by computing a non-
parametric statistic, Somer’s d, as d = C−D

k−T where C and D are the numbers of
concordant and discordant terms and T is the number of terms tied between the
two policies (while k is the total number of comparable terms). The Sommer’s d
signifies the degree of similarity of the users’ perception between the two policies.
Similar to the policy score, this similarity measure is not comparable across users.

Running Example: Given the perception vectors pX = {−1,−1, 1, 1}
and pY = {1,−1, 1, 1} both of which map to the exact same set of policy
terms, we see that X and Y are concordant over terms t2, t3 and t4; and
discordant over term t1. To compute the Somer’s d, as d = C−D

k−T , we have
C = 3, D = 1, k = 4, T = 0. Thus, d = 3−1

4−0 = 0.5. A positive Sommer’s
d indicates similarity between the two policies while a negative d would
have implied dissimilarity. The Somer’s d has a range of [−1 1]; a value
of −1 means most dissimilar while 1 implies most similar. The value of
0.5 in this case implies that the policies are somewhat similar, while the
previously obtained score of each policy offers an insight into how much
favourable (or not) is one policy compared to the other.

5 Trust Empowerment

We envisage that personalised perception of features, such as risk, enables users
to have freedom and consistency in their thought process without having any
clear idea about the policy terms. Trust is an inherently subjective phenomenon.
Whilst this is often stated, it makes sense to repeat it occasionally. As we have
noted before [24,25] the systems that we and others build that ‘use’ trust should
be seen in the light of empowerment through trust reasoning, not enforcement
through mandating trust decisions. In accord with this position, we conjecture
that there is a great deal to be gained from making as many parameters of the
trust reasoning process as subjective and tailored to the specific user as possible.
The use of subjective viewpoints of policies and the risks associated with them
is a step in this direction. The hypothesis, then, is that subjective parameters
increase the efficacy, tailorability and understandability of the computational
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trust reasoning process and its alignment to human users. An additional hypoth-
esis is that trust models built with such subjective notions tied to them are likely
to be more robust against attacks that exploit homogeneity.

It goes without saying, of course, that intuitively there is sense here, whilst
practically, much still needs to be done to confirm the intuition. Future work is
planned that will work toward confirming our hypotheses, including user studies
and simulations.

6 Conclusions and Future Work

In this position paper, we have introduced a novel idea for personalised quan-
tification of emotive perceptions, such as privacy risks, associated with policies
that, we believe, could assist users in making decisions through trust empower-
ment. The evaluation of the proposed scheme using the technology acceptance
testing (TAM) and the consideration of semantic dependencies of policy terms,
amongst others, are avenues of future work.
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Abstract. Privacy-enhancing attribute-based credential (Privacy-ABC)
technologies use different cryptographic methods to enhance the privacy
of the users. This results in important practical differences between these
technologies, especially with regard to efficiency, which have not been
studied in depth, but is necessary for assessing their suitability for different
user devices and for highly dynamic scenarios. In this paper, we compare
the computational efficiency of two prominent Privacy-ABC technologies,
IBM’s Idemix and Microsoft’s U-Prove, covering all known Privacy-ABC
features. The results show that overall presentation is in general is more
efficient with Idemix, whereas U-Prove is more efficient for the User side
(proving) operations during the presentation, and overall when there are
more attributes in a credential. For both technologies we confirmed that
inspectability, non-revocation proofs, and inequality predicates are costly
operations. Interestingly, the study showed that equality predicates, the
number of attributes in a credential, and attribute disclosure are done very
efficiently. Finally, we identified a number of specific trust issues regarding
Privacy-ABC technologies.

1 Introduction

Nowadays, electronic service providers continuously collect, integrate and
analyse huge amounts of personal data. This data is commonly used to provide
authentication, personalized services, targeted advertisements, and to develop
innovative applications that address critical societal challenges (e.g., transporta-
tion and eHealth). Nevertheless, each piece of information is a digital footprint
of our identity, threating the privacy of customers. In this regard, regulation,
such as the European Data Protection Regulation [1] and the eIDAS Regulation
[2] are useful instruments for protecting the privacy of individuals, but need to
be further enforced with technical privacy protection mechanisms.

Privacy-enhancing Attribute-Based Credentials are innovative technologies
that provide privacy-respecting authentication and access control for the cus-
tomers of trust-sensitive digital services in general. Furthermore, they may relieve
the Service Providers from the liability with respect to the personal data about
the users by minimizing the amount of the personal data collected. The main con-
cepts behind Privacy-ABC technologies have initially been introduced by David
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Chaum’s anonymous credential systems in the 80s [3]. They enable pseudony-
mous access to services, minimal disclosure of attributes, and unlinkability of
users’ transactions. However, despite their potential and their apparent techni-
cal maturity, their adoption is still low [4].

In this paper, we focus on the practical efficiency of the operations of Privacy-
ABC technologies, which we consider to influence their adoption and suitability
for deployment in a wide range of digital services. Especially when deployed for
devices with limited resources (e.g., smart phones or smart cards) and with high
mobility (e.g., vehicular on-board units) requirements, it is important to under-
stand which technology performs better and which privacy features are more
time-consuming for the users. Therefore, we practically compare the computa-
tional efficiency of two prominent implementations of Privacy-ABC technologies,
namely Microsoft’s U-Prove [5] and IBM’s Identity Mixer (Idemix) [6]. We fur-
ther evaluate the cost advanced features on the efficiency, such as inspectability,
non-revocation proofs, predicates, number of attributes, and number of disclosed
attributes. Finally, we analyze the implications of these technologies in digital
services and identify important trust considerations that are also important for
the further adoption of the technology.

The rest of the paper is organized as follows, Sect. 2 introduces the main con-
cepts of Privacy-ABC technologies. Section 3 presents the related work. Section 4
introduces the study methodology, whereas the main results are presented in
Sect. 5. These results are then discussed in Sect. 6, where also important chal-
lenges and important trust considerations are identified. Finally, Sect. 7 con-
cludes the paper.

2 Background

A general architecture of Privacy-ABC technologies consists of three main enti-
ties, namely a User, an Issuer, and a Verifier. The Issuer issues credential(s) to
the User, which can later be used for authentication with the Verifier. A creden-
tial contains attributes about the User, e.g. name, date of birth, etc. Such an
architecture may optionally also include an entity that takes care of revocation
of credentials, and another entity that can revoke the anonymity of otherwise
anonymous users. The main interactions between Privacy-ABCs system entities
[7] can be represented by the different stages of its lifecycle, that is, issuance,
presentation, inspection, and revocation.

– Issuance of a credential is an interactive protocol between a User and an
Issuer. By issuing a credential to the User, the Issuer vouches for the correct-
ness of the attribute values contained in the credential.

– Presentation is an interactive protocol in which the User proves the pos-
session of certain credential(s) or claims about the attributes. A presenta-
tion token is a cryptographic proof derived from the (credential of the) User
as an evidence of possessing certain credential(s), optionally disclosing some
attribute to the Verifier.
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– Inspection provides conditional anonymity. It enables a trusted entity (i.e.,
an Inspector) to revoke the otherwise anonymous transaction (presentation).

– Revocation ends the validity of the credentials whenever necessary, such in
case of service misuse, credential compromise, or loss of credential storage
medium (e.g. smart card).

At the core of Privacy-ABCs untraceability and unlinkability of credentials
are the two most important privacy-related properties. Untraceability1 property
which guarantees that the presentation of credential(s) cannot be linked to their
issuance, whereas unlinkability2 property guarantees that a Verifier cannot link
different presentations of a given user. Additionally, Privacy-ABCs also support
the following features3:

– Carry-over of attributes enables users to carry over some attribute(s) from
an existing credential into a new one without disclosing it to the Issuer.

– Key binding binds one or more credentials to the same secret (protecting
against credential pooling);

– Selective disclosure of attributes during the presentation;
– Predicates over attributes enables logical operators, such as “greater” or

“smaller than” to be applied on hidden attributes;
– Pseudonyms enable pseudonymous access to services;
– Inspectability is an accountability feature that enables revocation of a user’s

anonymity if certain pre-defined conditions are met.

3 Related Work

Efficiency of Privacy-ABC systems has been identified as an important challenge
and previously discussed in a number of studies [8–12]. On a theoretical level,
Baldimtsi and Lysyanskaya [12] as well as Camenisch and Groß [10] have specially
addressed the importance of computational efficiency in resource-constrained
devices, such as smart phones and smart cards.

Later, Camenisch and Lysyanskaya [11] proposed a signature scheme with
more efficient protocols based on the Strong RSA assumption. Following this
direction, Chase and Zaverucha [13] have proposed an approach for providing
(a subset) features of Privacy-ABCs based on the use of message authentication
codes (MACs) instead of public keys for better efficiency. However, their proposal
has an important limitation since the Issuer and Verifier share the same secret
key, making them not be suitable in scenarios, such as ad-hoc networks, where
a regional road authority will act as an Issuer, and a number of road side units
for traffic management will act as Verifiers.

A number of other efforts to achieve efficient implementations of Privacy-
ABC technologies have emerged, especially focused on smart cards [8,9,11,14].
1 Also known in the literature as “Issuer-unlinkability”.
2 Also known in the literature as “Verifier-unlinkability”.
3 However, Privacy-ABC technologies pose particular implications on trust assump-

tions in digital services, which are mentioned in Sect. 6.3.
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For instance Bichsel et al. [8] reported the first practical implementation based
on Idemix on a JCOP card. Mostowski and Vullers [15] optimized the efficiency
U-Prove, and later Vullers and Alpar [16] optimized the efficiency for Idemix
on a MULTOS card and presented a comparison of both approaches. However,
their practical evaluation of Privacy-ABC technologies covered only the basic
presentation of a single credential.

De la Piedra et al. [17] provided additional optimizations for Idemix on smart
cards by implementing an efficient extended Pseudo-Random Number Genera-
tor (PRNG). Contrary to Vullers and Alpar [16], De la Piedra et. al presented
efficiency results considering a more advanced setup which included a combi-
nation of credentials and the use of predicates. However, the authors did not
cover advanced features such as inspection or revocation, and furthermore, their
experiments only considered Idemix.

In summary, existing efforts have so far either focused on a single technol-
ogy or covered only a limited subset of the Privacy-ABC features. We fill this
gap by evaluating the computational efficiency of the two Privacy-ABC tech-
nologies covering all of the known features of Privacy-ABCs. This complements
previous published work focused on storage and communication efficiency [18].
To our knowledge this is the first attempt to compare both technologies, under
a common architecture and evaluation framework. This is especially important
considering that the publicly available description of U-Prove or Idemix define
efficiency only in theoretical terms and do not provide practical benchmarks of
the actual efficiency [6,19].

4 Methodology

In this work, we have adopted the Privacy-ABC technologies evaluation frame-
work proposed by Veseli et al. [20]. This framework defines a rich set of criteria for
benchmarking Privacy-ABC technologies based on their efficiency, functionality,
and security assurance. With regard to efficiency, the framework distinguishes
between computational efficiency, measured in time units; communication effi-
ciency, measuring the sizes of the dynamically generated data; and storage effi-
ciency, measuring the sizes of the static data in permanent storage. We focus on
the former, covering all Privacy-ABC features.

Evaluated Technologies The core building block of Privacy-ABC technolo-
gies is the signature scheme. Therefore, we compare Microsoft’s U-Prove based
on Brands’ signatures [21], and IBM’s Idemix, which is based on Camenisch-
Lysyanskaya’s signatures [11]. As such, both technologies support selective dis-
closure of attributes, pseudonyms, and untracebility.4 Other advanced features,
such as non-revocation proofs, inspectability, or predicates are supported by
additional building blocks, which are shared for both Idemix and U-Prove. For

4 Unlike Idemix, U-Prove tokens are untraceable, but linkable between different pre-
sentations.



Evaluation of Privacy-ABC Technologies 67

Fig. 1. Overview of the evaluated technologies

Table 1. Testbed for the experiment

Processor 1.8 GHz Intel Core i7

Number of processors 1

Number of Cores 2

L2 Cache (per Core) 256 KB

L3 Cache 4 MB

Running Memory 4 GB 1333 MHz DDR3

OS Mac OS X

revocation, we have used the accumulator technology based on the Camenisch-
Lysyanskaya [22], whereas inspectability is implemented using the verifiable
encryption scheme introduced by Camenisch-Shoup [23]. Figure 1 shows an
overview of the components evaluated in our study.

Contrary to the Privacy-ABC technology introduced by Persiano [24], both
U-Prove and Idemix provide a similar level of technology readiness [25] and have
been integrated under a common architecture [26], which has a reference imple-
mentation openly available on Github [27]. We performed the practical bench-
marks using this implementation, enabling the same measurement instrument
to test both technologies, providing a fair comparison.

Experimental Setup The experimental setup has been done using Java, the
experiments have been executed on a computer with the configuration shown in
Table 1. All experiments have been evaluated using a key length of 1024 bits,
based on the RSA group5, which is an important element in the evaluation (see
more on this in Sect. 6). All the experiments reflect the average performance
time from 50 runs of each operation.

5 It is worth to note that the U-Prove’s implementation was instantiated over standard
subgroup, alternatively it could also be based on elliptic curves. However, this was
not available for the reference architecture we used.
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Limitations Our results are based on the openly available versions of U-Prove
and Idemix. However, U-Prove could be instantiated over elliptic curves, which
can be more efficient. Furthermore, our architecture allows flexible changes in the
policies, but it also represents an overhead, which could be avoided in scenarios
where flexibility is not needed.

5 Results

This section provides a comparison of the computational efficiency between U-
Prove and Idemix, and an evaluation of the computational cost of advanced
Privacy-ABC features.

5.1 Comparison of the Efficiency of Privacy-ABC Technologies

The comparison between Idemix and U-Prove will follow the lifecycle of the
credentials, covering both issuance and presentation of Privacy-ABCs. Issuance
efficiency is important for cases that require periodic issuance of new creden-
tals, whereas presentation efficiency is assumed to be important for most of
the practical scenarios. A non-efficient presentation may (negatively) influence
users’ experience and consequently their perception on the technology, which we
assume to play a crucial role on their acceptance by users [28].

Comparing Issuance Efficiency. Privacy-ABC technologies can support sim-
ple and advanced forms of issuance. In the case of simple issuance, the Issuer
does require the User to present any existing credential or pseudonym. This
can be, for instance, when this is the first Privacy-ABC credential that the
User gets. Advanced issuance follow a presentation of User’s existing credential
or pseudonym, bind a credential to the secret key of an existing credential or
pseudonym (key binding), or even carry over attributes from the existing cre-
dential into the new one, without the Issuer learning their value(s).

Figure 2 compares the computational efficiency of Idemix and U-prove for
different types of issuance, where all issued credentials contain 5 attributes. It
includes efficiency results for the following issuance types:

Simple issuance is the simplest and therefore the most efficient form of issuance.
It does not require the user to present any proof with Privacy-ABC technolo-
gies. For this type of issuance, both Idemix and U-Prove have a similar effi-
ciency, where the credential is issued in less than 300 ms, with Idemix being
only slightly more efficient (about 20 ms).

Show Pseudonym shows the efficiency for an advanced issuance that requires
the User to present an existing pseudonym, after which the issuance of the
new credential follows. The cost of showing a pseudonym is reflected in about
70 % for Idemix and 80 % overhead for U-Prove relative to simple issuance.
Compared with U-Prove, Idemix is more efficient for about 50 ms.
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Fig. 2. Comparing the computational efficiency of Idemix and U-Prove for simple and
advanced forms of issuance

Same key as pseudonym requires the new credentials to be bound to the
same secret key as the pseudonym that the User presents. The effect of “key
binding” has a small to small overhead for both Idemix (about 10 ms) and
U-Prove (15 ms).

Show credential shows the time to get a credential issued when an existing
credential is required (presented). The results show that, compared to sim-
ple issuance, this issuance has about 315 ms or 110 % overhead for Idemix,
and about 400 ms or 130 % overhead for U-Prove. Idemix is in general more
efficient than U-Prove for less than 100 ms.

Show credential + carry 1/2/3 attributes show the overhead of “carrying”
1, 2, and 3 attributes respectively for Idemix and U-Prove. For Idemix, each
carried attribute represents a computational overhead of less than 15 ms,
whereas for U-Prove this costs about 25 ms. Also here, Idemix is more efficient
than U-Prove for 100–150 ms.

Comparing Presentation Efficiency. In Fig. 3, we provide a comparison
of the computational efficiency of presentation for Idemix and U-Prove for four
different presentations. We have distinguished between two steps during the pre-
sentation phase: proving includes the cryptographic operations performed by the
User in order to generate the proof (presentation token), and verification, which
is the step performed at the Verifier side upon receiving the presentation token
of the User. This may be important, for instance, in order to distinguish between
the effort distribution between the User and the Verifier for the two technologies,
and adapt their computational power accordingly in order to achieve a better
efficiency. The figure shows the following four presentation cases:
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Fig. 3. Comparison of the computational efficiency of presentation of key-bound cre-
dentials between Idemix and U-Prove

Credential shows the efficiency of presenting a credential (zero knowledge)
when no attributes are disclosed. The credential is key-bound, meaning that
it underlies a secret key, and contains five different attributes. This type of
presentation takes about 120 ms for Idemix and 180 ms for U-Prove, making
Idemix slightly more efficient.

Credential + Pseudonym shows the efficiency of presenting a credential and
a pseudonym, both bound to the same secret key. This can be useful, for
instance, when the Verifier wants to offer the possibility to the User to main-
tain a “reputation” under a certain pseudonym besides having a proof of a
credential. Compared to “Credential”, we can observe an overhead of show-
ing a pseudonym, which is about 80 ms (about 60 %) for Idemix, whereas
for U-Prove it represents an overhead of about 110 ms (65 %). Compared to
showing a new credential, the overhead of showing a pseudonym is smaller
for both technologies for 30 ms for Idemix and about 190 ms for U-Prove,
which shows that presenting a pseudonym is more efficient with Idemix.

2/3 Credentials shows the overhead of additional credentials. Compared to
“Credential”, the presentation time grows linearly for each presented creden-
tial for both Idemix and U-Prove. Considering that Idemix is more efficient
than U-Prove for about 75 ms per credential or about 35 %, the same differ-
ence grows linearly with each new credential.

Effort Distribution. Finally, we can observe that for both technologies, proving
is more costly than verification. On average, proving takes about 55 % of the
total presentation time for Idemix, while for U-Prove it takes about 70 %. This
is another advantage for Idemix, since the goal is to make the computation at
the User part more efficient.
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Fig. 4. Impact of the different features on the presentation efficiency (Idemix)

Additional Results. The number of attributes in a credential and attribute
disclosure result in a small overhead on the presentation time for both technolo-
gies. For the former, U-Prove gets more efficient than Idemix as the number of
attributes increases. Proving a credential with 5 more attributes showed better
efficiency for U-Prove than for Idemix, where each new attribute cost about 4,
respectively 6,5 additional ms. With regard to attribute disclosure, we noticed
a small, but positive impact for both technologies, where the presentation time
was about 2–5 ms more efficient for each disclosed attribute.

5.2 Evaluation of the Cost of Advanced Privacy-ABC Features

Besides the core features of Privacy-ABC technologies, such as unlinkability,
selective disclosure, and pseudonyms, additional privacy features can be added
to both technologies. The implications of these features on the trust issues are
explained in Sect. 6, whereas this section presents the impacts of these features
on the performance efficiency. The extra features correspond to specific building
blocks that need to be integrated with the respective Privacy-ABC technologies,
including predicates, showing non-revocation, inspectability, etc. The respective
impact (overhead) of these features on the computational efficiency of presenta-
tion is shown in Fig. 4 for Idemix.6

The figure shows the computational efficiency for the following presentations
(all of which require a credential of 5 attributes):

6 The features used in this section utilize the same “extensions”, making the compu-
tational overhead the same for both technologies. For simplicity, we show the impact
on Idemix.
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Credential is the basic benchmark, which simply requires presenting a creden-
tial, and serves as a reference for assessing the additional overhead of using
other features.

Credential + Predicate: Date equality represents the presentation of a
credential and checking that one of the attribute values (in this case, the date
of birth) equals a given constant value, both of which are of type Date. We can
observe from the results of this diagram that date equality proof represents
little to no overhead on the efficiency of presentation.

Credential + Predicate: String equality is similar to the previous one,
except that the compared attributes are of different data type, namely they
are of type String (as compared to the previous one, which is Date). Also in
this case we observe little to no overhead on the presentation time.

Credential + Revocation shows the overhead of presenting a revocable cre-
dential. In this case, the presentation requires also proving that the credential
is not revoked. We can observe that the overhead of proving non-revocation
accounts for about additional 160 ms or about 130 % more time (compared
to “Credential”).

Credential + Predicate: Date “greater than” shows the efficiency of both
presenting a credential and showing that one of the attributes (the date of
birth) is greater than a certain constant value. This is especially useful for
scenarios where checking the age of a person is necessary, e.g. checking that
a person is not older than a given age. We can observe that, compared to
“Credential”, showing that the date is greater than a given constant date costs
about 200 additional ms or about 165 % more (compared to “Credential”).

Credential + Predicate: Date “smaller than” similar to the previous one,
the efficiency of this predicate is comparable to checking “greater than”, i.e.,
about 200 additional ms or 165 % overhead. This is especially important for
checking that a person is older than a given age, e.g. that a person is over
18 years old.

Credential + 1/2 Inspectable atts. shows the overhead of having one,
respectively two attributes inspectable during the presentation. Typically,
having one attribute inspectable should be enough in order to uncover the
identity of the person in a given transaction (revoke anonymity), however
there may be cases when more attributes are to be inspectable. From the
figure, we can see that inspectability has the biggest overhead on the pre-
sentation among all of the presented features of Privacy-ABCs, and grows
linearly by about 275 ms or by 210 % for each inspectable attribute.

6 Discussion

This section discusses important implications of the results, identifies open
research challenges and important trust issues for Privacy-ABC technologies.

6.1 Implications

Results show that both technologies (U-Prove and Idemix) present similar
computational efficiency for simple issuance (i.e., less than 300 ms), Idemix



Evaluation of Privacy-ABC Technologies 73

outperforming U-Prove by 20 ms. However, for advanced issuance (e.g., carry
over of attributes) differences could be of 150 ms, again Idemix being more effi-
cient. Although, in many scenarios issuance efficiency will not play a major role,
it may be relevant to those scenarios where users frequently need to get cre-
dentials issued interactively. For instance, in vehicular networks, the nodes are
expected to send messages every 300 ms and have a communication range of 1000
m, making a time difference of 150 ms (e.g. the overhead of advanced issuance)
an important decision factor for deciding the type of issuance. Nevertheless, in
cases where issuance of credentials is assumed to be done off-line, the efficiency of
both technologies can be considered acceptable in the aforementioned scenario.

In the following, we discuss some of the main implications related to the
different features of the presentation.

Inspectability is the most computationally expensive feature that linearly
grows with each new attribute made inspectable. The reason for this is the use
of cryptographic commitments of the given attribute and verifiable encryption
of that commitment with the public key of the Inspector. The Verifier is then
able to check that the encrypted value corresponds to the value indicated and
that is encrypted with the right key. However, one can assume that this process
requires additionally administrative controls and therefore its efficiency is not
critical in most scenarios.

Revocability is an important feature, but it is as costly as the presentation
of a credential. Our revocation technology is based on the accumulator scheme of
Camenisch-Lysyanskaya [22]. The overhead for the User comes from the fact that
each revocable credential needs to be proven that it is part of the accumulator,
making it not suitable for highly dynamic scenarios. A recommendation would
be that, whenever more credentials are needed in a presentation, only one should
be checked for revocation, and have the other credentials as non-revocable. In
this way, the cost of proving non-revocation for the other credentials is avoided.

Predicates are costly when non-equality has to be shown, e.g. showing that
an attribute value is greater or smaller than another one without revealing the
attribute value. However, equality predicates seem to be very efficient and add
very little overhead on the presentation, but they should be carefully used so
that privacy is still preserved.

The number of attributes in a credential, as well as the number of dis-
closed attributes have shown small overhead on the efficiency of presentation
for both, but slightly bigger overhead for Idemix, making U-Prove favourable
when a credential has more attributes. Besides this, another implication for
both technologies would be that a more efficient system design could result from
decreasing the number of credentials whilst increasing the number of attributes
in a credential whenever suitable, and disclosing only a desired subset of those
attributes.

6.2 Open Challenges

Despite their practical differences, both Privacy-ABC technologies face some
open challenges, calling for additional research efforts related to the efficiency,
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especially with regard to their deployability in different platforms, effective revo-
cation, and the impact of the security level on the efficiency.

Deployment Platforms. The current results are performed on a personal com-
puter with average computational power. Deploying them on other platforms,
such as smart cards, mobile devices, or in the cloud comes with specific chal-
lenges. Smart cards require native support the cryptographic operations, and
optimisations to make them practically efficient. For mobile devices, there are
more possibilities, but having a cross-platform solution is challenging. One way
is to use Javascript or have native browser support for digital signature schemes,
which are still considered challenging [29]. A cloud solution would ease the avail-
ability in different user devices, but creates new privacy risks, since the cloud
service provider would need to be trusted. Alternatively, one should check the
feasibility of integrating technologies, such as proxy re-encryption schemes [30],
where the cloud service provider can act on behalf of the User without seeing
the attributes in clear.

Revocation and Non-revocation Proof. There is currently a compromise
between efficiency and effective revocation. Unlike in the X.509 case, with
Privacy-ABCs the User should not disclose a credential identifier to check for
revocation. Instead, the user must show non-revocation in zero knowledge, but
this is still a costly operation for the User. This requires the User to be on-line,
which is an additional limitation (makes the technology not usable on “off-line”
scenarios, e.g. smart cards). One way to optimise this process could be by shift-
ing part of the proving effort from the User to the Verifier, or to extend the
periods between different revocation checks, e.g. daily or weekly, depending on
the scenario.

Key Length and Efficiency. The results in the paper reflect the 1024 bit key
size for both, which seems to provide comparable level of security. According
to the ECRYPT report on key sizes [31] this corresponds to the symmetric key
size of around 72 bits, providing “short-term protection against medium orga-
nizations, medium-term protection against small organizations”. According to
the same report, an RSA cryptographic key size of 2048 bits would provide a
security level corresponding to a symmetric key of around 105 bits, which is
between a “legacy standard level” and one that offers a “medium-term protec-
tion” (about 10 years). Based on our experiments, the computational efficiency
drops on average by a factor of four with the doubling of the key size. Therefore,
an additional challenge remains to provide higher level of security assurance with
smaller impact on the efficiency.

6.3 Trust Considerations for Privacy-ABC Technologies

The upcoming General Data Protection Regulation [1] requires data protection
by design and default, where Privacy-ABC technologies could very well fit. One of
the benefits of Privacy-ABC technologies is the fact that the User need to reveal
minimal amount of information to Service Providers. Trusting on the technology



Evaluation of Privacy-ABC Technologies 75

means that the users need to put less trust on the trustworthy behaviour of
service providers, increasing the overall level of trust on the digital services.
As already acknowledged in previous research, trust is an important element
on the privacy concerns and on the level of disclosure of personal information
on electronic commerce website [32] and that more trust leads to less privacy
concern [33]. However, one has to ensure that technology is indeed used in a
trustworthy manner. In this regard, three important considerations need to be
made, which are briefly discussed in the following section.

Trusting the Verifier. Privacy-ABC technologies enable minimal disclosure
of attributes, so that Service Providers (Verifiers) only require disclosure of
the attributes that are necessary for authentication in a given scenario. This
is defined in a so-called presentation policy by the Verifier based for a particular
service. A malicious Verifier can define an “unfair” policy, asking the User to
disclose excessive amount of attributes [34]. In such a case, there is little benefit
for the privacy of the customers by using Privacy-ABC technologies. Therefore,
to increase trust, there must be a way to protect from such a misuse potential,
such as requiring certification of presentation policies by an external trusted
entity, or providing standard presentation policies for typical use-cases [34].

Trusting the Inspector. The role of the Inspector is to revoke of anonymity
of misbehaving users. While this is done to provide conditional accountability
for all the cases that could “go wrong”, e.g. when a user violates the code of
conduct for a given service, or when there is a threat to the lives or properties by
anonymous users, this feature is somewhat controversial, as it requires trust on
the proper conduct by the Inspector. Therefore, in practice, we should limit the
potential for authority misuse by a malicious Inspector, who in the worst case,
could revoke the anonymity of (identifying) any user without a proper ground
to do so. Such a limitation could in practice be achieved by a combination of
organisational processes or technical solutions. An organisational solution could
be to define an organisational process that requires the approval by a committee
or a group of people within an organisation for inspection. A technical solution
would be to split the “inspection” key into several parts, and requiring at least
two of the members of such a committee to come together to join their key parts
in order to be able to perform inspection.

Trust Implications in the Cloud. Efficiency and mobility of the customers
could be improved if the credentials are stored and computedon the cloud. How-
ever, this implies additional trust is needed on the cloud service provider in
proper handling of user credentials. A malicious cloud service provider could
then spy on the user by tracking activities, or even worse, impersonate the User
without his or her consent. While there are technical potentials for limiting such
cases, including the use of special cryptographic tools such as proxy re-encryption
schemes [30] or similar, there is a compromise between the level of risk the users
gets exposed to and the convenience of the mobility provided by the cloud.
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7 Conclusion

This paper presented an evaluation of two major Privacy-ABC technologies with
regard to efficiency following a common evaluation framework. Our results have
shown that U-Prove is more efficient than Idemix for the User operation (prov-
ing) and in general when a credential has more attributes. However, Idemix is
more efficient in the rest of the cases, especially when advanced presentation
features are used. Regardless of the efficiency, Idemix also provides unlinkabil-
ity between many presentations, making it more favourable in scenarios with
stronger privacy requirements.

For both technologies, the efficiency drops linearly with the increased num-
ber of credentials being presented, and whenever inspectability, non-revocation
proofs and inequality predicates are used. However, the number of disclosed
attributes, number of attributes in a credential, and inequality predicates are
relatively efficient. This knowledge is especially useful for system architects who
need to understand the trade-off between using different features and the impact
on the performance, e.g. defining some credentials as non-revocable in order to
reduce the overhead on the presentation, whenever suitable.

Finally, we identified important issues that influence the trustworthiness of
applications that use Privacy-ABC technologies, focusing on the trustworthiness
of the Verifiers and Inspectors, and list important trust implications for potential
deployments on the cloud.
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Abstract. The use of information systems in the health care area,
specifically in Mobile health care, can result in delivering high quality
and efficient patient care. At the same time, using electronic systems
for sharing information contributes to some challenges regarding privacy
and access control. Despite the importance of this issue, there is a lack of
frameworks in this area. In this paper, we propose a trust-based model
for information sharing between mobile health care applications. This
model consists of two parts, the first part calculates the needed amount
of trust for sharing a specific part of information for each user, and the
second part calculates the (contextual) current existing amount of trust.
A decision for sharing information would be made based on a comparison
between the components.

To examine the model, we provide different scenarios. Using mathe-
matical analysis, we illustrate how the model works in those scenarios.

Keywords: Trust · Trust management · Mobile health care ·
Information security

1 Introduction

Development of technology has enabled mobile devices as appropriate tools for
facilitating health care of various types, in what is known as M-health. M-health
provides the opportunity to store and share the health information of a patient
in their devices in order to deliver more efficient services, from fitness advice to
more physician-oriented tools. However, security of the information in addition
to access control is one of the controversial issues in this area [18]. Health care
applications collect and share various type of information regarding physical
activities and the lifestyles of users in addition to their medical and physiological
information [16]. This is a privacy issue that could be better managed.

According to the National Committee for Vital and Health Statistics
(NCVHS), health information privacy is “An individual’s right to control the
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acquisition, uses, or disclosures of his or her identifiable health data. Confiden-
tiality, which is closely related, refers to the obligations of those who receive
information to respect the privacy interests of those to whom the data relate.
Security is altogether different. It refers to physical, technological, or administra-
tive safeguards or tools used to protect identifiable health data from unwarranted
access or disclosure” [6].

In 2013 more than 35000 health apps existed for iOS and Android. From the
most 600 useful ones, only 183 (30.5 %) address mobile health privacy policies
in some meaningful way [28]. Recently, both Google and Apple announced new
platforms for health apps such as Health Kit [2], Research Kit and Google kit
[5], which provide the possibility of information sharing between health care
applications in one place.

We consider apple health kit as an example. Currently, each application is
individually responsible for obtaining the trust of the user in order to get access
to their health information. Health information has been divided into different
categories. However, once the user shares their information, they have no further
control over it. There has been extensive research in this area, however, this
research has been focused on making policies or traditional mechanisms such as
data encryption. Considering the importance of this information, in addition to
usual privacy measurements, other considerations in design need to be met.

To address this, in our current research, we are proposing a trust model which
aims to be used as leverage for the owner of the information to make decisions
about sharing their information or part of it with a specific application. To for-
malize the trust value for each purpose of information, there are two components
of a trust model which must be calculated. The first component of the model
calculates the amount of trust which each person needs for sharing a specific part
of the information. The second component of the model calculates the amount
of trust already extant between a device and the application which is asking for
the information.

The paper is organized as follows. In Sect. 2 we examine related work, before
presenting our proposed model in Sect. 3, and a worked analysis in Sect. 4. We
conclude with future work in Sect. 5.

2 Background

In this section, we review existing information systems in the health and M-
health area. For the sake of brevity, we look at HealthKit, Apple’s health frame-
work in detail. In addition, we provide a summary of current trust-based models
and architectures in this area.

2.1 Healthcare Information Systems

Health Information Systems utilize data processing, information and knowledge
in order to deliver quality and efficient patient care in health care environments
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[12]. In recent years, there has been a great deal of movement towards computer-
based systems from paper-based systems in health care environments [14]. Com-
puter based systems provide the possibility of patient-centric systems instead of
location constrained systems [7]. Furthermore, targeted users of these systems
have also changed. Computer-based systems originally targeted only health care
professionals, but gradually they have come to involve patients and their rela-
tives as well [11]. Developments in these information systems over the previous
decades provide the possibility of use of data for care planning and clinical
research in addition to patient care purposes [11]. In addition, continuous health
status monitoring using wearable devices such as sensors and smart watches
further enhances the patient experience [17].

Expansions in use of data and health information in parallel with advance-
ments in technology contributed to development of different architectures and
information systems in this field. M-health is the use of mobile devices and their
information in the health care area [26]. Special characteristics of mobile devices
make them an excellent choice for this purpose. Their mobility and ability to
access the information in addition to their ubiquity are some of these character-
istics [26]. Employing technologies such as text messaging for tracking purposes,
cameras for data collection, documentation and their ability to use cellular net-
works for internet connection, enable mobile devices to act as a perfect platform
for delivery of health interventions [15]. Determining exact location through
employing positioning technology, is also helpful for emergency situations [26]
and device comfort purposes [19], where devices can determine how, when, and
where to share relevant health information. Poket Doktor System (PDS) is one of
the primary architectures in this area. This system includes an electronic patient
device which contains electronic health care records, health care provider device
and a communication link between them [29].

One of the major uses of mobile devices in health care is for monitoring
purposes. Intelligent mobile health monitoring system (IMHMS) [25], introduces
an architecture which is the combination of 3 main parts. Through a wearable
body network, the system collects data and sends it to the patient’s personal
network. This network, based on the normal range of the index in question,
logically decides whether to send the information to an intelligent medical server
or not. The intelligent medical server is monitored by a specialist. Due to the
broadness of the field, different monitoring systems have been introduced for
specific purposes.

Some architectures have been introduced in order to improve the privacy of
health care in this area. Weerasinghe et al. [30] present a security capsule with
token management architecture in order to have secure transmission and data
storage on device. Some models also use access control for healthcare systems
based on users behaviours [31]. In [33] the authors propose a role-based prorogate
framework. Some architectures have been developed in order to decrease clini-
cal errors. For example, [32] proposes a scenario based diagnosis system which
extracts relative clinical information from electronic health records based on the
most probable diagnostic hypothesis.
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2.2 Information Platform Example: Apple Healthkit

The HealthKit framework, which was introduced by Apple in iOS 8, lets health
and fitness applications as well as smart devices gather health information about
a user in one location. The framework provides services in order to share data
between health and fitness applications. Through the HealthKit framework dif-
ferent applications can get access to each other’s data with the user’s permission.
Users also can view, add, delete and manage data in addition to edit sharing
permission using this app [1]. The framework can automatically save data from
compatible Bluetooth LE heart rate monitors and the M7 motion coprocessor
into the HealthKit store [3].

All the data which is managed by HealthKit is linked through the HealthKit
store. Each application needs to use the HealthKit store in order to request and
get permission for reading and sharing the health data [4].

Currently each application is individually responsible for obtaining the trust
of the user in order to get access to their health information. The user has the
control over the data and can decide whether to share data with the app or not.
Users can also share some part of data whilst not giving permission for sharing
another part [3].

In order to maintain the privacy of a user’s data any application in the
HealthKit must have a privacy policy. Personal health records models and
HIPAA guidelines can be used in order to create these policies [3].

In addition, data from the HealthKit store cannot be sold. Data can be given
to a third party app for medical research with owner consent. The use of data
must be disclosed to the user by the application [1].

2.3 Trust in Information Systems

Trust plays an important role in human daily life. Trust can be studied from
different perspectives, depending on the person who defines trust and the type
of trust [20]. There is wide literature exploring in different fields such as evolu-
tionary biology, sociology, social psychology, economics, history, philosophy and
neurology.

The use of Trust Models in electronic healthcare can be classified into
two groups: sharing information and electronic health records and monitoring
patients. Becker, Moritz and Sewell introduced Cassandra, a trust management
system that is flexible in the level of expressiveness of the language by selecting
an appropriate constraint domain. Also, they present the results of a case study,
a security policy for a national Electronic Health Record system, demonstrat-
ing that Cassandra is expressive enough for large-scale real-world applications
with highly complex policy requirements. The paper concludes with identifying
implementation steps including: building a prototype, testing the EHR policy in
a more realistic setting, and producing web-based EHR user interfaces [8].

Considering the importance of security in wireless data communication, [9]
reviews the characteristics of a secure system and proposes a trust evaluation
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model. Data confidentiality, authentication, access control and privacy are exam-
ples of mentioned security issues. In this system nodes are representative of each
component of system. A trust relationship between nodes has been evaluated
to determine trustworthiness of each node. The main difference between this
system and related works is that trust value of each node computed based on
increased shaped functions such as exponential while others use linear functions.
This leads to increase of past behaviour impact on trust [9]. In [21] the authors
developed a trust-based algorithm for a messaging system. In this system, each
node is assigned a trust value based on their behaviour. At same time, each mes-
sage was divided to 4 parts and only nodes with the total trust value possible
to read all parts of the messages.

3 Our Trust Model

In this section a trust model that considers both personal and environmental
aspects is presented. This model aims to be used by the owner of the information
to make decisions about sharing their health (or indeed, any) information, or part
of it, with a specific application.

To formalize the trust value for each purpose of information, there are two
components which must be calculated. The first component of the model cal-
culates the amount of trust which each person needs for sharing a specific part
of the information. The amount of trust that already exists between a device
and the application which is asking for the information is calculated through the
second component of the model. In the end, by comparing the two values, advise
on sharing the information is made.

Table 1 summarizes the notations used in this chapter:

3.1 Personal Perspective

The personal perspective layer of the model will calculate the amount of trust
that the user requires in order to share the information or a specific part of it.
This layer is based on preferences of the owners of the information. To formalize
the proposed system, this research considers a scenario in which a specific part
of health information of a user has been requested by a specific application.
Based on personal characteristics and experiences of persons, their behavior
varies towards information sharing [13]. Stone and Stone [27] explored links
between personality of individuals and information privacy issues. Gefen et al.
[10] determined that personality has an impact on trust in virtual environments.

In order to determine the privacy preferences of each user, various factors
should be considered and specific trust values need to be assigned. In the follow-
ing sections, these factors and the methodology of assigning the trust values are
presented.
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Table 1. Explanation of notations

Symbols Explanation

S Sensitivity of information

C Category of information agent

j The index of information categories

nc Number of information categories

A Application agent

i The index of applications

P Purpose of use of information

k The index of user purposes

mp Number of usage purposes

Td Recency of information

C0 Default Trust value for all of the categories

P0 Default Trust value for all of the purposes

R Rating of application agent

v Representative of application rating

SN Social network agent

u Representative of number of mutual friends

I Installer of the application agent

t Representative of the installer of the application

TR Threshold for information sharing

T Trust value

Sensitivity of Information: Sensitivity of information might differ for indi-
viduals [22–24]. To facilitate the subjectivity of sensitivity of each piece of health
information for users, we give the user the chance for decision making for each
piece of information. The most significant factors which have an impact on cal-
culation of the trust value are the following.

Category of Information: (See Table 2) Some health information can alter
over its lifetime. In our model, we used the Apple health kit categories which
falls into two main groups. The first group, “Characteristics data” refers to data
which does not change over time such as gender, blood type and date of birth.
The second group of data has been collected through the device and might
change over time [1,3].

In our model, Cj represents different categories of information. For each
category of information, users would assign a comfort value for sharing each
category of information. This value would be between (−1,+1).
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Table 2. Information categories

Characteristic data Sample data

Biological sex Vital signs

Blood type Sleep analysis

Date of birth Body measurements

Fitzpatrick skin type Fitness

Nutrition

Purpose of Use of Information: Different mobile applications use health
information for various purposes. Considering existing applications in health
care in parallel with the iOS health framework, the aim of use of information
categorized to at least one of the several groups.

In our model we use Ai to represent these categories, thus, for each applica-
tion depending on its purpose, Ai, would be an element of at least one of the
following sets:

Ai ∈ Pk (1)

in which:

k =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

Research

PersonalMonitoring

PublicHealthMonitoring

CommercialUsage

GovermentalUsage

Depending on the personality and priorities of the users, they might be inter-
ested in sharing information for each purpose. For each purpose again, users
would assign a comfort value for sharing the information.

We use a matrix in order to represent and determine the relationships
between various categories and purposes. In this mp × nc matrix, columns rep-
resent categories and rows represent purposes. Each element of the matrix is the
minimum number of the assigned (by the user, but with some defaults) value
for a specific purpose and category.

Sj,k = min(Cj , Pk)

Smp,nc
=

⎡

⎢

⎢

⎢

⎣

C1 C2 ··· Cnc

P1 s1,1 s1,2 · · · s1,nc

P2 s2,1 s2,2 · · · s2,nc

...
...

...
. . .

...
Pmp smp,1 smp,2 · · · smp,nc

⎤

⎥

⎥

⎥

⎦

(2)

Through this matrix, the system is able to choose a specific part of informa-
tion for specific purpose, instead of omitting a whole category of information.
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If the purpose of the application which is asking for the information is unclear,
average of assigned values for all purposes could be used as a trust value.

1
mp

mp
∑

i=1

Pk (3)

At this point the trust value for a specific information item in a specific
context (application) would be a function of the following variables:

Td : Delay Time: This factor is added in order to improve the privacy of
the user. Users can decide on sharing part(s) of their information after a specific
delay. This may result in decrease in sensitivity of information for the user. Users
have 3 options for sharing, representing different time periods before information
is released. Depending on the user’s preference, Td would be equal to:

Td =

⎧

⎪

⎨

⎪

⎩

1.5, if Share immediately
1, if Share after one week
0.5, if Share after one month

(4)

Then:

S = f(C,P, Td) = Td ·

⎡

⎢

⎢

⎢

⎣

s1,1 s1,2 · · · s1,n
s2,1 s2,2 · · · s2,n
...

...
. . .

...
sm,1 sm,2 · · · sm,n

⎤

⎥

⎥

⎥

⎦

(5)

3.2 Context Perspective

The second component of the model examines the environment of a user at the
time of giving permission for sharing the information. This is used when calcu-
lating the amount of trust that exists at any time by considering the following:

– Default Trust to the applications in question
– The application’s reputation based on its current rating
– Common friends in social networks using the application
– The person who suggested installation of the application for example health

care provider versus old friend

A higher amount of existing trust results in a lower threshold.

3.3 Default Trust to Each Category and Purpose

Since at the beginning there is no information on the applications, the average
trust value which was assigned by the user would be calculated for the sensitivity
matrix.

C0 = Default Trust value for all of the categories
P0 = Default Trust value for all of the purposes
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Si0,j0 = min(
1
nc

nc
∑

i=1

Cj ,
1

mp

mp
∑

i=1

Pk) (6)

then:

Smp,nc
=

⎡

⎢

⎢

⎢

⎣

C1 C2 ··· Cnc

P1 min(C0, P0) min(C0, P0) · · · min(C0, P0)
P2 min(C0, P0) min(C0, P0) · · · min(C0, P0)
...

...
...

. . .
...

Pmp min(C0, P0) min(C0, P0) · · · min(C0, P0)

⎤

⎥

⎥

⎥

⎦

(7)

3.4 Application Rating (Public Social)

Rv represents the rating score of the application in our model, for a specific
online rating of v. Considering who is seeking for the application Rv would have
one of the following values:

Rv =

⎧

⎪

⎨

⎪

⎩

0.5, if v = more than average
1, if v = less than average
2, if v = negative

(8)

3.5 Social Network Friends

Another factor which has impact on the threshold is the number of friends in
their social network who are using the application. SNu represents the number
of mutual friends who are using the same application. Considering the number
of friends in common SNu would value one of the followings:

SNu =

⎧

⎪

⎨

⎪

⎩

0.5, if u = More than 5 friends
1.5, if u = Less than 5 friends
1, if u = No mutual friend

(9)

3.6 Installer of the Application

In health care information systems, the relationship of the person who is asking
for the information to the owner of information can have a crucial impact on the
existing level of trust between them. Therefore, for example, if a person involved
in the patient care suggests an application, the application in question is seen
as potentially more reliable. In this model, 3 scenarios have been considered
for installing an application. It represents the source suggesting the application.
Considering who is seeking for the application It would value one of the following:

It =

⎧

⎪

⎨

⎪

⎩

0.5, if t = Healthcare provider suggests
0.75, if t = Proposed by a sensor the user already uses
1, if t = Randomly downloaded application

(10)



88 S. Behrooz and S. Marsh

3.7 Estimation of the Threshold

Considering all the factors the second component of the model would be:

TR = S0 · Rv · SNu · It (11)

Information would be shared if:

TR < T (12)

4 Analysis

In this part, we examine our model using different scenarios as use case exam-
ples. Furthermore, different user personalities and various applications have been
considered.

4.1 Various Agents

Personality and characteristics of people have a crucial impact on their decision
making. In order to make allowances for this, in this experiment we divide the
user agents to three main categories: optimistic, pessimistic and realistic. In the
following section each category is described:

Optimist. An optimist believes in the best outcome in all the situations and
expects the best results in everything [20]. In our examples, an optimist always
selects the maximum trust value.

Pessimist. In the eyes of pessimist, in opposite to the optimist, the worst
possible result is being seen. The pessimist expects the worst outcome in any
situation. Therefore, the pessimist agent selects the worst trust value in all the
situations [20].

Realist. However, in reality most people are some place between the two
extremes. This situation also applies to agents. For the sake of simplicity in this
paper, we randomly choose from intervals within the 4 quartiles in the spectrum
from optimist to pessimist

4.2 Pool of Applications

In healthcare environments, various applications with different characteristics
exist. This section looks at examples of these applications.
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Application α. α has the following characteristics:

– It needs to have access to nutrition information, fitness information and vital
signs.

– It uses information for commercial purposes, research purposes and also per-
sonal health monitoring.

– It has been rated less than average.

Application β. Application β has the following characteristics:

– This app needs access to sleep analysis information and nutrition information.
– It uses information for research purposes, personal health monitoring and

public health.
– It has been rated higher than average.

4.3 Various Situations

Although personality plays a significant role in decision making other factors
including the experiences of the user or their current mental state can affect
their judgment. To address this, we test the model in 2 different scenarios.

Scenario 1 – Installing Random Applications. Tracy was browsing health
care applications on the app store. One of the diet applications interested her
and she installed it on her device. She did not have any past information about
this application, no one has suggested it and none of her friends is using this
application. This application needs to have access to her fitness information,
nutrition information and weight information.

Scenario 2 – Various Rated Applications. Steve is a tech savvy person. He
reads reviews of applications and downloads many health apps onto his device.
Rating of the applications is the most effective reason for him to decide to down-
load the application or not. Furthermore, he is willing to share his information
for research purposes or for monitoring his own health. However, Steve is not
interested in sharing for commercial uses. Recently, he has sleeping problems.
In order to monitor himself he decides to install an sleep analysis application on
his device.

4.4 Mathematical Analysis

In order to examine how the model works, in this part we briefly analyse the
model in different situations.
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Table 3. Trust values assigned by Tracy

Information category Trust value Purpose Trust value

Vital signs 0.81 Research 0.22

Sleep analysis 0.32 Personal monitoring 0.31

Body measurements 0.46 Public health 0.46

Fitness 0.22 Commercial Usage 0.51

Nutrition 0.33 Govermental usage 0.73

Example 1. In the first scenario, we consider Tracy as an optimist. There-
fore, she relatively assigns a higher trust value for sharing information. Table 3
represents the trust values she assigned for each purpose and category.

In the sensitivity matrix we have the minimum amount between each category
and purpose, therefore:

S = f(C,P ) =

⎡

⎢

⎢

⎢

⎢

⎣

0.22 0.22 0.22 0.22 0.22
0.31 0.31 0.31 0.22 0.31
0.46 0.32 0.46 0.22 0.33
0.51 0.32 0.46 0.22 0.33
0.73 0.32 0.46 0.22 0.33

⎤

⎥

⎥

⎥

⎥

⎦

(13)

td = 1.5 (14)

Then the trust matrix would be:

Sm,n =

⎡
⎢⎢⎢⎢⎣

V italSigns SleepAnalysis Dobymeasurements Fitness Nutrition

Research 0.33 0.33 0.33 0.33 0.33
PersonalMonitoring 0.46 0.46 0.46 0.33 0.46

PublicHealth 0.69 0.48 0.69 0.33 0.49
CommercialUsage 0.76 0.48 0.69 0.33 0.49

GovernmentalUsage 1.09 0.48 0.69 0.33 0.49

⎤
⎥⎥⎥⎥⎦

(15)

We consider that application α is the application which Tracy has down-
loaded. Therefore, we have:

Si0,j0 = min(
1
5

5
∑

i=1

Cj ,
1
5

5
∑

i=1

Pk) = min(0.428, 0.444) = 0.428 (16)

S = f(C,P ) =

⎡

⎢

⎢

⎢

⎢

⎣

0.428 0.428 0.428 0.428 0.428
0.428 0.428 0.428 0.428 0.428
0.428 0.428 0.428 0.428 0.428
0.428 0.428 0.428 0.428 0.428
0.428 0.428 0.428 0.428 0.428

⎤

⎥

⎥

⎥

⎥

⎦

(17)

And:
Rv = 1 (18)
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SNu = 1 (19)

It = 1 (20)

The threshold matrix would be:

TR =

⎡

⎢

⎢

⎢

⎢

⎣

0.428 0.428 0.428 0.428 0.428
0.428 0.428 0.428 0.428 0.428
0.428 0.428 0.428 0.428 0.428
0.428 0.428 0.428 0.428 0.428
0.428 0.428 0.428 0.428 0.428

⎤

⎥

⎥

⎥

⎥

⎦

(21)

Specific parts of information for specific purposes are expected to be shared if
the value of corresponding member of sensitivity matrix is higher than the value
of corresponding member in the threshold matrix. Therefore, fitness information
wont be shared since the trust value is less than the threshold. However, nutrition
information and vital signs information will be shared since for the purpose
in which application α using those information, trust value is higher than the
threshold.

0.33 < 0.428 → Do not share (22)

0.46 > 0.428 → Share vital signs information for personal monitoring (23)

Example 2. In the second scenario, we considered Steve as a pessimist. He does
not give high trust values to the application. Therefore he assigns the following
trust values as noted in Table 4.

Table 4. Trust values assigned by Steve

Information category Trust value Purpose Trust value

Vital signs −0.31 Research −0.22

Sleep analysis −0.68 Personal monitoring 0.11

Body measurements 0.23 Public health −0.47

Fitness −0.46 Commercial Usage −0.86

Nutrition −0.33 Govermental usage −0.59

In the sensitivity matrix we have the minimum amount between each category
and purpose, therefore:

S = f(C,P ) =

⎡

⎢

⎢

⎢

⎢

⎣

−0.31 −0.68 −0.22 −0.46 −0.33
−0.31 −0.68 0.11 −0.46 −0.33
−0.47 −0.68 −0.47 −0.47 −0.47
−0.86 −0.86 −0.86 −0.86 −0.86
−0.59 −0.68 −0.59 −0.59 −0.59

⎤

⎥

⎥

⎥

⎥

⎦

(24)
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Steve decides to share his information after one week.

td = 1 (25)

Then the trust matrix would be:

Sm,n =

⎡
⎢⎢⎢⎢⎣

V italSigns SleepAnalysis Bodymeasurements Fitness Nutrition

Research −0.31 −0.68 −0.22 −0.46 −0.33
PersonalMonitoring −0.31 −0.68 0.11 −0.46 −0.33

PublicHealth −0.47 −0.68 −0.47 −0.47 −0.47
CommercialUsage −0.86 −0.86 −0.86 −0.86 −0.86

GovernmentalUsage −0.59 −0.68 −0.59 −0.59 −0.59

⎤
⎥⎥⎥⎥⎦

(26)

We consider that application β is the application which Steve has installed.
Therefore, we have:

Si0,j0 = min(
1
5

5
∑

i=1

Cj ,
1
5

5
∑

i=1

Pk) = min(−0.31,−0.406) = −0.406 (27)

S = f(C,P ) =

⎡

⎢

⎢

⎢

⎢

⎣

−0.406 −0.406 −0.406 −0.406 −0.406
−0.406 −0.406 −0.406 −0.406 −0.406
−0.406 −0.406 −0.406 −0.406 −0.406
−0.406 −0.406 −0.406 −0.406 −0.406
−0.406 −0.406 −0.406 −0.406 −0.406

⎤

⎥

⎥

⎥

⎥

⎦

(28)

And:
Rv = 1 (29)

SNu = 1 (30)

It = 1 (31)

The threshold matrix would be:

TR =

⎡

⎢

⎢

⎢

⎢

⎣

−0.406 −0.406 −0.406 −0.406 −0.406
−0.406 −0.406 −0.406 −0.406 −0.406
−0.406 −0.406 −0.406 −0.406 −0.406
−0.406 −0.406 −0.406 −0.406 −0.406
−0.406 −0.406 −0.406 −0.406 −0.406

⎤

⎥

⎥

⎥

⎥

⎦

(32)

Again, by comparing matrix elements, a recommended decision for infor-
mation sharing can be made. In this case, sleep analysis information won’t be
shared. Also, nutrition information wont be shared as application β use this
information for public health purposes.

− 0.68 < −0.406 → Do not share (33)

− 0.33 > −0.406 → Share nutrition information for research (34)

−0.33 > −0.406 → Share nutrition information for personal monitoring (35)

− 0.47 < −0.406 → Do not share nutrition information (36)



A Trust-Based Framework for Information Sharing 93

5 Conclusions and Further Work

In this paper, we proposed a trust model which calculates the required trust value
of information sharing between health care mobile applications, in addition to
the existing amount of trust. By employing a trust model, we believe we can be
proactive and prevent sharing parts of the information which put the privacy of
the user in danger. Moreover, by categorizing the information and purpose of use,
we aim to provide the opportunity for sharing in different levels. Going forward,
we plan to implement the framework and the corresponding user interfaces, and
a user study is in the planning stage.

Acknowledgment. The authors gratefully acknowledge the support of the Natural
Sciences and Engineering Research Council of Canada under the Discovery Program.
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Abstract. In addition to design-time considerations, user trust and the trust-
worthiness of software-intensive socio-technical systems (STS) need to be
maintained during runtime. Especially trust can only be monitored based on the
actual usage of the system in operation. Service providers should be able to make
informed decisions about runtime adaptation based on trust and trustworthiness,
as well as respective essential relations. In this paper we present a unified
approach to support the coordination of trust and trustworthiness maintenance.
Trustworthiness maintenance is based on measuring objective system qualities,
while trust maintenance considers two complementary measures of trust, i.e., the
user behavior, and an estimation of the perceived system trustworthiness.
A prototype tool demonstrates the feasibility of our approach. Furthermore, we
illustrate specific functionalities of the tool by means of an application example.

Keywords: Trust � Trustworthiness � Run-Time maintenance

1 Introduction

The success of software-intensive socio-technical systems (STS) increasingly depends
on their users’ trust in relevant system properties determining the system’s trustwor-
thiness. We consider trustworthiness of an STS its ability to fulfill the stakeholders’
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expectations (cf. [1]), which depends on a multitude of measureable software quality
attributes, such as reliability or security [2, 3]. In contrast, trust is a relationship between
a person (trustor) and a system (cf. [1]). Trust involves subjectivity and uncertainty as it
can be seen as a guess that the software will perform as expected (cf. [1]).

In order to assure the trustworthy operation of an STS and a high level of user trust
in the system, it is not sufficient to consider these aspects during development. In
particular, a user’s trust can only be measured when the system is actually in operation.
Service providers should thus be able to systematically assess both trust and trust-
worthiness at runtime, which requires early planning and installation of suitable
monitoring sensors as well as actuators to invoke mitigations (cf. [4]). Furthermore,
there is a reasonable interrelation between trust and trustworthiness, which only
becomes visible at runtime. Besides the fact that trust is related to system trustwor-
thiness, however, other factors influence the trust relationship as well. For instance, due
to user experience, lack of transparency of the system’s behavior, or the provider’s
reputation (cf. e.g. [1, 5]), the current subjective trust in the system may be low
although objective system quality properties actually indicate a high degree of trust-
worthiness. Such a mismatch of trust and trustworthiness should be avoided [5].
Especially in complex STS, users may influence each other’s trust as well. Hence, for
making well-informed decisions on mitigation actions, it is crucial to consider com-
prehensive runtime information about the levels of both trust and trustworthiness.

Regarding trustworthiness maintenance, there are several approaches towards
monitoring the quality of services (e.g. [6, 7]). These approaches often only consider a
few quality properties to be monitored, e.g., response time or availability. On the other
hand, trust measurement and management approaches (e.g., [8, 9]) deal with measuring
the user behavior, or determining the user-perceived quality of specific services, most
notably for real-time internet communication. However, these isolated approaches fail
to address the challenges described above, i.e., to support making runtime decisions
taking both trust and trustworthiness as well as the relationship between them into
account. Hence, there is a lack of approaches that combine trust and trustworthiness
aspects for runtime monitoring and management.

In this paper, we present our unified approach combining the maintenance of
system trustworthiness and users’ trust in STS. Our approach supports service
administrators in coordinating the monitoring and management of trust and trustwor-
thiness at runtime, as well as performing related mitigations. Trustworthiness main-
tenance is based on monitoring software services within an STS, and identifying threats
caused by software properties (i.e., qualities or functions) not fulfilling the user
expectations. We extend our preliminary results [10, 11] with respect to trustworthiness
maintenance, in order to consider trust and reflect the essential relationship between
trust and trustworthiness as motivated above. Regarding trust maintenance, our
approach combines two complementing ways of measuring users’ trust: (1) estimating
trust based on the different users’ perceptions of the system’s trustworthiness charac-
teristics, and (2) monitoring the trust-related user behavior (e.g., in terms of number of
mouse clicks in a certain time frame), which is heavily dependent on the type of STS.

Furthermore, we describe a tool prototype that implements our runtime trust and
trustworthiness maintenance approach, and demonstrates its technical feasibility. The
tool also allows validating our approach, and eliciting new requirements for extensions.
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As an initial evaluation of our approach, we applied the prototype to a case example of
a secure web chat system. This application example involves three evaluation sce-
narios, each focusing on specific aspects of trust and trustworthiness maintenance.
Details on the tool and the application example can be found in [12].

The remainder of this paper is organized as follows: Sect. 2 discusses related work.
Section 3 provides an overview of our approach and sketches the conceptual solution.
Section 4 presents a tool prototype that supports the application of our approach. In
Sect. 5, we describe an application example that provides initial results of the ongoing
evaluation of our approach. Finally, Sect. 6 concludes the paper.

2 Related Work

Regarding runtime monitoring and measurement of trustworthiness, an initial overview
of related work can be found in our previous work [10]. Approaches for online
monitoring of software services, e.g. [6], are based on observing the quality level of a
service (QoS) with respect to guarantees defined in SLAs. These approaches usually
cover only a limited set of quality properties such as availability or response time (cf.,
e.g. [7]). An overview of tools for monitoring QoS of cloud services is given in [13].

In [14], different service composition constructs and cost are taken into account for
evaluating and managing the trustworthiness of a composite service-based system.
A combination of quality properties monitoring and reputation is also possible (e.g. [7,
14]). The framework and trustworthiness evaluation method presented by Lenzini et al.
[15] supports managing trust relationships, and aims at evaluating the trustworthiness
of a trusted component with respect to the satisfaction of quality attributes and the
expectation that these will remain satisfied and stable. For managing trustworthiness at
runtime, the system composition can be adjusted, e.g., underperforming services or
components may be substituted or restarted (cf., e.g. [15]). QoS-aware service selection
also takes cost minimization objectives into account (cf., e.g. [16]).

Compared to user surveys, measuring the user behavior directly from the interac-
tions with the system is a more promising approach for runtime trust maintenance. It is,
however, challenging to define generic trust-related behavioral measures and metrics
that can be used for runtime monitoring. Leichtenstern et al. [17] investigated the
physiological behavior of website users by means of heart rate and eye tracking sensors
to determine how to objectively measure trust-related behavior (attention and
engagement). Regarding security, Blindspotter [18] is a user behavior monitor that
aims at detecting abnormal user activities caused by e.g. hijacked accounts.

As mentioned in the introduction, the trust of users is also related to the perceived
trustworthiness of the system, e.g., in terms of response times. In general, transparency
of the system’s trustworthiness characteristics helps achieve appropriate trust [5].
Studies such as [8, 9] indicate a relation between the subjective quality of experience
(QoE), i.e., the “overall acceptability of an application or service, as perceived sub-
jectively by the end-user” [19], and the objective QoS, e.g., the user-perceived
throughput on network level. This is particularly relevant for browsing and real-time
web applications such as online gaming or VoIP (cf., e.g. [20]). A framework for
measuring QoE of video conferencing, and controlling QoE in case of limited
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bandwidth is presented in [21]. For instance, QoE Monitor [22] and EvalVid [23] are
free tools that support determining the perceived video conference transmission quality.
Fiedler et al. [24] propose a generic formula to quantify relationships between QoE and
network-level QoS, which aims at controlling QoE based on QoS monitoring.

For managing user trust, acceptable QoS characteristics of a system, e.g., the
latency of web browsing, should be determined to allow for appropriate resource
allocation [9]. To control QoE, additional parameters need to be considered as well.
Zhang and Ansari [25] propose a framework for managing QoE that distinguishes a
QoS/QoE reporting and a QoE management component to satisfy users’ target QoS
constraints.

As motivated in Sect. 1, evaluating the trustworthiness of a system together with
the trust of its users is of vital importance for runtime maintenance. Some research
effort has been spent to analyze the relationship between objective trustworthiness and
subjective user trust. However, our state of the art analysis revealed a gap of approa-
ches considering the combined runtime evaluation of both trust and trustworthiness to
provide administrators comprehensive information for coordinating adaptation deci-
sions. Furthermore, regarding complex, heterogeneous STS, there is a lack of
approaches covering versatile quality characteristics, and different, complementary
means to assess user trust. Available tools are also mostly based on narrow measure-
ment concepts, or focus on specific applications. Sections 3 and 4 will introduce our
conceptual solution and our prototype tool addressing these particular research gaps.

3 Coordinated Trust and Trustworthiness Maintenance

Figure 1 gives an overview of our overall conceptual approach, which supports
administrators in coordinating runtime maintenance of trustworthiness and trust within
an STS. The monitor observes the behavior of the STS constituents (including soft-
ware, humans, etc.), and reports respective misbehavior alerts to the management,
which then determines appropriate controls to be executed by the mitigation. Since the
mitigation is rather a technical issue, this paper focuses on monitoring and
management.

To monitor trustworthiness at runtime, related functional and quality properties,
such as response times, are reported by STS-specific sensors in the form of events.
Based on these events, trustworthiness metrics are calculated to identify violations of
user expectations in terms of the demanded quality of the software, which may be
specified in SLAs for relevant quality criteria. Violations of specified values indicate
the presence of threats (cf. [26]), which keep the system from performing as expected.

Concerning the monitoring of user trust in an STS, our approach subsumes the
following two complementary approaches to support trust management decisions:

• The current level and evolution of a user’s trust can be estimated at runtime based
on the user’s perception of the system’s trustworthiness, which is characterized by
respective metrics. This is based on the premise that each user is classified into one
of four groups or segments, according to expected trust-related behaviors and rel-
evant trustor attributes. Identifying the segment a user belongs to is done by
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contrasting the answers to be given in a predefined questionnaire before using the
system to those already collected during a training period. An initial trust value and
the update coefficients have been calculated for each of the four segments, and
validated based on survey research. For example, members of the ‘High Trust’
group were found to consistently overestimate trustworthiness. For more details on
user segmentation and trust level computation please see [27]. Calculating trust
levels and selecting corresponding controls is based on the assumption that users
use the system for a certain period (called optimization window). Based on their
trust level at the end of each period, they decide whether to keep using the system,
or not.

• Trust is also monitored and maintained by analyzing the user-specific, trust-related
behavior. This approach considers each user separately, and requires respective STS
sensors to report user-specific behavioral information. For instance, the number of a
user’s questions raised in a certain time interval can be considered a valuable source
of trust-related information (see application example in Sect. 5).

Similar to trustworthiness maintenance (cf. [10, 11]), both of these trust monitoring
approaches are used to identify threats that are related to user trust. If a decrease in trust
is detected based on either the estimated trust level indicating the user experience of
trustworthiness, or abnormal user behavior when interacting with the system, an alert is
issued to trigger the trust management process to analyze potential threats. Respective
thresholds are defined for each of the user segments (cf. [27]). The management then
analyses the likelihood of threats activity using semantic reasoning.

In case of any active threat to trust or trustworthiness, suitable controls are iden-
tified and selected based on a cost/benefit analysis (see [28] for more details on
selecting an optimal control). The controls are then applied by executing mitigation
actions on the STS. A control could be applied automatically (e.g., shutting down or
substituting an underperforming service), or chosen and carried out by the adminis-
trator (e.g., contacting a specific user). Applying controls to restore trustworthiness will
also reflect in the trust levels of the users. However, the relation between trust and
trustworthiness also depends on other factors, which may, for instance, only be visible
through monitoring the user behavior. By considering both trust and trustworthiness,
our unified approach supports administrators in identifying and coordinating reasonable
relationships between trust and trustworthiness, and their evolution during runtime.

Fig. 1. Overview of our approach (based on [10])
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4 Tool Prototype

Based on [12], this section presents the tool prototype supporting our approach. It will
present the tool’s architecture as well as the major components, and the user interface.

4.1 Tool Architecture

The initial tool architecture was presented in [10], including the overall tasks of the
three main components Monitor, Management and Mitigation. This architecture was
further refined in [11], describing the components involved in maintaining trustwor-
thiness (TW). Figure 2 shows the final tool architecture, including new components for
trust (T) monitoring and management, as well as an optimal control selector, and a user
interface for configuring, managing and viewing the trust and trustworthiness status of
the system. The subsequent sections will describe the main components.

Fig. 2. Architecture of the trust and trustworthiness maintenance tool [12]
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The Monitor is connected to the STS via system-specific sensors that report trust-
and trustworthiness-relevant runtime monitoring data (cf. [4]). The STS Adapter for-
wards all atomic events received from the STS to three components in charge of the
initial processing of these events and generating alerts upon deviation from normal
(TW) or desired (T) behavior. The Complex Event Processing (CEP) is in charge of
system-wide trustworthiness-related events, the Trust Metric Estimator (TME) esti-
mates system trustworthiness as perceived by its different users, and the User Beha-
viour Monitor (UBM) collects data from user-specific sensors and estimates the trust
each user has in the system. TheMonitor also saves all atomic events in aMeasurement
Database, to be used in the GUI Maintenance Portal or for generating reports.

Both trustworthiness and trust alerts generated in the Monitor are forwarded to the
Management component, where trustworthiness alerts are further processed by the
Trustworthiness Evaluator (TWE), and trust alerts are further processed by the Trust
Evaluator (TE). Both of these components generate a list of potential threats (including
their likelihoods), and possible control strategies and objectives for mitigating these
threats. The Control Identification and Selection component, using the Optimal Control
Selector (OCS) sub-component, then suggests the most cost-effective control to be
selected and deployed by the Mitigation. Respective feedback on the deployment of a
control (i.e., the execution of a concrete mitigation action) is fed back to the respective
Management components so that they can update their internal state accordingly. All
detected threats, control strategies and deployed controls are also saved in a database to
be used later in the Maintenance Portal UI or for generating reports.

4.2 Monitor Components

Complex Event Processing (CEP). The CEP detects misbehaviors of the STS,
indicating potential threats to trustworthiness. It handles atomic events reported by
STS-specific sensors, which are needed for monitoring trustworthiness. In different
contexts (e.g., time intervals), these incoming events are aggregated to perform an
initial analysis. To this end, a pre-defined configuration involves rules to detect patterns
of related events. Based on the incoming sensor events and STS-specific detection
rules, alerts are issued to the Management components for further threat analysis.

Trustworthiness Metric Tool. The Trustworthiness Metric Tool component serves
as a repository for managing metrics to measure the trustworthiness of STS con-
stituents, and estimate the user perception of trustworthiness. It allows browsing system
quality attributes contributing to trustworthiness, as well as defining metrics details
such as computation formulas. The tool also supports computing metrics at runtime,
with reported trustworthiness properties as inputs. Metric values can be retrieved by
other components, e.g., by the UI to generate reports covering longer time periods.

Trust Metric Estimator (TME). The TME is a Bayesian computational model that
aims at estimating a user’s trust level over time for a number of metrics defined by the
Trustworthiness Metric Tool, e.g., trust with respect to reliability. These trust levels are
calculated based on the personality of each trustor (retrieved from respective attributes,

102 T. Bandyszak et al.



such as competency level and trust stance, stored in the Customer Profile DB), and
system trustworthiness properties. The TME receives atomic trustworthiness-related
events from the STS. In particular, a successful transaction increases trust and vice
versa, while the magnitude of trust change depends on the user’s segment (see [27] for
more details on the trust computation, and the four segments that were found to have
statistically significant differences). Figure 3 shows the TME design.

A particular transaction performed by a user is characterized as successful, or not,
by comparing the atomic event value with the threshold value defined by the admin-
istrator for that metric, and eventually is stored in the Measurement DB (cf. Fig. 2). To
this end, versatile trustworthiness characteristics (such as response time etc.) can be
chosen. If the current trust level of any user in the system exceeds the thresholds set by
the administrator in the Configuration DB, a trust alert is generated by the TME Engine
and forwarded to the Management. The evolution of trust levels is also stored in the
Customer Profile DB, and provided to the Maintenance Portal and the OCS.

User Behaviour Monitor (UBM). The purpose of the UBM is to continuously
monitor and measure trust-related behaviors of individual users through respective
sensors indicating these behaviors. It relates the behaviors to trust disposition of the
user and to a model of trust in the system. Although the UBM supports any kind of
STS, the sensors are system-specific and need to be configured accordingly. Each
sensor needs to be configured with the following three parameters:

• A low threshold allows raising alerts in case the trust level estimated by a sensor
drops under this limit, indicating a potential low trust perceived by the user.

• A high threshold is used for raising alerts in case the trust level exceeds the defined
value, suggesting that the system is over-performing.

• Additionally, a weight is set, which is used to evaluate the overall trust level.

The UBM collects trust-related atomic events from different sources, stores these
events in a persistent database, and performs an initial processing to aggregate them
and compute metric values characterizing trust in terms of user behavior. When a
certain trust measurement reaches a predefined threshold, which can be either too low
or too high trust, a respective alert is generated and forwarded to the Management,
which will then select an appropriate mitigation control to restore trust in the use of the
system. The UBM consists of three main modules, as shown in Fig. 4:

Fig. 3. Conceptual design of the Trust Metric Estimator
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• The Generic (User) Trust Model comprises a list of application-specific sensors,
which are configured with the corresponding parameters mentioned above.

• The Trust Estimator processes input from the sensors, analyses the data, and
consecutively issues alerts in the case of a trust violation.

• In the User Trust Database the trust history for every user is stored.

4.3 Management Components

Trustworthiness Evaluation (TWE). The TWE is responsible for identifying and
classifying threats related to trustworthiness based on calculating threat likelihoods, as
well as for determining appropriate control objectives. Threat and control identification
is based on machine reasoning using a generic threat ontology that incorporates rele-
vant knowledge, and an internal runtime model of all the different STS constituents and
their behaviors. This model is incrementally updated at runtime. Background on the
models used for trustworthiness evaluation can be found e.g. in [11]. Figure 5 shows a
simplified conceptual design of the TWE, comprising four main modules:

• A Controller handles incoming requests and maps them to the responsible module.
• The Incremental Model Generator incrementally updates the Runtime STS Model

according to events reported by the Monitor (i.e., the CEP). Runtime event handling
mechanisms are used to also reflect system topology updates (e.g., considering the
deployment of controls) and changes of control objectives in real time.

• The Vulnerability Finder enforces control rules as defined in the Threat Ontology to
classify trustworthiness threats into blocked or mitigated threats, secondary effects,
or vulnerabilities, according to the presence of controls.

Fig. 4. Conceptual design of the User Behaviour Monitor

Fig. 5. Conceptual design of the Trustworthiness Evaluation
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• The Bayesian Estimator analyses the likelihood of all threat activity given the
reported trustworthiness behaviors of the STS. This quantitative threat analysis is
based on a well-defined statistical model using Bayesian networks.

Trust Evaluation (TE). The TE receives alerts from the Monitor components TME
and UBM, and analyses them by means of an internal, system-specific trust model to
detect the current threats that may arise due to changes in user trust. Based on the threat
evaluation, the TE proposes control strategies for the successive mitigation actions. To
this end, an interface is used by the Control Identification and Selection to find active
trust threats (querying the current runtime models) and propose a list of control
strategies. The TE is composed of the following main modules (see Fig. 6):

• The Trust Evaluation Controller preprocesses the trust alerts from the Monitor to
determine their relative types and the priority to handle them.

• The Trust Event Finder discovers trust-related threats based on the trust alerts. To
this end, an application-specific representation of each user’s expected behavior,
i.e., the User Behaviour State Machine Model, is utilized. A misbehavior may
indicate the presence of a threat due to a lack of user trust.

• The Trust Reasoner determines how to handle the threats discovered by the Event
Finder. It proposes a list of applicable control strategies for subsequent mitigation.

• The Trust Ontology database keeps track of the application-specific trust terms that
are used in the User Behaviour State Machine Model.

Optimal Control Selector (OCS). The OCS (a subcomponent of the Control Iden-
tification and Selection, see Fig. 7) suggests the most cost-effective control(s) to be
deployed in order to deal with a threat regarding a trustworthiness misbehavior, and/or
user trust concern. More specifically, it maximizes the probability that the metric, for
which an alert was triggered, will have an acceptable value after a certain number of
transactions, while keeping the expected costs low. A provider can maximize its
expected profits using the approach below (see [28] for more details):

1. Estimate the initial trust level of all users in the service and for the particular metric
associated to the incoming alert from the TE. These alerts are retrieved from the
TME via the Monitor Adapter. This has to be performed for each user segment,
rather than for each individual user.

2. Compute the minimum of successes necessary for each user segment to reach the
initial trust level after a number of transactions (i.e., the optimization window).

Fig. 6. Conceptual design of the Trust Evaluation
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3. The Contingency Plan Engine creates the so-called contingency plan for reaching
the initial trust level in a cost-effective way by solving a dynamic programming
problem and identifies the current optimal control. In order to do so, we need details
on candidate controls (i.e., price and trustworthiness properties) from a marketplace
providing alternative services that can be deployed as possible controls.

4.4 Design of the Maintenance Portal User Interface

The Maintenance Portal shall provide the administrator information on the current and
past state of both trust and trustworthiness, enabling her to detect any trust and trust-
worthiness violation, understand the root cause of the violation, and, finally, to approve
and/or choose the most appropriate mitigation. In order to address these needs, the UI
has been designed and implemented with the following capabilities:

1. Display all the necessary graphs to reproduce current and past trends of all the
different trust and trustworthiness parameters relevant for runtime maintenance.

2. Provide the user with runtime trust and trustworthiness information on different
levels of abstraction, starting from a general view of the overall trust and trust-
worthiness behaviors to more detailed graphs illustrating, e.g., trust of different
users, or lower-level trustworthiness properties.

3. Notify the administrators anytime, no matter which page is actually displayed, of
any relevant event about the status of the system (e.g., alerts and threats).

4. Visualize detailed information about these raised alerts and the detected threats,
following any reported trust and trustworthiness violation.

5. Propose a list of applicable controls in order to mitigate the detected threats.
6. Allow the administrator to select and apply one of the proposed mitigation actions.

Figure 8 shows the UI landing page. It shows the overall system trust and trust-
worthiness levels. This screen also shows the alerts to be handled. The administrator
can browse more detailed levels, e.g., depicting the trustworthiness per quality attribute
or a specific constituent of the STS. To avoid frequent pop-ups, the user is notified of
new alerts using an icon on the top right (bell icon); only when the user clicks it, the
complete alert information will be displayed. The notification table enables the user to

Fig. 7. Conceptual design of the Optimal Control Identification and Selection
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immediately take action1 by pressing the ‘Take Action’ button in case the situation
requires mitigation. More details on each of the UI screens can be found in [12].

In addition to the feedback received via the UI, runtime reports (i.e., XML docu-
ments) can also be generated to provide offline feedback to system administrators on
the STS’ trust and trustworthiness status during different time intervals, or to be
consumed by other tools, such as an online software marketplace.

5 Application Example

The application example for demonstrating the trust and trustworthiness maintenance
tool is based on a Secure Web Chat (SWC) system. The SWC addresses the need for
trustworthy online communication, which may be vital in case of a cyber-attack, so that
users of critical STS can ask for advice, and administrators can discuss appropriate
actions or consult external experts. SWC users can create or join secure chat rooms to
discuss critical topics and exchange files. Hence, the SWC is a complex STS consisting
of software and hardware infrastructure, but also a multitude of human users. The SWC
mainly faces the following trust and trustworthiness concerns:

• A high level of user trust: Although the usage of the SWC may be mandatory in
case there is no other means for secure communication, a user with low trust in the
SWC may not be able to contribute adequately to solving a cyber crisis.

• Accurate real-time communication: The chat room participants need to communi-
cate efficiently in order to manage a cyber crisis. Furthermore, low performance or
failures of the system will cause users mistrusting the SWC.

Fig. 8. Main screen of the Maintenance Portal user interface

1 Note that, based on configuration, the tool may select mitigation actions automatically, or query the
administrator.
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As mentioned, our initial evaluation aims at demonstrating and verifying our
prototype tool and thereby showing the feasibility of our approach, as well as allowing
further validation. We designed three evaluation scenarios to systematically focus on
specific aspects of trust and/or trustworthiness maintenance, and the corresponding
features of our prototype. Based on the SWC, we specified simplified input data (i.e.,
events reported from SWC-specific sensors), and determined the expected output of the
tool components. We simulated the event stream to exercise specific, functionally
related components and thereby invoke the involved functionalities separately.

In [29] we already briefly sketched our evaluation plan involving the three sce-
narios, which will be described in the following. In particular, we will explain the
behavior, the use, as well as the responses and outcomes of the different tool com-
ponents for illustration purposes. The results of the exemplary application show that the
tool performs as expected, and sustain our confident that the tool will be useful in
practice.

Trust Scenario. This scenario focuses on user trust in terms of trust-related behavior
(see Sect. 3). Hence, it specifically evaluates the UBM and the TE. To monitor the
evolution of user trust over time, the users have been segmented, and initial trust levels
have been computed based on our trust computation approach sketched in [27].

Regarding the user behavior, we configured suitable UBM sensors reporting
respective events. Based on the SWC use case, we made some assumptions for
detecting trust-related user behaviors, in order to simplify the complex matter. In
practice, trust monitoring will demand for more elaborate concepts (cf. [5]). Our
approach allows for defining system-specific sensors and thereby tailoring or refining
the user behavior monitoring to a specific system to be monitored. In our example,
unusual user behaviors focus on the message activity of each user. Abnormal user
behaviors indicate a lack of trust in the SWC and the other chat participants. Hence, the
evaluation scenario involves the following two applications of trust maintenance:

• A SWC user in a chatroom raises many questions, and sends many messages. The
input events reported by SWC-specific sensors carry the numbers of messages in
general and questions in particular, which occurred in a given time period for each
user. These events are evaluated against configured thresholds. For instance, in case
a user raises more than five questions in a reporting period of two minutes, the
UBM calculates a decrease in the current trust level. In contrast, e.g. less than three
questions will reflect in an increase in the trust level.

• A SWC user participates very slowly, and mainly contributes very short messages.
Based on respective system-specific monitoring data and thresholds, the UBM
computes an increase or decrease in trust for all the monitored users in a chatroom.
For instance, messages shorter than 30 characters will cause a decrease in trust.

The UBM continuously updates each user’s trust level. Based on thresholds defined
for the trustor segments (cf. [27]), it issues alerts to the TE, which updates the internal
model, identifies low trust threats, and proposes suitable controls. In both situations
described above, the following mitigations are proposed to the SWC administrator:

• Automatically notify the user having low trust of either unclearness regarding the
user’s motives, or about a check of the situation.
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• Open a special communication channel (e.g., a separate chat room) allowing the
administrator to discuss and solve the user’s trust misbehavior.

• Exclude the abnormally behaving chat user from the conversation.

Trustworthiness Scenario. For service providers, it is essential to ensure the QoS at a
level satisfactory for the service consumers, such as the SWC users. As mentioned, the
SWC is faced with reliability and robustness concerns, as well as high availability. This
scenario shows the following trustworthiness maintenance applications:

• Reliability and robustness are measured based on the SWC’s ability to handle
exceptions. Any occurring exception is reported by an atomic event that also
indicates whether the exception was successfully handled. The CEP aggregates
these events to calculate the ratio of recovered exceptions and the total number of
exceptions. If this ratio is too low, the CEP reports an alert to the TWE. The TWE
continuously updates its internal runtime model to reason about current threats, and
asserts a software malfunction threat. Finally, the Mitigation interacts with the TWE
to determine software patching as the control objective to mitigate the threat.

• To measure the availability of the SWC, the CEP aggregates “alive” notifications
reported from suitable SWC sensors using pings. A simple detection rule is used to
compare the current mean availability against a predefined threshold (e.g., 95 %),
and to alert the TWE about underperforming SWC services. To counteract the
related threat of an under-provisioned service, scalability is the suggested control
objective to counteract the threat, e.g., by load balancing or adding resources.

Optimal Control Selection Scenario This scenario demonstrates the identification of
the most cost-effective control to mitigate a threat, in case there is a set of suitable
controls available. It focuses on the second aspect of our trust maintenance approach
(see Sect. 3), i.e., it deals with monitoring user trust based on the perceived level of
trustworthiness. Hence, threats pertaining to user trust are mapped to control strategies
affecting the trustworthiness of the system by restoring the system’s QoS.

In this scenario, we consider trustworthiness (and the effect of its perception on user
trust) in terms of the response times of the SWC for processing and delivering chat
messages. Similar to the trust scenario, in a first monitoring step the trust levels of the
users (which are grouped into four trustor segments) is continuously updated.
Thresholds are defined in the TME, so that it can issue low trust alerts to the TE.

The TE then identifies a control strategy, i.e., a set of potential controls to be
considered for mitigating the threat. In this application example, we defined three
different options for restoring trustworthiness by substituting underperforming services.
For each service that can serve as a substitute, its trustworthiness (in terms of response
time), and the associated cost are defined. A trusted software marketplace provides the
relevant metric values for each of these controls so that they can be compared. The
possible controls are passed to the OCS component, which then identifies the optimal
control. The suggested control may change over time, when the trust-decreasing effect
of high response times is active over a longer period.
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6 Conclusion and Future Work

In this paper, we described a unified approach complementing runtime trust and
trustworthiness maintenance, and a corresponding tool prototype. Our unified approach
specifically addresses the challenge of relating and coordinating objective system
trustworthiness and subjective user trust at runtime by presenting system administrators
comprehensive information about both, and thereby supporting the decision-making
process for maintaining complex STS. Our trustworthiness maintenance is based on
observing measurable system properties that contribute to the trustworthiness of the
STS, while the trust maintenance relies on quantifying the subjective user trust through
monitoring user behavior and estimating the perception of system trustworthiness
characteristics. The tool prototype demonstrates the technical feasibility, and allows
further investigating the validity of our approach. An initial evaluation illustrates a
potential application of the tool, and shows that the different prototype components
work as expected in different scenarios involving different functionality.

Future work should focus on a more elaborate validation of our approach. To this
end, the tool prototype could be applied to a real industry case example in order to
further evaluate the benefits of our approach and discuss it with potential stakeholders.
This will contrast using our approach with using existing tools. Furthermore, general
interdependencies between trust and trustworthiness can be examined using the tool.
The resulting information may be used to discover potential for extensions or refine-
ments of our approach, and, ultimately, to define concepts and techniques for balancing
trust and trustworthiness at runtime.
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Abstract. Predictions are a well-studied form of ratings. Their objective
nature allows a rigourous analysis. A problem is that there are attacks on
prediction systems and rating systems. These attacks decrease the use-
fulness of the predictions. Attackers may ignore the incentives in the sys-
tem, so we may not rely on these to protect ourselves. The user must block
attackers, ideally before the attackers introduce too much misinformation.
We formally axiomatically define robustness as the property that no rater
can introduce too much misinformation. We formally prove that notions
of robustness come at the expense of other desirable properties, such as
the lack of bias or effectiveness. We also show that there do exist trade-
offs between the different properties, allowing a prediction system with
limited robustness, limited bias and limited effectiveness.

1 Introduction

Ratings are an important tool in online cooperation. Ratings are used in, e.g.,
recommender systems, trust and reputation systems, e-commerce systems and
security systems [10–12]. We reason about a specific type of predictions, namely
those that we can judge in hindsight – called predictions. Prediction are also
an interesting topic of research in themselves [1]. Typically, users that give pre-
dictions that are better (accurate or honest) are rewarded by becoming more
credible. However, there are incentives outside of the system that may drive a
user to give worse (inaccurate or dishonest) predictions. These unfair ratings
attacks are well-known in literature, and found to occur in real systems. On a
robust prediction system, the impact of these unfair ratings is limited.

A standard technique in prediction systems is to have a mechanism to encour-
age users to behave in a certain way, by setting the right incentives. However, in
practice, users may have a bigger incentive to give bad predictions. We know that
users attack systems by providing false predictions [9,14] despite losing credit
within the system. A user that ignores the incentives of a system is called an
attacker. In other words, an attacker does not necessarily care about the rewards
and punishments that the prediction system sets, because incentives outside of
the system (e.g. bribes, collusion) are greater.

As we cannot modify the behaviour of these attackers, we must resort to
interpreting the predictions in a robust fashion. Specifically, we must somehow
limit the impact of unfair ratings. In this paper, we introduce notions of robust-
ness (differing in strength) that codify that the amount of noise that a single

c© IFIP International Federation for Information Processing 2016
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agent can introduce is limited. We have a threefold motivation for the exact for-
mulations: intuitive grounds, information theory and hypothesis testing. Given
our definition of robustness, we can prove a specific prediction system to be
robust.

Robustness comes at a cost. With no tolerance towards misinformation, any
useful way of using predictions is impossible. For weaker robustness require-
ments, we have more subtle impossibilities regarding the use of predictions. One
main contribution in this paper is a general and rigourous proof that robustness,
bias and effectiveness are tradeoffs, and that certain combinations are impossi-
ble. The proofs are axiomatic, meaning that we have axioms for the various levels
of robustness, bias and effectiveness, and we prove that no model can satisfy all
of them. Specifically:

– No meaningful model exists for absolute robustness (no tolerance towards
misinformation).

– Any model for strict robustness (fixed misinformation threshold) has some
bias and a finite lifespan.

– Any model for weak robustness (growing tolerance towards misinformation)
has some bias and cannot be fully effective.

The results are summarised in Table 1.
Fortunately, if we are willing to make the trade-offs, then robust models

do exist. We show that a prediction system with strict robustness can exist
and be useful despite its hampered effectiveness. Similarly, we also show that a
prediction system with weak robustness can be implemented and be far more
effective. These results extend only to prediction systems, since they rely on the
user knowing the validity of the predictions after the fact.

The paper is organised as follows. First we discuss work related to our
domain, but also impossibility results in social choice which inspired the method-
ology. In Sect. 3, we present the requirements that we want a prediction sys-
tem to fulfill, in natural language. Then, in Sect. 4, we present a formal model
of predictions, events, filters and misinformation. In Sect. 5, we formalise the
requirements in that model. In Sect. 6, we establish the relationships between
the axioms – particularly we close the bridge between the information-theoretic
and the statistical perspective on the quality of predictions. In Sect. 7, we prove
the impossibility results. All the limitations of robust prediction systems can be
found in this section. In Sect. 8, we prove the existence of prediction systems that
have robustness, albeit with considerable reduction of effectiveness. In these lat-
ter two sections, non-technical formulations of the results are presented in bold
font. We provide a conclusion in Sect. 9.

2 Related Work

Our original research interest lies in robust ratings, as e.g. in [16,17]. There,
the ratings are quantified using information theory. This idea is not novel, as
e.g. [11] also uses information theory to quantify ratings. Our novelty is that we
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Table 1. Effectiveness given levels of robustness (AR,SR,WR), bias (SU,WU) and
non-prescience (T).

WU SU WU & T SU & T T

AR 0 0 0 0 0

SR(θ) 2θ 0 θ 0 θ

WR(f) > 2f(1) 0 f(n) 0 f(n)

are able to formulate a system with a strict robustness cutoff. The damage of
attacks is strictly limited. However, for the system to work, the ratings must be
predictions – verifiable in hindsight.

Prediction systems are widely used and studied [3,8]. An important type of
prediction system is a prediction market. There has been lots of research on
prediction markets, especially their resistance against manipulation [4,6,9]. An
inherent problem of prediction markets is that raters insensitive to the system’s
incentives have absolute freedom to manipulate [4,6]. Our approach limits the
influence of individual raters, without taking away the ability to predict.

We formulate a set of axioms that we want prediction systems to satisfy. That
approach is inspired on social choice theory [15]. Arrow’s impossibility Theorem [2]
states that the result of a vote must (1) have X over Y if all prefer X over Y , (2) let
the order of X and Y be independent of Z and (3) there is no dictator. In fact,
robustness against manipulation is also a well-studied issue there [15]. Our axioms
are fundamentally different, but the idea that certain combinations of axioms do
not admit a model is directly taken from social choice theory.

3 Axiomatic Requirements

A trust system is robust, when it operates well under attacks. A common way
to increase the robustness of the system, is to try to detect attacks. While such
detection mechanisms certainly mitigate attacks, they cannot prevent them, by
their nature. A detection mechanism detects attacks that have already occurred
(at least partially). Ideally, however, we can prevent the attacks from occurring
in the first place.

In this paper, we are concerned with attacks that introduce misinformation
to the users. However, first, not all attacks induce noise towards the user, but
break the system in other ways (e.g. the reputation lag attack [13], where the
attacker exploits a time delay before his infamy is spread)1. Thus, we only con-
sider attacks by strategic unfair predictions. Second, not all unfair prediction
attacks are harmful (e.g. the camouflage attack, where users are honest to gain
trust, and betray others when trusted; see [17]). We ignore attacks that do not
introduce noise to the user; attacks that do not (aim to) deceive users. Rather,
we look at gathering predictions in a robust manner.

1 We ignore security attacks, such as identity theft or denial of service attacks.
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The requirements in this section are informally defined using natural lan-
guage. Later, we formally define our terminology, and translate the requirements
to formal statements. For the sake of precision, we fix the meaning of some terms:
A prediction is a statement about an event before it occurs. An event has an
outcome, after which the degree of correctness of the prediction is known. Noise
is the inverse of that degree of correctness. A rater is an agent (human or sys-
tem) that produces predictions. Ratings are accurate when they assign the true
(subjective) probabilities to outcomes (i.e. outcomes assigned x% happen x%
of the time), and raters are accurate when they produce accurate ratings. See
Sect. 4 for a more formal definition of the terminology.

3.1 Robustness Requirements

Consider the strictest formulation of robustness, called absolute robustness
(AR): No rater may introduce noise. Note that AR implies that no group
of raters may introduce noise either. Intuitively, AR seems too strong. If no
predictions can introduce any noise, no matter how small or improbable, then
how can the rater make any meaningful predictions? In fact, in Sect. 7, we prove
this intuition correct; no non-trivial system can be absolutely robust.

The generalisation of absolute robustness is θ-strict robustness (SR): No
rater may introduce noise larger than θ. Note that SR implies that no
group of raters sized n may introduce noise larger than θ ·n. Strict robustness is
also a strong axiom, and it is somewhat workable, although it negatively affects
other aspects of the system. Particularly, due to the fixed-size tolerance of noise,
and the inevitability of noise, any rater can only provide a limited number of
predictions. We refer to this property as effectiveness, and its axiom is stated
below.

Strict robustness can be weakened, e.g. by allowing more noise. Finally, we
weaken robustness to f -weak robustness (WR), where f is a non-decreasing
function: In the first n selected predictions, no rater may introduce
noise larger than f(n). Weak robustness is a generalisation of strict robustness
(let f be a constant function). Here, good (selected) predictions from the past
give the rater some credit. Picking f(n) = n · θ would encode that the average
noise is limited by θ. Whether weak robustness is sufficient is debatable, but we
should expect increased effectiveness for some f .

We formulate a radically different notion of robustness, based on hypothesis
testing. The idea is that one initially assumes perfect accuracy (null hypothe-
sis), and that the null hypothesis may be rejected in favor of any alternative
hypothesis if the data is unlikely to fit the predictions. The hypothesis testing
variant of robustness is (HR): The probability of a sequence of events,
given that the predictions are accurate, must not go below α. We show
later that SR = HR, when α = −2θ.

Remark 1. Note that we are not subjecting the rater to a single statistical test,
but to many. Then, we require that the rater cannot fail any of the statistical
tests. This models the notion that we do not know what kind of attack the rater
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may be performing (i.e. what the alternative hypothesis is). For every sequence
of outcomes there is one statistical test, where H0 is that the rater accurately
predicts it, and H1 is that the rater underreports it. For each individual statistical
test, the probability of falsely rejecting H0 is bounded by α. Since we have
multiple tests, the probability that at least one test rejects H0 can (and does)
exceed α.

3.2 Auxiliary Requirements

The system that needs to be robust must also have a variety of other properties.
The filter should not introduce bias, it must not rely on foreknowledge, and it
must not exclude excessively many predictions.

The first requirement is that the system must be implementable – it cannot
make decisions based on future events. Specifically, users cannot be prescient (T):
Whether a prediction is used should not depend on its outcome, nor
on future predictions or outcomes. There are combinations of requirements
that are logically non-contradicting, but that contradict T. Rejecting T means
asserting prescience. Such systems cannot be implemented in a meaningful way,
since the purpose of the prediction was to be able to act before the future
happened. Note that T does not exclude analysing a prediction in the future, it
just prohibits users from using such a future analysis in the present.

Another property of a selection mechanism is that it should not be biased.
The ideal notion of unbiasedness, called strictly unbiased (SU) states: A predic-
tion from a user about an event is used iff any alternative prediction
from that user about that event would be used too. However, this notion
may be too strong, as the mere possibility of an extreme prediction that may
introduce an unacceptable amount of noise would imply that all predictions must
be blocked. Hence we formulate (weakly) unbiased selection (WU): A predic-
tion from a user about an event is used iff the opposite prediction
from that user about that event would be used too. This notion matches
the idea that we can not “prefer” one outcome over the other, and thus that
the selection mechanism mistakenly favours one side. However, weak unbiased
selection may introduce a bias towards the center, meaning unlikely events may
be overestimated.

Finally, the property that forms the typical trade-off with robustness: effec-
tiveness. Effectiveness measures how many predictions can be used over the life-
time of a trust system. We formulate two incarnations of effectiveness. The first
is optimistic k, n-effectiveness (OE): It is possible to select k predictions
for n events. Optimistic k, n-effectiveness can be used to prove hard limits on
robustness of trust systems. The second notion of effectiveness is realistic k, n-
effectiveness (RE): Assuming all raters are accurate, we can expect k
predictions for n events. The realistic k, n-effectiveness is used for the posi-
tive results.
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4 Modelling

Raters send predictions to users – be it by broadcasting or upon request. Pre-
dictions concern events with an outcome that will eventually be known. Users
want to estimate how likely outcomes of events are, and use predictions for this
purpose. After the event, users use the outcome to judge the predictors. Good
predictors assign high likelihood to actual outcomes, and bad predictors assign
lower likelihood.

There is a sequence P of binary events, where the ith event, denoted pi,
either equals 0 or 1. The prediction of rater a about pi is ra

i , which (for honest
raters) represents his estimate of p(pi=1) – and ra

i = p(pi=0) = 1 − p(pi=1).
The sequence of all predictions of rater a is Ra, with Ra

i his prediction about the
ith event. For a set of raters A, we can write RA to mean {Ra|a ∈ A} Together
A, P and RA form a trust system.

The user has no influence on the values of the predictions or on the outcomes
of the events. The only way to achieve the goal of dealing with predictions in a
robust manner, is to select the right predictions from the predictions that are
given. Note that blocking raters can be accomplished by never selecting that
rater’s predictions, regardless of the values. Thus, the focus on this paper is on
selecting the right predictions. The sequence of predictions that is selected is
called the sequence of filtered predictions, denoted ̂RA (where RA is the set that
̂RA is selected from).

Our motivating question is what the limitations are to such a filter. The
filtered predictions may be biased, can we avoid such a bias? All things considered
equal, a looser filter is superior, as it allows the user to consider more information.
How many (sufficiently unbiased) predictions can ̂R contain? Finally, the crucial
question, can we put a hard limit on how much noise a rater can introduce?

Every prediction has an amount of information [11]. Information is the dual
of entropy, and entropy is the expected surprisal of a random variable [5]:

Definition 1. Let X,Y,Z be discrete random variables.
The surprisal of an outcome x of X is − log(P (x)).
The entropy of X is H(X) = EX(− log(P (x)) =

∑

i P (xi) · − log(P (xi)).

Once the actual outcome pi of the event is known, we can analyse the surprisal of
the prediction, which is − log ra

i or − log ra
i , when pi = 1 or pi = 0, respectively.

The surprisal of ra
i given the outcome pi is denoted f E(ra

i , pi) (to avoid the case
distinction for pi). With perfect information (zero entropy), the surprisal is 0,
so surprisal measures noise (misinformation).

Therefore, surprisal can be used to measure the quality of a prediction (this
is, e.g., the basis of the cross-entropy method [5]). A high quality prediction
assigns a higher probability to the actual outcome. But more importantly, a
prediction is of low quality when a low probability is assigned to the outcome.
Since a high surprisal corresponds to low quality predictions, we use surprisal
to measure the noise of a prediction. However, a high degree of noise in the
prediction does not necessarily mean that the rater was malicious or even in
error. Raters can introduce noise by sheer bad luck.
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Other measures could be used than surprisal. There are, however, two advan-
tages being logarithmic: First, the sum of the surprisal of two outcomes of inde-
pendent events is equal to the surprisal of the outcome of the joint event. The
surprisal of a combination of outcomes is the sum of the surprisal of the individ-
ual outcomes; formally log p(x) + log p(y) = log p(x, y), for independent X,Y .
Second, it matches the intuition that the difference between 1% and 2% is
far more significant than the difference between 50% and 51%. However, we
also consider another measure for the quality of predictions, which is based on
hypothesis testing; a statistical tool, rather than information theoretic.

Before continuing, we define a couple of shorthand notations. Typically, we
denote predictions with r, but we may use q instead. Furthermore, we allow
substitution in a sequence/set, denoted RA[ra

i \ qa
i ], where ra

i is replaced by
qa
i in RA. We may want to get the index of ra

i in the sequence ̂R, which we
denote as ρ

̂R(ra
i ). Finally, X � Y if X is a subsequence of Y (same elements

and order). These notations are particularly introduced to simplify the notation
of the axioms.

5 Axioms

We need to have a formal model of the trust system to base the formal version
of our axioms on. The idea here follows the standard approach in social choice.
We formulate a generic collection of events and predictions, and prove that set
of filtered predictions can satisfy a certain combination of axioms. Thus, we can
show the impossibility of a combination of desirable properties.

Axiom AR – absolute robustness – must encode that “no rater may intro-
duce noise.” That axiom can be stated as:
AR : ∀i,a

∑

ra
i ∈ ̂Ra

f E(ra
i , pi) = 0.

Axiom SR – strict robustness – must encode that “no rater may introduce
noise larger than θ.” That axiom can be stated as:
SR : ∀i,a

∑

ra
i ∈ ̂Ra

f E(ra
i , pi) ≤ θ.

Axiom WR – weak robustness – must encode that “in the first n selected
predictions, no rater may introduce noise larger than f(n).” That axiom can be
stated as:
WR : ∀n,a

∑

ra
i ∈ ̂Ra∧ρ

̂Ra (ra
i )<n

f E(ra
i , pi) ≤ f(n).

Axiom HR – hypothesis testing-based robustness – must encode that “the
probability of a sequence of events, given that the predictions are accurate, must
not go below α.” That axiom can be stated as:
HR : ∀a(

∏

ra
i ∈ ̂Ra

ra
i ≥ α).

The product of the prediction assigned to the actual outcome is what the joint
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probability of the outcomes would be if the predictions are accurate. This prob-
ability may not go below α.

Axiom T – non-prescience – must encode that “whether a prediction is used
should not depend on its outcome, nor on future predictions or outcomes.” The
axiom can be stated as:
T : ∀i≤k,a(ra

i ∈ Ra=r′a
i ∈ R′a) ∧ ∀i<k(pi∈P=p′

i∈P ′) =⇒ (ra
k∈ ̂Ra ⇔ ra

k∈ ̂Qa),
whenever two trust systems are equal up to point k, they must allow the same
predictions to be selected or blocked. In other words, at time k the selection
cannot depend on pk+j or ra

k+j , since there exists a system identical up to k
steps with pk+j 
= p′

k,j and ra
k+j 
= r′a

k+j .
Axiom SU – strong unbiasedness – must encode that “a prediction from a

user about an event is used iff any alternative prediction from that user about
that event would be used too.” The axiom can be stated as:
SU : ∀i,a(ra

i ∈ ̂Ra ∧ Qa = Ra[ra
i \ r′a

i ] =⇒ r′a
i ∈ ̂Qa),

every prediction from user a at time i can be replaced by another prediction
from a at i.

Axiom WU – weak unbiasedness – must encode that “a prediction from a
user about an event is used iff the opposite prediction from that user about that
event would be used too.” The axiom can be stated as:
WU : ∀i,a(ra

i ∈ ̂Ra ∧ Qa = Ra[ra
i \ ra

i ] =⇒ ra
i ∈ ̂Qa),

every prediction from user a at time i can be replaced by another prediction
from a at i.

Axiom OE – optimistic effectiveness – must encode that “it is possible to
select k predictions for n events.” The axiom can be stated as:
OE : ∀a(maxi<n ρ

̂Ra(ra
i ) ≥ k),

there highest index of a prediction in ̂Ra with index below n in Ra is at least k.
Axiom RE – realistic effectiveness – must encode that “assuming all raters

are accurate, we can expect k predictions for n events.” The axiom can be
stated as:
RE : ∀a, ˜Ra�Ra(maxi<n ρ

̂Ra[ ˜Ra\ ˜Ra]
(ra

i ) ≥ k),
which is similar to OE, except it must also hold if we swap arbitrary values of
ra
i for their negation. With the arbitrary swapping of predictions, RE captures

the possibility that the actual outcome was pi, in which case the surprisal would
be − log(ra

i ), rather than − log(ra
i ). Thus, the effectiveness here is attainable for

all sequences of outcomes, rather than just one.

6 Relative Strength of the Axioms

With the exception of Theorem 1, all the propositions and corollaries in
this section are straightforward sanity proofs. Propositions 1, 2, 3 and 4 and
Corollaries 1 and 2 merely show that axioms that are supposed to be weaker
are indeed weaker. The relative strength of the axioms is depicted in Fig. 1.
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SRAR WR
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SU WU

RE OE

T

Fig. 1. Relations between axioms. Arrows point from strong to weak.

Theorem 1 is the only deep result in this section, as it shows the equiva-
lence between SR(θ) and HR(α), for α = 1

2θ . Thus Theorem 1 shows that
an information-theoretic perspective coincides with a view based in statistical
methods; specifically hypothesis testing.

The first proposition shows that a lower fixed robustness threshold is a
stronger requirement:

Proposition 1. If θ ≤ θ′, then SR(θ) =⇒ SR(θ′).

Proof. By transitivity: ∀i,a

∑

ra
i ∈ ̂Ra f E(ra

i , pi) ≤ θ ≤ θ′.

Proposition 1 shows that strict robustness is a weaker requirement than
absolute robustness:

Corollary 1. For all θ, AR =⇒ SR(θ).

The second proposition shows that a consistently lower robustness threshold
is a stronger requirement:

Proposition 2. If, for all n, f(n) ≤ f ′(n), then WR(f) =⇒ WR(f ′).

Proof. By transitivity: ∀i,a

∑

ra
i ∈ ̂Ra f E(ra

i , pi) ≤ f(n) ≤ f ′(n).

Proposition 2 shows that weak robustness is a weaker requirement than strict
robustness:

Corollary 2. If f(1) ≥ θ, then SR(θ) =⇒ WR(f).

The third proposition shows that no bias towards any prediction is a stronger
requirement than no bias w.r.t. the opposite prediction:

Proposition 3. SU =⇒ WU

Proof. The term ra
i in WU is an instance of r′a

i in SU, and SU dictates that
substitution can be done for all r′a

i .

The fourth proposition shows that realistic effectiveness is a stronger require-
ment than optimistic effectiveness:

Proposition 4. RE =⇒ OE

Proof. In RE, we can find OE by letting ˜Ra = ∅.
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Finally, this section’s main theorem, which shows the deep link between
information-theoretic robustness and hypothesis testing robustness:

Theorem 1. If α = 1
2θ , then SR(θ) ↔ HR(α).

Proof. Note that
∏

ra
i ∈ ̂Ra ra

i ≥ α iff log(
∏

ra
i ∈ ̂Ra ra

i ) ≥ log(α). Distributing the
log over the product and negating, −∑

ra
i ∈ ̂Ra log(ra

i ) = − log(α). This is SR(θ)
with θ = log(1/α).

7 Impossibility Results

Here, we study the relationship between the axioms. Specifically, we investigate
whether certain combinations of axioms admit a non-trivial set of filtered ratings.
Moreover, where applicable, we investigate what the size of the set of filtered
ratings can be. Any statement made in this section is a general truth about all
rating systems. The results are summarized in Table 1.

The first is the effective impossibility of a system that has absolute robust-
ness. The only ways in which a system can be absolutely robust, is if it either
never uses predictions or if it only uses predictions that predict 100% probabil-
ity for the correct outcomes. The former implies an effectiveness of 0 (i.e. it is
ineffective); the latter breaks non-prescience. An absolutely robust trust system
without prescience is ineffective:

Theorem 2. AR + T + OE(k, n) =⇒ k = 0

Proof. Let ̂Ra be a subset of Ra such that it satisfies AR. Since noise is a positive
quantity, ∀ra

i ∈ ̂Raf E(ra
i , pi) = 0. Thus ra

i = 1 iff pi = 1. If ̂R is non-empty, then we

can take such a, i. Due to T, when pi = 0, ̂R remains the same up to i. However,
if pi = 0, then ra

i = 1 implies f E(ra
i , pi) = ∞ > 0. By T, if ̂R is non-empty, then

there exists a system that violates AR or T. Hence, ̂R = ∅ and k = 0.

This theorem (and the following) can be stated as an impossibility theorem:
There is no non-prescient, effective, absolutely robust trust system.

Moreover, even if we drop non-prescience (thus using predictions given fore-
knowledge), the system would not even be weakly unbiased unless all predictions
are ignored. In other words, if we select 100% correct predictions, we would lose
(weak) unbiasedness. A weakly unbiased absolutely robust trust system is inef-
fective:

Proposition 5. AR + WU + OE(k, n) =⇒ k = 0

Proof. Similar to to Theorem 2, except rather than swapping pi, we swap rA
i .

There is no unbiased, effective, absolutely robust trust system.
Weakening the robustness requirement to strict robustness, we finally obtain

a bit of robustness. A non-prescient rating system with strict robustness can
allow at most θ ratings to be selected from users:
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Theorem 3. SR(θ) + T + OE(k, n) =⇒ k ≤ θ

Proof. Let ̂Ra be a sequence of ra
i . Due to axiom T, the choice of ra

i is indepen-
dent of pi. Thus, if ra

i 
= 1/2, then the model must hold with noise f E(ra
i , pi) and

f E(ra
i , pi). Without loss of generality, we can therefore assume ra

i ≤ ra
i . Now, via

SR(ic), θ ≥ ∑

ra
i ∈ ̂Ra f E(ra

i , pi) ≥ ∑

ra
i ∈ ̂Ra f E(1/2, pi) = k

There is no non-prescient, unboundedly effective, strictly robust trust
system.

An interesting academic question is whether the fixed bound on effectiveness
can be lifted when we are aware of the future. It turns out that if we replace non-
prescience with weak unbiasedness, that the bound is widened, but still fixed:

Theorem 4. SR(θ) + WU + OE(k, n) =⇒ k ≤ 2θ

Proof. As T is not an axiom, we can select ra
i knowing pi. However, due to WU,

f E( ̂Ra
≤k, p) + ra

i must be at most θ. Let ck = θ − f E( ̂Ra
≤k, p). Then we obtain

the recursive equation ck + log(1 − 1
2ck

) = ck−1. Via 1 − 1
2ck

= 2ck−1−ck , and
2ck − 1 = 2ck−1 that becomes ck = log(2ck−1 + 1). Basic arithmetics show that
ck = log(k).

There is no unbiased, unboundedly effective, strictly robust trust
system.

When tightening the requirement on unbiasedness to strong unbiasedness, we
lose effectiveness completely. Even without non-prescience. Thus, strict robust-
ness and strong unbiased cannot be meaningfully combined.

Theorem 5. SR(θ) + SU + OE(k, n) =⇒ k = 0

Proof. Let ra
i in ̂Ra, then the theorem must also hold for qa

i . However, if we let
qa
i < − log(θ), and pi = 1, then the strict robustness is broken. Hence, there

cannot be any ra
i ∈ ̂Ra, and k = 0.

There is no strongly unbiased, effective, strictly robust trust system.
Again, we weaken the robustness requirement. When we keep strong unbi-

asedness, we again lose effectiveness. Thus, not a single notion of robustness can
combine meaningfully with strong unbiasedness.

Theorem 6. WR(θ) + SU + OE(k, n) =⇒ k = 0

Proof. Reuse the proof of Theorem 5, replacing θ with f(1).

There is no strongly unbiased, effective, weakly robust trust system.
Finally, we consider a weakly robust, non-prescient system. Here, the limita-

tion on the effectiveness is the weakest (assuming θ = f(1)):

Theorem 7. WR(f) + T + OE(k, n) =⇒ k ≤ f(n)

Proof. Reuse the proof of Theorem 3, replacing θ with f(n).

There is no non-prescient, unlimited effective, weakly robust trust
system.
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8 Robust Prediction Systems

We have shown the negative impact of robustness on other desirable requirements
on a rating system. Perhaps robustness is simply a problematic notion in itself.
In the proofs, we have shown that models cannot exist in certain combinations,
not that models do exist in the negation. In this section, we show that there do
exist reasonable models that strike a balance between robustness, fairness and
effectiveness.

It does not suffice to prove the converse of the impossibility theorems, as that
would simply prove that there exists a set of filtered ratings of a certain size.
However, the setting in which that size is reached may be a pathological case. We
want to show that filters can be expected to achieve a certain size. Hence, we are
using axiom RE, rather than OE. Realistic effectiveness is an assertion about
raters whose ratings correspond to the true probabilities. We want to show that
these honest raters are expected to have a certain number of ratings selected by
the filter.

First we introduce an auxiliary lemma, that shows that under T, RE = OE:

Lemma 1. T + RE(k, n) ⇔ T + OE(k, n)

Proof. For given ̂Ra, if ra
i is in ̂Ra, then, via T, ra

i ∈ ̂Qa. We can take ˜Ra, and
swap all ra

i as above. Then we can make OE match any individual instance of
RE for ˜Ra. Thus, for OE(k, n) and T to hold, RE(k, n) can be deduced to hold
too. Together with Proposition 4, that proves the lemma.

The following theorem concerns strict robustness. A non-prescient, weakly
unbiased, strictly robust filter can be expected to have over θ ratings selected
over a lifetime:

Theorem 8. There is a model that satisfies T + WU + SR(θ) + RE(θ − 1, n),
for sufficiently large n.

Proof. Via Lemma 1, it suffices to prove for T + WU + SR(θ) + OE(θ − 1, n).
If we only select those ratings that are within distance ε from 1/2, then the noise
is at most k + k · ε. Letting k = θ − 1, the noise is at most θ − 1 + (θ − 1) · ε,
which is under θ for sufficiently small ε. It is straightforward to verify that this
scheme does not violate WU.

For the next theorem, we look at an interesting subclass of weak robustness.
We consider only those functions where f(i) − f(i − 1) is constant; specifically,
1. Thus, every prediction, the rater gets an additional bit credit. If the rater
randomly provides ratings, the expected loss equals the gain and a bad rater is
expected to make a nett loss. Specifically, the expected change in nett score is
f E(ra

i , p1) − 1, which can be negative, 0 or positive.

Theorem 9. Raters whose ratings do not correlate with the events, or correlate
negatively, have a finite effectiveness. Raters whose ratings correlate positively
with the event have a non-zero probability of infinite effectiveness.
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Proof. This is a simple application of a rule in random walks [7]. The probability
of ruin – losing all credit – is 1 for random walks with E(step) ≤ 0, and the
probability of ruin is strictly below 1 for random walks with E(step) > 1.

Theorem 9 is a superficially surprising result. We have a hard guarantee that
below average predictors are eventually unable to get their ratings selected.
We cannot guarantee that a high quality predictor is not shunned too. If a
high quality predictor is unlucky, he can still have a random walk ending in
ruin. Note that for simplicity, we took the cutoff at 1/2, we could have chosen
arbitrary values, or even a dynamic version. In all these cases, random walks
without expected gain eventually run into ruin.

9 Conclusion

We have presented a simple formal model for prediction systems. That formal
model focusses on the actual predictions, the outcomes and which predictions
are used, and ignores the non-essential aspects of a prediction system.

We have outlined desirable properties for such a prediction system to have.
Specifically, we have three notions of robustness – how much noise an attacker
(or any rater) can introduce – in various strength (absolute, strict, weak). All
three notions are formulated in information theory, but strict robustness can be
stated in classical statistical term too. Two notions deal with bias, the strong
version disallows any form of bias, whereas the weak version allows bias towards
the center. Two more notions deal with effectiveness – how often the user can
use the ratings. One version (weak) overestimates the effectiveness, to strengthen
the impossibility results. Finally, one notion deals with the fact that users should
not be able to foreknow the future.

All these notions have been translated into axioms in the language of the
formal model for prediction systems. We show that the axioms do indeed satisfy
the desired strength relations.

Based on the axioms, we present a collection of impossibility results. The
absolute notion of robustness cannot have any effectiveness whatsoever. The
strict notion of robustness can have a bounded effectiveness, meaning that
the system cannot keep providing useful predictions indefinitely. For the weak
notion of robustness the effectiveness remains hampered.

Finally, we show that a strict robust system can exist, and while its life-span is
limited, reaching the theoretically maximal effectiveness is feasible. More impor-
tantly, we show that if we weaken robustness, an interesting property regarding
effectiveness arises. Selecting the right function (f(n) = n + θ), we get that
better-than-random raters could have infinite effectiveness, whereas random-or-
worse raters have finite effectiveness. In other words, the quality of the ratings
determines whether the effectiveness is bounded.

Together the results in this paper sketch the idea that fairly strong notions of
robustness are feasible, but come at a high cost. An interesting research direction
would be to fine-tune all the desirable properties into an actual system – rather
than a theoretically induced model.
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Abstract. Can we trust ICT (Information & Communication Technol-
ogy) systems? Every single day a handful of previously unknown security
vulnerabilities on these environments are published, dangerously feeding
the lack of trust feeling that many end users already exhibit with respect
to ICT. In order to disrupt and even invert such a perilous tendency (hin-
dering the wide adoption of ICT and all its associated benefits), a number
of research challenges in the field of cyber security need to be addressed.
This paper presents some of these key challenges, offering initial thoughts
on how to tackle each of them.

Keywords: Trustworthy ICT · Cyber security · Research challenges

1 Introduction

The numerous benefits brought by Information and Communications Technolo-
gies (ICT) are unquestionable today. Yet, a non-negligible amount of end users
feel often reluctant to enjoy those advantages, since they distrust such ICT.
And this lack of confidence is mainly due to the perception of insecurity that
the ICT systems pose. Despite the large amount of works and efforts mainly
done by the research community, government agencies and industry, oriented to
provide security solutions for the ICT systems [1], everyday we observe fateful
news regarding the proliferation of new cyber attacks, thefts, threats and other
potential cyber crimes. Thus, we state that such mistrust will persist while the
aforementioned perception of insecurity in ICT systems remains [2].

In this context, this paper presents some of the main challenges in the cyber
security field that must be first addressed and solved in order to increase the
trustworthiness of the end users in the ICT systems, in a way that the former
may benefit from the latter. It is noteworthy that this paper does not merely
list a number of challenges, but it also provides a pool of initial ideas on how to
manage each of them. Therefore, the main contribution of the paper is to bring
together a number of challenges in order to foster and encourage research in the
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field of cyber security, with the ultimate goal of increasing the trustworthiness
deposited by end users in ICT systems.

As stated before, cyber security entails a large list of challenges, where the
most critical ones can be grouped in the following four main research trends.
They have to be treated adequately in order to provide greater trustworthiness
of the end users when using the ICT systems.

– Dynamic risk management. The organizations’ operational needs have to
be continuously tackled to update the risk level of any change happening in the
corporation on its assets: changes in threats, new vulnerabilities, new response
actions or countermeasures, or even modification of the assets themselves [3]. A
dynamic risk management or treatment system requires a continuous feedback
mechanism to monitor threats in a real-time basis, and so allowing a quick
reaction to minimize the exposure time in front of potential risky situations
and events for the organization being protected.

– Attack and defense graphs. One of the main ways of providing risk assess-
ment is supporting the implementation of attack and defense graphs [4]. With
them, the dynamic risk management systems pretend to estimate the level of
risk of the assets through the definition of attack patterns to capture dynamics
of a threat and stages it has to go through.

– Incidents correlation. The correlation mechanisms are a required feature
to reach a holistic view about the cyber security of any organization. All the
sensors, strategically deployed in the underlying network, should share their
monitoring information in an orchestrated way with the aim of correlating
the individual evidences detected by each of them in different locations [5].
With this information, the dynamic risk assessment engines will subsequently
compute the instantaneous risk level of the organization at any time.

– Information sharing. In the current distributed systems, it is necessary
to define an information model with which to exchange the corresponding
information between the different stakeholders in order to detect distributed
threats [6]. This will require the design and deployment of context-aware secu-
rity and privacy models protecting the process of sharing information among
the different actors of the dynamic risk management system: how to securely
share the information, which one can be shared and which one cannot. Fur-
thermore, the risk information sharing conveys the use of standard formats
and protocols to reach a common assurance model between stakeholders in a
trustworthy way.

All these challenges can be summarized as follows, where the text in bold cor-
responds to the previous main four research trends and the italic text represents
the properties of each of them:

Dynamic risk management over large systems using adaptive
attack/defense graphs with privacy-preserving incidents
correlation and encouraging information sharing

In the next sections, we present the main research challenges in the cyber
security field regarding the four research trends enumerated earlier.
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(a) RC1: Resources allocation (b) RC2: Insider attack

Fig. 1. Resources allocation and insider attack cyber attacks

2 Dynamic Risk Management

Despite the plethora of works aimed at designing accurate dynamic risk man-
agement in ICT systems, there are still unresolved research challenges (RC) that
should not be neglected. Among them, we highlight the following main challenges
that, in our opinion, represent initial ideas to be firstly addressed them.

RC1. How to estimate how much effort (resources) to put on monitor-
ing/protecting each asset? In an ICT system the assets are limited, but so
are the resources to protect them too. Hence, there is a need to smartly allo-
cate resources to protect each asset (see Fig. 1a). Moreover, such assignment
can be dynamic throughout time. To this end, dynamic risk management can
become a powerful tool to influence such resources allocation decision.

RC2. How to minimize the impact of unexpected advantages in a cyber
attack (e.g., an insider attack)? One of the most potentially harmful
attacks is the one coming from an insider within the system to be protected
(see Fig. 1b). In those cases, where a trust relationship between the insider
and the organization is violated, it is critical to minimize the damage inflicted
by the attacker. Thus, an appropriate risk management could promptly raise
a flag when a suspicious behavior is detected from a user within the system.

RC3. How to detect cyber attacks trying to divert the victim’s attention
to protect non-critical assets, while actually compromising critical
ones? Attackers might pretend to be interested in a given asset, trying to
force the system to allocate more resources to protect it, while their true
interest lies in another asset (see Fig. 2a). These so called reverse honeypots
can be effectively combated with an accurate and dynamic risk management,
indicating at each time which are the assets under real attack and which not.

RC4. How to detect back doors inadvertently installed on the system?
Another advanced type of attack consists of surreptitiously installing a so
called back door (see Fig. 2b). This intends to be undetectable by the victim,
which will be subsequently used to perform an actual attack on the system.
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(a) RC3: Reverse honeypot (b) RC4: Back door

Fig. 2. Reverse honeypot and back door cyber attacks

A comprehensive penetration test can help out to assess the current risk of
each asset in the system and, consequently, unveil hidden back doors.

RC5. How to predict a potential cyber attack over a given asset? Ideally,
every system administrator would like to predict an attack before it actually
happens (see Fig. 3a). In this case, a smart combination of dynamic risk man-
agement, attack graphs, incidents correlation and information sharing can be
extremely effective to make accurate guesses about imminent attacks.

RC6. How to protect assets against zero-day exploits, while preserving
usability/availability? Similarly to RC2, zero-day exploits, by definition,
cannot be avoided (see Fig. 3b). Nevertheless, we can (and must) minimize
the potential impact that such attacks might have on the system. And here
the real challenge is to do so while preserving usability/availability of the
protected assets. Again, dynamic risk management can be extraordinarily
helpful to achieve such balance between assets protection and availability.

(a) RC5: Attack prediction

0

(b) RC6: Zero-day exploits

Fig. 3. Attack prediction and zero-day exploits cyber attacks
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3 Attack and Defense Graphs

Both attack and defense graphs have captured the attention of many researchers
and security experts worldwide. Yet, their notable complexity and modest scal-
ability are still refraining their wide acceptance and deployment [4]. Next we
introduce some research challenges regarding attack and defense graphs.

RC7.How to effect a tailored and adaptive response to a cyber weapon?
Whereas sophisticated attacks are often tailored to the system they are tar-
geting, the countermeasures applied to defeat them are usually rather generic.
To maximize the effectiveness of the response given to an attack, the remedies
should be tailored to the specific threat they are facing. To this end, defense
graphs, for instance, can constitute an essential aiding tool.

RC8. How to detect the target of a cyber weapon? Some generic cyber
weapons do not have a specific target and act on an indiscriminate fashion
over ICT systems. Yet, some others actually focus on particular environments
such as critical infrastructures or enterprises, for example. Promptly identi-
fying the specific ecosystem targeted by an attacker is extremely helpful in
deciding how to counter such threat. Thus, attack graphs are capable of indi-
cating which is the most plausible victim of a given cyber weapon.

RC9. How to detect a dormant/latent cyber weapon in our domain?
Related to RC4, a cyber weapon can remain on a dormant state, waiting
for remote instructions to wake up and perform the actual attack. While
in this latent state, it will try to go unnoticed to the administrator of the
victim’s system. In this regard, attack graphs can assist those administrators
to identify both a cyber weapon getting into the dormant state, as well as a
latent one receiving commands to wake up imminently.

RC10. How to detect the self-destroy capability in a cyber weapon and
how to prevent it? Some advanced cyber weapons are equipped with a
self-destruction capability, leaving no trace when they realize they have been
detected by the target system. In those cases, it is many times a cumbersome
task to try to get information about the source of the attack or to learn how to
fight against such threat. Again, attack graphs can effectively help to identify
the initiation of this self-destruction procedure and abort it.

RC11. How to avoid an attacker to snoop into a victim’s domain in
preparation for a cyber attack? One of the first things an attacker does
is to carefully study the victim’s domain, seeking for vulnerabilities or weak-
nesses. Being able to detect such pre-analysis enough in advance gives a very
valuable advantage to the administrators when defending against the actual
attack. Attack graphs, together with dynamic risk management and incidents
correlation, can help in unveiling suspicious behaviors considered as actions
conducted by potential attackers in preparation for a cyber attack.

4 Incidents Correlation

Sophisticated attackers no longer play alone. An advanced attack usually consists
of multiple steps, either subsequently or concurrently executed that, isolated,
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might not be detected as a harmful action, but when combined, they deploy
all their damage on the target system. In this regard, incidents correlation can
constitute a very effective tool to accurately spot these situations [5].

RC12. How to detect cyber weapons capable of smartly colluding with
other cyber weapons? A sophisticated cyber weapon might be able to
detect other cyber weapons in the victim’s domain and, even more, col-
lude with them to provoke a bigger harm. Here, an appropriate incidents
correlation could reveal such perilous collusion with potential devastating
consequences.

RC13. How to discern whether a cyber attacker is controlling certain
infrastructure (devices, networks,...) to perform the attack? Some
attackers do not hit their final target directly, but they rather first compro-
mise other systems (known as botnet) and then use those to perform the
actual attack over the real victim’s domain. Such strategy hinders the identi-
fication of the real source of the attack. Yet, a smart combination of incidents
correlation and information sharing can ease such identification.

RC14. How to detect a “composite” cyber weapon smartly split into
(apparently) innocuous parts? Another sign of sophistication in a cyber
weapon consists of partitioning it into several (apparently) innocuous pieces.
Each of these parts, isolated, is usually harmless (and therefore undetectable
by defensive mechanisms), but when combined all together the real damage
is inflicted. Again, an intelligent combination of attack graphs and incidents
correlation can help in diminishing this specific threat.

RC15. How to discern whether a cyber weapon is autonomous or being
remotely controlled by an attacker? While certain cyber weapons only
react upon a given command from the attacker, others are rather autonomous
in their malicious behavior. Being able to detect the first case can help to
neutralize the attack by blocking command and control channels used by the
cyber weapon to receive its orders. And to achieve that, again a coherent mix
of attack graphs and incidents correlation can be of extreme utility.

RC16. How to detect a multi-vector cyber weapon? Complex and
advanced cyber weapons might not take advantage of just one single app-
roach with the aim of assaulting the victim’s domain, but rather try various
entry points. That weapon is known as a multi-vector one, and an appropriate
incidents correlation can be crucial to unmask this type of attackers.

5 Information Sharing

It is unrealistic to think of securing ICT systems without sharing relevant data
devoted to their protection. Many entities feel reluctant to share certain infor-
mation that they might consider sensitive arguing privacy concerns [6], as well
as other issues like current regulations, as thoroughly discussed in [7].

RC17. How to detect whether a cyber attack is becoming epidemic?
Often, when a system is under attack, its administrators are unable to see
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Mitigations

Remedying vulnerabilities, containing or blocking threats 
and responding to and recovering from incidents

Incidents

Cyber security information types

Attempted and successful attacks
Severity, information lost, techniques used, impact

Situational awareness

Information enabling decision-makers to respond to incidents

Best practices

How software and services are developed and delivered

Strategic analysis

How to learn from past experiences to get ready for the future

Vulnerabilities
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Methods of exchange
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Exchange
Government

Machine to MachinePerson to Person

Fig. 4. A framework for cyber security information sharing and risk reduction

beyond the borders of their domain, having thus a constrained view of the
overall spreading of a particular cyber weapon. By sharing specific informa-
tion amongst different realms, it is possible to detect whether a cyber attack
is becoming epidemic and, if so, prioritize on battling it back (see RC1).

RC18. How to effectively and promptly (maybe also automatically and
in a standardized way) communicate and share the remedy to a
given cyber attack amongst allies? Nowadays we still face (too often)
systems exposed to rather old vulnerabilities for which there is even a patch
(maybe also old). The challenge, therefore, is on how to disseminate or propa-
gate these mitigations, patches or bug fixes so that they reach every vulnerable
system in a timely fashion.

RC19. How to incentive information sharing to boost collaborative
intrusion detection? One of the main impediments to a successful infor-
mation sharing is precisely the reluctancy of the participating entities to
distribute certain information that, in many cases, might be considered as
sensitive or confidential. Hence, an appropriate incentives mechanism should
foster such collaboration in detecting cyber attacks.

RC20. How to identify, with a certain level of confidence, the attacker
in a cyber attack? The so called attribution problem, or how to reliably
identify the source of a cyber attack, might be in many cases quite a tough
task for administrators. To aim them in overcoming this difficulty, a consis-
tent information sharing strategy, together with the most advanced incidents
correlation mechanisms could be enforced.
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RC21.How to measure whether a given domain is susceptible of having
cyber weapons or being producing cyber weapons? Similarly to RC11,
if the administrators of a system get to know well in advance that another
domain contains or is producing cyber weapons targeting such given system,
they can better get ready to counter back such threat.

A number of secure measures, standard formats and potential actors are
depicted in Fig. 4 for sharing information, as well as how to lessen the exposure
risk by making use of the research challenges identified earlier.

6 Conclusions

This paper has proposed an initial number of research challenges that need to
be tackled in order to increase trustworthiness of the end users with respect
to the ICT systems. All these challenges deal with cyber security threats that
appear everyday incessantly, which we grouped and analyzed into four main
research trends, namely: dynamic risk management, attack and defense graphs,
incidents correlation and information sharing. With the aim of increasing the
trustworthiness of these end users in the ICT systems, we have also provided
some initial thoughts on how to deal with each of the aforementioned challenges.
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Abstract. This paper explores how the very human notion of Wisdom
can be incorporated in the different behvaiour and ultimately reasonings
of our computational systems. In particular, it extends and combines
previous work in the areas of Computational Trust, Socially Adept Tech-
nologies, Device Comfort and the more recent notion of Slow Computing
that was teased out at a recent Dagstuhl seminar. A brief exposition of
Wisdom, its place in autonomous sociotechnical systems, and pointers
to how we can make it work are provided. Further work is explored.

1 On Being Wise, and What It Might Mean for
Computers

the only real wisdom is knowing you know nothing.
Socrates1

As humans, we value wisdom. It provides, in those who possess it, a knowledge
of how things should be done, how life should be lived – either to the full or
in some way that has less impact on, or is more in touch with, the world and
society around it. Its gift is the ability to adapt to new, unforeseen, unexpected
happenings gracefully, putting into practice experience in order to manage that
which has not been encountered before.

Computers and computational systems do not (presently) possess wisdom. It
is an unerringly ‘natural’ phenomenon.2 However, we believe that there may be
something to be gained from its study, and ultimately the ability to incorporate
the behaviours and reasoning into (at least semi-) autonomous computational
systems can bring benefit.
1 A possibly equally old saying has it that Wisdom is knowledge that you gain imme-

diately after you need it. . . .
2 While there may be some debate, for which this is almost certainly not the right

venue, there appears to be evidence that suggests that other animals than humans
may possess it [9].
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This short paper begins the exploration of wisdom and suggests ways in
which Computational Wisdom might be achieved. It begins with an exploration
of wisdom in the natural world (which includes people), and searches for common
traits. It then delves into how these traits can be identified and aimed for in our
computational systems, before beginning an exploration of a possible framework
for what we have come to call Computational Wisdom, and how it relates to
previous work. Finally, and perhaps most importantly, it lays out a set of future
goals that we can work towards in the search for truly wise, and as a result
resilient and people-focused, computational systems.

As a brief aside, this paper may appear highly conjectural, at least at the
outset. We make no apologies for this: it’s an unusual topic to think of in com-
putational terms, and the very few examples that have done so (see for example
[22]) appear to have done so more from the point of view of understanding the
human mind than the uses of the concept. Many more useful expositions can
be found in the management sciences, for wisdom is very much a tool and a
trait of success [18,19]. To that end, just as in all our previous work, this is a
multidisciplinary journey.

2 On What Has Come Before

This is not the first time ‘Wisdom’ has been evoked in the computational sphere,
and it’s certainly not the first time wisdom has been studied in the human,
psychologically, philosophically, and in religious studies, to name the three more
relevant areas of research and discourse. In this section, we discuss the differences
between the former and our positions, whilst the next section discusses the latter.

There are probably three main areas where wisdom has been discussed in
the computational. The first is in Computational Epistemology [22], the study of
knowledge as it relates to and is used by computational systems – a root, in one
direction, and a branch, looked at in another, of cognitive science. The second
is in Harel et al’s proposal for Wise Computing [6], the development of systems
where the artificial system is capable of being a ‘tier 1’ member of the designer’s
club of systems. The third, related and most probably most developed, is the
Artificial Sapience [17] movement that sparked in the middle of the first decade
of this century, and was focused on knowledge intensive multi-agent systems.
Each of these thrusts has something to teach us, but each is ultimately a thrust
that attempts to isolate ‘wisdom’ for explicit use in artificial systems. Our own
work acknowledges the place of this, but specifically requires that Wisdom in
the Computational sense is a system of systems involving both artificial and
‘natural’ (or human) – the trick, then, is to know where one wisdom begins and
another ends (since wisdom appears to be contextual too [4]).

As well, computing culture has explored one notion of wisdom in the form
of the ‘wisdom of the crowds’ (WOC) movement. However, the type of wisdom
espoused by WOC is not what we are referring to in this paper and we wish
to differentiate our conceptualisation from common notions of the WOC. Our
understanding of wisdom involves a subtle handling of context. In contrast, WOC
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refers to a practice of gathering the input from a large amount of users who
can bring a wide range of expertise, experience and aggregation methods to a
scenario [8]. Applications of the WOC include using a wide range of inputs to
filter internet content and improve the results of a search engine [20]. While we
acknowledge that the WOC method can harness a large number of perspectives,
it is more a form of collective intelligence does not offer the experience we refer
to as ‘wisdom’. From a cynical perspective, WOC is simply a way to solve an
issue cheaply [24]. Wisdom precedes problem solving and is a form of knowledge
that can help reconceptualise a problem situation, including processes such as
problem finding and problem making.

Our work differs in some fundamental ways from the previous examinations
of wisdom in the artificial. It is not a study of computational epistemology [22],
which seeks to explore the means by which we may build truly wise computers,
more it is the application of principles of wisdom to the systems that may exist.
The difference is, in the spirit of Mark Prensky (see for instance [21]), that true
wisdom comes from acknowledging that the answers are not always known, and
that the synthesis of ideas (such as computational epistemology seeks in its ful-
fillment [22]) requires many different inputs, and finally that some of these inputs
at the very least are human. Computational Wisdom is a system of systems that
is able to understand the value of each part of the system and harness each to
their full potential.

On a related note, it’s about, but more than, sapience in the concept of Artifi-
cial Sapience. Whilst wisdom and sapience are seen as synonymous, particularly
in the Western sphere, we see them as different. Indeed, as [26] notes, Western
concepts of wisdom are inherently cognitive, whereas the Eastern concept is both
cognitive and affective. In our other work to date, and in our concept of Com-
putational Wisdom, we acknowledge the affective as a very important aspect of
the whole. Knowledge and cognition (as in the Berlin Wisdom framework [1], for
instance) are vital, as is metaknowledge, but the relationship between observer,
actor, ‘user’ (in the sense of a person using’ a computer), system and environ-
ment are the key, as can be seen in our Device Comfort work, for instance [15].

Wisdom has also been applied in educational settings, and in Suarez’s thesis
[25] we find the concept of Wisdom “by design”, which discusses the notion of
artificial wisdom briefly by examining how to design complex social systems that
embody wisdom. The work is interesting in that it espouses several principles of
wisdom-based design, but its focus on complex societal structures (such as the
educational system) means that it is somewhat removed from a computational
wisdom as a goal.

Although not a subject for mainstream social science research until the last
few decades, the search for an understanding of wisdom has nevertheless seen
some important advances. The next section provides an overview of some of the
main aspects if this work in the social.

3 On What It Does Mean for People

Wisdom is not an unstudied concept, particularly in philosophy, psychology
and religion. It is in particular to these disciplines we must turn to more fully
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understand the phenomenon. Additionally, as we noted above, the cultural com-
ponents of wisdom are some things we cannot ignore in our examinations [26,27].

Wisdom is sought by individuals as means to cope [3]. Similar to notions of
trust, where an individual seeks to place their faith in someone or something,
wisdom works as a guiding light. Wisdom is not either completely rational or
irrational and is a phenomenon that is difficult to explain [3]. It is a ‘big pic-
ture’ viewpoint that takes into account a broad perspective that values longer
timeframes. As Hoefstede argues [7], Western cultures tend not to be orientated
towards longer-term conceptualisations of a situation. The emphasis is more on
short-term returns. This may explain why notions of wisdom tend to be associ-
ated with cultures outside of the West, such as Asian cultures that are sometimes
exoticised by the West.

4 Principles of Wisdom and Their Computational
Reflections

We can begin to see a structure here. Wisdom has certain principles (or behav-
ioural and reasoning patterns) associated with it. As in previous work [11,13,15]
we believe that it is possible to isolate these principles and, furthermore, use
them in computational settings. In this section of the paper, we begin the for-
mer. The following section begins the rather more detailed work required for the
latter.

We have been asked, why these particular principles and not others? The
simple answer is that these are the beginnings of what we think are relevant. A
more complex answer is: we chose these because they provide building blocks,
and sensible starting points for researchers considering Computational Wisdom
per se. That they are arbitrary is not in question, but we hope they provide food
for thought nevertheless.

4.1 Principles

Wisdom Works in the User’s Interests. A we have already noted in [11,12], com-
puting is about and for people. Part of this ‘equation’ comes with the under-
standing that, if there is a problem, the solution is not to make life more difficult
for people.

Computational Wisdom Creates Calmness for the User. Rather than subject
to corporate interests and ‘rational’ computations that ignore the richness of
human life, the system is working in the user’s interests. Nuanced contexts are
embraced and users are guided through the messy and contradictory demands
of everyday life, keeping a focus on the values that really matter.

Wisdom is Slow. The creation of ever more complex autonomous systems can be
seen as, and indeed in many instances is, beneficial. However, as we have argued
before (see for instance [11]), there are instances where this is not the case. As
we note in [10], slowing the system down to a human level when an ‘edge’ case
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arises, where systems do not know the ‘answer’, can bring benefits, from greater
human understanding to more correct decisions (not to mention reduced liability
and an ethical stance that is defensible in real ways). It has been pointed out
that slowness need not indeed be a human-centric phenomenon for wisdom. We
concur: a slowing down of processing or relaxing of time constraints, to allow
for more consideration or simply reflection on the part of a wise system is, we
believe, a vital aspect of how future systems, in the right contexts, can and
should behave. Since we also believe that all systems ‘touch’ people at some
point, this can only benefit the human both ‘in’ and ‘out’ of the loop.

Computational Wisdom is Multi-faceted. As [25] notes, there are different aspects
of wisdom that can be designed for, including time-sensitivity, balance (between
‘vision’ and ‘action’) and practicality. From our point of view, this relates to the
idea of human-centric systems, where systems should ‘think’ before acting. But
the idea of a multi-faceted approach is worth exploring: in this short paper we
will not be able to bring all of the facets of wisdom to the fore, and make this a
priority for future work.

Wisdom is Adaptive. We have noted above the contextual nature of wisdom. It
is true that different circumstances require different actions, but further, Com-
putational Wisdom requires that ostensibly the same circumstance may require
different actions (for instance, when something new has been learnt by the sys-
tem as a result of prior actions).

5 How Can We Engage Wisdom: Thoughts
on Computational Wisdom

Computational Wisdom is seen here as a system of systems, where the technol-
ogy augments the human in one direction, whilst being augmented by the human
in another, and finally where different technological systems, such as the compu-
tational trust [13,14,16] comfort [5,15] slow computing [10] and socially adept
or intelligence technological systems [2] we and others have already postulated
and built, build what wisdom is possible between them.

There are, we conjecture, two main questions to answer on the journey to
this system of wisdom. The first is when it should engage or be engaged, whilst
the second is what form of engagement is to be exhibited.3

Some of the ideas from the social sciences, concerning what can be said to
make up a wise person are difficult to make manifest in the AI realm [18,19].
These might include: notions of courage and bravery or even perhaps the ability
to engage in open productive dialogue; the capacity to appropriately criticise and
recognise the need for professional detachment; as well as the capacity to contain
one’s emotions in the face of negative feedback or behaviour; emotional empathy;
and a well-rounded curiosity for life in general. However, it seems to us that a

3 Of course, the answers to these questions contain an element of wisdom in and of
themselves. . . .
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whole host of others might be useful in integrating complex computational sys-
tems with the capacity to act wisely. For example, it is already well understood
that trust can be instigated in such systems for the purpose of building agency.
In addition, the very nature of the highly complex systems we are dealing with
require the ability for AI agents to make clear decisions (qua judgements) in the
face of paradoxes and ambiguity; the formalism for this are an inherent part of
information systems.

It seems to us, then, that wisdom within computing insofar as the capacity to
deal with uncertainty through statistical solutions to unknowns brings us close
to something of what we mean by wisdom within computing systems, much as
Sevilla notes [23]. What more is needed? First, some aspect of what we might
anthropocentrically call ‘humility’, but in this setting can be seen as compu-
tational systems that are capable of taking their own limitations into account,
and also of referring to other parts of the system for information when neces-
sary. In addition, since complex systems are already suffused with algorithms
for making predictive decisions of desired content, based on learnt knowledge of
(e.g.) a user’s browsing behaviour, so it is not a large step to refine these types
of algorithms to allow agents to recognise when it is not appropriate to share
knowledge with other agents.

Another aspect that McKenna and Rooney suggest as being fundamental to
wise leaders, introspection, can also be seen in complex computational systems.
That is, they can be configured to recognise errors, seek out reasons for them
and use that reasoning to inform future decisions. This, in turn, can be extended
to the capacity question established norms, systems, processes and procedures.
In addition, the capacity for machine learning provides the means for AI agents
to behave as if they were prudent. That is, act in the right way, based on formal
logic and reasoning, modified perhaps by algorithms intended to convey human
values such as trustworthiness and an understanding of importance and risk.

One aspect of wisdom that may be more difficult to apply concerns the way in
which wise judgment takes into account intuition, political acumen, capacity for
tact, subtlety and shrewdness, and also may be based on recognition of a higher
purpose or the common good. That said, were these pre-determined as part of
the complex system’s purpose and the necessary algorithms constructed to focus
on that higher end, even this aspect of wisdom may be incorporated. The learnt
component of decision making may also enable the system to accommodate
wrong answers (i.e. setbacks or disappointments) and behaving as if they were
being more cautious in situations entailing risk.

6 The Future, Perhaps

There is, we believe, promise in the short study of wisdom that we have heretofore
made. It is a powerful notion with acknowledged strengths. Moreover, it lends
itself to a set of principles that we can isolate and begin to work with. Finally, it
has within it enough hooks and identifiable requirements to be able to construct
a framework around it that allows computational systems to recognise the need
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for it, engage its principles, and formulate behaviours that exhibit some at least
of its strengths. In short, it is an ideal object of study.

A short paper such as this is a poor exposition of a powerful notion, but its
aim is to provide both an inkling of the potential as well as ideas as to how this
can be studied and worked towards. We hope that the previous sections have
gone some way toward the former. Our future work will take this further, and
provide insights into the latter.

6.1 On Future Work

There have been some attempts to define a research agenda to explore wisdom
in the computational, most promisingly that of [23] and the notion of Artificial
Sapience [17]. In most cases, the goal is an intelligent system that behaves wisely,
for some definition of wise. As we have already noted above, we see the limitations
here, that such systems are not oriented toward to very people that would work
alongside them, and this is a failing.

To address this, we explicitly acknowledge the human in the system as an
equal (if not, in this setting, superior) partner. The human is where the system
can learn from, and fall back to, in difficult situations, for example. And so, in
any study of computational Wisdom, we must start with the human element.
Our work is currently taking us in the direction of user engagement with complex
sociotechnical systems, automation and information, and this is no exception.
Our next step for Computational Wisdom s indeed to set goals in collaboration
with human users to ascertain the best uses and directions for ‘wise’ systems to
take, what they might look like, and how they might express themselves to their
human partners.

6.2 A Conclusion

Notwithstanding certain emotional attributes of wisdom may be perhaps beyond
the capacity of complex computational systems, many aspects of wisdom can be
modeled and integrated into their decision making processes. Our thesis is this:
Wisdom is a difficult multi-faceted construct to grasp (and indeed, to attain,
hence its value!). It’s certainly worth studying computationally, and importantly,
as we have previously discovered with trust, it might indeed be possible to create
computational systems that act as if they are wise. This would be a rich extension
to systems modeled to act as if they were trusting and trustworthy, because it
would bring a wider range of factors to bear upon the system and its outputs.
In order to get there, we need to comprehensively study and include the many
different spheres of study that have touched on the concept.

Wisdom is powerful, well respected, and in all systems, a goal: we strive to be
wise, to behave wisely, and to be seen as wise. This paper argues that the goal of
wisdom is something that we can also work towards for the artificial systems that
we create to take their place in our societies. Such systems can be more focused
on the ‘wise’ thing to do in any given circumstance, and would naturally include
the traits of critical thought, the identification of when to engage wisdom and
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why (or why not), a focus on the well-being of the society and the people around
them, as well as the other systems that exist, and, we conjecture, a calmer and
slower approach to reasoning that engages rather than alienates the very people
that the systems serve.

It is a long road. This is one of the first steps.
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Abstract. Malicious applications (malware) have attracted much atten-
tion from both academia and industry. Thanks to this, common users
start to install anti-malware tools to help protect their phones. However,
we notice that attackers can still take advantage of some existing mech-
anisms to induce users to download malware and bypass anti-malware
software. In this paper, we focus on the app rating mechanism on smart-
phones and aim to evaluate its impact on malware propagation. More
specifically, we investigate how this mechanism can be maliciously used
to leverage the trust levels of users and achieve particular goals (i.e.,
inducing users to download malware). In the evaluation, we develop a
malicious rating system and conduct a study with over 400 participants.
Our results indicate that such rating mechanism can affect users’ trust
on app download and can be utilized to propagate malware.

Keywords: Malicious applications · Anti-malware software · Rating
mechanism · Smartphone security · User trust and awareness

1 Introduction

Thanks to the significant portability and the availability of mobile applications,
smartphones have quickly become one prevalent computing platform. According
to a report from the International Data Corporation (IDC), most existing mar-
kets will have a robust growth annually and the worldwide smartphone shipment
volumes are forecast to reach 1.9 billion units by 2019 [2]. Since the popular-
ity of smartphones increases, security challenges and threats also become a big
concern on this platform.

Malicious applications (malware) are one of these challenges. There were
more than 317 million new pieces of malware created in 2014, meaning nearly
one million new threats were released into the wild each day [9]. Due to the large
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(c) (a) (b) 

Fig. 1. App rating mechanism: (a) rating action, (b) overall rating score and (c) rating
score details and users’ comments.

news reports and propaganda, more and more users are willing to install one
kind of anti-malware software to safeguard their smartphones. In the literature,
many efforts have been made through developing various advanced anti-malware
techniques. Differently, our interest in this work was motivated by the fact that
attackers may invade users’ phones through reducing user awareness, even if an
anti-malware software is pre-installed.

In this work, we take app rating mechanism on phones as a case and conduct
an empirical study to investigate its impact on users’ trust and malware spread.
In particular, we develop a malicious rating mechanism that can leverage the
rating scores and comments of target apps. Our purpose is to investigate whether
users can be induced to download those malicious apps under the rating system.
If users download and install these apps, a self-defined message will be sent to
our server and a high rating score will automatically give to those apps in turn.
Totally, over 400 users are involved in our study and provide their feedback about
their attitude and behaviors. The study results are evaluated based on statistical
data and users’ feedback. To sum up, the results reveal that attackers can make
use of rating mechanisms to reduce user awareness and increase their trust levels
on app download, which may greatly degrade the effectiveness of anti-malware
tools and cause malware propagation on smartphones.

The remainder of this paper is organized as follows. Section 2 introduces the
typical rating mechanism and Sect. 3 describes the developed malicious rating
system that was used in the study. Then, Sect. 4 illustrates our study method-
ologies and analyzes the collected results, and Sect. 5 discusses related studies.
Finally, we conclude our work in Sect. 6.

2 Rating Mechanism

This rating mechanism is a user feedback channel, attempting to encourage
users to share their experience for downloaded apps. The major purpose of this
mechanism is to promote the high rating apps and to allow users to share their
experience associated with their used apps. Several examples of this mechanism
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are depicted in Fig. 1. Specifically, Fig. 1(a) shows the rating action (i.e., giving a
rating score to an app), Fig. 1(b) describes the overall rating score for an app and
Fig. 1(c) presents the rating score and users’ comments. To summarize, there are
three main features of a typical rating mechanism: (1) the rating score usually
ranges from 1 to 5, where 5 indicates the highest score (satisfied); (2) the overall
rating score is shown on the downloading page of an app and (3) for each app,
the details of rating score (e.g., votes for each score) and users’ comments are
available to all users.

3 Malicious Rating System

As the app rating mechanism may play an important role in users’ downloading
choice, it is possible for attackers to utilize it to reduce user awareness and
increase their trust on particular apps. To validate this, we develop a malicious
rating system and its high-level architecture is depicted in Fig. 2. In real-world
cases, this alternative market can be popular under some scenarios. For example,
an app is not free in official markets but is available in an alternative market
(e.g., Anzhi market [1]).

3.1 Popular App Category

To simulate a typical app market, it is expected to provide more popular apps
that are likely to be downloaded by users. To achieve this goal, we conduct a
survey about popular app categories with 729 participants. The concrete ques-
tion is: what is your most frequently downloaded app category. Each participant
can only vote one category. The voting results are shown in Fig. 3.

It is found that up to 302 participants (with a rate of 41.4 %) are frequently
to download entertainment apps (e.g., games). There are 183 participants (about
25.1 %) are often to download tool apps. In contrast, few participants (less than
2 %) download puzzle and education apps in their spare time. Based on these
results, we deploy apps in the market with a similar distribution (i.e., entertain-
ment apps are the most).

3.2 Market Settings and Malicious Rating

In this section, we discuss how to construct the app market in detail and how
the malicious rating system works.

– Market construction. According to the app distribution in Fig. 3, our app
market is configured to contain a total of 1405 apps, where 603 of them are
entertainment apps, 354 of them are tool apps and the remaining apps belong
to other relevant categories. Users can connect to the market through a web
link, search and download apps to their mobile phones. The rating scores
(the highest score is 5) and users’ comments would be shown on each app-
downloading page.
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Fig. 3. A survey of popular app category.

– Malicious rating system. To deploy those malware to our market, we cam-
ouflage 500 entertainment and 300 tool apps using such malware. Moreover,
to explore the effect of rating scores on users’ choice, 300 entertainment apps
were given a high rating score between 4.5 and 5, while the other entertain-
ment apps were given a low rating score between 2 and 2.5. It is the same for
other app categories, in which only half of them were given a high score. After
users’ installation of our malicious apps, a message will be sent to the server.
Afterwards, the server will give the highest score (5 score) to that app and
generate a corresponding benign comment.

4 Our Study

Due to security reasons, it is not feasible to use an existing app market in our
study directly. In this case, we developed a web-based app market (named as
Popstar market) on our self-maintained server, in which its structure and work-
flow are similar to the existing Anzhi market [1].

4.1 Study Methodology

In the study, most participants were recruited from a university environment,
since students are one of the main body of smartphone users. Before the study,
we got approvals from the university and security office, so that we can use
an online system to recruit participants. All study deployment and processing
were not relevant to the university environment. More specifically, we mainly
conducted two case studies: in-lab study and out-lab study.

– In-lab study. Participants were recruited online, where a total of 317 students
were willing to attend this study. None of them were from security-related
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Fig. 4. (a) Infection rates for in-lab and out-lab conditions, and (b) Installed high
rating apps versus low rating apps.

majors. All participants were invited to our lab and were given an Android
phone. The phone was pre-installed an antivirus tool that can make an alert
when the user encounters and installs the developed malware. This design aims
to explore whether users will ignore such kind of alerts. In addition, before
the study, we explained our goal to all participants, and they were required
to download up to 15 apps. After the study, all participants were given a
questionnaire form to provide their feedback. A gift card $10 will be given to
each participant as incentive.

– Out-lab study. In order to simulate a real scenario, we conducted another
case study, where users did not need to come to the lab environment to com-
plete their tasks. In fact, all participants should use their own phones to finish
the study. For this purpose, 112 new students were recruited online. None
of them were from security-related majors. Before the study, we introduced
our objectives to all participants. Similar to our tasks in the in-lab condition,
all participants were asked to download 15 apps from our market. After the
study, all participants were invited to give feedback on a questionnaire form.
Finally, 109 participants were consent to give feedback and approved us to
use the statistical data. In this case, we only analyze the data from these 109
participants and all of them were given a $10 gift card as incentive. The whole
study took three weeks to finish.

4.2 Statistical Results

According to our system design, as long as one participant successfully installed
the malicious app, our server can receive a message for that app. This can help
compute statistics relevant to users’ choice and actions during the app download.
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Table 1. User feedback during the study

Questions/users In-lab Out-lab

Q1. I prefer to download my interested apps 188 96

Q2. I prefer to download high rating apps 226 100

Q3. Did you check others’ comments before downloading 242 99

Q4. Did you notice any app requiring to disable antivirus software 270 97

Q5. Did you stop any antivirus software before downloading apps 142 60

Q6. Were you aware of any risk of downloading apps in the market 171 55

After the study, we calculate the statistical results based on the received messages
from the server. The infection rates and the numbers of installed high and low
rating apps are shown in Fig. 4.

– In-lab study. Figure 4(a) shows that up to 142 participants suffered from the
malicious rating system and installed the malware, in which the infected rate
is 44.8 %. In the study, it is observed that those infected participants have
ignored the pop-up alert and disabled the pre-installed anti-malware software.
To look closer to the installed number of different rating apps, Fig. 4(b) shows
that those participants are very likely to continue installing an application with
a high rating score, instead of installing a low rating app. The figure presents
that nearly 74 % installed malicious applications are high rating apps, while
only 26 % apps with low rating scores.

– Out-lab study. The main purpose of this study is to investigate users’ behav-
ior in a practical environment. Under the out-lab condition, users can use
their own phones to search and download apps from our market. Similarly,
the infection rate and installed app numbers are shown in Fig. 4. Figure 4(a)
shows that up to 60 participants continued installing the malicious apps on
their own phones so that the infected rate is 53.6 %. The infection rate is a bit
higher than that of the in-lab study. According to Fig. 4(b), participants were
mostly willing to continue the installation of high-rating apps, where 90 %
successful cases came from high-rating apps.

4.3 User Feedback

In this part, we analyze the collected user feedback regarding their choice, aware-
ness and trust levels during the app download. Some key questions and user
feedback from both case studies are summarized in Table 1.

App Download Choice. In Table 1, the first question reflects that 59.3 % par-
ticipants selected to download high-rating apps in the lab environment, but
more than 85 % participants did so outside the lab (in the second user study).
In contrast, in the out-lab study (with their own phones), users prefer to start
downloading their interested apps. The numbers of this question indicate that
users usually begin downloading an app according to their interests, even under
a constrained condition.
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In Table 1, the second question shows that 226 out of 317 participants (about
71.3 %) were likely to download high-rating apps under the in-lab condition,
while 100 out of 109 participants (about 91.7 %) prefer to download high-rating
apps under the out-lab condition. The latter is much higher than the former
due to environmental factors, whereas both rates verify that users are willing to
install high-rating apps. They generally believe that high-rating apps are more
secure than those low rating ones. For example, if there are several app versions,
they are more likely to download the version that has a higher score.

User Trust. The third question shows that up to 76.3 % and 90.8 % participants
in respective condition will check others’ comments before they download an
app. In our interview, it is found that users’ comments have a high impact if
the app download or installation encounters some issues. For example, when the
app installation is alerted by an antivirus, users will check others comments to
confirm the situation. If the comments are good enough, users may decide to
ignore the alert and continue the installation.

Regarding the fourth question, most participants (over 85 %) notice
that some apps require to disable anti-malware software before download-
ing & installing the apps. The fifth question shows that nearly half participants
would follow the instructions to disable the anti-malware software and continue
the installation. In our interview, most infected participants considered that this
may be a common case for some entertainment and tool apps, especially in a
new market, that false alarms often occur.

User Awareness. The last question shows that only about half participants
(53.9 % and 50.4 % for each condition) are really aware of any risk in downloading
apps from our market. Most participants considered that those apps, especially
high-rating apps, should be benign and at least not harmful, since the rating
scores and comments are quite good from others.

Discussions. Overall, based on the feedback, it is validated that rating scores
and comments can greatly affect users’ trust on app download. That is, the
rating mechanism can impact users’ attitude in downloading an app from a
market. Therefore, through proper camouflage, attackers can utilize such rating
mechanism to induce users to disable anti-malware tools and continue down-
loading & installing particular apps. This situation opens a hole for attackers to
spread malware even if users have pre-installed antivirus software.

5 Related Work

As smartphones have become a major target for attackers, various research stud-
ies have focused on the detection of malware from market [8,10]. There are also
some studies discussing recommender and rating systems [3,7]. Different from
those studies, in this work, we target on app rating mechanism and attempt to
evaluate its impact on users’ trust on app download and malware propagation
on smartphones. From this aspect, to the best of our knowledge, our work is the
first study in the literature to investigate this topic.
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Our study reveals that users’ trust can be greatly affected by a malicious
rating system and be induced to download malicious apps, resulting in malware
propagation. Even worse, it is worth noting that such malicious rating system
can collaborate with existing advanced malware techniques to achieve an even
larger impact (i.e., stealing users’ sensitive information and data). There is a line
of research studies on applying various attacks to infer users’ private information
and data on smartphones, including side channel attacks [5] and physical access
attacks like charging attacks [4,6].

6 Conclusion

Different from other studies on rating systems, in this paper, we focus on app
rating mechanism on smartphones and aim to evaluate its impact on users’
trust and malware propagation. We have two specific questions: whether users
can be induced to download malicious apps, and whether the rating systems can
affect users’ trust on app download. Our results indicate that users’ trust can
be greatly affected by such system by manipulating high rating scores and good
comments. By taking advantage of this system, attackers can propagate malware
and bypass antivirus tools. Our research attempts to raise more attention for
malware research community on user-centric solutions.
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Abstract. The rapidly increasing pervasiveness and integration of com-
puters in human and animal society calls for a broad discipline under
which this development can be studied. We argue that to design and
use technology one needs to develop and use models of humans/animals
and machines in all their aspects, including cognitive and memory mod-
els, but also social influence and (possibly artificial) emotions. We call
this discipline Behavioural Computer Science (BCS), and propose that
BCS models combine (models of) the behaviour of humans/animals with
that of machines when designing ICT systems. Incorporating empirical
evidence for actual human behaviour instead of relying on assumptions
about rational behaviour is an important shift that we argue for. We
provide a few directions for approaching this challenge, focusing on mod-
elling of human behaviour when interacting with computer systems.

1 Introduction

The marriage of ubiquitous computing and AI opens up an environment where
complex autonomous systems are heavily involved in the living and working
environments of humans, often in a seamless fashion. Not only must humans
relate to intelligent machines, but the same machines must relate to humans
and to other intelligent machines.

Our ethical compass should guide us to build intelligent machines that have
desirable traits, whatever that might be. In order to achieve this goal it is essen-
tial that we understand how humans actually behave in interactions with intel-
ligent machines. For example, what are the criteria for trusting an intelligent
machine for which the intelligent behaviour a priori is unknown. Also, how can
an intelligent machine trust humans with whom it interacts. Finally, how can
intelligent machines trust each other. From a security point of view, the most
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Fig. 1. Conceptual definition of behavioural computer science

serious vulnerabilities are no longer found in the systems but in the humans who
operate the systems. In a sense, it is no longer a question of whether people can
trust their systems, but whether systems can trust their human masters.

These are daunting challenges in the brave new world of intelligent ubiquitous
computing and cyberphysical infrastructure. Three important fields of scientific
study are fundamental to understanding and designing this infrastructure:

Behavioural Sciences giving scientific, empirical, evidence-based, and descrip-
tive models for how people actually make judgements and decisions, as
opposed to the traditional, rational and normative approaches that describe
how people should ideally behave. Examples of behavioural sciences include
psychology, psychobiology, criminology and cognitive science.

Ubiquitous Computing and IoT as the new paradigm in computer science
where computing is made to appear everywhere, in various forms and every-
day objects such as a fridge or a pair of glasses. Thus appear new forms
of user interactions with such systems. The underlying technologies include
Internet, advanced middlewares, sensors, microprocessors, new I/O and user
interfaces. The IoT is the connected aspect of ubiquitous computing.

Artificial Intelligence studying how to create computers and computer soft-
ware that are capable of intelligent behaviour. AI is defined in [23] as “the
study and design of intelligent agents”, in which an intelligent agent is a
system that perceives its environment and takes actions that maximise its
chances of success according to some criteria.

We put these three areas under the same umbrella called “Behavioural Com-
puter Science” (abbreviated BCS) and illustrated in Fig. 1. Any outcome of
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integrating models from these three areas would be called a BCS-model, which
should also include aspects of human behaviour. We would like to encourage
research focus on the interactions between these three areas. The intersections
between any two of these areas represent existing or new research disciplines.

Human-Computer Interaction (HCI) and more recently Interaction Design
[24] studies how a technology product and its interface should be developed
having the user in focus at all stages. With the advent of ubiquitous com-
puting, the Internet of Things (IoT) and advanced AI, the distinction and
interface between computers and humans becomes very blurred.

Models for how humans and intelligent machines interact can be understood in
a general and inclusive manner, as any formally or mathematically grounded
model used in building IT systems. We can think of probabilistic models, log-
ical and formal models, programming and semantic models, etc. One purpose
of using models is to understand and reduce complexity.

Computational trust becomes an aspect of machine learning or heuristics,
that in turn will be part of IoT systems and other (semi-)autonomous con-
trollers, or self-* systems. For such autonomous and powerful systems we need
to study notions of trust [15], like trust of the user in the system, or of another
interacting system or component.

2 Behavioural Aspects of Humans and Technology

When humans interact with technology it is necessary to understand human
behaviour in order to capture or foresee possible actions taken by humans. We
refer here to an understanding that can be used by machines, thus through
models that can be used in forms of computations. If technology and its designers
understand the typical tendencies of human cognition, emotion and action, it is
easier for the resulting system to take into consideration how people actually
behave, and adapt in accordance.

Traditionally we find the Rational Agent Model (e.g., [27]) for explaining
human behaviour, which generally adheres to the view that people are rational
agents. However, it has been argued that the assumptions of the rational agent
are seldom fulfilled, which leads us to focus on the Behavioural Model of Human
Agency, as proposed by notable researchers like [10,18,28,31].

The rational agent model implies that people always strive to maximize util-
ity, generally understood as the satisfaction people derive from the consumption
of services and goods [20]. If one looks at utility from a psychology perspective,
a problem arises because there is more than one definition of utility [18].

Experienced utility is the satisfaction derived in the consumption moment.
Predicted utility (or, alternatively, expected utility) is the utility one predicts

beforehand that one will experience in the future consumption moment.
Remembered utility is the utility one remembers having experienced in a

consumption moment some time ago.
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The rational agent model implicitly assumes them to be equal, whereas
empirical psychology research has found that these aspects reflect different util-
ities. Errors in human behaviour often stem from the differences between pre-
dicted, experienced and remembered utility; e.g. when making judgements at
time t0 about some consumption related moment in the future at t1, one often
disregards the fact that their current experiences will be different from their
expectations.

Rationality assumes that people act strictly logical, in the pursuit of maxi-
mized utility. In consequence, conditions are assumed to be certain, with humans
having unlimited access to all information and also capable of analysing the rele-
vant information needed to make a judgement, as well as calculating the outcome
of every combination of informational components. However, behavioural scien-
tists [18] questioned the explanatory powers of the rational agent model, because
they could not make their empirical data fit the rational agent model. A new
view, supported by empirical data emerged, showing that people’s judgement
errors were not at all random, but in fact systematic; people tended to make
the same kinds of misjudgmetnts as others did, and misjudgments made today
are the same as those made yesterday. Moreover, human errors appear also as
a consequence of making judgements in conditions under uncertainty, i.e., when
the requirements of the rational agent model cannot be fulfilled.

One universal finding in this new avenue of research is that there are two
fundamentally different systems of cognitive processing [17,29]:

System 1: Intuitive Thinking, is associative, effortless, emotion-influenced,
automatic, and thus often operating without conscious awareness;

System 2: Analytic Thinking, is analytic, effortful, not influenced by emotions,
sequential, controlled and thus operating with conscious awareness.

Because Intuitive Thinking is effortless and automatic, people have a tendency
to rely heavily on this cognition mode in most everyday activities – where we
automatically know how to judge, behave and decide. The problem is when
this automatic mode of thinking is applied in situations where we do not have
enough knowledge or experience. A failure to activate Analytic Thinking in these
situations may lead to systematic errors, also labelled biased judgements.

Another finding from behavioural sciences that is relevant to BCS is four
psychological mechanisms (also called heuristics) that are mostly responsible for
the human tendency to make unwarranted swift judgements [10]. These belong
to Intuitive Thinking and lead to biases in situations where we are uncertain.

The availability heuristic explains how people make judgements based on
what is easily retrievable from memory, or simply what comes easily to mind.

The representativeness heuristic describes how people make a judgement
based on how much the instance or the problem in front of them is perceived
as similar to another known instance or problem. If the degree of perceived
similarity is large enough, people will easily make incorrect judgements.

The anchoring and adjustment heuristic implies that people – under condi-
tions of uncertainty – without conscious awareness will establish an “anchor”,



158 C. Johansen et al.

and from this anchor adjust their judgement, often in the “right” direction,
although not to the point of accuracy. If you are in a condition of total uncer-
tainty, even non-relevant information that you have either been primed with,
or that is easily accessible from memory, can serve as an anchor.

The affect heuristic explains how the current affective state may influence
human judgements, e.g., when in a positive mood, one may be more easily
susceptible to deception and manipulation.

To counteract the tendency towards the Intuitive Thinking, one possible
intervention is to “slow” people’s actions down, thereby making them employ
System 2-thinking. The message that we get when trying to delete a file, saying
“Are you sure you want to delete this file?” is an example of such an intervention.

A spear phishing attack, where one receives a malicious email from an address
that resembles that of a known colleague, is difficult to counter because it acti-
vates both the availability heuristic and the representative heuristic; the user may
not have easily accessible information stored in her mind that may suggest that
this is an hostile attack (susceptibility to the availability heuristic) and, further-
more, the user recognizes the email address as being from a near colleague (the
representative heuristic).

Human choices and human prediction power are very important for interac-
tions with computer systems, e.g. security can be influenced by poor predictions
about the possibilities of attacks, and attack surface can be wrongly diminished
in the mind of the human, whereas wrong choices can incur safety problems.
In [18] it is argued that it is difficult for a human to make accurate predictions
about a situation or an experience (e.g., sentiment, preference, disposition) when
the future forecasting time point t1 is rather distant from the current time point
t0 on which the same experience is evaluated. The more distant this time point
is, the more inaccurate the prediction (and thus the choice) will be.

3 Modelling for Behavioural Computer Science

We anchor our thoughts using concepts from a model introduced in [3], which we
call “the Bella-Coles-Kemp model” and abbreviate as BCK model. More details
not necessarily relevant for this section can be found in [13, Sect. 3] or in [12]
where we used the BCK model in the context of security ceremonies. We will call
the human the Self, which can be influenced by the Society, e.g., through social-
engineering methods. The Self is expressed for a particular computer system as a
Persona, understood as a collection of attributes relevant for a particular system
interaction. The Persona is interacting with the system through the User Inter-
face (UI), often called socio-technical protocol. Socio-technical protocols have
been studied in the Human Computer Interaction and related fields [4,5,24].

We are interested in how behavioural concepts could be mathematically mod-
elled, and more importantly, how these behavioural models can be coupled and
integrated with existing models from computer science. We discus a few aspects,
some related to works from HCI [7,25] and from cognitive theories [19].
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Kahneman and Thaler [17,18] argued that the circumstances (i.e., the context
of the human and of the system) vary between the present t0 and future t1 time
points. Four large areas of such varying circumstances can be identified:

The emotional state of the human, or the motivational state of the human
might vary when t0 and t1 are distant.

The aspects of the choice, of the product, of the experience, that are considered
important or are made salient/observable at t0, might not be present at t1 or
may be difficult to experience or observe at this later time point.

Memory of similar choices or experiences is important. If the memory is biased
then the current choice and prediction for the future will be biased. Tests
of memory manipulation have been made [16] and one observation is sum-
marized as the Peak/End Rule, as opposed to the common belief that the
monotonicity of the experience counts. Humans recall the experiences of the
peak emotions or of the end of the episode.

Affective forecasting [21,33] – the process of predicting future emotions –
explains how when focusing on some aspect for making a decision, this aspect
may inappropriately be perceived as more important at the time of (prediction
and) decision than it normally will be at the time of experience.

We will work with a notion of “States” and changes between states (which we
call “Transitions”). Modelling an emotional or motivational state is not trivial,
so let us look at the changes between states first. We have already discussed
about “temporal changes”, i.e., changes that happen because of passage of time.
These we can consider in two fashions:

gradual/continuous change in emotion or motivation happens over time,
(e.g., modelled with time derivatives, in the style of physics); or

discrete changes where we jump suddenly from one value to a completely
different value (e.g., think of motivation which can gradually decrease until
it reaches a threshold where it is suddenly completely forgotten).

For modelling emotions (as needed for affective forecasting and many aspect
of the Self) we start from the two concepts related to the impact bias [33]: the
strength (or intensity) of an emotion and the duration. Both can be quantified
and included in a quantified model of emotions. Other temporal notions different
than durations could be needed like futures or order before/after, for which there
are well established models in computer science, e.g. temporal logics [2,30].

Also influencing the Self are events, since emotions are relative to events.
Events can be considered instantaneous and modelled as transitions labelled by
the event name, because an event changes the state in some way, e.g., changes
the memory of the Self, or attributes of the context as well as of the Self.

These concepts contribute to defining models for the predicted and the remem-
bered utilities, as well as their correlation with that of the experienced utility.

For modelling a State we start by including the aspects of interest for the
situation under study. Aspects could be modelled as logical variable that are
true or false in some state, because they are either considered or not considered
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(i.e., observable/salient or not). The expressiveness of the logic to be used would
be dependent on what aspects we are interested in; but we can start by working
with predicate logic. Depending on the system being developed, we encourage to
choose the most suited logic, e.g.: the SAL languages and tools which have been
nicely used to describe the cognitive architecture of [26, Sect. 2]; or one can use
higher-order dynamic logic [11, Chap. 3] for more complex structures.

The relation between the Self and the Persona can be seen as a simplification
(or projection). The projection operation is done on a subset of the variables that
make up the State of the Self, thus resulting in the state of the Persona. This
projection would retain only those aspects that are relevant in the respective
context, i.e., in the context of the computer system being studied. This means
that the projection operation should also be related to the model of the UI.

Besides the simplification relation we need to understand the interactions
between the Self and the Persona. We can see two interaction directions:

from the Persona to the Self i.e., to the user with all the experiences, sensors,
memory, thinking systems, heuristics, etc.; and

from the Self to the Persona i.e., to a simplified view of the user, specifically
made for the UI and the system being studied.

Since a Persona is an abstraction of the human relevant for the interaction
with a specific UI, then through the Persona we can see stimuli from the UI going
to the Self, and influencing it. Therefore, the first communication direction can
be seen as communications coming from the UI but filtered through the Persona.

The second direction considers actions of expression (e.g., described by [7,26])
that the Self makes out of the thoughts, reasoning, intuition, past experiences
and memory models, filtered by the Persona and directed towards the UI.

Such interactions would be studied empirically, looking at the Self and Per-
sonas. A model starts from general assumptions, incorporated as prior proba-
bilities. For a specific system, with a specific Persona defined, the model would
constantly be updated by learning from the empirical studies and evidences.

Because we use empirical evidences we need to introduce a notion of uncer-
tainty about the probabilities that the studies reveal. Therefore, models of subjec-
tive logic [14] could be useful for expressing things like: “The level of uncertainty
about this value given by this empirical study is the following”.

One would then be interested in applying standard analysis techniques like
model-checking over these new models with uncertainty. This would allow to:

– Identify ways to protect the Self from malicious inputs and manipulation from
the UI through the Persona.

– Identify ways to protect the Self from social-engineering attacks.

One type of protective methods are debiasing techniques [22], useful for coun-
tering biases caused by the focusing illusion. A BCS system could implement,
part of the UI or the security protocol, features meant to manipulate the User
in such a way that she would be prepared for a possible attack. Such features
could involve: recollections, so that the same aspects of t1 (now) are as in t0 (the
time point when the User has probably been trained in using the system).



Towards Behavioural Computer Science (BCS) 161

4 Further Work

We argued that concepts and findings from behavioural sciences can be trans-
lated into models useful for computer science. Such models could be used for
analysing the BCS-systems using techniques such as automated model checking
[2]. Moreover, behavioural models and related modelling languages can be used
by system developers when making new BCS-systems to also consider the human
interacting with the system. We can already see promising results in this direc-
tion from using formal methods to analyse HAI systems [5] or human related
security breaches [26].

Consider three examples where the behavioural approach to explaining
human judgment has successfully enriched an existing academic discipline:

Behavioural Economics focusing on how people actually behave in economic
contexts, as opposed to how they should ideally behave (e.g., [17,18]), has
been a fruitful addition to Economics;

Behavioural Game Theory focusing on how people actually behave in formal
games, as opposed to how they should ideally behave (e.g., [6]), has enriched
traditional Game Theory; and

Behavioural Transportation Research focusing on how people actually
make choices in transportation and travel contexts, as opposed to how they
are assumed to behave (e.g., [9,21]), has been a fruitful addition to the tra-
ditionally rationalistic field of Transportation Research.

Our opinion is that Behavioural Computer Science can be one more fruitful
collaboration between behavioural models and computer models.

Consider two examples of emerging fields which can be seen as part of BCS.

Security ceremonies propose to involve the human aspect when designing and
analysing security protocols [8]. A few works have studied the human aspect
of security breaches [26,32]. An example is phishing e-mails where we argue
that cognitive models and models of social influence can give insights into
how to build e-mail systems that can counter more effectively such targeted,
well-crafted, malicious e-mails.

Ambient assisted living [1] is one application of IoT that is most closely
interacting with humans. Such systems need to learn patterns of behaviour,
distinguishing them among several occupants, adapt to temporary changes in
behaviour, as well as interact and take control requests from the humans.
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Abstract. This paper presents an approach to semantic modelling
of large-scale trust ecosystems to improve the interpretations of trust
claims. The problem of interpreting trust claims is described and rele-
vant types of reasoning are analysed. A model based on SROIQ and
OWL Description Logic is proposed. The novel elements are the creation
of classes and properties on the basis of legal and regulatory sources that
extend existing vocabularies (W3C, Dublin Core), and the use of these
classes and properties to create assertions that represent information
harvested from on-line information sources. The resulting model allows
automated classification via a reasoner, as well as queries that support
use cases from various actors. A general approach is presented, as well as
results from a prototype implementation based on the European eIDAS
and US FICAM trust ecosystems.

1 Introduction

1.1 Context

The digital society will continue to increase its reliance on electronic transac-
tions. Such transactions are conducted between Service Providers and Service
Consumers, possibly with the use of intermediaries. Relying on the outcome of
a transaction performed via an ICT system, or making a selection which system
to use in the first place, forces the user to take a trust decision. While the notion
of trust is in widespread use, its meaning varies. For a basic treatment, refer to
Gambetta et al. [4], Marsh [9] or Cofta [2].

1.2 Motivation

The motivation for the research described below stems from two observations.
First, understanding what a specific trust claim actually means, what it is based
on, as well as why it should be considered valid is still hard, and there is often
room for different interpretations. This article promotes the view that one should
not ‘trust’ but rather take an informed decision on the basis of evidence and rea-
soning. Second, various actors publish reasonably independent information on
other actors in the same ecosystem. For example regulators, central banks, and
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business registers provide contextual information that can contribute to verify-
ing a claim. Today’s trust models typically include such contextual information
only in a limited way. More extensive usage of such information under formal
semantics could potentially strengthen the verification of claims because it adds
information typically from beyond the control of the actor whose claim is val-
idated. It is to the benefit of honest parties that reliance on a transaction is
based on a trust model with semantics and evidence understandable and agree-
able to all.

1.3 Research Contributions

This paper researches the type of reasoning that would allow a limitation of inter-
pretation of trust claims. The problem of interpreting trust claims is described.
A novel trust modelling approach is proposed, based on a Trust Claim Inter-
pretation model that answers queries resulting from execution of a trust policy
validation algorithm. Novel elements are the creation of classes and properties
on the basis of legal and regulatory sources that extend existing vocabularies
(W3C, Dublin Core), and the use of these classes and properties to create asser-
tions that represent information harvested from on-line information sources. An
implementation based on SROIQ and OWL Description Logic is presented.

1.4 Paper Outline

The preceding section set the context and motivation, and provided an intro-
duction to the research contribution. Section 2 describes the various types of
trust statements addressed, and what existing work has been done in the area.
Section 3 describes a new approach to trust modelling, including a novel trust
modelling architecture. Section 4 discusses a prototype implementation, based
on the choice of SROIQ and OWL DL. In Sect. 5 strengths and weaknesses are
analysed, as well as areas for further research.

2 Trust, Trust Modelling and Prior Art

2.1 Trust and Trust Modelling

A key part of the development of the electronic society is the introduction of an
economy based on electronic transactions and trust. Transactions are conducted
between Service Providers and Service Consumers. Trust can be provided by a
range of possible mechanisms including, but not limited to, cryptographic pro-
tocols and legal or contractual liability. The meaning of ‘trust’ varies according
to the circumstances, and the perspective of the trustee (who is trusted) and
the trustor (who is trusting). Trust in cryptographic protocols, often relying on
Trusted Third Parties, supports many Internet or closed user group transactions.

Qualifying information or a service in an electronic form as ‘trusted’ is non-
trivial. Many different actors, mechanisms and artefacts collaborate to perform
electronic trust transactions. In [12] an informal domain model was introduced.
An introduction to eIDAS and FICAM trust models is provided in [13].
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2.2 Prior Art

With regard to trust, much research has been conducted to represent real world
information and use it as the basis for decisions. A trust calculus for PKI and
identity management is proposed by Huang and Nicol, [7]. Measuring and com-
puting trust using subjective logic has been studied by Josang [8]. Hartig defined
a trust-aware extension to SPARQL [5]. The Web Of Trust (WOT) project1

defined an basic RDF vocabulary to facilitate the use of Public Key Cryptog-
raphy. Shekarpour and Katebi reviewed trust calculation and models of trust
rating, and proposed algorithms for propagation and aggregation of trust [14]. A
formal notion of trust to enable reasoning about security properties is proposed
by Fuchs, Gürgens and Rudolph [3].

3 Trust Modelling: A New Approach

3.1 Outline

A model for reduction of interpretations of trust claims is proposed, combining
mathematical modelling with harvesting artefacts that include contextual infor-
mation, followed by reasoning according to a well specified logic. In Fig. 1 the real
world is represented by a globe from where two abstractions are derived. The first
abstraction is composed of the actors in the left box. The actors’ transactions
rely on one or more trust models. To validate a particular reliance, a trust pol-
icy validation algorithm attempts to satisfy assumptions by issuing trust claim
interpretation requests. The second abstraction is the trust claim interpretation
(TCI) model, responding to these requests with responses. For this purpose, the
TCI model contains a query engine as well as a knowledge base. The knowl-
edge base contains assertions imported from the real world, and its contents is
maintained consistent by a reasoning engine.

3.2 Actors and Their Use Cases

Various actors are involved in the model. A Business Service Producer offers elec-
tronic business services, which are consumed by Business Service Consumers.
Transactions and connectivity between producers and consumers can be pro-
tected by services of Trust Service Providers (TSP). The term TSP refers to a
broad category of Service Providers including Identity Providers, Certification
Authorities, Signature and Validation Service Providers, Time Stamping Author-
ity services, registered electronic delivery services and trusted electronic archiv-
ing services. Other information providers offer additional information. They may
be independent from the entities they provide information about in varying
degrees. A regulator can impose conditions on entities that provide services.

1 http://xmlns.com/wot/0.1/.

http://xmlns.com/wot/0.1/
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Fig. 1. Overview.

3.3 Trust Models, Trust Policy and Validation

A trust model combines safeguards such as cryptographic protocols, a policy,
operational procedures and legal or contractual liability. There might be different
trust models deployed at the level of the transactions, the connectivity and
the integrity of the operational environment. A trust model is formalised in a
trust policy, composed of a set of assumptions which contain a set of claims
that need to be satisfied. Reliance can be validated according to a trust policy.
The applicable set of assumptions is function of the actor’s use case and the
protected artefact. When verification of all claims yields positive evidence that
they are satisfied, the assumption is considered satisfied. When all assumptions
are satisfied, the trust policy is considered satisfied for that artefact. A generic
trust policy is proposed:

– Claimant assumptions, through which a claimant does claim an identity:
• Claimant functional assumptions that claim the identity for the claimant,

specifying the level of assurance required for the authentication thereof, and
all supporting evidence related to cryptographic meta data, algorithms and
transformation devices.

• Claimant cryptographic assumptions that address the actual cryptographic
validation.

– Claim assumptions, through which a claimant does claim a trust related func-
tionality which is different from identity:
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• Claim functional assumptions that address the functionality of the claim
(message authentication, electronic signature validation, multi-party sig-
natures validation, etc.), the commitment assumed by the claimant, the
level of assurance on timing evidences, and if applicable, the type of legal
effect sought by the claim,

• Claim cryptographic assumptions that address the actual cryptographic
validation.

The following trust policy validation algorithm is proposed:

1. Determine assumptions and claims in function of protected artefact.
2. Collect supporting validation data. This includes certificates and information

on supporting validation data.
3. Validate claimant and claim assumptions. In this step, all applicable assump-

tions and claims are validated, for which a request/response model is pro-
posed.

4. Return result. The algorithm ends by returning the result to the actor.

3.4 The Trust Claim Interpretation (TCI) Model

The TCI model contains a representation of the real world, derived from norma-
tive knowledge and factual assertions. The normative knowledge is derived from
authoritative sources such as legislation, regulation, standards and related infor-
mation. To promote interoperability, the terminology to describe the normative
knowledge should be based on existing terms and vocabularies, extended where
necessary. Factual assertions are derived from on-line information including pub-
lished meta data. The import functionality will map and if necessary transform
the input artefacts for inclusion in the knowledge base. The model contains a
mechanism to maintain data consistency, and a query engine to respond to trust
claim queries invoked from the use cases.

An instantiation of the approach should have a solid basis, particularly for its
semantic aspects. Reasoning should be deterministic, decidable and computable
in a reasonable time. There should be support for the different use cases and
their claims. It should be possible to integrate contextual information in varying
formats in a relatively easy way, to include publicly available information. The
instantiation of the approach in this article is limited to the TCI model. Instan-
tiating the trust policy validation algorithm and the corresponding trust policies
and their assumptions is identified as a further research area. The first require-
ment indicates the need for a mathematical basis, with a focus on logic. Boolean
logic, reputation scoring, subjective logic and description logic were compared,
and the latter [1] was selected as the basis for the prototype implementation.

4 A Prototype Implementation

The logical model was defined in the logic SROIQ and implemented in OWL
DL2. For a treatment of OWL DL refer to [6,11]. OWL DL was used because
2 http://www.w3.org/2012/pdf/REC-owl2-direct-semantics-20121211.pdf.

http://www.w3.org/2012/pdf/REC-owl2-direct-semantics-20121211.pdf
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it is the syntactic fragment of OWL that abides the syntactic restriction that
OWL axioms can be read as SROIQ axioms for which the structural restric-
tions are satisfied. This means that once SROIQ constructors and axioms are
identified, these are described in DL classes and properties. Protégé3 was used
as programming environment. A Knowledge Base is a combination of T-, R-
and A-boxes. The T- and R-boxes resulted from the modelling. The A-boxes
resulted from manual imports. The reasoning capability is provided by the Her-
mit reasoner [10], built into Protégé. The query engine consists of the DL and
SPARQL query interfaces of Protégé. The normative terminology is based on the
EU eIDAS and the US FICAM definitions, and the individuals are based on evi-
dence captured from on-line sources. To promote interoperability of the model,
existing ontologies were used where possible. The implementation approach is
now described.

4.1 Four Step Implementation Approach

Identification of Concepts and Classes. In the first step, SROIQ concepts
were identified from the eIDAS and FICAM literature and modelled as OWL
DL classes. The first concept that emerged was an anchorpoint that oversees
supervision and publishes metadata. Supervisors and trust anchors may have a
legal basis in a particular jurisdiction, or may be based on less stringent concepts
such as a membership agreement. The second set of relations that emerged from
this analysis were those between a service provider and consumer, making use of
trust services. Such a TSP is overseen by a supervisor. The supervisor can point
to the TSP’s meta-data from within his own meta-data. This allows services
consumers that invoke TSP services to validate against official meta-data. A
third set of relations emerged around registers and assurance assessors. Since
TSPs provide trust services against renumeration, they are typically officially
registered organisations that pay taxes. Assurance assessors review that TSPs
meet the requirements imposed on them, and report on this to the relevant
supervisory authority. The analysis resulted in eleven concepts, listed in Table 1.
The relations between them are not included in this table, but are modelled in
the OWL DL model. They implement the description above.

Reuse of Existing Vocabularies. In the second step, as the prototype model
aims to be interoperable with existing definitions, vocabularies were evaluated
for potential reuse or extension. The W3C list of ontologies4 was used as a start-
ing point. The DCMI’s dcterms vocabulary was found to be the most relevant
standard, complemented by the W3C’s Organization, and Registered Organiza-
tion vocabularies. The first column of Table 1 lists the SROIQ concept name.
The second column provides a description. The third column indicates the basis
for the semantic class. For further refining the class definition, three alterna-
tives are possible. Either an existing vocabulary offers a relevant class that can
3 http://protege.stanford.edu.
4 http://www.w3.org/wiki/Lists of ontologies/.

http://protege.stanford.edu
http://www.w3.org/wiki/Lists_of_ontologies/
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Table 1. SROIQ concepts and their semantic interpretation

SROIQ concepts

SROIQ conceptname Description Semantic implementation

Jurisdiction The extent or range of judi-

cial, law enforcement, or other

authority

Direct use of dcterms:

Jurisdiction

LegalBasis Legislation that provides author-

ity

New subclass of dcterms:

BibliographicResource

TrustMetaData-MR Published meta-data about trust

in machine readable format

New subclass of dcterms:

BibliographicResource

TrustMetaData-HR Published meta-data about trust

in human readable format

New subclass of dcterms:

BibliographicResource

TrustService Service offering certificates, iden-

tity, authentication, time stamp-

ing, registered electronic delivery

New subclass of SKOS

skos:concept

TrustAnchor Formal organisation, mandated

within some jurisdiction

New subclass of

org:FormalOrganization

TrustSupervisor Formal organisation, mandated

within some jurisdiction

New subclass of

org:FormalOrganization

TrustServiceProvider Registered organisation provid-

ing trust services

New subclass of

regorg:RegisteredOrganization

Register Organisation that registers and

makes available official informa-

tion about other organisations

New subclass of

org:FormalOrganization

TrustServiceAssuranceAssessor Organisation that assesses the

assurance level of a TSP service

New subclass of

org:FormalOrganization

ContextualEvidenceProvider Organisation that provides con-

textual evidence about an organ-

isation or service

New subclass of

org:Organization

directly be used, an existing vocabulary offers a class that can refined by sub-
classing it, or no relevant classes from existing vocabularies could be identified.
In the latter case, a new class needs to be defined. In the current prototype,
this latter alternative was not used. Whatever alternative is used, it yields the
T-boxes.

Roles and Properties. In the third step, SROIQ roles were defined and
implemented as OWL DL properties. For classes based on existing vocabularies,
existing object properties were reused as roles where possible, as well as existing
data properties to capture relevant attributes. Otherwise, new definitions were
created. This yields the R-boxes.

Individuals. In the fourth step, individuals were created for the different classes
of the model, yielding the A-boxes. In the current prototype this has been done
manually. However it has been shown [12] that this can be automated using e.g.
XSLT transformations.



Improving Interpretations of Trust Claims 171

4.2 Illustration of the Four Steps

The implementation of the Jurisdiction class illustrates the direct reuse of exist-
ing terminology. It is derived from the eIDAS and FICAM literature there is a
need for such a concept, since claims will only be valid within a certain jurisdic-
tion. The DCMI’s class dcterms:jurisdiction is used directly in the TCI model.
Then existing object properties such as dcterms:coverage are analysed. To cap-
ture the relation between a formal organisation and a jurisdiction, the new object
property hasJurisdiction is introduced, with domain ‘FormalOrganization’ and
range ‘Jurisdiction’. To conclude, two individuals were created, EU Jurisdiction
and US Jurisdiction.

The implementation of the TrustServiceProvider class illustrates the reuse
of existing terminology by subclassing. It is derived there is a need for such
a concept, since TSPs are used by both providers and consumers of business
services. Both the European and the US regulations define a TSP. The W3C’s
org vocabulary is identified to contain the class org:FormalOrganization, and the
regorg vocabulary contains the class regorg:RegisteredOrganization. TrustAnchor
is subclassed of the latter. Then isSupervisedOrCertifiedBy and providesTS are
created as additional roles. The data property regorg:legalName is reused. To
conclude, TSP individuals are created.

4.3 Generating Responses to Requests

Once the KB contains T-, R- and A-boxes, and has been classified, queries can
be answered. The present prototype implements elements of the validation of
claimant functional assumptions for TSPs, TrustSupervisors and TrustAnchors.
Generating responses to requests that result from invoking a trust validation pol-
icy is specified as illustration. In this case, claimant functional assumptions need
to be validated that address the involved TSP and the TrustAnchor. Assump-
tions on TSP existence can be verified by the DL query ‘TrustServiceProvider
and registration some and providesTS some’. This query yields the set of TSP
individuals with these properties. Assumptions on TSP meta data and quali-
fications can be verified by the DL query ‘TrustServiceProvider and isSuper-
visedOrCertifiedBy some and (publishesTMD-HR some or publishesTMD-MR
some)’. Assumptions on the legal basis of a trust supervisor can be verified by
’TrustSupervisor and hasLegalBasis some’. The response to this query allows
the distinction between a trust supervisor operating established on a legal basis
(e.g. a national trust supervisor of one of the European countries) and a trust
supervisor operating according to a less formal Membership agreement (e.g. the
Kantara Initiative).

5 Strengths, Weaknesses and Further Research

Analysing the proposed approach leads to the identificaton of the following
strenghts. As the logical model is based on legislation and standards rather
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than on technical vocabulary only, it allows an interpretation that spans these
two domains. As it builds on existing vocabularies from W3C and Dublin Core
it allows interoperability, since rather than reinventing the wheel it starts from
a terminology that has been created through large scale consensus. As it has a
formal logic basis, composed of SROIQ and OWL DL, it ensure that interpre-
tations conform to the logical definitions. It introduces transparency by allowing
invocation of the explanation of the DL classification and inferences. It allows
also the inclusion of contextual assertions from sources that are reasonably inde-
pendent from the actor providing the trust claim.

The current concepts do not address securing the provenance of the various
assertions in the knowledge base, as well as their timeliness. Also the formali-
sation of the degree of independence of providers of contextual assertions from
the actors providing the claims is not addressed. The prototype implementation
is limited to the TCI model and does not implement the trust policy validation
algorithm. The TCI request-response mechanism is currently only simulated by
the query interface and does not support an http-like request-response protocol.
It is further limited by the fact that individual assertions need to be entered
manually.

Areas for further research include instantiating the trust policy validation
algorithm, and its deployment in trust policies. Further areas include addressing
the weaknesses identified in the preceding section. Securing the provenance and
timeliness of the various assertions in the knowledge base, as well as the degree
of independence of providers of contextual assertions related to the actors should
be more formally addressed. Specialisations towards trust for IdPs and authen-
tication, and towards trust for other TSPs can also be envisaged.
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Abstract. In the areas of secrecy or sensitive data management, the
public cloud paradigm is not currently well accepted. The root of this
problem arises from an inherent structural concept of restricted respon-
sibilities and the lack of trust from the cloud users’ perspective.

This work introduces a conceptual approach to user-centric policy
management for cloud usage, combined with an underpinning holistic
trust approach. Trust has to be established as a separate infrastructural
concept determining the level of user adjustability. This approach out-
lines how provisioning cloud users’ policies is combined with agent-based
trust establishment. An ontology-driven regulation concept enables for-
mal policy definitions and trustworthy real-time reasoning about current
trust levels, policy states, and pending security risks.

Keywords: Trust · Cloud · Regulation · Policy ·Ontology · Logic-based
semantic

1 Introduction

Although the proliferation of cloud computing seems to gradually be gaining
social recognition, the public cloud sector still lacks well-defined user acceptance
in specific business areas with high secrecy and privacy requirements. In the
past, this issue was discussed in detail in different studies from BITKOM [2] and
BSI [4], which have proved that a lack of trust and fear of risk in public cloud
services is the main obstacle to common user acceptance.

Trust becomes the fundamental key approach to open the public cloud for
use cases with high demands for security and privacy. Once the importance of
trust is established, a new problem arises from its nature. The level to which we
can be confident that a prescribed security policy controls a given behaviour is
the point that defines the level of trust assurance in general. The level at which
one can be confident that a behaviour is confined within a prescribed security
policy defines the level of trust assurance [3, p. 28] but trust can only be justified
through future confidence.

One of the biggest challenges is developing well-suited cloud user control
instruments to ascertain the accuracy of ones trust. Following the strategy of
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trust enables coupled organisations to gradually stabilise their relationship prop-
erties. The new dimensions resulting from trust–confidence in measured proper-
ties rather than blind trust–will have an important impact on cloud computing.

In this paper, we propose one instrument to formalise trust.

2 The Principles of Expectation in a Cloud Context

Adapting social principles of expectation to the cloud requires a full under-
standing of the concepts Semantic, Receipt, Success to develop coordinating and
expected pattern of behaviours. The user may define their expectations in terms
of policies, role definitions, or regulations for security, privacy, and reliability,
but the fact remains that all intended goals are not predictable and this reduces
the likelihood that public cloud usage will be accepted in regulated markets.

It is essential to build semantically richer representations of regulations
(Semantic). An unmistakable interpretation is one of the main factors in achiev-
ing reliable technical transformations. The process of defining policies needs
formal linguistic instruments to express regulations; these regulations must be
independent of specific business domains but should stay readable for people in
regard to different legal-requirement categories [1,8,17].

The aspect of Receipt is strongly involved with trustworthy technical entities.
Trustworthy and evaluated cloud entities, acting on behalf of the cloud user, are
the foundations of the cloud user’s confidence and extend his policy management
scope. Such entities, which are introduced in Sect. 3.1, are technically realised
through knowledge-driven cloud agents, able to enforce a cloud user’s policies in
a reliable and trustworthy manner [11].

The aspect of Success can only be guaranteed through a strong link between
the cloud user’s policy definitions and the trustworthy policy-enforcing entities.
Only a measurable concept of trust successfully establishes the cloud user’s con-
fidence that his regulation requirements will be reliably enforced and remain
compliant in regard to his expectations.

3 The Trust Concept

Following the arguments from Sect. 2, the strong relationship between regula-
tion and trust can be emphasised. Unfortunately, current standardisation efforts
like TOSCA [12] to provide flexible and efficient capabilities for service orches-
tration, service deployment, and cloud-application policy management follow a
functionally driven approach; they do not currently provide bases of trust com-
mensurate with their objectives to improve life-cycle processes for cloud-service
provisioning and policy management.

Above all other security aspects, the central key concept is a trusted identity.
The assurance in identity established by secure authentication is a necessary
condition of regulation. Once users securely authenticate an entity based on its
claimed identity, a security context has to be established to regulate its states
and behaviour.
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3.1 Trustworthy Knowledge-Based Agent

The architectural design depicted in Fig. 1 outlines the main process of enforcing
different conceptualised policies in a public cloud architecture.

Fig. 1. Knowledge-based agent architecture

The knowledge-based agent (KB Agent) demonstrates that a scope of reg-
ulation can only be successfully extended if the transition follows a prepared
chain of points of trust. For that reason, each agent has to be technically linked
to a root-of-trust (see interface ITrust) using the Trust-Establishment-Protocol
introduced in Sect. 3.3.

The knowledge-based agent is connected to a knowledge base using the
interface IQuery, which is represented through a multiple ontology providing
formal described regulation instructions. Based on the interface IPenforce, the
knowledge-based agent is responsible for realising a concept of Transformation
formally defined in the regulation ontology.

The Transformation concept is a bridge between a knowledge-based mod-
elled policy concept and a concrete external cloud system. The subconcepts
of Transformation are responsible for adapting declarative defined rules into
system-specific, technically executable instructions.

Within the prior work [11], different technical approaches were evaluated and
some were implemented as part of a proof of concept. The component Policy-
Execution Abstraction depicted in Fig. 1 represents a Java-based realisation of
Transformation.
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3.2 Trust-Hierarchy Provisioning

Regulations have to find a base of trust as a precondition to effectively acting
on the cloud user’s intentions. The topic of trust becomes an ingrained part of
the concept of regulation, expressing their intrinsic value as a whole.

The model of a Knowledge-based-Agent (KB Agent) approach to controlling
policies, depicted in Fig. 1, represents only a small extract of the holistic trust-
architectural design concept depicted in Fig. 2, which was introduced in [9] and
provides the evaluated base for policy expressiveness and transformation as part
of a trust-establishment conceptualisation.

The dynamically established network consists of linked Trust Points, each
Trust Point representing a Policy Authority from a regulation point of view.
In comparison to social coupling, this kind of architecture claims regions of
the cloud user’s responsibilities and reflects his dynamically extended scope of
regulation. Each established Trust Point acts as a single authority responsible
for specific scopes of policy.

The provisioning of Trust Points establishes identifiable entities. The gate
to all factors of trust management is the trust in identity [3]. Therefore, the
assurance of a secure authentication of identity becomes essential. The process
of establishing trustworthy entities has to be combined with the establishment
of a cloud-user security context, the user’s base of trust on the cloud sys-
tem’s premises. The establishment of a cloud-user security context requires new
interfaces for mutual negotiations between user and provider. After a success-
ful negotiation, the cloud user’s scope of regulation is extended with the newly
established base of trust.

Assuming that each Policy Authority has established a secure session with
the central policy knowledge base, the assignment of policies to a specific Pol-
icy Authority is declaratively expressed through the method targetToZone and
is linked to a domain-specific area. The architectural model depicted in Fig. 2
can potentially satisfy different trust-design requirements. The range of specific
authorities can be separated, provides a base for modularisation, and enforces
principles of separation of duty.

3.3 Trust-Establishment Protocol

The network of trust needs specific policies to regulate the establishment of Trust
Points. Besides policies for deployment, actor cooperation, security, and privacy,
the current work introduces a specific trust policy to provide a base of linked
trusted entities for all further regulation purposes. Such expressivity allows the
definition of specific trust policy, negotiating different levels of binding between
the cloud user and his trustworthy entities.

The Trust-Establishment-Protocol (TEP) depicted in Fig. 2 is responsible
for trust-condition negotiation, starting from a hardware-based root of trust.
Once a root of trust is authenticated based on the trust policy, a security con-
text is established through a Trust Point capable of enforcing cloud-specific
policies in regard to this regulation layer. Before the next cloud layer can be
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Fig. 2. Trust points: network of policy authorities

regulated, a fundamental security context has to established and, based on the
Trust-Establishment-Protocol, the next trustworthy entity is linked to a chain
of trust. The TEP is a cryptographic protocol and uses the TCG Software Stack
(TSS) following the TCG version of the TSS specification [16]. The TEP is
currently part of the Knowledge-based Agent development.

4 The Ontology Concept

The decision to apply an ontology comes from the demand for a formal repre-
sentation of knowledge as a base for a precise semantic interpretation of the reg-
ulation, domain, and security aspects. Due to its reasoning capability, inferring
plays a role for concepts like States, Trust, or Risk, all examples of a represented
knowledge that can never be expressed explicitly but is derived from structural
or security properties of a target system.

Descending from F-Logic, the ontology language ObjectLogic is used [10].
ObjectLogic extends classical predicate calculus with an object-oriented pro-
gramming paradigm and follows the closed-world assumption for knowledge rep-
resentation that assures stable conditions and system states of an expected real
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Fig. 3. Multiple-ontology architecture

world. The distributed architecture depicted in Fig. 3 treats the aspect of regu-
lation, the target of regulation, and the aspect of security as separate conceptual
frameworks.

Besides the regulation formalisation, the target of regulation, the public
cloud, can be formally modelled using an axiomatic language introducing all
required cloud concepts as domain vocabulary. From the architectural point of
view, the ontology approach allows a system design in stages, starting from
some required base concepts that can be formally engineered into more complex
system concepts. Both ontologies are well-suited for the demonstration of the
base principle in order to establish a structurally and behaviourally regulated
concrete cloud system.

The security ontology extends the function-driven domain formalisation with
quality-driven concepts like Assets, Confidentiality, and Availability, providing
a foundation for the expression of these concepts in authenticated, integrity-
protected, or encrypted states, for example [6,7]. The current work extends the
security consideration through a security-model conceptualisation. Security mod-
els provide a formal representation of the access-control security policy [13]. The
use of a Mandatory Access Control (MAC) model mitigates deficiencies of stan-
dard UNIX-based access-control models; the cloud user is given the security
background needed to take over responsibility for security management.

The distributed ontology design is still under development; it will be extended
based on the evaluation results of the current Cloud-Kit proof-of-concept and
will be published in a specialised paper about the conceptualisation approach.

5 The Cloud-Kit Reference Project

The idea of a Cloud Kit is modularisation: the cloud user is faced with a
new role as designer of trustworthy cloud services as opposed to his generally
accepted service-consuming role, which is influenced by the Trusted Computing
Group (TCG) specification standards [15] describing architectural submissions
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and processes to establish trusted multi-tenant infrastructures. The main con-
cepts behind the design principles are the Trusted Context and the Trusted
System Domain.

The distinction between cloud user and cloud provider remains, but their
authorities are fully reviewed and redefined. The cloud user must now select the
right conditions for his own architectural design of a cloud foundation commen-
surate with his compliance requirements. One of the cloud provider’s responsi-
bilities is the preparation of well-founded infrastructural environments for the
cloud user’s independently designed cloud-service concept.

The Trusted Context represents a verified cloud provider’s identity and pro-
vides cryptographic key artefacts for further mutual negotiations between both
parties, thus separating all communication from other cloud users on the same
cloud platform. The usage of cryptographic keys for signing and encryption main-
tains the cloud user’s confidence in his connection to the target cloud-provider
platform and allows him to adjust the technical preconditions by computing
cryptographically signed cloud-platform properties in regard to his base require-
ments.

The Trusted System Domain is a runtime home base equipped with instru-
ments and controlling resources. Through the use of cryptographic artefacts, it
is able to establish a secure channel between the cloud user and the Trusted
System Domain.

The cloud architectural reference model was first introduced in [9] and enables
the evaluation of a dynamically established interconnected Trust-Point backbone
following the model in Sect. 3.2. Rooted in a trusted IT platform layer and reach-
ing the service layer, different Trust Points control ontology-provided policies and
trustworthily report the current trust and system state. The proof of concept
should resolve the following points:

– trust policy enforcement: The proof of concept verifies the roll-out of policy
agents based on TEP; they are responsible for policy enforcement and for
providing technical interfaces to transform diverse regulation goals.

– satisfiability of domain concept: It is important to verify the degree of
detail of each object’s specification to model an arbitrary cloud architecture.

– policy coverage: The policy conceptualisation has to provide a generalisation
able to express different governance objectives [5,14] in order to control specific
processing alignments.

– policy expressiveness: The concept of constraints largely determines the
process of context-oriented regulation refinement. It is important to prove
the expressiveness of the underlying constraint conceptualisation in regard to
different levels of constraining aspects.

– policy transformation capabilities: Transformations induce costs in terms
of duration, computing time, and synchronisation, so the question of transfor-
mation efficiency remains open.
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6 Outlook

The current work demonstrates a fully new approach to cloud system manage-
ment where trust is deliberately established as a foundation for the cloud user’s
regulation range, allowing the design of a user-defined cloud service environment.

The issue of the assured system state is currently under development. Once
the cloud user can effectively enforce different policies, he needs confidence that
the established system state will not change without his knowledge.

During the development of a powerful declarative regulation framework, con-
tractually defined one-way policy control requires extended declarative concepts
restricting the cloud provider from influencing running policies defined by the
cloud user. Here it is important to integrate the support of different security
models into the current regulation conceptualisation.

As part of the cloud-domain ontology, Connections are essential conceptual
elements that establish the system state and deploy a horizontally driven rela-
tionship model. Each instance of a Connection affects both functional and secu-
rity policy design.

The concept of Connections has to be extended to introduce the Trust-
Establishment-Protocol (TEP) depicted in Fig. 2 and deploy a vertical relation-
ship model. The protocol design is still under development but should become
an integrated part of the Connection conceptualisation.

Successfully finalising both the support of extended security models and the
regulated establishment of vertical trustworthy Connections provides the foun-
dation for a user-defined cloud policy.
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Abstract. Properties of trust are becoming widely studied in several
applications within the computational domain. On the contrary, nega-
tive trust attribution is less well-defined and related issues are yet to be
approached and resolved. We present a natural deduction calculus for
trust protocols and its negative forms, distrust and mistrust. The cal-
culus deals efficiently with forms of trust transitivity and negative trust
multiplication and we briefly illustrate some possible applications.

1 Introduction

In various areas of the computational sciences, characterizations of trust are
used to identify relevant, secure or preferred sources, channels and contents. For
trust interpreted as a first order relation between agents, propagation needs to
be considered [3,5,10,11]:

Example 1 (Trust Transitivity). If Alice trusts Bob and Bob trusts Carol; should
Alice trust Carol?

This is undesirable in many security contexts. Solutions to this problem include
decentralised trust [1], bounded-transitivity in authorization contexts [4], and a
constraint by guarantors in [6]. In [18], trust is defined as a second-order property
of first-order relations (e.g. of communication) between agents. This is applied
in [17] to formulate SecureND, a proof-theoretic access control model with an
explicit trust function over resources: agents do not trust other agents, but the
information they receive from them. Informally, the trust function is defined as
follows:

Definition 1 (Trust). If Alice reads φ from Bob and φ is consistent with her
profile, Alice trusts φ and can write it.

SecureND resolves unintended transitive trust by requiring explicit localisation
of trusted messages in the agents’ profiles, similar to what suggested in [6].

Recently, research has started considering the different meanings of negative
trust [9,13–15,20]. In the social sciences distrust is response to lack of informa-
tion [7,8] and mistrust is former trust destroyed or healed [19]; the contextual
account [13] present mistrust as misplaced trust, untrust as little trust and dis-
trust as no trust. This approach abstracts from the reasons behind the attribut-
ion of these evaluations, in favour of a purely quantitative approach. Most of the
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remaining contributions do not distinguish mistrust from distrust. Propagation
for negative (first-order) trust is formulated as follows [12]:

Example 2 (Untrust Multiplication). If Alice does not trust Bob and Bob does
not trust Carol; should Alice trust Carol?

In this paper, we introduce (un)SecureND, an extension of the calculus in [17]
with rule-based definitions for negative trust over resources. Here and in the
following we use the term untrust as neutral with respect to its derivatives
mistrust for misplacement of trust, and distrust for betrayal. Our contribution
distinguishes among these two terms, based on the intentional characterization
offered in [16]. This calculus also resolves the problem of untrust multiplication.
Consider the following modified example:

Example 3 (Intentional Untrust Multiplication). Alice does not trust φ from
Bob: she believes he sends her intentionally false information. Bob does not
trust ¬φ from Carol: he believes she sends him intentionally false information.
Should Alice trust ¬φ from Carol?

The question is now better specified and we believe can be answered in the
affirmative, given Carol’s intention to deceive Bob, and Bob’s intention to
deceive Alice. The related epistemic action of distrust has the following intuitive
semantics:

Definition 2 (Distrust). If Alice reads φ from Bob and φ is inconsistent with
Alice’s profile, Alice distrust φ and writes ¬φ.

A distinct case for trust misplacement can be formulated as follows:

Example 4 (Unintentional Untrust Multiplication). Alice reads φ from Bob, false
in view of her current information: she believes she has unintentionally held false
information ¬φ. Bob has received φ from Carol, who can confirm it to Alice.
Should Alice trust φ from Carol?

The intuitive semantic meaning of this form of negated trust is as follows:

Definition 3 (Mistrust). If Alice reads φ from Bob, φ is inconsistent with
Alice’s profile and Alice wants to maintain consistency, then she either mistrusts
¬φ; else she refuses φ.

To accept or reject such contradicting information might depend on the number
and role of other agents available for confirmation.

The rest of the paper is structured as follows. In Sect. 2 we introduce the
natural deduction calculus (un)SecureND: it defines protocols by which agents
trust, mistrust or distrust information based on an intentional interpretation of
the truth of data transmission; we also briefly cover its meta-theoretical proper-
ties. In Sect. 3 we illustrate the restriction to untrust multiplication allowed by
this calculus and informally present a possible application to software manage-
ment, extending the work in [2]. In Sect. 4 we survey further research directions.
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2 (un)SecureND

(un)SecureND is a natural deduction calculus defining trust, mistrust and dis-
trust protocols. It formalizes a derivability relation on formulas from sets of
assumptions (contexts) as accessibility on resources issued by agents.

Definition 4 (Syntax of (un)SecureND).

S∼ := {A ≤ B ≤ . . . }
BFS := aS | φS

1 → φS
2 | φS

1 ∧ φS
2 | φS

1 ∨ φS
2 | ⊥

mode := Read(BFS) | Write(BFS) | Trust(BFS)
RESS := BFS | mode | ¬RESS

ΓS := {φS
1 , . . . , φS

n};

S is a set of subjects, with a partial order relation ≤ over S×S: intuitively, S ≤ S′

means that subject S has higher security privileges than S′. The partial order
allows for branching in the hierarchy, so that e.g. A < B < C and A < B < D,
but C,D are not comparable. BFS is a set of boolean formulae inductively
defined by logical connectives and including ⊥ for the false. mode is a variable
for reading, writing and trusting formulae. Formulae and functions are closed
under negation. � φA indicates a validly derivable resource φ issued by agent
A. Context ΓA formalises a set of formulae describing the profile for agent A,
under which some other resource can be accessed. A context can be extended by
a formula issued by the same agent, denoted by ΓA, φA; or it can be extended
by resources from a different agent, denoted by ΓA;φB and ΓA;ΓB .

Definition 5. An (un)SecureND-formula ΓA � RESB says that under the pro-
file for user A, some resource from user B is validly accessed, given A ∼ B.

The calculus is based on two sets of rules. The access order to be applied to
these rules can be specified dependently on the application: for example, to
implement a downwards-only access protocol, the rules will hold only if A < B.
The operational rules to introduce and eliminate connectives on resources across
agents are given in Fig. 1. The rule Atom establishes derivability of formulae
included in well-formed contexts and preserved under extension. We use the
abbreviation wf for a profile that preserves consistency construable by induction
from the empty profile. ∧-I says that if φA

1 is derivable from profile ΓA and
φB
2 is derivable from profile ΓB , then their conjunction is derivable from the

joint profiles. By the elimination, each composing resource is derivable from
the combined profiles. ∨-I says that if a joint profile for users A,B can access
a formula φI

i , then it can access the disjunction with any other formula. By
the elimination, each resource ψI derivable from each component φI

i can also
be obtained by the extended profile. →-Introduction establishes the validity of
the Deduction Theorem; its elimination implements Modus Ponens. Negation is
defined (in the standard constructive way) by implication to the false.

In Fig. 2 we present the access rules allowing a user’s profile to act on
resources available from another user. ¬-distribution implements a form of
negation-completeness: if a profile cannot access a resource from another agent,
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ΓA � wf
Atom, for any b ∈ ΓB

ΓA; ΓB � b

ΓA � φA
1 ΓB � φB

2 ∧-I
ΓA; ΓB � φA

1 ∧ φB
2

ΓA; ΓB � φA
1 ∧ φB

2 ∧-E
ΓA; ΓB � φI

i

ΓA; ΓB � φI
i ∨-I

ΓA; ΓB � φA
1 ∨ φB

2

ΓA; ΓB � φA
1 ∨ φB

2 φI
i � ψI

∨-E
ΓA; ΓB � ψI

with I ∈ {A, B}, i ∈ {1, 2} in the above rules.

ΓA; φB
1 � φB

2 →-I
ΓA � φB

1 → φB
2

ΓA � φB
1 → φB

2 ΓA � φB
1 →-E

ΓA; φB
1 � φB

2

ΓA � RESA → ⊥
bot

ΓA � ¬RESA

Fig. 1. The system (un)SecureND: operational rules

then it can access its negation (although strong, this rule is essential to preserve
consistency). read says that from any well-formed profile A, formulae from a
profile B can be read (this will hold according to the required constraint on the
order relation among agents). trust says that if a resource can be read and it
preserves consistency when added to the reading profile, then it can be trusted.
write says that a readable and trustable resource can be written. By DTrust,
agent A distrusts a resource φB if it induces contradiction when read from ΓA. Its
elimination uses →-introduction to induce write from the receiver profile of any
resource that follows distrusting operations. This trivially allows Write(¬φB)
when ¬Trust(φB) holds. By MTrust, agent A mistrusts resource φA ∈ ΓA if it
contradicts some received ψB ; then Cn(φA) is removed to accommodate ψB in
ΓA. Its elimination depends on a checking operation. By MTrust-E1, if at least
one C agent higher in the order than the sender B verifies the information φA

originally held by the receiver A, ψB is rejected; if the receiving agent is the
only one higher in the order relation with respect to the sender, the mistrust
operation reduces to a distrust one; for C < B < A, the receiver A looks for all
agents with higher reputation and/or privileges than sender B in order to check
for the content of the message ψ. By MTrust-E2, if for every agent C higher than
the sender B verifies the received contradictory information ψB , the receiver A
removes φA from her profile and trusts the new information.

2.1 Metatheory

The following standard meta-theoretical properties hold for (un)SecureND under
trust, all proofs are formulated by structural inductions on the derivation of the
second assumption (omitted for brevity).
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ΓA � ¬mode(φB) ¬-distribution
ΓA � mode(¬φB)

ΓA � wf
read

ΓA � Read(φB)

ΓA � Read(φB) ΓA; φB � wf
trust

ΓA � Trust(φB)

ΓA � Read(φB) ΓA � Trust(φB)
write

ΓA � Write(φB)

ΓA � wf ΓA � Read(φB) → ⊥
DTrust-Intro

ΓA � ¬Trust(φB)

ΓA � ¬Trust(φB) ΓA � ¬Trust(φB) → ψA

DTrust-Elim
ΓA � Write(ψA)

ΓA � Read(ψB) → ⊥ Γ \ {φA} � wf, ∀φA � Read(ψB) → ⊥
MTrust-Intro

Γ \ {φA}; ψB � ¬Trust(φA)

Γ \ {φA}; ψB � ¬Trust(φA) ΔC � Read(ψB) → ⊥
MTrust-E1, for C < B

ΓA; ΔC � Trust(φA)

Γ \ {φA}; ψB � ¬Trust(φA) ΔC ; ψB � wf
MTrust-E2, ∀C < B

Γ \ {φ}A; ΔC � Trust(ψB)

Fig. 2. The system (un)SecureND: access rules

Theorem 1 (Weakening A ∼ B). If ΓA � Write(φA) and ΓA � Trust(ψB),
then ΓA;ψB � Write(φA).

Theorem 2 (Contraction A ∼ B). If ΓA, φA;φB � Write(ψA), then
ΓA, φA � Write(ψA).

Theorem 3 (Exchange A ∼ B). If ΓA, φA;ψB � ρA, then ΓA;ψB ;φA � ρA.

The general form of the cut rule is as follows:

ΓA � φB ΔB , φB � ψB

Cut
ΓA; ΔB � ψB

With A < B, it amounts to a cut downwards the order relation; with B < A
to one upwards: which one is allowed depends again on the application. If φB ≡
¬Trust(φB) and A < B, then the first premise is the result of a DTrust rule,
the second premise result from a MTrust rule, and the cut rule eliminates both;
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if φB ≡ ¬Trust(φA), the first premise is obtained by a MTrust rule, the second
from a DTrust rule. In all these cases the conclusion of Cut will be an instance
of a Weakening rule. If ψB ≡ ¬Trust(ψB), then all cases reduce to instances of
Weakening on conclusions of a MTrust rule. Then untrust relations safely extend
the following from [17]:

Theorem 4 (Cut-Elimination Theorem). Any (un)SecureND derivation
with an instance of a Cut-rule can be transformed into another derivation with
the same end sequent iff appropriate trust-access is granted on any upward dom-
ination relation among agents.

3 Examples and Applications

In [17] trust transitivity from Example 1 is resolved by explicitly guaranteeing
consistency on every access to resources within the current profile. If Alice trusts
φ from Bob, and Bob trusts ψ from Carol, Alice also trusts (and eventually
writes) information ψ from Carol iff extending her profile ΓA with information
φB and ψC is explicit and preserves consistency.

In (un)SecureND, untrust multiplication from Example 2 is restricted to dis-
trust, i.e. all agents involved are actively trying to deceive their trustor:

ΓB � wf ΓB � Read(¬φC) → ⊥
ΓB � ¬Trust(¬φC)

ΓB � Write(φB) ΔA � Read(φB) → ⊥
ΔA � ¬Trust(φB) ΔA; ¬φC � wf

ΔA � Trust(¬φC)

ΔA � Write(¬φC)

If Alice believes Bob is trying to deceive her with φ, and Bob believes Carol
is trying to deceive him with ¬φ, then Alice can trust ¬φ from Carol.

SecureND has been applied to the Minimally Trusted Install Problem in [2]:
determine the way to install a new package p in a system such that the minimal
amount of transitively trusted dependencies for p is satisfied. In (un)SecureND
we can resolve the negative counterpart of this problem. We offer here only an
informal explanation and leave a full formalization and the extension of the Coq
protocol from [2] to further research. Consider an installation profile ΓA, and a
software package ψ available from repository B for installation. DTrust-Intro can
be applied to return all packages that have unresolved conflicts in ΓA and as such
cannot be installed, including ψB . DTrust-Elim returns all packages that can be
installed under the current conflict with ψB . MTrust-Intro returns all packages
already installed in ΓA that need to be removed for ΓA to install ψB safely.
MTrust-E1 returns all external packages that can be installed in ΓA preserving
the current installation and hence the conflict with ψB . MTrust-E2 returns all
packages that can be safely installed in ΓA preserving the installation of ψB .
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4 Conclusions

(Un)trust relations reveal relevant problems for privacy and security. Attackers
can exploit negative trust to induce unconstrained positive information; inten-
tional transmission of true data can be conceived as a strategy to win the
trustor’s confidence for future attacks, with trustworthiness evaluation based
on records of high rate of false alarms (or low records of true alarms). Untrust
multiplication can generate unintended accesses and operations. An evaluation
based on intentionality criteria can offer a sensibly better solution in many cases
if combined with a quantitative and computationally feasible approach. We have
presented a calculus for access control protocols with negative trust, modelled
formally as functions on resources issued by agents. This language qualifies trust
transitivity under consistency constraints and limits untrust multiplication to
intentional cases of false data transmission. It also allows revision of false con-
tent held within an agent’s profile in the form of mistrust. Next stages of this
research will focus on defining structural weakenings of the calculus and the
development of applications.
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