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## Preface

Undeservedly little attention is paid in the vast literature on the theories of vibration and plasticity to the problem of steady-state vibrations in elastoplastic bodies. This problem, however, is of considerable interest and has many important applications.

The problem of low-cyclic fatigue of metals, which is now in a well developed state is one such application. The investigations within this area are actually directed to collecting experimental facts about repeated cyclic loadings, cf. [47]. Theoretical investigations within this area usually consider the hysteretic loops and the construction of models of plasticity theory which are applicable to the analysis of repeated loadings and the study of the simplest dynamic problems.

Another area of application of the theory of the vibration of elastoplastic bodies is the applied theory of amplitude-dependent internal damping. Another name for this theory is the theory of energy dissipation in vibrating bodies. In accordance with the point of view of Davidenkov "internal damping" in many metals, alloys and structural materials under considerable stress presents exactly the effect of microplastic deformations. Therefore, it may be described by the methods of plasticity theory. This point of view is no doubt fruitful for the theory of energy dissipation in vibrating bodies, as it allows one to write down the constitutive equations appropriate both for vibrational analysis of three-dimensional stress states and an investigation of nonharmonic deformation. These problems are known to be important for the theory of internal damping.

The theory of the vibration of elastoplastic bodies contains two principal questions. The first question is the choice of an appropriate version of the
plasticity theory, while the second one is a search for the mathematical tools for investigating dynamic problems.

The microplasticity theories developed in the papers by Ishlinsky, Besseling, Novozhilov, Kadashevich, Iwan et al. turn out to be the most suitable approaches to the dynamic problems. The most appropriate mathematical tools are the method of harmonic linearisation and the method of statistical linearisation which can be specially adapted to nonlinear tensorial equations. They allow harmonic, polyharmonic and random vibrations to be studied in the framework of the same model.

The two first Chapters are of introductory character. A brief overview of the basic concepts and methods of continuum mechanics is given there. Considerable attention is paid to the thermodynamic principles, the rheological models and the construction of microplasticity theories.

The second Chapter is devoted to the substantiation of the applicability and expediency of utilizing plasticity theory in the problem of "amplitudedependent" internal damping. An analysis of a one-dimensional variant of a simple microplasticity theory, namely the theory of elastoplastic materials with the Ishlinsky rheological model, is given, and the cases of loading, unloading and cyclic deformation are considered. It is shown that the well-known Davidenkov's formula which is widely used in the theory of "amplitude-dependent" internal friction can be derived from the general equations by means of plausible physical arguments.

A comparison of the behaviour of elastoplastic materials with some known effects of amplitude-dependent internal friction is also given. For an example problem, the present theory is compared with the theories by Pisarenko, Panovko and Sorokin.

The equations of elastoplastic materials in the case of a three-dimensional state of stress are studied in the third Chapter. The properties of the curves of loading and unloading, as well as the properties of the cyclic deformation diagrams, are investigated. The analysis of the cyclic deformation is performed by the method of harmonic linearisation. A complex shear modulus is introduced and it is shown that the complex shear modulus does not depend upon the deformation frequency, but does depend on the amplitude value of the shear stress intensity.

The fourth Chapter is concerned with single-frequency vibrations of elastoplastic bodies of arbitrary form. The Galerkin method in the form of a one-term-approximation with consequent use of the method of harmonic linearisation is applied to the analysis of resonance and near-resonance vibrations. The normal modes of free elastic vibration of a body under consideration are taken as the coordinate functions for the Galerkin method. Closed form expressions for the coefficients of the equation for the ampli-tude-frequency characteristic and for the decrement of free decaying vibrations due to the vibration mode are derived. These formulae are of a general character and applicable for analysis of vibrations in homogeneous and heterogeneous bodies having an arbitrary state of stress. The formulae
take an especially simple form provided that a homogeneous stress state is realised in the volume under deformation. This shows that the vibration decrement depends upon the type of stress state and the amplitude of the shear stress intensity. A special Section is concerned with the consideration of some specific states of stress. The vibration decrements due to the derived equations are compared with those obtained in experimental tests, and satisfactory agreement between the theory and test data, for the energy dissipation, is ascertained.

The fifth Chapter is devoted to the analysis of random deformations of elastoplastic materials. An analysis is performed by means of the method of statistical linearisation, and in this case the problem is also proved to reduce to the concept of complex shear modulus. The value of the modulus is shown to depend on the normalised spectral density of stresses, the root-mean-square of the shear stress intensity and frequency. A few calculations for the complex shear modulus in the cases of polyharmonic deformations and a simple type of broad-band random deformations are given. A special Section is devoted to the evaluation of the reaction of a material subject to random loading, provided that its reaction under harmonic deformation is known from tests.

Random vibrations of elastoplastic bodies are studied in the sixth Chapter. A solution of the boundary-value problem is obtained by Galerkin's method by utilizing a series expansion in terms of normal modes of free elastic body. Closed form expressions for the decrements of free decaying vibration due to the normal modes are given in the case of asymptotically small plastic strains. A cross-influence of the frequency components of vibration is observed. The equations for a random broad-band loading and a particular case of random loading with a line spectrum are derived.

A Section of the sixth Chapter is devoted to a theoretical analysis of biharmonic vibrations for those particular situations which are described in the experimental investigations of the energy dissipation performed in Kiev. A comparison of the theoretical prediction and the tests data is provided, and satisfactory agreement is established.

Vibration of an infinite plate subject to broad-band loading is studied at the end of the Chapter. This problem is remarkable in that regard that its result is essentially dependent on the character of the energy dissipation over the whole frequency range, and not on near-resonance domains as is the case for finite bodies. The spectral theory of homogeneous random fields is used to construct the solution. Further, the theory of asymptotic evaluations of integrals are applied for estimation of the spectral density of vibrations. A simple closed form solution is obtained in the case of linear dissipation of energy. While modelling the energy dissipation by the methods of plasticity theory the problem reduces to an implicit nonlinear integral equation, its solution being easily obtained by the method of successive approximations for any particular spectral density.

The approach applied to the analysis of plate vibrations is generalised to the vibrations in shallow shells. The solution of this elastoplastic problem turns out to be very complicated. For this reason, some simplifications of the problem are considered.

The last two Chapters are devoted to the problem of vibration propagation in dissipative media with ordinary and complex structure. The simplest statement of the problem is as follows. Given a semi-infinite rod subject to a harmonic or non-harmonic loading at its end, the vibration decay with distance from the vibrational source is sought.

A rod of ordinary structure with various rheological constitutive equations is considered in the seventh Chapter. An elastoplastic material is also studied among other materials. The vibration turns out to occupy either the whole rod or a finite domain near the loaded end, the result depending upon the constitutive equation of material. For example, vibration propagates down a rod for a finite distance in the case of a rigid-plastic material with a linear hardening. In the case of so-called amplitude-dependent "internal friction" vibration occupies the entire rod and possesses a saturation property. This property implies that there exists a limit of the attainable level of vibration which depends on the material properties, the distance from the vibration source and frequency, and does not depend on the loading intensity. Considerable difficulties arise when analysing vibrations of rods of finite length. A compact solution turns out to be obtained by means of a special modification of the method of statistical linearisation. This allows one to obtain the solution of the nonlinear problem by means of a single term approximation without the need to use the conventional many term expansion in terms of the normal modes.

Vibrations in media with complex structure are analysed in the eighth and final Chapter. A specific variant of a medium with complex structure is considered. The medium is postulated to consist of a certain carrier medium described by the classical equations of the dynamic theory of elasticity, and an infinite set of non-interacting oscillators with a continuous spectrum of eigenfrequencies attached to the carrier structure. Some physical arguments on the applicability of the model of this medium with complex structure for a phenomenological description of the behaviour of complex dynamical structures are given. The one-dimensional theory is analysed in detail. The solution of the problem of vibration propagation indicates that the character of the vibration decay depends weakly on the oscillators' damping and is mainly determined by the spectral properties of the set of oscillators. A spatial decay of vibration in this medium turns out to be finite even for oscillators with vanishingly damping. This fact, which may seem to be a paradox, is explained in such a way that the oscillators act as dynamic absorbers. An application of the theory for some practical problems is reported. It is mentioned that the theory provides a convenient way of describing and analysing complex modern dynamic structures. The theory of vibroconductivity is proposed as a description of high frequency vibration
in complex structures. The theory is based on an evident analogy between high frequency vibration and thermal motion. Its boundary-value problem is identical to that of thermal conductivity with a distributed heat sink, the latter modelling the vibration absorption by the secondary systems of the complex structures.
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## 1

## Foundations and equations of continuum mechanics

### 1.1 Kinematics of a continuous medium

Real solids have discrete structure. Descriptions of the mechanics of such solids usually ignore this important physical property and adopt the socalled continuous medium approach, i.e. the medium is considered to be a continuous aggregate of material points in motion. The properties of the medium are assumed not to change even if an infinitesimally small piece is considered. Continuous medium is a useful abstraction which allows one to apply differential and integral calculus while studying the motion of deformable bodies.

The motion of the continuous medium is considered in a certain fixed system of coordinates, e.g. a system of rectangular Cartesian coordinates $x_{1} x_{2} x_{3}$ depicted in Fig. 1.1. The position of a generic material point $M$ of the continuum at time $t$ is given by the position vector $\mathbf{r}$ which has the components $x_{1}, x_{2}$ and $x_{3}$

$$
\begin{equation*}
\mathbf{r}=\mathbf{i}_{k} x_{k} \tag{1.1}
\end{equation*}
$$

where $\mathbf{i}_{k}$ are referred to unit base vectors of the coordinate axes.
Use is made throughout of the traditional convention in tensor analysis of summation over the repeated subscript (in this particular case over $k$ ).

We suppose that each material point of the continuous medium corresponds the only position $\mathbf{r}$ at any instant $t$ of time and vise versa, i.e. each value of $\mathbf{r}$ at any instant $t$ of time corresponds the only material point. It


FIGURE 1.1. Initial $(v)$ and current ( $V$ ) positions of a material volume.
allows one to individualize the material points of the continuum by means of their position at some particular instant of time.

The individualization of the material points in terms of their position at some fixed instant $t=t_{0}$ of time (e.g. at the initial instant of time) introduces the so-called Lagrangian approach to continuum mechanics. Individualization of the material points in terms of their position at the actual instant of time $t$ introduces the Eulerian approach.

The position of a generic material point $M$ at the initial instant $t=t_{0}$ of time is given by the vector

$$
\begin{equation*}
\mathbf{R}=\mathbf{i}_{k} X_{k}, \tag{1.2}
\end{equation*}
$$

where $X_{k}$ are the components of the vector $\mathbf{R}$.
In the framework of the Lagrangian approach the material point is completely specified by the given value of $\mathbf{R}$. For this reason the posterior motion of the point should be given in the form of a single-valued function of the arguments $\mathbf{R}$ and $t$

$$
\begin{equation*}
\mathbf{r}=\mathbf{r}(\mathbf{R}, t) \tag{1.3}
\end{equation*}
$$

Provided that the dependence (1.3) is given for each point $\mathbf{R}$ of the initial volume $v$, this dependence is then said to determine the motion of the material volume. The latter is a volume which contains the same material points at any instant of time. Initial $(v)$ and actual $(V)$ positions of the material volume are shown in Fig. 1.1. The Lagrangian coordinate $\mathbf{R}$ of any material point remains constant during the motion of the point. By virtue of (1.3) one can easily find the velocity and the acceleration of the material points

$$
\begin{equation*}
\mathbf{v}=\dot{\mathbf{r}}=\frac{\partial \mathbf{r}}{\partial t}=\mathbf{v}(\mathbf{R}, t) \tag{1.4}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{w}=\ddot{\mathbf{r}}=\frac{\partial^{2} \mathbf{r}}{\partial t^{2}}=\mathbf{w}(\mathbf{R}, t) \tag{1.5}
\end{equation*}
$$

In the framework of the Eulerian approach the material points are specified by their position $\mathbf{r}$ at the current instant of time $t$. This means that a single-valued dependence

$$
\begin{equation*}
\mathbf{R}=\mathbf{R}(\mathbf{r}, t) \tag{1.6}
\end{equation*}
$$

is assumed to be known. The dependence (1.6) is the inverse of (1.3).
Substituting (1.6) into (1.4) one obtains the field of velocities in terms of the Eulerian coordinate $\mathbf{r}$ and time $t$

$$
\begin{equation*}
\mathbf{v}=\mathbf{v}(\mathbf{r}, t) \tag{1.7}
\end{equation*}
$$

Let us obtain an equation for the material derivative of some quantity, i.e. the rate of change of this quantity for a given material point using the Eulerian approach. Consider a tensor, vector or scalar field

$$
\begin{equation*}
\boldsymbol{\Lambda}=\boldsymbol{\Lambda}(\mathbf{r}, t) \tag{1.8}
\end{equation*}
$$

While deriving the equation for the material derivative of $\boldsymbol{\Lambda}$ one should take into account that $\boldsymbol{\Lambda}$ depends on time both explicitly and implicitly in terms of $\mathbf{r}$ due to (1.3) wherein the Lagrangian coordinate $\mathbf{R}$ remains constant. Using (1.4) we obtain

$$
\begin{equation*}
\frac{d \boldsymbol{\Lambda}}{d t}=\dot{\boldsymbol{\Lambda}}=\frac{\partial \boldsymbol{\Lambda}}{\partial t}+\mathbf{v} \cdot(\nabla \boldsymbol{\Lambda})=\frac{\partial \boldsymbol{\Lambda}}{\partial t}+(\boldsymbol{\Lambda} \nabla) \cdot \mathbf{v} \tag{1.9}
\end{equation*}
$$

where $\nabla$ is the Hamilton operator

$$
\begin{equation*}
\nabla=\mathbf{i}_{k} \frac{\partial}{\partial x_{k}} \tag{1.10}
\end{equation*}
$$

and the velocity $\mathbf{v}$ should be taken in the form of (1.7).
Here and throughout the rest of this book we use the so-called direct tensor calculus which is conventional in recent papers on mechanics of deformable bodies, cf. [99], [46], [162], [163], and [180]. The reader is assumed to be acquainted with the direct tensor calculus which can be found, for example, in the appendices of the treatises [99] and [100]. Particularly, the dot in eq. (1.9) denotes the scalar product. Vectors and tensors which are not linked by an operation sign form an indefinite product. For instance, such an indefinite product is seen in the parentheses in eq. (1.9) and is understood as an indefinite product of the Hamilton operator and the tensor $\boldsymbol{\Lambda}$. The result of this product is a tensor whose rank is the rank of tensor $\boldsymbol{\Lambda}$ plus unit.

The displacement of a generic material point is determined by the difference

$$
\begin{equation*}
\mathbf{u}=\mathbf{r}-\mathbf{R} \tag{1.11}
\end{equation*}
$$

By means of (1.2) and (1.3) the displacement $\mathbf{u}$ can be expressed either in terms of the Lagrangian variables $\mathbf{R}$ and $t$ or in terms of the Eulerian variables $\mathbf{r}$ and $t$. This leads to two different representations for the displacement

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}(\mathbf{R}, t), \quad \mathbf{u}=\mathbf{u}(\mathbf{r}, t) \tag{1.12}
\end{equation*}
$$

Finally, please notice that the introduced functions $\mathbf{u}, \mathbf{r}, \mathbf{v}$ and $\mathbf{w}$ are assumed to be continuous functions of time and spatial variables $\mathbf{R}$ and $\mathbf{r}$. They are also supposed to have continuous derivatives of the order which is necessary for further analysis.

### 1.2 Law of conservation of mass

Inertial properties of continuum are characterized by the mass density $\rho$ which is usually given in Eulerian variables, i.e.

$$
\begin{equation*}
\rho=\rho(\mathbf{r}, t) \tag{1.13}
\end{equation*}
$$

The mass of the material volume $V$ is given by

$$
\begin{equation*}
m=\int_{V} \rho d V \tag{1.14}
\end{equation*}
$$

The law of conservation of mass says that the mass contained in a certain material volume remains constant in time, i.e.

$$
\begin{equation*}
\dot{m}=0 . \tag{1.15}
\end{equation*}
$$

This equation is an integral form of the mass conservation law. One obtains another form, i.e. a differential form of the law, by substituting (1.14) into (1.15). While estimating the time derivative of the volume integral (1.14) one should bear in mind that change of the mass $m$ occurs both because of time which is explicitly present in $\rho$ (cf. eq. (1.13)) and because of the volume change caused by the motion of the surface $O$ of the material volume $V$. A surface point moves in space with the velocity of the corresponding material point $\mathbf{v}$, the volume change depending upon the normal component of the velocity only

$$
v_{n}=\mathbf{n} \cdot \mathbf{v}
$$

where $\mathbf{n}$ is the exterior unit normal to the surface $O$.

Taking into account the aforementioned property we can write the following

$$
\begin{equation*}
\dot{m}=\int_{V} \frac{\partial \rho}{\partial t} d V+\int_{O} \mathbf{n} \cdot \mathbf{v} \rho d O=0 \tag{1.16}
\end{equation*}
$$

Applying the Ostrogradsky-Gauss integral formula to the surface integral yields

$$
\begin{equation*}
\int_{V}\left[\frac{\partial \rho}{\partial t}+\nabla \cdot(\mathbf{v} \rho)\right] d V=0 \tag{1.17}
\end{equation*}
$$

Since the material volume $V$ is arbitrary, the function in the square brackets must vanish at any point of the body. i.e.

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot(\mathbf{v} \rho)=0 \tag{1.18}
\end{equation*}
$$

By means of the material derivative of $\rho$ we obtain another equation

$$
\begin{equation*}
\dot{\rho}+\rho(\nabla \cdot \mathbf{v})=0 \tag{1.19}
\end{equation*}
$$

Equations (1.18) and (1.19) are the differential forms of the mass conservation law.

Finally, let us remind the rule of differentiation of an integral over the material volume with respect to time. Let us consider an integral

$$
\begin{equation*}
\mathbf{M}=\int_{V} \boldsymbol{\Lambda} \rho d V \tag{1.20}
\end{equation*}
$$

where $\boldsymbol{\Lambda}$ is a tensor, a vector or a scalar.
We obtain by analogy with the above

$$
\frac{d}{d t} \int_{V} \boldsymbol{\Lambda} \rho d V=\int_{V}\left[\frac{\partial(\boldsymbol{\Lambda} \rho)}{\partial t}+\nabla \cdot(\rho \mathbf{v} \boldsymbol{\Lambda})\right] d V
$$

Simplifying the integrand of this equation by means of (1.18) and (1.9) yields

$$
\begin{equation*}
\frac{d}{d t} \int_{V} \boldsymbol{\Lambda} \rho d V=\int_{V} \frac{d \boldsymbol{\Lambda}}{d t} \rho d V \tag{1.21}
\end{equation*}
$$

### 1.3 Strain and rate of strain

The instantaneous motion of an infinitesimally small vicinity of a material point $\mathbf{r}$ is characterized by the tensor $\nabla \mathbf{v}$ where $\mathbf{v}$ is the velocity due to
(1.7). The first invariant of this tensor, i.e. $\nabla \cdot \mathbf{v}$, determines the rate of change of the mass density as follows from the mass conservation law (1.19). The deviator of this tensor is denoted as follows

$$
\begin{equation*}
\mathbf{D}=\nabla \mathbf{v}-\frac{1}{3} \nabla \cdot \mathbf{v E} \tag{1.22}
\end{equation*}
$$

where $\mathbf{E}$ is the unity tensor.
The symmetric part of the deviator

$$
\begin{equation*}
\mathbf{d}=\mathbf{D}^{s} \tag{1.23}
\end{equation*}
$$

determines the rate of distortion of a small vicinity of a material point whereas the skew symmetric part

$$
\begin{equation*}
\Omega=\mathbf{D}^{a} \tag{1.24}
\end{equation*}
$$

represents the velocity of the rigid-body rotation of the above vicinity. The spin tensor $\boldsymbol{\Omega}$ is expressed in terms of the vorticity vector $\boldsymbol{\omega}$

$$
\begin{equation*}
\boldsymbol{\omega}=\frac{1}{2} \nabla \times \mathbf{v} \tag{1.25}
\end{equation*}
$$

as follows

$$
\begin{equation*}
\boldsymbol{\Omega}=-\mathbf{E} \times \boldsymbol{\omega}=-\boldsymbol{\omega} \times \mathbf{E} \tag{1.26}
\end{equation*}
$$

In continuum mechanics, finite deformation is characterized by various strain measures and strain tensors. As we prefer the Eulerian approach we will use the following strain measure

$$
\begin{equation*}
\mathbf{g}=(\nabla \mathbf{R}) \cdot(\mathbf{R} \nabla) \tag{1.27}
\end{equation*}
$$

which is referred to as the Almansi strain measure.
Let us find the relation between the material time derivative of $g$ and the motion characteristics. To this end we take an expression for the velocity $\mathbf{v}$ as the material time derivative of $\mathbf{u}(\mathbf{r}, t)$, i.e.

$$
\begin{equation*}
\mathbf{v}=\dot{\mathbf{u}}=\frac{\partial \mathbf{u}}{\partial t}+\mathbf{v} \cdot(\nabla \mathbf{u}) \tag{1.28}
\end{equation*}
$$

and obtain the product $\nabla \mathbf{v}$ such that

$$
\begin{equation*}
\nabla \mathbf{v}=\frac{\partial \nabla \mathbf{u}}{\partial t}+(\nabla \mathbf{v}) \cdot(\nabla \mathbf{u})+\mathbf{v} \cdot(\nabla \nabla \mathbf{u}) \tag{1.29}
\end{equation*}
$$

This leads to the following relation

$$
(\nabla \mathbf{v}) \cdot(\mathbf{E}-\nabla \mathbf{u})=(\nabla \mathbf{u})^{\bullet},
$$

which due to the definition of displacement (1.11) may be written in the following form

$$
\begin{equation*}
(\nabla \mathbf{R})^{\bullet}=-(\nabla \mathbf{v}) \cdot(\nabla \mathbf{R}) \tag{1.30}
\end{equation*}
$$

Transposition of the tensors in both sides of this equations yields the following auxiliary equation

$$
\begin{equation*}
(\mathbf{R} \nabla)^{\bullet}=-(\mathbf{R} \nabla) \cdot(\mathbf{v} \nabla) \tag{1.31}
\end{equation*}
$$

By means of (1.30) and (1.31) we easily obtain the material derivative

$$
\begin{equation*}
\dot{\mathbf{g}}=-(\nabla \mathbf{v}) \cdot \mathbf{g}-\mathbf{g} \cdot(\mathbf{v} \nabla) \tag{1.32}
\end{equation*}
$$

Materials are known to behave essentially differently at the volume change than at the shape change. For this reason it is reasonable to extract the dilatation from the tensor $\mathbf{g}$. The dilatation is determined by the mass density and is bound up with the third invariant of $g$ as follows, cf. [99], [100], [46] and [37]

$$
\begin{equation*}
\rho=\rho_{0} \sqrt{I_{3}(\mathbf{g})} \tag{1.33}
\end{equation*}
$$

where $\rho_{0}$ is the initial mass density and $I_{3}(\mathbf{g})$ is the third invariant of tensor g.

Equation (1.33) can be proven by substituting it into (1.19). By means of the following relation

$$
\begin{equation*}
\frac{\partial I_{3}}{\partial \mathbf{g}}=I_{3}(\mathbf{g}) \mathbf{g}^{-1} \tag{1.34}
\end{equation*}
$$

cf. [99] and [100], and by virtue of (1.32) we obtain consequently

$$
\begin{equation*}
\dot{\rho}=\rho_{0} \frac{\partial \sqrt{I_{3}}}{\partial \mathbf{g}}: \dot{\mathbf{g}}=-\frac{\rho}{2} \mathbf{g}^{-1}:[(\nabla \mathbf{v}) \cdot \mathbf{g}+\mathbf{g} \cdot(\mathbf{v} \nabla)]=-\rho \nabla \cdot \mathbf{v} \tag{1.35}
\end{equation*}
$$

which shows that (1.19) is satisfied. In (1.35) : denotes the double scalar product.

The third invariant of $\mathbf{g}$ has been shown to be responsible for the mass density.

In order to describe a shape change at deformation we introduce the following tensor

$$
\begin{equation*}
\boldsymbol{\Lambda}=\left(\frac{\rho}{\rho_{0}}\right)^{-2 / 3} \mathbf{g} \tag{1.36}
\end{equation*}
$$

It is easy to prove that its third invariant is equal to unity. Indeed, we have

$$
\begin{equation*}
I_{3}(\boldsymbol{\Lambda})=\left(\frac{\rho}{\rho_{0}}\right)^{-2} I_{3}(\mathbf{g})=1 \tag{1.37}
\end{equation*}
$$

the latter equality being a direct consequence of (1.33).

Therefore, tensor $\boldsymbol{\Lambda}$ characterises deformation without change of the mass density, i.e. distortion of the shape of small elements of the medium. For this reason, this tensor is referred to as the strain of shape change.

Let us link now the strain of shape change $\boldsymbol{\Lambda}$ to the motion characteristics. To this aim, consider the material derivative

$$
\dot{\Lambda}=\left(\frac{\rho}{\rho_{0}}\right)^{-2 / 3} \dot{\mathbf{g}}-\frac{2}{3 \rho_{0}}\left(\frac{\rho}{\rho_{0}}\right)^{-2 / 3-1} \dot{\rho} \mathbf{g} .
$$

Substituting the expressions for the derivatives of $\mathbf{g}$ and $\rho$ given by (1.32) and (1.19) yields

$$
\begin{equation*}
\dot{\boldsymbol{\Lambda}}=-\mathbf{D} \cdot \boldsymbol{\Lambda}-\boldsymbol{\Lambda} \cdot \mathbf{D}^{T} \tag{1.38}
\end{equation*}
$$

or

$$
\begin{equation*}
\dot{\Lambda}=-d \cdot \Lambda-\Lambda \cdot d-\Omega \cdot \Lambda+\Lambda \cdot \Omega \tag{1.39}
\end{equation*}
$$

transpose being denoted by $T$.
Presence of the tensor $\mathbf{D}$, eq. (1.22), in eq. (1.38) emphasizes the mechanical meaning and validity of the name of the tensor $\boldsymbol{\Lambda}$ because $\mathbf{D}$ characterises the motion of a small neighbourhood of the point without volume change.

Remark: Consider now equation (1.38), not as a consequence of the definition (1.36) but as an equation for the symmetric tensor $\boldsymbol{\Lambda}$, and complete it with the initial condition

$$
\begin{equation*}
t=t_{0}, \quad \boldsymbol{\Lambda}=\mathbf{E} \tag{1.40}
\end{equation*}
$$

Let us prove that the third invariant of the tensor $\boldsymbol{\Lambda}$ is always equal to unity. We make use of (1.34) which is valid for any symmetric tensor and express the material derivative of $I_{3}(\boldsymbol{\Lambda})$ using (1.38). The following chain of equalities

$$
\begin{aligned}
\frac{d I_{3}}{d t} & =\frac{\partial I_{3}(\boldsymbol{\Lambda})}{\partial \boldsymbol{\Lambda}}: \dot{\boldsymbol{\Lambda}}=-I_{3}(\boldsymbol{\Lambda})\left[\boldsymbol{\Lambda}^{-1}:(\mathbf{D} \cdot \boldsymbol{\Lambda})+\boldsymbol{\Lambda}^{-1}:\left(\boldsymbol{\Lambda} \cdot \mathbf{D}^{T}\right)\right]= \\
& =-I_{3}(\boldsymbol{\Lambda})\left[\boldsymbol{\Lambda} \cdot \boldsymbol{\Lambda}^{-1}: \mathbf{D}+\left(\boldsymbol{\Lambda}^{-1} \cdot \boldsymbol{\Lambda}\right): \mathbf{D}^{T}\right]
\end{aligned}
$$

holds in a fixed coordinate system.
The following equalities

$$
\boldsymbol{\Lambda} \cdot \boldsymbol{\Lambda}^{-1}=\boldsymbol{\Lambda}^{-1} \cdot \boldsymbol{\Lambda}=\mathbf{E}, \mathbf{E}: \mathbf{D}=\mathbf{E}: \mathbf{D}^{T}=0
$$

are valid due to the definitions of inverse tensor and deviator. Using them we obtain

$$
\frac{d I_{3}}{d t}=0
$$

Hence, the invariant $I_{3}(\boldsymbol{\Lambda})$ remains constant during the motion of the medium and is equal to unity in any material point due to the initial condition (1.40).

### 1.4 Rotation tensor

In addition to the orthogonal trihedron of unit base vectors $\mathbf{i}_{k}$ of a fixed coordinate system $x_{1}, x_{2}$ and $x_{3}$, we also introduce an orthogonal trihedron of unit vectors $\mathbf{e}_{k}$. The trihedron $\mathbf{e}_{k}$ is assumed to rotate with the rotational velocity $\boldsymbol{\omega}$ of the medium at this point, so according to the theory of rigid body kinematics

$$
\dot{\mathbf{e}}_{k}=\boldsymbol{\omega} \times \mathbf{e}_{k}
$$

or, using (1.26),

$$
\begin{equation*}
\dot{\mathbf{e}}_{k}=-\boldsymbol{\Omega} \cdot \mathbf{e}_{k} \tag{1.41}
\end{equation*}
$$

Here we assume that at the initial instant of time the following initial conditions

$$
\begin{equation*}
t=t_{0}, \quad \mathbf{e}_{k}=\mathbf{i}_{k} \tag{1.42}
\end{equation*}
$$

are prescribed. The tensor of finite rotation of an infinitesimally small vicinity of a material point is defined as follows

$$
\begin{equation*}
\mathbf{B}=\mathbf{e}_{k} \mathbf{i}_{k} \tag{1.43}
\end{equation*}
$$

Note some evident properties of the definition (1.43)

$$
\begin{equation*}
\mathbf{B}^{T} \cdot \mathbf{B}=\mathbf{E}, \quad \mathbf{B} \cdot \mathbf{B}^{T}=\mathbf{E} \tag{1.44}
\end{equation*}
$$

which expresses the characteristic properties of any rotation tensor. A consequence of the definitions (1.43), (1.41) and (1.42) is that

$$
\begin{equation*}
\dot{\mathbf{B}}=-\boldsymbol{\Omega} \cdot \mathbf{B} \tag{1.45}
\end{equation*}
$$

and the initial condition is such that when

$$
\begin{equation*}
t=t_{0}, \quad \mathbf{B}=\mathbf{E} \tag{1.46}
\end{equation*}
$$

Let us prove an inverse statement: tensor $\mathbf{B}$ determined by differential equation (1.45) and initial condition (1.46) is a rotation tensor, i.e. it satisfies conditions (1.44).

To this end we take the derivative of the product $\mathbf{B}^{T} \cdot \mathbf{B}$ due to (1.45). From this we obtain the following chain of equalities

$$
\begin{aligned}
\frac{d}{d t}\left(\mathbf{B}^{T} \cdot \mathbf{B}\right) & =(\dot{\mathbf{B}})^{T} \cdot \mathbf{B}+(\mathbf{B})^{T} \cdot \dot{\mathbf{B}}=-(\boldsymbol{\Omega} \cdot \mathbf{B})^{T} \cdot \mathbf{B}-\mathbf{B}^{T} \cdot \boldsymbol{\Omega} \cdot \mathbf{B}= \\
& =\mathbf{B}^{T} \cdot \boldsymbol{\Omega} \cdot \mathbf{B}-\mathbf{B}^{T} \cdot \boldsymbol{\Omega} \cdot \mathbf{B}=\mathbf{0}
\end{aligned}
$$

Hence, at any instant of time the product $\mathbf{B}^{T} \cdot \mathbf{B}$ remains a constant tensor and according to the initial conditions is equal to $\mathbf{E}$. Therefore, the first condition (1.44) is satisfied.

Consider now the product

$$
\mathbf{A}=\mathbf{B} \cdot \mathbf{B}^{T}
$$

Due to (1.45) the time derivative of this equation is given by

$$
\begin{equation*}
\dot{\mathbf{A}}=-\boldsymbol{\Omega} \cdot \mathbf{A}+\mathbf{A} \cdot \Omega, \tag{1.47}
\end{equation*}
$$

which is an ordinary differential equation provided that the Lagrangian approach is used. Due to (1.46) the initial condition is given by

$$
\begin{equation*}
t=t_{0}, \quad \mathbf{A}=\mathbf{E} \tag{1.48}
\end{equation*}
$$

For a given function $\boldsymbol{\Omega}=\boldsymbol{\Omega}(t)$ a solution of the Cauchy problem, eqs. (1.47) and (1.48), may be obtained by the method of successive approximations [6], i.e.

$$
\begin{gathered}
\dot{\mathbf{A}}_{n+1}=-\boldsymbol{\Omega} \cdot \mathbf{A}_{n}+\mathbf{A}_{n} \cdot \boldsymbol{\Omega}, \quad \mathbf{A}_{0}=\mathbf{E}, \\
t=t_{0}, \quad \mathbf{A}_{n+1}=\mathbf{E} .
\end{gathered}
$$

The iteration process converges at the first step and yields

$$
\mathbf{A}_{n}=\mathbf{E}
$$

Hence, for $n \rightarrow \infty$ we have

$$
\mathbf{A}=\mathbf{E}
$$

and therefore the second equality (1.45) is also satisfied.
We proceed now to the evaluation of the material derivative in a rotating coordinate system. Consider a tensor of the second rank $\mathbf{M}$ given in a rotating base $\mathbf{e}_{k}$ such that

$$
\begin{equation*}
\mathbf{M}=\mathbf{e}_{k} \mathbf{e}_{l} M_{k l} \tag{1.49}
\end{equation*}
$$

The material derivative of this, in a rotating coordinate system, is given by

$$
\begin{equation*}
\mathbf{M}^{\nabla}=\mathbf{e}_{k} \mathbf{e}_{l} \dot{M}_{k l} \tag{1.50}
\end{equation*}
$$

The superscript $\nabla$ is usually used for the Jaumann derivative. Let us prove that definition (1.50) does correspond to the Jaumann derivative. To this end, we shall evaluate the material derivative of $\mathbf{M}$ (1.49) by means of equation (1.41). The result is

$$
\dot{\mathbf{M}}=\mathbf{M}^{\nabla}-\Omega \cdot \mathbf{M}+\mathbf{M} \cdot \Omega
$$

which allows us to get an invariant expression

$$
\begin{equation*}
\mathbf{M}^{\nabla}=\dot{\mathbf{M}}+\boldsymbol{\Omega} \cdot \mathbf{M}-\mathbf{M} \cdot \boldsymbol{\Omega} \tag{1.51}
\end{equation*}
$$

The tensor on the right hand side is the Jaumann derivative of $\mathbf{M}$, cf. [152] and [153], that completes the proof. Hence the derivative in a rotating coordinate system coincides with the Jaumann derivative and justifies the above denotation.

Below we will use the Jaumann derivative of tensor $\boldsymbol{\Lambda}$. Its explicit expression is found by means of (1.39) to be

$$
\begin{equation*}
\boldsymbol{\Lambda}^{\nabla}=-\mathbf{d} \cdot \boldsymbol{\Lambda}-\boldsymbol{\Lambda} \cdot \mathbf{d} \tag{1.52}
\end{equation*}
$$

with tensor $\mathbf{d}$ being given by formula (1.23). Note that the latter equation does not contain tensor $\boldsymbol{\Omega}$ which determines the angular velocity of rotation of the vicinity of the material point. This fact demonstrates the convenience of the rotational base.

### 1.5 Equations of dynamics for a continuous medium

We will describe the state of stress in a continuum by the Cauchy true stress tensor $\boldsymbol{\tau}$. The traction vector on an arbitrary surface with exterior unit normal $\mathbf{n}$ is given by the Cauchy formula, cf. [99], [192] and [100]

$$
\begin{equation*}
\boldsymbol{\tau}_{n}=\mathbf{n} \cdot \boldsymbol{\tau} \tag{1.53}
\end{equation*}
$$

Further, the external load acting on the material points is given by a body force vector $\mathbf{K}$.

The equations governing the dynamics of an arbitrary material volume $V$ have the following form, cf. [99], [192] and [100]

$$
\begin{equation*}
\frac{d}{d t} \int_{V} \mathbf{v} \rho d V=\int_{V} \mathbf{K} \rho d V+\int_{O} \mathbf{n} \cdot \boldsymbol{\tau} d O \tag{1.54}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d}{d t} \int_{V} \mathbf{r} \times \mathbf{v} \rho d V=\int_{V} \mathbf{r} \times \mathbf{K} \rho d V-\int_{O} \mathbf{n} \cdot \boldsymbol{\tau} \times \mathbf{r} d O \tag{1.55}
\end{equation*}
$$

where $O$ is the boundary surface of volume $V$. The first equation is concerned with the law of change of linear momentum, while the second is concerned with the law of change of moment of momentum. Equations (1.54) and (1.55) represent an integral form of the equations of dynamics. Another form, i.e. a differential form, is obtained by applying the OstrogradskyGauss theorem. The result is well known

$$
\begin{gather*}
\nabla \cdot \boldsymbol{\tau}+\boldsymbol{\rho}(\mathbf{K}-\dot{\mathbf{v}})=0  \tag{1.56}\\
\boldsymbol{\tau}^{T}=\boldsymbol{\tau} \tag{1.57}
\end{gather*}
$$

The latter equation expresses the symmetry nature of the stress tensor.
In what follows we will decompose the stress tensor into a spherical part and a deviator, such that

$$
\begin{equation*}
\boldsymbol{\tau}=\sigma \mathbf{E}+\mathbf{s} \tag{1.58}
\end{equation*}
$$

Here $\sigma$ is the mean normal stress

$$
\begin{equation*}
\sigma=\frac{1}{3} \mathbf{E}: \tau \tag{1.59}
\end{equation*}
$$

and $\mathbf{s}$ is a stress deviator. The characteristic property of a deviator is that its first invariant vanishes, i.e.

$$
\begin{equation*}
\mathbf{E}: \mathrm{s}=\mathbf{0} \tag{1.60}
\end{equation*}
$$

### 1.6 The laws of thermodynamics

The content of the previous sections is standard. The same scheme is used in the majority of the works on mechanics of continuous media, elasticity theory, plasticity theory, theory of fluids and gases. Proceeding now to a brief introduction of the principles and ideas of thermodynamics, it should be pointed out that there exists no conformity of opinions and the authors tried to give their own interpretations of the thermodynamic principles. In this book we will follow the book by Truesdell [180], where, to the author's knowledge, the most modern and compact explanation of the thermodynamic principles is given. A similar, however not identical, interpretation can be found in the book by Sedov [162].

Our consideration is restricted to thermomechanical phenomena only. Then the first law of thermodynamics or the law of energy conservation for an arbitrary material volume may be written in the following form

$$
\begin{equation*}
\dot{T}+\dot{u}=p+q \tag{1.61}
\end{equation*}
$$

Here $T$ is the kinetic energy of the material volume

$$
\begin{equation*}
T=\frac{1}{2} \int_{V} \mathbf{v} \cdot \mathbf{v} \rho d V \tag{1.62}
\end{equation*}
$$

and $u$ its internal energy. The latter is assumed to be an additive function of mass of the material volume

$$
\begin{equation*}
u=\int_{V} U \rho d V \tag{1.63}
\end{equation*}
$$

with $U$ being referred to as the specific internal energy (per unit mass). The quantities on the right hand side of (1.61) have the following meaning: $p$ is the power of the prescribed body forces and surface tractions of the material volume

$$
\begin{equation*}
p=\int_{V} \mathbf{K} \cdot \mathbf{v} \rho d V+\int_{O} \boldsymbol{\tau}_{n} \cdot \mathbf{v} d O \tag{1.64}
\end{equation*}
$$

and $q$ is the rate of heat supply

$$
\begin{equation*}
q=\int_{V} b d V-\int_{O} \mathbf{n} \cdot \mathbf{h} d O \tag{1.65}
\end{equation*}
$$

Here $b$ denotes the heat received from external sources and is called the heating supply. The surface integral describes the heat supplied to the volume through its surface, $h$ being the heat flux.

The law of energy conservation (1.61) is written in an integral form. One can obtain a differential form provided that the fields are differentiable. First, by means of the rule of differentiation of integrals over the material volume we obtain

$$
\begin{equation*}
\dot{T}=\int_{V} \dot{\mathbf{v}} \cdot \mathbf{v} \rho d V, \quad \dot{u}=\int_{V} \dot{U} \rho d V \tag{1.66}
\end{equation*}
$$

Then, with help of the Cauchy formula and the Ostrogradsky-Gauss integral theorem we find

$$
\begin{align*}
\int_{O} \mathbf{n} \cdot \mathbf{h} d O & =\int_{V} \nabla \cdot \mathbf{h} d V \\
\int_{O} \boldsymbol{\tau}_{n} \cdot \mathbf{v} d O & =\int_{V} \nabla \cdot(\boldsymbol{\tau} \cdot \mathbf{v}) d V \tag{1.67}
\end{align*}
$$

The latter integral can be written as follows

$$
\begin{equation*}
\int_{V} \nabla \cdot(\boldsymbol{\tau} \cdot \mathbf{v}) d V=\int_{V}[(\nabla \cdot \boldsymbol{\tau}) \cdot \mathbf{v}+\boldsymbol{\tau}:(\mathbf{v} \nabla)] d V \tag{1.68}
\end{equation*}
$$

Substituting (1.66), (1.67) and (1.68) into (1.61) and simplifying the result by means of eqs. (1.56) and (1.57), yields

$$
\begin{equation*}
\int_{V}[\rho \dot{U}-\boldsymbol{\tau}:(\nabla \mathbf{v})-b+\nabla \cdot \mathbf{h}] d V=0 \tag{1.69}
\end{equation*}
$$

Since the latter equation is valid for an arbitrary material volume, the integrand must vanish, yielding the differential form of the first law of thermodynamics

$$
\begin{equation*}
\rho \dot{U}=\boldsymbol{\tau}:(\nabla \mathbf{v})+b-\nabla \cdot \mathbf{h} . \tag{1.70}
\end{equation*}
$$

The second law of thermodynamics is written in the form of the ClausiusDuhem inequality which says that the rate of change of the internal entropy of the volume is not less than the rate of the entropy supplied to the volume by external heat sources.

Mathematically, the second law is given by

$$
\begin{equation*}
\dot{s} \geq \int_{V} \frac{b}{\theta} d V-\int_{O} \frac{\mathbf{n} \cdot \mathbf{h}}{\theta} d O \tag{1.71}
\end{equation*}
$$

with $s$ being the internal entropy of the material volume and $\theta$ being the field of absolute temperature of the continuum $(\theta>0)$. The first term on the right hand side of inequality (1.71) is the entropy supplied to the volume directly while the second term describes the entropy supplied to the volume through its surface.

Internal entropy is supposed to be an additive function of the mass of the material volume

$$
\begin{equation*}
s=\int_{V} S \rho d V \tag{1.72}
\end{equation*}
$$

where $S$ is referred to as the specific internal entropy (per mass unit). By means of the differentiation rule (1.21)

$$
\dot{s}=\int_{V} \dot{S} \rho d V
$$

the Ostrogradsky-Gauss integral theorem

$$
\int_{O} \mathbf{n} \cdot \frac{\mathbf{h}}{\theta} d O=\int_{V} \nabla \cdot\left(\frac{\mathbf{h}}{\theta}\right) d V=\int_{V}\left[\frac{\nabla \cdot \mathbf{h}}{\theta}-\frac{\mathbf{h} \cdot \nabla \theta}{\theta^{2}}\right] d V
$$

and due to the fact that the material volume is arbitrary we easily obtain a differential form of the second law

$$
\begin{equation*}
\rho \dot{S} \geq \frac{1}{\theta}(b-\nabla \cdot \mathbf{h})+\frac{1}{\theta^{2}} \mathbf{h} \cdot(\nabla \theta) \tag{1.73}
\end{equation*}
$$

Another form of the laws of thermodynamics seems more convenient. First, we eliminate the heat flux $\mathbf{h}$ from (1.73) by means of the first law (1.70) and then multiply both sides of the inequality by $\theta>0$. The result is

$$
\begin{equation*}
\rho \theta \dot{S} \geq \rho \dot{U}-\boldsymbol{\tau}:(\nabla \mathbf{v})+\frac{1}{\theta} \mathbf{h} \cdot(\nabla \theta) \tag{1.74}
\end{equation*}
$$

Next, we introduce the Helmholtz thermodynamic potential $F$, which is the specific free energy, by means of the following equation

$$
\begin{equation*}
U=\theta S+F, \quad(F=U-\theta S) \tag{1.75}
\end{equation*}
$$

Substituting (1.75) into (1.74) and (1.70) yields

$$
\begin{gather*}
\tau:(\nabla \mathbf{v})-\rho \dot{F}-\rho S \dot{\theta}-\frac{1}{\theta} \mathbf{h} \cdot(\nabla \theta) \geq 0  \tag{1.76}\\
\rho \theta \dot{S}=\boldsymbol{\tau}:(\nabla \mathbf{v})-\rho \dot{F}-\rho S \dot{\theta}+b-\nabla \cdot \mathbf{h} \tag{1.77}
\end{gather*}
$$

respectively. Note that equations (1.77) and (1.76) for the first and second laws of thermodynamics respectively contain the same combination of terms

$$
\begin{equation*}
\Phi=\boldsymbol{\tau}:(\nabla \mathbf{v})-\rho \dot{F}-\rho S \dot{\theta} \tag{1.78}
\end{equation*}
$$

which is referred to here as the dissipative function.
The modified second law of thermodynamics, eq. (1.76), is called the universal dissipative inequality.

The modified first law of thermodynamics, eq. (1.77), represents a heat conduction equation with additional terms of mechanical origin.

The third law of thermodynamics, also called the Nernst law, cf. [178] and [179], is given in the form of a requirement that

$$
\begin{equation*}
S \rightarrow 0 \tag{1.79}
\end{equation*}
$$

when the absolute temperature tends to zero, i.e. $\theta \rightarrow 0$.

### 1.7 Thermodynamic processes and constitutive equations

We suppose here that the thermodynamic state of a continuous medium in a small vicinity of a point is determined by its temperature $\theta$, its gradient $\nabla \theta$ and the tensor $\nabla \mathbf{R}$. These quantities are referred to as defining variables.

In the framework of the Eulerian approach the above variables are expressed in terms of the actual coordinate $\mathbf{r}$ and the time $t$. In thermodynamics it turns out to be necessary to observe the thermodynamic process at some material point, which is the time-history of the defining variables for this material point with a Lagrangian coordinate $\mathbf{R}$. This history is prescribed by the following functions of time

$$
\begin{align*}
\theta^{\tau} & =\theta[\mathbf{r}(\mathbf{R}, \tau), \tau] \\
(\nabla \theta)^{\tau} & =\nabla \theta[\mathbf{r}(\mathbf{R}, \tau), \tau], \\
(\nabla \mathbf{R})^{\tau} & =\nabla \mathbf{R}[\mathbf{r}(\mathbf{R}, \tau), \tau], \quad t_{0}<\tau<t \tag{1.80}
\end{align*}
$$

where the Eulerian coordinate $\mathbf{r}$ is replaced by its expression (1.3).
Functions (1.80) prescribe a thermodynamic process at the point $\mathbf{R}$.
Let us now proceed to the definition of a material.
The thermodynamic behaviour of a continuum at a point $\mathbf{r}$ is said to be completely determined provided that the stress tensor $\boldsymbol{\tau}$, the heat flux $\mathbf{h}$, the specific free energy $F$ and the specific internal entropy $S$ are prescribed as operators over the thermodynamic process at this point, cf. [179], i.e.

$$
\begin{align*}
\boldsymbol{\tau}(\mathbf{R}, t) & =\boldsymbol{\tau}\left\{\mathbf{R}, \theta^{\tau},(\nabla \theta)^{\tau},(\nabla \mathbf{R})^{\tau}\right\} \\
\mathbf{h}(\mathbf{R}, t) & =\mathbf{h}\left\{\mathbf{R}, \theta^{\tau},(\nabla \theta)^{\tau},(\nabla \mathbf{R})^{\tau}\right\} \\
F(\mathbf{R}, t) & =F\left\{\mathbf{R}, \theta^{\tau},(\nabla \theta)^{\tau},(\nabla \mathbf{R})^{\tau}\right\}, \\
S(\mathbf{R}, t) & =S\left\{\mathbf{R}, \theta^{\tau},(\nabla \theta)^{\tau},(\nabla \mathbf{R})^{\tau}\right\}, \quad t_{0}<\tau<t \tag{1.81}
\end{align*}
$$

It is essential to mark that all introduced operators are operators which carry out transformations in time only. The argument $\mathbf{R}$ indicates an affiliation of the operator to a particular material point. The operators may differ for distinct material points.

Prescribing equations (1.81) is equivalent to the definition of a material. Equations (1.81) are termed constitutive equations for the material. Various materials differ from each another in their constitutive equations, or more exactly, in the operators in (1.81).

Let us now discuss the question of how to write down the constitutive equations for a particular real material. The constitutive equations have been said to reflect the material behaviour under deformation and heating. Therefore, it is necessary to possess some experimental information on this material behaviour. The following question arises: is experimental information alone sufficient to formulate the constitutive equations? The answer is negative. The above problem comprises a general problem of system identification whose solution is presently unknown.

Only approximate solutions to this problem exist at present. The general strategy of the solution consists of three steps which are clearly formulated in [134], [135] and [137].

1. Some constitutive equations are written down. This should be done by means of a qualitative information on the material behaviour only.
2. Some experimental situations are theoretically studied. For example, the reaction of a thin-walled tube subject to tension, torsion and heating may be analysed.
3. A comparison of the theoretical predictions and the test results is performed. This allows the parameters' value and the functions in the chosen constitutive equations to be calculated. The problem of identifications may be solved provided that the agreement of the theoretical predictions and the test results is good for the calculated parameters' value and the functions. If this is not the case, then other constitutive equations must be taken and the above procedure repeated until good agreement between the theory and the test is achieved.

Let us illustrate the strategy by considering the simple example of small strains and distortions of some sort of steel.

At first the steel should be assumed to be an isotropic elastic material. For this reason, the so-called Hooke's law should be accepted. In the case when some temperature terms are present, the Duhamel-Neumann law should be taken. In accordance with these laws the stress tensor is an isotropic linear function of the tensor of linear strain. Young's modulus, Poisson's ratio and a thermal expansion coefficient are the factors of this function. It should be noted however that they are no more than some specified variables at this stage and their values are still unknown.

Next, an axial tension of a cylindrical specimen should be studied and expressions for axial stresses and lateral contractions by means of the introduced parameters should be obtained.

The third step implies a comparison of the computed values and the test results. This comparison allows us the possibility to calculate values for Young's modulus, Poisson's ratio and a thermal expansion coefficient. Being substituted into the chosen constitutive equations, they render the constitutive equations for this particular sort of steel in the case of small strains and distortions. The equations derived describe the behaviour of this steel until the yield stress is not achieved. As this limit is achieved, a discrepancy between the theory and test results begins to grow. Another constitutive equation, namely, an equation for an elastoplastic material will be needed and the above three steps are repeated.

It is easy to conclude that the first step is the most important. It turns out that this step is not absolutely arbitrary, i.e. the hypothetical constitutive equations are to satisfy to a series of indisputable restrictions. In what follows, we enumerate and formulate these restrictions.

Let us clarify how arbitrary the operators in eq. (1.81) can be. With this in view we pose the following question: What restrictions do the laws of mechanics and thermodynamics impose on these operators? As the above laws are the general laws of nature, they must hold for any arbitrary differentiable thermodynamic process. The equation of dynamics (1.56) and the
equation of the first law of thermodynamics (1.77) do not impose any restriction on the operators (1.81) since for any thermodynamic process these equations can always be satisfied by a proper choice of external body force $\mathbf{K}$ and external heating supply $b$. The second law of thermodynamics in the form of the dissipative inequality (1.76) has a special status. In its left hand side there appear only operators (1.81) and no external parameter which can be set. Hence, it is the dissipative inequality only which restricts the choice of operators (1.81). These operators must ensure that the dissipative inequality holds for any absolutely arbitrary thermodynamic process in the material.

By analogy with the second law, the third law of thermodynamics imposes a restriction on the specific entropy and on this account the latter operator in eq. (1.81) must unconditionally satisfy the following requirement

$$
S \rightarrow 0,
$$

when the absolute temperature tends to zero (i.e. $\theta \rightarrow 0$ ) regardless of the values of the other defining parameters.

Let us now introduce the following definitions.
A thermodynamic process in some material is termed reversible if condition (1.76) holds with the equality sign, and is called irreversible if (1.76) holds with the inequality sign.

This definition says that reversibility or irreversibility of a thermodynamic process depends not only upon its character, but also upon the properties of the material in which this thermodynamic process develops. Thus the same thermodynamic process in one material may be reversible while in another material it may be irreversible.

A material is called homogeneous if the operators (1.81) do not contain the Lagrangian coordinate $\mathbf{R}$ explicitly, i.e. the operators (1.81) take the same form for any material point of the medium.

Before we proceed to a definition of an isotropic material, it is worthwhile noting that prescribing a history of the tensor $\nabla \mathbf{R}$ is equivalent to prescribing the history of two tensors, namely the strain measure $g$ and the rotation tensor $\mathbf{B}$. Indeed, if a history of $\nabla \mathbf{R}$ is known, the strain measure is then obtained by means of (1.27). The rotation tensor is obtained according to (1.45), the spin tensor being given by

$$
\begin{equation*}
\boldsymbol{\Omega}=-\left[(\nabla \mathbf{R})^{\bullet} \cdot(\nabla \mathbf{R})^{-1}\right]^{a} \tag{1.82}
\end{equation*}
$$

as seen from (1.24) and (1.30).
Let us prove the converse statement. Let $\mathbf{g}(\tau)$ and $\mathbf{B}(\tau)$ be known for $t_{0}<\tau<t$. Then, by virtue of (1.45) we get the spin tensor

$$
\begin{equation*}
\boldsymbol{\Omega}(\tau)=-\dot{\mathbf{B}} \cdot \mathbf{B}^{T} \tag{1.83}
\end{equation*}
$$

That is, by means of (1.24) the skew symmetric part of tensor $\nabla \mathbf{v}$ is determined as follows

$$
\begin{equation*}
(\nabla \mathbf{v})^{a}=\boldsymbol{\Omega} \tag{1.84}
\end{equation*}
$$

Given $\mathbf{g}$ and $\boldsymbol{\Omega}$ one can easily derive the Jaumann derivative (1.51) of tensor g

$$
\begin{equation*}
\mathbf{g}^{\nabla}=\dot{\mathbf{g}}+\boldsymbol{\Omega} \cdot \mathbf{g}-\mathbf{g} \cdot \boldsymbol{\Omega} \tag{1.85}
\end{equation*}
$$

Substituting for $\dot{\mathbf{g}}$ from (1.32) then yields

$$
\begin{equation*}
(\nabla \mathbf{v})^{s} \cdot \mathbf{g}+\mathbf{g} \cdot(\nabla \mathbf{v})^{s}=-\mathbf{g}^{\nabla} \tag{1.86}
\end{equation*}
$$

The only symmetric tensor $(\nabla \mathbf{v})^{s}$ which is a solution of this equation is given by

$$
\begin{equation*}
(\nabla \mathbf{v})^{s}=-\int_{0}^{\infty} e^{-\mathbf{g} \lambda} \cdot \mathbf{g}^{\nabla} \cdot e^{-\mathbf{g} \lambda} d \lambda \tag{1.87}
\end{equation*}
$$

cf. [6]. Finally, in order to determine the tensor $\nabla \mathbf{R}$ one can use eq. (1.30)

$$
\begin{equation*}
(\nabla \mathbf{R})^{\bullet}=-(\nabla \mathbf{v}) \cdot(\nabla \mathbf{R}) \tag{1.88}
\end{equation*}
$$

in which $\nabla \mathbf{v}$ is given due to (1.84), (1.87) and the identity

$$
(\nabla \mathbf{v})=(\nabla \mathbf{v})^{s}+(\nabla \mathbf{v})^{a}
$$

An initial condition can be taken, for example in the form

$$
\begin{equation*}
t=t_{0}, \quad(\nabla \mathbf{R})=\mathbf{E} \tag{1.89}
\end{equation*}
$$

It is known that the solution of the Cauchy problem, eqs. (1.88) and (1.89), is unique, cf. [6].

Therefore, it has been shown that the prescription of the history of the tensors $\mathbf{g}$ and $\mathbf{B}$ is equivalent to prescription of the history of tensor $\nabla \mathbf{R}$.

It is however seen from (1.36) that prescription of the strain tensor $\mathbf{g}$ is equivalent to prescription of mass density $\rho$ and strain of shape change $\boldsymbol{\Lambda}$.

The above-said is considered to be a sufficient substantiation for consideration of the constitutive equations of the following sort

$$
\begin{align*}
\boldsymbol{\tau}(\mathbf{R}, t) & =\boldsymbol{\tau}\left\{\theta^{\tau},(\nabla \theta)^{\tau}, \rho^{\tau}, \boldsymbol{\Lambda}^{\tau}, \mathbf{B}^{\tau}\right\} \\
\mathbf{h}(\mathbf{R}, t) & =\mathbf{h}\left\{\theta^{\tau},(\nabla \theta)^{\tau}, \rho^{\tau}, \boldsymbol{\Lambda}^{\tau}, \mathbf{B}^{\tau}\right\} \\
F(\mathbf{R}, t) & =F\left\{\theta^{\tau},(\nabla \theta)^{\tau}, \rho^{\tau}, \mathbf{\Lambda}^{\tau}, \mathbf{B}^{\tau}\right\}, \\
S(\mathbf{R}, t) & =S\left\{\theta^{\tau},(\nabla \theta)^{\tau}, \rho^{\tau}, \mathbf{\Lambda}^{\tau}, \mathbf{B}^{\tau}\right\}, t_{0}<\tau<t \tag{1.90}
\end{align*}
$$

A material is said to be isotropic if its operators $\boldsymbol{\tau}, \mathbf{h}, F$ and $S$ at point $r$ at time instant $t$ do not change their values when an arbitrary initial rigid rotation is superimposed onto the body elements. Formally, this is equivalent to replacement of the motion

$$
\begin{equation*}
\mathbf{R}=\mathbf{R}(\mathbf{r} . t) \tag{1.91}
\end{equation*}
$$

by

$$
\begin{equation*}
\mathbf{R}_{H}=\mathbf{R}(\mathbf{r}, t) \cdot \mathbf{H} \tag{1.92}
\end{equation*}
$$

where $\mathbf{H}$ is an arbitrary constant orthogonal tensor. In what follows, the motion according to law (1.92) is called H-motion.

Let the defining variables in motion (1.91) be $\theta, \nabla \theta, \rho, \Lambda$ and $\mathbf{B}$ and let the strain rate of shape change and the spin tensor be denoted by $\mathbf{d}$ and $\Omega$, respectively. It is easy to see that

$$
\nabla \mathbf{R}_{H}=\nabla \mathbf{R} \cdot \mathbf{H}
$$

and in $H$-motion the above values are given by

$$
\begin{align*}
\theta_{H} & =\theta,(\nabla \theta)_{H}=\nabla \theta, \rho_{H}=\rho, \boldsymbol{\Lambda}_{H}=\boldsymbol{\Lambda}, \\
\mathbf{B}_{H} & =\mathbf{B} \cdot \mathbf{H}, \mathbf{d}_{H}=\mathbf{d}, \boldsymbol{\Omega}_{H}=\boldsymbol{\Omega} . \tag{1.93}
\end{align*}
$$

Only the rotation tensor has changed with the incorporation by a constant multiplier $\mathbf{H}$. The requirement of material isotropy implies the following, cf. [178] and [179]

$$
\begin{equation*}
\boldsymbol{\tau}_{H}=\boldsymbol{\tau}, \mathbf{h}_{H}=\mathbf{h}, F_{H}=F, S_{H}=S \tag{1.94}
\end{equation*}
$$

where $\boldsymbol{\tau}_{H}, \mathbf{h}_{H}, F_{H}$ and $S_{H}$ are the operators (1.90) for $H$-motion (1.92), while $\tau, \mathrm{h}, F$ and $S$ are those for motion (1.91).

In what follows, only isotropic materials are considered.
Let us introduce another general requirement for the structure of operators (1.90). It is related to the intuitive concept of a piece of material which can be arbitrarily rotated together with the temperature field and whose reaction (i.e. values of the operators (1.90)) does not depend upon the rotation history in the coordinate system rotating together with this piece.

Mathematically, one considers two motions

$$
\begin{equation*}
\mathbf{r}=\mathbf{r}(\mathbf{R}, t) \tag{1.95}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{r}_{Q}=\mathbf{Q}(t) \cdot \mathbf{r}(\mathbf{R}, t), \tag{1.96}
\end{equation*}
$$

and a temperature field $\theta=\theta(\mathbf{R}, t)$. In eq. (1.96) $\mathbf{Q}(t)$ stands for an arbitrary time-varying tensor of rotation. The above requirement states the following, cf. [179]

$$
\begin{equation*}
\boldsymbol{\tau}_{Q}=\mathbf{Q} \cdot \boldsymbol{\tau} \cdot \mathbf{Q}^{T}, \mathbf{h}_{Q}=\mathbf{Q} \cdot \mathbf{h}, F_{Q}=F, S_{Q}=S \tag{1.97}
\end{equation*}
$$

where $\boldsymbol{\tau}, \mathbf{h}, F$ and $S$ stand for the values of operators (1.90) for motion (1.95) whereas $\boldsymbol{\tau}_{Q}, \mathbf{h}_{Q}, F_{Q}$ and $S_{Q}$ stand for motion (1.96) which is referred to as $Q$-motion.

Condition (1.97) expresses the so-called principle of material frame indifference, cf. [178] and [179].

Let us link the defining variables for the motions (1.95) and (1.96). As the inverse relations have the form

$$
\begin{equation*}
\mathbf{r}=\mathbf{r}_{Q} \cdot \mathbf{Q}, \mathbf{R}=\mathbf{R}(\mathbf{r}, t), \mathbf{R}=\mathbf{R}\left(\mathbf{r}_{Q} \cdot \mathbf{Q}, t\right) \tag{1.98}
\end{equation*}
$$

we easily obtain

$$
(\nabla \mathbf{R})_{Q}=\nabla_{Q} \mathbf{R}=\mathbf{Q} \cdot \nabla \mathbf{R}
$$

and

$$
\begin{align*}
\theta_{Q} & =\theta, \quad(\nabla \theta)_{Q}=\mathbf{Q} \cdot \nabla \theta, \quad \rho_{Q}=\rho \\
\boldsymbol{\Lambda}_{Q} & =\mathbf{Q} \cdot \boldsymbol{\Lambda} \cdot \mathbf{Q}^{T}, \mathbf{B}_{Q}=\mathbf{Q} \cdot \mathbf{B}  \tag{1.99}\\
\mathbf{d}_{Q} & =\mathbf{Q} \cdot \mathbf{d} \cdot \mathbf{Q}^{T}, \quad \boldsymbol{\Omega}_{Q}=\mathbf{Q} \cdot \boldsymbol{\Omega} \cdot \mathbf{Q}^{T}-\dot{\mathbf{Q}} \cdot \mathbf{Q}^{T}
\end{align*}
$$

Recall that the constitutive equations for isotropic materials are insensitive to replacement of tensor $\mathbf{B}$ by $\mathbf{B} \cdot \mathbf{H}$ provided that the values of the other arguments are retained. By means of this replacement in (1.99) and substitution of $\mathbf{Q}(t)=$ const and $\mathbf{H}=\mathbf{Q}^{T}$ we find that equations (1.97) are satisfied provided that the following conditions

$$
\begin{align*}
\theta_{Q} & =\theta,(\nabla \theta)_{Q}=\mathbf{Q} \cdot \nabla \theta, \rho_{Q}=\rho \\
\boldsymbol{\Lambda}_{Q} & =\mathbf{Q} \cdot \boldsymbol{\Lambda} \cdot \mathbf{Q}^{T}, \mathbf{B}_{Q}=\mathbf{Q} \cdot \mathbf{B} \cdot \mathbf{Q}^{T} \tag{1.100}
\end{align*}
$$

hold.
On the other hand, transformations (1.97) and (1.100) correspond to change of basis $\mathbf{i}_{k}$ on $\mathbf{Q} \cdot \mathbf{i}_{k}$ only in arguments of the constitutive equations while the tensor and vector components and the scalar values remain unchanged. This means that the constitutive equations do not contain any tensors and vectors except the above tensor and vector arguments, because the components of other tensors and vectors would change under a transformation of the coordinate basis.

In conclusion we say that it is rheology, i.e. a study on the behaviour of loaded materials, cf. [157], [192] and [156], which is concerned with the prescription of the operators in constitutive equations (1.90) for various materials. The method of rheological models developed allows one to derive the constitutive equations with a broad variety of properties. An attractive side of the method of rheological models is that the obtained equations $a$ priori satisfy the second law of thermodynamics, the property of material isotropy and the material frame indifference principle.

### 1.8 Materials with elastic dilatation and the Fourier law of heat conduction

Consider a compressible heat-conducting material.
The mean normal stress is assumed to be a function of relative mass density $\rho_{0} / \rho$ and temperature $\theta$, i.e.

$$
\begin{equation*}
\sigma=\sigma\left(\frac{\rho_{0}}{\rho}, \theta\right) \tag{1.101}
\end{equation*}
$$

We also assume that the stress deviator vanishes

$$
\begin{equation*}
\mathbf{s}=0 \tag{1.102}
\end{equation*}
$$

and the heat flux is a linear vector function of the temperature gradient

$$
\begin{equation*}
\mathbf{h}=-\kappa \nabla \theta, \tag{1.103}
\end{equation*}
$$

where $\kappa$ denotes the coefficient of thermal conductivity which is a function of temperature, absolute value of its gradient and mass density

$$
\begin{equation*}
\kappa=\kappa\left(\frac{\rho_{0}}{\rho}, \theta,|\nabla \theta|\right) . \tag{1.104}
\end{equation*}
$$

Lastly, the specific free energy and specific internal entropy are assumed to be functions (not functionals) of mass density and temperature.

In accordance with (1.101), (1.102) and (1.58) the stress tensor in this material is a spherical tensor and is given by

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{E} \sigma\left(\frac{\rho_{0}}{\rho}, \theta\right) \tag{1.105}
\end{equation*}
$$

The rate of change of the free energy is as follows

$$
\begin{equation*}
\dot{F}_{0}=\frac{\partial F_{0}}{\partial\left(\rho_{0} / \rho\right)}\left(\frac{\rho_{0}}{\rho}\right)^{\bullet}+\frac{\partial F_{0}}{\partial \theta} \dot{\theta} \tag{1.106}
\end{equation*}
$$

Substituting (1.105) and (1.106) into dissipative inequality (1.76) we arrive at

$$
\sigma(\nabla \cdot \mathbf{v})-\rho \frac{\partial F_{0}}{\partial\left(\rho_{0} / \rho\right)}\left(\frac{\rho_{0}}{\rho}\right)^{\bullet}+\rho\left(S_{0}+\frac{\partial F_{0}}{\partial \theta}\right) \dot{\theta}+\frac{\kappa}{\theta}(\nabla \theta)^{2} \geq 0
$$

It follows from the mass conservation law that

$$
\nabla \cdot \mathbf{v}=\frac{\rho}{\rho_{0}}\left(\frac{\rho_{0}}{\rho}\right)^{\bullet}
$$

As a result, the dissipative inequality takes the form

$$
\begin{equation*}
\rho\left[\frac{\sigma}{\rho_{0}}-\frac{\partial F_{0}}{\partial\left(\rho_{0} / \rho\right)}\right]\left(\frac{\rho_{0}}{\rho}\right)^{\bullet}-\rho\left(S_{0}+\frac{\partial F_{0}}{\partial \theta}\right) \dot{\theta}+\frac{\kappa}{\theta}(\nabla \theta)^{2} \geq 0 \tag{1.107}
\end{equation*}
$$

As already pointed out, the dissipative inequality must hold for any arbitrary thermodynamic process, i.e. in particular for arbitrary velocities $\left(\rho_{0} / \rho\right)^{\bullet}$ and $\dot{\theta}$. The left hand side of (1.107) is however linear in these velocities. If the coefficients of these velocities were not equal to zero, the dissipative inequality could be violated by means of some special choice of the velocities' values and their signs. Therefore, in order to ensure that inequality (1.107) holds, it is necessary and sufficient to require that the coefficients of the velocities vanish and the absolute term is non-negative, i.e.

$$
\begin{gather*}
\sigma=\rho_{0} \frac{\partial F_{0}}{\partial\left(\rho_{0} / \rho\right)}  \tag{1.108}\\
S_{0}=-\frac{\partial F_{0}}{\partial \theta}  \tag{1.109}\\
\kappa(\nabla \theta)^{2} \geq 0 \tag{1.110}
\end{gather*}
$$

From these equations one can see that the specific free energy is a potential both for mean normal stress and specific internal entropy. Equation (1.110) requires the thermal conductivity coefficient to be non-negative. If $\kappa>0$ and $\nabla \theta \neq 0$, condition (1.110) and consequently (1.107) hold with inequality sign. In this case thermodynamic processes in the material considered are irreversible. Thermodynamic processes can be reversible if either $\kappa=0$ or $\nabla \theta=0$, i.e. when the heat conduction is absent (the heat flux $\mathbf{h}$, eq. (1.103), vanishes).

The constitutive equations under consideration are widely used to describe the behaviour of gases and compressible fluids. Numerous experiments however show that eqs. (1.101) and (1.103) are valid as a first approximation for the majority of natural and synthetic isotropic structural materials. For this reason, it is generally accepted in rheology, cf. [157], [192]
and [156], that eqs. (1.101) and (1.103) may serve as a good approximation for modelling dilatation and heat conduction in nearly all materials.

Many materials differ in the form of dependence of the stress deviator on thermodynamic processes. We restrict ourselves to situations in which the stress deviator is an operator over temperature $\theta(\tau)$, the strain of shape change $\boldsymbol{\Lambda}(\tau)$, and, possibly, the rotation tensor $\mathbf{B}(\tau)$ and mass density $\rho(\tau)$, i.e.

$$
\begin{equation*}
\mathbf{s}=\mathbf{s}\left\{\theta(\tau), \frac{\rho_{0}}{\rho(\tau)}, \boldsymbol{\Lambda}(\tau), \mathbf{B}(\tau)\right\}, \quad t_{0}<\tau<t \tag{1.111}
\end{equation*}
$$

while the specific free energy and specific internal entropy are given by

$$
\begin{align*}
F & =F_{0}\left(\frac{\rho_{0}}{\rho}, \theta\right)+F_{*}\left\{\theta(\tau), \frac{\rho_{0}}{\rho(\tau)}, \boldsymbol{\Lambda}(\tau), \mathbf{B}(\tau)\right\} \\
S & =S_{0}\left(\frac{\rho_{0}}{\rho}, \theta\right)+S_{*}\left\{\theta(\tau), \frac{\rho_{0}}{\rho(\tau)}, \boldsymbol{\Lambda}(\tau), \mathbf{B}(\tau)\right\} \tag{1.112}
\end{align*}
$$

Here $F_{0}$ and $S_{0}$ are functions of their arguments, and $F_{*}$ and $S_{*}$ are operators over temperature, mass density, strain of shape change $\boldsymbol{\Lambda}(\tau)$ and rotation tensor $\mathbf{B}(\tau)$.

Making use of the arbitrariness of splitting the stress tensor (cf. eq. (1.58)), free energy and entropy (cf. eq. (1.112)) into two terms, let us require that when the shape change and rotation are absent

$$
\begin{equation*}
\boldsymbol{\Lambda}(\tau)=\mathbf{E}, \mathbf{B}(\tau)=\mathbf{E}, \quad t_{0}<\tau<t \tag{1.113}
\end{equation*}
$$

the terms $\mathbf{s}, F_{*}$ and $S_{*}$ vanish, i.e.

$$
\begin{equation*}
\mathbf{s}\left\{\theta, \frac{\rho_{0}}{\rho}, \mathbf{E}, \mathbf{E}\right\}=0, F_{*}\left\{\theta, \frac{\rho_{0}}{\rho}, \mathbf{E}, \mathbf{E}\right\}=0, S_{*}\left\{\theta, \frac{\rho_{0}}{\rho}, \mathbf{E}, \mathbf{E}\right\}=0 \tag{1.114}
\end{equation*}
$$

Consider now the constitutive equations (1.101), (1.103), (1.111) and (1.112). Substituting them into the dissipative inequality (1.76) and taking into account eq. (1.58) and the mass conservation law, yields

$$
\begin{gather*}
\rho\left[\frac{\sigma}{\rho_{0}}-\frac{\partial F_{0}}{\partial\left(\rho_{0} / \rho\right)}\right]\left(\frac{\rho_{0}}{\rho}\right)^{\bullet}-\rho\left(S_{0}+\frac{\partial F_{0}}{\partial \theta}\right) \dot{\theta}+\frac{\kappa}{\theta}(\nabla \theta)^{2}+ \\
+\mathbf{s}: \mathbf{d}-\rho \dot{F}_{*}-\rho \dot{\theta} S_{*} \geq 0 \tag{1.115}
\end{gather*}
$$

where $\mathbf{d}$ denotes the strain rate of shape change (1.23).
Inequality (1.115) must hold for any process, in particular for process (1.113). In this particular case, all terms in the second line of eq. (1.115) vanish. Because of the arbitrariness of $\left(\rho_{0} / \rho\right)^{\bullet}, \dot{\theta}$ and $\nabla \theta$ we arrive at the following group of conditions

$$
\begin{equation*}
\sigma=\rho_{0} \frac{\partial F_{0}}{\partial\left(\rho_{0} / \rho\right)}, S_{0}=-\frac{\partial F_{0}}{\partial \theta}, \kappa \geq 0 \tag{1.116}
\end{equation*}
$$

These are identical with conditions (1.108), (1.109) and (1.110).
Taking into account (1.116), assuming $\nabla \theta=0$ and removing restriction (1.113) we obtain the dissipative inequality for the shape change process

$$
\begin{equation*}
\mathbf{s}: \mathbf{d}-\rho \dot{F}_{*}-\rho \dot{\theta} S_{*} \geq 0 \tag{1.117}
\end{equation*}
$$

It can be easily proved that under conditions (1.116) the first law of thermodynamics takes the following form

$$
\begin{equation*}
\rho \theta\left(\dot{S}_{0}+\dot{S}_{*}\right)=\mathbf{s}: \mathbf{d}-\rho \dot{F}_{*}-\rho \dot{\theta} S_{*}+b+\nabla \cdot(\kappa \nabla \theta) . \tag{1.118}
\end{equation*}
$$

Let us consider a possible particular form of free energy at dilatation. The following expression

$$
\begin{equation*}
F_{0}=-\frac{k(\theta)}{\rho_{0}}\left(\ln \frac{\rho_{0}}{\rho}+1-\frac{\rho_{0}}{\rho}\right)+\frac{m(\theta)}{\rho_{0}}\left(1-\frac{\rho_{0}}{\rho}\right)+\frac{n(\theta)}{\rho_{0}} \tag{1.119}
\end{equation*}
$$

is an acceptable approximation for modelling volume deformations of solids and fluids. In this case, the mean normal stress and the specific entropy are as follows

$$
\begin{gather*}
\sigma=k(\theta)\left(1-\frac{\rho}{\rho_{0}}\right)-m(\theta)  \tag{1.120}\\
S_{0}=\frac{1}{\rho_{0}}\left(\ln \frac{\rho_{0}}{\rho}+1-\frac{\rho_{0}}{\rho}\right) \frac{d k}{d \theta}-\frac{1}{\rho_{0}}\left(1-\frac{\rho_{0}}{\rho}\right) \frac{d m}{d \theta}-\frac{1}{\rho_{0}} \frac{d n}{d \theta} \tag{1.121}
\end{gather*}
$$

As seen from (1.120) coefficient $k(\theta)$ links the stress to a change of mass density. Assuming $\sigma=0$, yields

$$
\begin{equation*}
\frac{\rho_{0}}{\rho}=\frac{k-m}{k} \tag{1.122}
\end{equation*}
$$

Thus, function $m(\theta)$ determines the change of mass density under temperature variation in a free thermal expansion.

Finally, let us clarify the physical meaning of function $n(\theta)$. To this end, consider a process of heating without deformation $\left(\rho_{0} / \rho=1, \boldsymbol{\Lambda}=\mathbf{E}, \mathbf{B}=\right.$ E). In this case

$$
\begin{equation*}
S_{0}=-\frac{1}{\rho_{0}} \frac{d n}{d \theta} \tag{1.123}
\end{equation*}
$$

and the heat conduction equation (1.118) takes the following form

$$
\begin{equation*}
c(\theta) \dot{\theta}=b+\nabla \cdot(\kappa \nabla \theta) \tag{1.124}
\end{equation*}
$$

where

$$
\begin{equation*}
c(\theta)=-\theta \frac{d^{2} n}{d \theta^{2}} \tag{1.125}
\end{equation*}
$$

represents heat capacity without deformation. Equation (1.125) thus clarifies the physical meaning of function $n(\theta)$. Indeed, by means of eq. (1.125) it is easy to find the specific entropy in the case of constrained ( $\rho=\rho_{0}$ ) heating. By means of eqs. (1.123) and (1.125) we obtain

$$
\begin{equation*}
S_{0}=-\frac{1}{\rho_{0}} \frac{d n}{d \theta}=\frac{1}{\rho_{0}} \int_{0}^{\theta} \frac{c(\chi) d \chi}{\chi} \tag{1.126}
\end{equation*}
$$

The lower integration bound is set to zero in order to satisfy the requirement of the third law of thermodynamics. In order to ensure the existence of the integral in the neighbourhood of zero temperature, the thermal capacity of the material must have the following asymptotic form

$$
\begin{equation*}
c(\chi)=A \chi^{\alpha}, \quad \alpha>0 \tag{1.127}
\end{equation*}
$$

where $A$ and $\alpha$ are the material constants.
The question of how to satisfy the requirement of the third law of thermodynamics for a material under deformation must be considered. To this end, eq. (1.121) must be equated to zero and according to (1.126) the last term in eq. (1.121) vanishes as the absolute temperature tends to zero. In order to equate the first two terms in eq. (1.121) to zero it is necessary and sufficient to require that as $\theta \rightarrow 0$

$$
\begin{equation*}
\frac{d k}{d \theta} \rightarrow 0, \frac{d m}{d \theta} \rightarrow 0 \tag{1.128}
\end{equation*}
$$

We assume that the real materials possess this property and the property prescribed by eq. (1.127).

### 1.9 Classical materials

Let us proceed to consideration of some particular dependences (1.111) and (1.112).

### 1.9.1 Elastic material

The stress deviator, free energy and entropy are postulated to be functions (not operators) of the strain of shape change $\boldsymbol{\Lambda}(t)$, temperature $\theta(t)$ and mass density $\rho(t)$

$$
\begin{equation*}
\mathbf{s}=\mathbf{s}(\rho, \boldsymbol{\Lambda}, \theta), F_{*}=F_{*}(\boldsymbol{\Lambda}, \theta), S_{*}=S_{*}(\boldsymbol{\Lambda}, \theta) \tag{1.129}
\end{equation*}
$$

Tensor $\boldsymbol{\Lambda}$ is assumed to be prescribed in a fixed basis. In this case the derivative of the free energy is

$$
\dot{F}_{*}=\frac{\partial F_{*}}{\partial \theta} \dot{\theta}+\frac{\partial F_{*}}{\partial \boldsymbol{\Lambda}}: \dot{\boldsymbol{\Lambda}} .
$$

Substituting an explicit expression for $\dot{\boldsymbol{\Lambda}}$, eq. (1.39), and simplifying the result, we obtain

$$
\begin{align*}
\dot{F}_{*} & =\frac{\partial F_{*}}{\partial \theta} \dot{\theta}+\frac{\partial F_{*}}{\partial \boldsymbol{\Lambda}}:(\mathbf{d} \cdot \boldsymbol{\Lambda}+\boldsymbol{\Lambda} \cdot \mathbf{d}+\boldsymbol{\Omega} \cdot \boldsymbol{\Lambda}-\boldsymbol{\Lambda} \cdot \boldsymbol{\Omega})= \\
& =\frac{\partial F_{*}}{\partial \theta} \dot{\theta}-2\left(\frac{\partial F_{*}}{\partial \boldsymbol{\Lambda}} \cdot \boldsymbol{\Lambda}\right)^{s}: \mathbf{d}+2\left(\frac{\partial F_{*}}{\partial \boldsymbol{\Lambda}} \cdot \boldsymbol{\Lambda}\right)^{a}: \boldsymbol{\Omega} \tag{1.130}
\end{align*}
$$

Substituting (1.129) and (1.130) into dissipative inequality (1.117) yields

$$
\begin{equation*}
\left[\mathbf{s}+2 \rho \operatorname{Dev}\left(\frac{\partial F_{*}}{\partial \boldsymbol{\Lambda}} \cdot \boldsymbol{\Lambda}\right)^{s}\right]: \mathbf{d}-2 \rho\left(\frac{\partial F_{*}}{\partial \boldsymbol{\Lambda}} \cdot \boldsymbol{\Lambda}\right)^{a}: \boldsymbol{\Omega}-\rho\left(S_{*}+\frac{\partial F_{*}}{\partial \theta}\right) \dot{\theta} \geq 0 \tag{1.131}
\end{equation*}
$$

This inequality must hold for any arbitrary thermodynamic process and, in particular, for arbitrary $\dot{\theta}, \boldsymbol{\Omega}$ and $\mathbf{d}$. The dissipative inequality (1.131) however is linear in $\dot{\theta}, \boldsymbol{\Omega}$ and $\mathbf{d}$. Thus, the coefficients of these parameters must vanish, otherwise one could violate condition (1.131) by having prescribed some values of $\dot{\theta}, \boldsymbol{\Omega}$ and $\mathbf{d}$. We therefore arrive at the following equations

$$
\begin{gather*}
\mathbf{s}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{*}}{\partial \boldsymbol{\Lambda}} \cdot \boldsymbol{\Lambda}\right)^{s}  \tag{1.132}\\
\left(\frac{\partial F_{*}}{\partial \boldsymbol{\Lambda}} \cdot \boldsymbol{\Lambda}\right)^{a}=0  \tag{1.133}\\
S_{*}=-\frac{\partial F_{*}}{\partial \theta} \tag{1.134}
\end{gather*}
$$

We see from these equations that free energy is a generating function for both the stress deviator and the specific entropy.

The isotropy of the material imposes some restrictions on the form of dependences (1.129). In particular, the free energy must be insensitive to a rotational transformation of the coordinate system. As a scalar, it must be a function of the invariants of tensor $\boldsymbol{\Lambda}$. According to the definition of the strain of shape change $\boldsymbol{\Lambda}$, its third main invariant is equal to unity (see Section 1.3). We take the other invariants in the following form

$$
\begin{equation*}
a=\mathbf{E}: \boldsymbol{\Lambda}, \quad b=\frac{1}{2} \boldsymbol{\Lambda}: \boldsymbol{\Lambda} . \tag{1.135}
\end{equation*}
$$

Only these two invariants and temperature turn out to be arguments of the free energy of an isotropic material, i.e.

$$
\begin{equation*}
F_{*}=F_{*}(\theta, a, b) \tag{1.136}
\end{equation*}
$$

Its derivative with respect to $\boldsymbol{\Lambda}$ is as follows

$$
\frac{\partial F_{*}}{\partial \boldsymbol{\Lambda}}=\frac{\partial F_{*}}{\partial a} \mathbf{E}+\frac{\partial F_{*}}{\partial b} \boldsymbol{\Lambda}
$$

One can see that restriction (1.133) holds, and the stress deviator (1.132) takes the form

$$
\begin{equation*}
\mathbf{s}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{*}}{\partial a} \boldsymbol{\Lambda}+\frac{\partial F_{*}}{\partial b} \boldsymbol{\Lambda}^{2}\right) \tag{1.137}
\end{equation*}
$$

An acceptable approximation for free energy in the case of finite deformations is the Mooney potential, [99] and [100]

$$
\begin{equation*}
F_{*}=\frac{A}{2 \rho_{0}}(a-3)+\frac{B}{2 \rho_{0}}\left(b-\frac{3}{2}\right) \tag{1.138}
\end{equation*}
$$

where $A$ and $B$ are some functions of temperature. This potential says that conditions (1.114) hold for process (1.113). Besides, for $A>0$ and $B>0$ the free energy (1.138) turns out to be positive for any shape deformation, except the case of $\boldsymbol{\Lambda}=\mathbf{E}$ in which it vanishes, cf. [99] and (100].

When the free energy is given by (1.138) expression (1.137) takes the especially simple form

$$
\begin{equation*}
\mathrm{s}=-\frac{\rho}{\rho_{0}} \operatorname{Dev}\left(A \boldsymbol{\Lambda}+B \boldsymbol{\Lambda}^{2}\right) . \tag{1.139}
\end{equation*}
$$

Also the heat conduction equation essentially simplifies and takes the form

$$
\begin{equation*}
\rho \theta\left(\dot{S}_{0}+\dot{S}_{*}\right)=b+\nabla \cdot(\kappa \nabla \theta) \tag{1.140}
\end{equation*}
$$

where, due to (1.134) and (1.138), the entropy $S_{*}$ is given by

$$
\begin{equation*}
S_{*}=-\frac{1}{2 \rho_{0}}\left[(a-3) \frac{\partial A}{\partial \theta}+\left(b-\frac{3}{2}\right) \frac{\partial B}{\partial \theta}\right] \tag{1.141}
\end{equation*}
$$

Equation (1.139) states that the principle directions of the stress tensor and the strain of shape change coincide. It can be easily shown that this is a result of (1.133), the latter being a direct consequence of the independency of the free energy on the rotation tensor.

### 1.9.2 Viscous materials

It is postulated that the stress deviator is a tensor function of the strain rate of shape change $\mathbf{d}$ and may depend upon the following scalar arguments: volume ratio $\rho_{0} / \rho$, its time-derivative and temperature.

As mentioned in Section 1.7, for an isotropic material the tensor function $\mathbf{s}$ of the tensor argument $\mathbf{d}$ should contain no tensors except its argument tensor. This means that the principle directions of the tensor function and its argument should coincide, otherwise the equation for this tensor function would require a rotation tensor for transfer from the principle directions of the tensor argument to those of the tensorial function.

One of the possible full expressions for a tensor which has the same principle directions as $\mathbf{d}$ is given by, cf. [99], [157], [162] and [156]

$$
\begin{equation*}
\mathbf{H}=2\left(h \mathbf{E}+\eta \mathbf{d}+\varphi \mathbf{d}^{2}\right), \tag{1.142}
\end{equation*}
$$

where the scalar coefficients $h, \eta$ and $\varphi$ depend upon the invariants of tensor d and above scalar arguments.

As $\mathbf{s}$ is a deviator, its full representation is obtained by evaluating the deviatoric part of eq. (1.142). For an isotropic viscous material the deviator turns out to have the following general form

$$
\begin{equation*}
\mathbf{s}=2 \operatorname{Dev}\left(\eta \mathbf{d}+\varphi \mathbf{d}^{2}\right) \tag{1.143}
\end{equation*}
$$

The parameters $\eta$ and $\varphi$ are referred to as the viscosity coefficients.
Constitutive equation (1.143) must be completed by equations for the free energy $F_{*}$ and the entropy $S_{*}$. We assume here that these are identically equal to zero.

Let us next find what restrictions are imposed by the dissipative inequality (1.117) on function (1.143). Substituting (1.143) into (1.117) yields

$$
2\left(\eta \mathbf{d}: \mathbf{d}+\varphi \mathbf{d}^{2}: \mathbf{d}\right) \geq 0
$$

Recalling the equations for the main invariants of deviator $\mathbf{d}$

$$
\mathbf{d}: \mathbf{d}=2 I_{2}(\mathbf{d}), \quad \mathbf{d}^{2}: \mathbf{d}=3 I_{3}(\mathbf{d})
$$

we rewrite the previous inequality in the following form

$$
\begin{equation*}
4 \eta I_{2}(\mathbf{d})+6 \varphi I_{3}(\mathbf{d}) \geq 0 \tag{1.144}
\end{equation*}
$$

It is impossible to derive the restrictions imposed on $\eta$ and $\varphi$ which are necessary and sufficient for (1.144) without prescribing the dependence of $\eta$ and $\varphi$ on the invariants $I_{2}$ and $I_{3}$.

Let us consider some particular cases.
Provided that the viscosity coefficients $\eta$ and $\varphi$ do not depend on $I_{2}$ and $I_{3}$ at all, the necessary and sufficient conditions for (1.144) are given by

$$
\begin{equation*}
\eta \geq 0, \quad \varphi=0 \tag{1.145}
\end{equation*}
$$

Indeed, if $\mathbf{d}$ is very large, but $I_{3}(\mathbf{d}) \neq 0$ we find that the value and the sign of the left hand side of (1.144) is completely determined by the second term. But it is an odd function of $\mathbf{d}$, i.e. it changes its sign when one replaces d by $-\mathbf{d}$. Thus, one must put $\varphi=0$ otherwise (1.144) will not be satisfied. Non-negativeness of the second invariant leads to the first restriction in (1.145).

It can be shown by analogy that if

$$
\varphi=I_{3} g
$$

and if $\eta$ and $g$ do not depend upon $I_{2}$ and $I_{3}$, the necessary and sufficient conditions for inequality (1.144) are as follows

$$
\eta \geq 0, \quad g \geq 0
$$

Finally, if

$$
\eta=\frac{\mu}{I_{2}}, \varphi=\frac{\nu}{I_{3}}
$$

and the coefficients $\mu$ and $\nu$ are independent of $I_{2}$ and $I_{3}$ we arrive at the following condition

$$
2 \mu+3 \nu \geq 0
$$

From the latter equation one can see that one of the above coefficients, i.e. $\mu$ or $\nu$, may be negative.

Material with the constitutive equation (1.143) is called the Reiner-Rivlin viscous fluid, [157] and [156].

The case $\varphi=0$ is the most common. In this case the governing equation takes the form

$$
\begin{equation*}
\mathbf{s}=2 \eta \mathbf{d} \tag{1.146}
\end{equation*}
$$

and the necessary and sufficient conditions for dissipative inequality (1.144) are given by

$$
\begin{equation*}
\eta \geq 0 \tag{1.147}
\end{equation*}
$$

which is insensitive to a particular form of dependence of $\eta$ on the invariants $I_{2}$ and $I_{3}$.

Provided that the viscous coefficient $\eta$ depends only on the temperature, the material with the constitutive equation (1.146) is termed a Newtonian viscous fluid.

To conclude, we will write the heat conduction equation for a viscous material. According to (1.143) the heat conduction equation (1.118) takes the following form

$$
\begin{equation*}
\rho \theta \dot{S}_{0}=4 \eta I_{2}(\mathbf{d})+6 \varphi I_{3}(\mathbf{d})+b+\nabla \cdot(\kappa \nabla \theta) . \tag{1.148}
\end{equation*}
$$

The first two terms on the right hand side characterize the energy dissipation in a viscous material. In agreement with the dissipative inequality (1.144) their sum is non-negative. In the case of a Newtonian viscous fluid the second term disappears, while the first is the second order in $\mathbf{d}$.

In some cases it is necessary to consider the inverse tensor function (1.143), i.e. to find the following expression

$$
\begin{equation*}
\mathbf{d}=\operatorname{Dev}\left(\beta \mathbf{s}+\gamma \mathbf{s}^{2}\right) \tag{1.149}
\end{equation*}
$$

with the scalar factors $\beta$ and $\gamma$ depending on the invariants of tensor $\mathbf{s}$ and the scalars $\rho, \dot{\rho}$ and $\theta$.

In general, an actual inversion (assuming that it is possible) is very difficult because the coefficients $\eta$ and $\varphi$ in (1.143) depend on the invariants of tensor d. In order to overcome this difficulty we postulate that the constitutive equation is in the form of (1.149) and assume that the free energy and the entropy are equal to zero. The dissipative inequality (1.117) imposes the following restriction on $\beta$ and $\gamma$ which are functions of the invariants $I_{2}$ and $I_{3}$

$$
\begin{equation*}
2 \beta I_{2}(\mathbf{s})+3 \gamma I_{3}(\mathbf{s}) \geq 0 \tag{1.150}
\end{equation*}
$$

The structure of this inequality is similar to that of eq. (1.144).

### 1.9.3 Plastic materials

In order to formulate the concept of a plastic material it is necessary to introduce a norm in the space of the stress deviator $s$. The norm is denoted as $N(s)$. It is a non-negative scalar function of tensor $s$ and a function of the tensor's invariants in the case of an isotropic material. In accordance with the norm properties any function $N(\mathbf{s})$ must satisfy the following conditions

$$
\begin{align*}
N(\mathbf{s}) & >0, \mathbf{s} \neq 0 \\
N(\mathbf{s}) & =0, \mathbf{s}=0 \\
N(\alpha \mathbf{s}) & =|\alpha| N(\mathbf{s}) \\
N(\mathbf{s}+\mathbf{t}) & \leq N(\mathbf{s})+N(\mathbf{t}) \tag{1.151}
\end{align*}
$$

where $\alpha$ is a real value.

From a physical point of view the norm $N$ characterises, in a generalised sense, the largest absolute value of components of the stress deviator.

Let us proceed to the definition of a plastic material.
We assume that if there is no deformation, i.e. $\mathbf{d}=0$, then the stress deviator may take any value, however its value should satisfy the following inequality

$$
\begin{equation*}
N(\mathbf{s}) \leq \tau_{s} \tag{1.152}
\end{equation*}
$$

Next, we assume that under deformation, i.e. $\mathbf{d} \neq 0$, the material behaves like a viscous fluid with a constitutive equation which is similar to (1.143), namely

$$
\begin{equation*}
\mathbf{s}=\mu \mathbf{f}(\mathbf{d}) \tag{1.153}
\end{equation*}
$$

Here $\mu$ is a positive factor which is not known a priori, and $\mathbf{f}$ is a tensor function of the strain rate of shape change $\mathbf{d}$. The dependence of $\mathbf{f}$ on $\mathbf{d}$ is similar to that in (1.143), i.e.

$$
\begin{equation*}
\mathbf{f}(\mathbf{d})=2 \operatorname{Dev}\left(\psi \mathbf{d}+\chi \mathbf{d}^{2}\right) . \tag{1.154}
\end{equation*}
$$

The scalar coefficients $\psi$ and $\chi$ are functions of the invariants of $\mathbf{d}$, mass density, its time-derivative and temperature. Finally, we assume that under any deformation (requirement $\mathbf{d} \neq 0$ must hold) the norm of the stress deviator satisfies the following condition

$$
\begin{equation*}
N(\mathbf{s})=\tau_{s} \tag{1.155}
\end{equation*}
$$

which is called the yield criterion. Here $\tau_{s}$ is referred to as the yield stress which is allowed to be an operator over some thermodynamic process, i.e. some operator over $\mathbf{d}, \rho$ and $\theta$.

Equation (1.155) serves to determine the unknown scalar factor $\mu$. Substituting s from (1.153) into (1.155) and using the third norm property, eq. (1.151), we obtain

$$
\mu N(\mathbf{f})=\tau_{s} .
$$

Substituting for $\mu$ in (1.153) then gives

$$
\begin{equation*}
\mathbf{s}=\frac{\tau_{s}}{N(\mathbf{f})} \mathbf{f}(\mathbf{d}) \tag{1.156}
\end{equation*}
$$

It is easy to see that the yield condition (1.155) is also satisfied.
The last assumption is as follows. The specific free energy and the specific entropy for the plastic material are equated to zero.

Therefore, the constitutive equations for a plastic material are given by

$$
\left[\begin{array}{ll}
\mathbf{d}=0, & N(\mathbf{s}) \leq \tau_{s}  \tag{1.157}\\
\mathbf{d} \neq 0, & \mathbf{s}=\tau_{s} \mathbf{f}(\mathbf{d}) / N(\mathbf{f})
\end{array}\right.
$$

$$
\begin{equation*}
F_{*}=0, \quad S_{*}=0 \tag{1.158}
\end{equation*}
$$

Note that any state of stress at which $N(\mathbf{s})>\tau_{s}$ is unattainable since, due to (1.157), it cannot be realised neither when $\mathbf{d} \neq 0$ nor when $\mathbf{d}=0$.

Let us now ascertain what restrictions are imposed by the dissipative inequality (1.117) on the constitutive equations. In accordance with (1.157) we must study two cases: $\mathbf{d}=0$ and $\mathbf{d} \neq 0$. In the first case inequality (1.117) holds with the equality sign. In the second case (1.117) reduces to the following inequality

$$
\begin{equation*}
4 \psi I_{2}(\mathbf{d})+6 \chi I_{3}(\mathbf{d}) \geq 0 \tag{1.159}
\end{equation*}
$$

similar to condition (1.144) for the viscous material.
In some cases an inversion of the constitutive equations (1.157), i.e. a functional dependence $\mathbf{d}(\mathbf{s})$, turns out to be necessary. The result of this inversion has the following general form

$$
\begin{equation*}
\mathbf{d}=\lambda \operatorname{Dev}\left(r \mathbf{s}+p \mathbf{s}^{2}\right) \tag{1.160}
\end{equation*}
$$

where $p$ and $r$ are non-trivial scalar functions of the invariants of the stress deviator s, mass density $\rho$, its time-derivative $\dot{\rho}$ and temperature $\theta$. An undetermined non-negative factor $\lambda$ satisfies the following conditions

$$
\left[\begin{array}{ll}
N(\mathbf{s})<\tau_{s}, & \lambda=0  \tag{1.161}\\
N(\mathbf{s})=\tau_{s}, & \lambda \geq 0
\end{array}\right.
$$

Indeed, if $N(\mathbf{s})<\tau_{s}$, then as follows from (1.157) there is no deformation, i.e. $\mathbf{d}=0$. It is however seen from (1.160) that this is possible only when $\lambda=0$ as it is written down in the first line of (1.161). Next, if $N(\mathbf{s})=\tau_{s}$, conditions (1.157) permit two possibilities: $\mathbf{d}=0$ and $\mathbf{d} \neq 0$. Representation (1.160) says that this is also possible in the two cases: $\lambda=0$ and $\lambda \neq 0$. Assuming for determinancy that $\lambda$ is non-negative, we arrive at the statement in the second line of (1.161).

We proceed now to the dissipative inequality (1.117). Substituting (1.160) and (1.158) into it yields

$$
\begin{equation*}
\lambda\left[2 r I_{2}(\mathbf{s})+3 p I_{3}(\mathbf{s})\right] \geq 0 \tag{1.162}
\end{equation*}
$$

As long as no plastic deformation occurs $\lambda=0$, and the dissipative inequality (1.162) holds with the equality sign. When a plastic deformation occurs, then $\lambda$ is negative, and inequality (1.162) holds under the following condition

$$
\begin{equation*}
2 r I_{2}(\mathbf{s})+3 p I_{3}(\mathbf{s}) \geq 0, N(\mathbf{s})=\tau_{s} \tag{1.163}
\end{equation*}
$$

The most popular expressions in the mathematical theory of plasticity, for functions and operators which appear in the equations for plastic materials, are given below.

In the overwhelming majority of papers it is proposed that

$$
\begin{equation*}
\mathbf{f}(\mathbf{d})=\mathbf{d}, \tag{1.164}
\end{equation*}
$$

which is analogous to the tensor function (1.146). In this case, the dissipative inequality both in (1.159) and (1.162) holds for any deformation process.

The most commonly used expressions for the norm $N(\mathbf{s})$ in the yield criterion are described in what follows. It is often assumed that this norm is an intensity of shear stresses

$$
\begin{equation*}
N(\mathbf{s})=\tau=\sqrt{I_{2}(\mathbf{s})}=\sqrt{\frac{1}{2} \mathbf{s}: \mathbf{s}} \tag{1.165}
\end{equation*}
$$

The yield criterion in the following form

$$
\begin{equation*}
\tau=\tau_{s} \tag{1.166}
\end{equation*}
$$

is called the Mises yield criterion.
Sometimes, the maximum shear stress

$$
\begin{equation*}
N(\mathbf{s})=T=\max \left[\left|\frac{s_{1}-s_{2}}{2}\right|,\left|\frac{s_{2}-s_{3}}{2}\right|,\left|\frac{s_{3}-s_{1}}{2}\right|\right], \tag{1.167}
\end{equation*}
$$

is used as norm $N(\mathbf{s})$. Here $s_{1}, s_{2}$ and $s_{3}$ are the principle values of the stress deviator.

The yield criterion in the form

$$
\begin{equation*}
T=\tau_{s} \tag{1.168}
\end{equation*}
$$

is called the St. Venant-Tresca yield criterion.
Finally, let us briefly touch upon some different ways of prescribing the dependence of the yield stress on the history of deformation. It often turns out that $\tau_{s}$ does not depend on the deformation history at all, but it is a function of the temperature and, probably, the mass density, i.e.

$$
\begin{equation*}
\tau_{s}=\tau_{s}(\theta, \rho) \tag{1.169}
\end{equation*}
$$

Next, the dependence of the yield stress on the deformation history may be prescribed as a function

$$
\begin{equation*}
\tau_{s}=\tau_{s}(\theta, \rho, q) \tag{1.170}
\end{equation*}
$$

where $q$ is referred to as the Odqvist parameter

$$
\begin{equation*}
q=\int_{0}^{t} \sqrt{I_{2}(\mathbf{d})} d t \tag{1.171}
\end{equation*}
$$

The plasticity theory based on equations (1.164), (1.165) and (1.169) is called the St. Venant-Mises theory. Its constitutive equations are given by

$$
\left[\begin{array}{ll}
\mathbf{d}=0, & \tau \leq \tau_{s}  \tag{1.172}\\
\mathbf{d} \neq 0, & \mathbf{s}=\tau_{s} \mathbf{d} / v
\end{array}\right.
$$

where

$$
\begin{equation*}
v=\sqrt{I_{2}(\mathbf{d})}=\sqrt{\frac{1}{2} \mathbf{d}: \mathbf{d}} \tag{1.173}
\end{equation*}
$$

is referred to as an intensity of shear strain rate.
An inverse form of the constitutive equation is

$$
\begin{equation*}
\mathbf{d}=\lambda \mathbf{s} \tag{1.174}
\end{equation*}
$$

where

$$
\left[\begin{array}{ll}
\tau \leq \tau_{s}, & \lambda=0  \tag{1.175}\\
\tau=\tau_{s}, & \lambda \geq 0
\end{array}\right.
$$

To conclude, we write down the heat conduction equation for a plastic material. In the most general case, this is given by

$$
\begin{equation*}
\rho \theta \dot{S}_{0}=\frac{\tau_{s}}{N(\mathbf{f})}\left[4 \psi I_{2}(\mathbf{d})+6 \chi I_{3}(\mathbf{d})\right]+b+\nabla \cdot(\kappa \nabla \theta) . \tag{1.176}
\end{equation*}
$$

In the St. Venant-Mises theory it takes a more simple form

$$
\begin{equation*}
\rho \theta \dot{S}_{0}=\tau_{s} v+b+\nabla \cdot(\kappa \nabla \theta) \tag{1.177}
\end{equation*}
$$

The first term on the right hand side characterises heat production under plastic deformations. In contrast to the viscous material this value is of first order in components of the strain rate of shape change $\mathbf{d}$.

### 1.10 Rheological models of materials. Complex materials

Let us introduce the concept of a rheological model of a material.
Ignoring for the time being the temperature dependence, we note that equation (1.139) implies elasticity, i.e. it states a functional relation between "force" s and "strain " $\boldsymbol{\Lambda}$. The simplest mechanical system which can be described in this way is an elastic spring. For this reason, in rheology, cf. [157], [192] and [156], an elastic spring is considered to be a visual image for the elasticity equation (1.139). This visual image of the constitutive equations is termed a rheological model of a material. A rheological model for an elastic material is an elastic spring which is referred to as the Hooke element in rheology. The Hooke element is depicted in Fig. 1.2a.


FIGURE 1.2. Rheological models of materials: a) the Hooke element, b) the Newton element and c) the St. Venant element.

Next, the constitutive equation (1.143) is a viscosity relation, since it states a functional dependence between "force" s and "velocity" d. The simplest mechanical system with the above property is a viscous damper or dashpot. This visual image is chosen as the rheological model for the viscous material. This is shown in Fig. 1.2b and is called the Newton element. The simplest realisation of the viscous damper is an oil-filled-cylinder with a piston in it. Due to cylinder clearance, the axial force due to the relative motion of the piston depends upon the velocity and vanishes together with the velocity.

Finally, the constitutive equations (1.157) describe plasticity. In fact, they state that when the norm of the "force" $s$ is small, the material experiences no deformations $(\mathbf{d}=0)$, i.e. it behaves like a rigid body. When the "force" s reaches the yield stress, the material may be deformed and the change in the "velocity" $\mathbf{d}$ does not influence the value (or strictly speaking the norm) of the "force". A dry friction damper is the simplest mechanical system possessing the above properties. This is depicted in Fig. 1.2c and is considered to be the rheological model for a plastic material. This rheological element is called the St. Venant element. The simplest realisation of the element is two flat plates pressed together by a constant force. Relative motion of the plates is absent while the tangential forces in the plates do not exceed the forces of dry friction. If relative motion occurs, the force which causes this motion is equal to the force of dry friction and does not depend upon the velocity.

The materials considered possess the following fundamental properties: elasticity, viscosity and plasticity. These properties are visualised by the simplest rheological models, namely, the Hooke element, the Newton element and the St. Venant element.

Let us proceed to considering materials with complex rheological properties. The following way of composing the constitutive equations for materials with complex rheological properties is accepted in rheology. Its basic


FIGURE 1.3. Connection of the rheological elements in parallel a) and in series b).
concept is a rheological model. It is composed of the fundamental rheological elements in series and in parallel. The system of constitutive equations is then derived using some rules. Thus, the rheological model is not only a visualisation of the material behaviour, but also plays an active part, namely it prescribes the structure of the constitutive equation for the material. A large number of materials with broad spectra of mechanical properties is postulated in this way.

Consider now the problem of deriving the constitutive equations for a given rheological model. As pointed out above, a model is composed of the fundamental rheological elements by means of parallel and in series connections. These connections are shown in Fig. 1.3.

We assume that the constitutive equations for each element $\alpha$ and $\beta$ are given separately in the form of operators such as (1.111) and (1.112), i.e.

$$
\begin{array}{ll}
\mathbf{s}_{\alpha}=\mathbf{s}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B}\right\}, & \mathbf{s}_{\beta}=\mathbf{s}_{\beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta}, \mathbf{B}\right\}, \\
F_{* \alpha}=F_{* \alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B}\right\}, & F_{* \beta}=F_{* \beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\mathcal{B}}, \mathbf{B}\right\}  \tag{1.178}\\
S_{* \alpha}=S_{* \alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B}\right\}, & S_{* \beta}=S_{* \beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta}, \mathbf{B}\right\}
\end{array}
$$

Assume that the rotation tensor $\mathbf{B}$, temperature $\theta$, and mass density $\rho$ in both constitutive equations (1.178) coincide regardless of the type of connection, while the strains of shape change are in general different, i.e. $\boldsymbol{\Lambda}_{\alpha}(\tau) \neq \boldsymbol{\Lambda}_{\beta}(\tau)$. These tensors are assumed to be related to the tensors $\mathbf{d}_{\alpha}$ and $\mathbf{d}_{\beta}$ by means of eq. (1.39), i.e.

$$
\begin{align*}
\dot{\boldsymbol{\Lambda}}_{\alpha} & =-\mathbf{d}_{\alpha} \cdot \boldsymbol{\Lambda}_{\alpha}-\boldsymbol{\Lambda}_{\alpha} \cdot \mathbf{d}_{\alpha}-\boldsymbol{\Omega} \cdot \boldsymbol{\Lambda}_{\alpha}+\boldsymbol{\Lambda}_{\alpha} \cdot \boldsymbol{\Omega} \\
\dot{\boldsymbol{\Lambda}}_{\beta} & =-\mathbf{d}_{\beta} \cdot \boldsymbol{\Lambda}_{\beta}-\boldsymbol{\Lambda}_{\beta} \cdot \mathbf{d}_{\beta}-\boldsymbol{\Omega} \cdot \boldsymbol{\Lambda}_{\beta}+\boldsymbol{\Lambda}_{\beta} \cdot \boldsymbol{\Omega} \tag{1.179}
\end{align*}
$$

where the spin tensor $\Omega$ needs to be obtained from (1.45) in terms of the rotation tensor $\mathbf{B}$.

We suppose that the initial condition (1.40) holds for any tensor $\boldsymbol{\Lambda}_{\alpha}$ and $\boldsymbol{\Lambda}_{\beta}$, i.e.

$$
\begin{equation*}
\boldsymbol{\Lambda}_{\alpha}\left(t_{0}\right)=\mathbf{E}, \quad \boldsymbol{\Lambda}_{\beta}\left(t_{0}\right)=\mathbf{E} . \tag{1.180}
\end{equation*}
$$

Let us introduce the connection axioms.

1. Axiom of a connection in parallel as shown in Fig. 1.3a

$$
\begin{equation*}
\mathbf{d}=\mathbf{d}_{\alpha}=\mathbf{d}_{\beta}, \mathbf{s}=\mathbf{s}_{\alpha}+\mathbf{s}_{\beta} . \tag{1.181}
\end{equation*}
$$

2. Axiom of a connection in series as shown in Fig. 1.3b

$$
\begin{equation*}
\mathbf{d}=\mathbf{d}_{\alpha}+\mathbf{d}_{\mathcal{B}}, \mathbf{s}=\mathbf{s}_{\alpha}=\mathbf{s}_{\beta} \tag{1.182}
\end{equation*}
$$

For both connections

$$
\begin{equation*}
F_{*}=F_{* \alpha}+F_{* \beta}, \quad S_{*}=S_{* \alpha}+S_{* \beta} \tag{1.183}
\end{equation*}
$$

Finally, recall that for a given $\mathbf{d}$ tensor $\boldsymbol{\Lambda}$ is a solution of the following kinematic equations, cf. (1.39)

$$
\begin{equation*}
\dot{\boldsymbol{\Lambda}}=-\mathbf{d} \cdot \boldsymbol{\Lambda}-\boldsymbol{\Lambda} \cdot \mathbf{d}-\boldsymbol{\Omega} \cdot \boldsymbol{\Lambda}+\boldsymbol{\Lambda} \cdot \boldsymbol{\Omega} \tag{1.184}
\end{equation*}
$$

subject to the following initial condition, cf. (1.40)

$$
\begin{equation*}
\boldsymbol{\Lambda}\left(t_{0}\right)=\mathbf{E} \tag{1.185}
\end{equation*}
$$

Analysis of one-dimensional mechanical systems, i.e. the rheological models, may serve some logical substantiation for just these very axioms. We start with the connection in parallel, see Fig. 1.3a. Provided that the rigid rods $A B$ and $C D$ may move only vertically and translationally, the velocity $d$ of the point $E$ relative to $F$ coincides with the velocity $d_{\alpha}$ of the point $A$ relative to $C$ and $d_{\beta}$ of the point $B$ relative to $D$. This observation allows us to write down the following kinematic equation

$$
d=d_{\alpha}=d_{3}
$$

whose structure is similar to that of the first tensor equation (1.181). Further, the force $s$ applied to points $E$ and $F$ is the sum of the force in the first element, i.e. $s_{\alpha}$, and the second element, i.e. $s_{\beta}$. This yields the equation

$$
s=s_{\alpha}+s_{\beta},
$$

whose structure is again similar to that of the second tensor equation (1.181).

By analogy, for a connection in series (see Fig. 1.3b) the vertical velocity of the point $E$ relative to $F$ is the sum of velocity $d_{\alpha}$ of the point $E$ relative to $G$ and $d_{\beta}$ of the point $G$ relative to $F$, i.e.

$$
d=d_{\alpha}+d_{\beta}
$$

This is analogous to the first tensor equation in (1.182). Further, in the one-dimensional model of Fig. 1.3b the forces $s$ applied to points $E$ and $F$ are equal to the forces in the elements $s_{\alpha}$ and $s_{\beta}$, i.e.

$$
s=s_{\alpha}=s_{\beta}
$$

which is analogous to the second tensor equation in (1.182).
Finally, equations (1.183) are a logical consequence of additivity of free energy and entropy for mechanical elements of the models.

The connection axioms allow one to derive constitutive equations for any arbitrary complicated rheological model composed of the fundamental elements such as Hooke's element, Newton's element and St. Venant's element by means of connections in series and in parallel.

Theorem 1 states: Constitutive equations for any rheological model satisfy the dissipative inequality.

The theorem will be proved by the method of mathematical induction.
Consider two arbitrary rheological models, say $\alpha$ and $\beta$. Let the constitutive equations for materials with these rheological models be given by eq. (1.178). Assume that inequality (1.117) holds separately for each of these two materials, i.e.

$$
\begin{align*}
& \mathbf{s}_{\alpha}: \mathbf{d}_{\alpha}-\rho \dot{F}_{* \alpha}-\rho \dot{\theta} S_{* \alpha} \geq 0  \tag{1.186}\\
& \mathbf{s}_{\beta}: \mathbf{d}_{\beta}-\rho \dot{F}_{* \beta}-\rho \dot{\theta} S_{* \beta} \geq 0 \tag{1.187}
\end{align*}
$$

Prove that inequality (1.117)

$$
\begin{equation*}
\mathbf{s}: \mathbf{d}-\rho \dot{F}_{*}-\rho \dot{\theta} S_{*} \geq 0 \tag{1.188}
\end{equation*}
$$

holds for materials with a rheological model composed of the rheological models of materials $\alpha$ and $\beta$ by means of connections in series and in parallel.

We first address a parallel connection. We substitute expressions for $\mathbf{s}$, d, $F_{*}$ and $S_{*}$ due to the axioms of parallel connections, eqs. (1.181) and (1.183), into (1.188). Combining the terms, we obtain

$$
\begin{equation*}
\mathbf{s}_{\alpha}: \mathbf{d}_{\alpha}-\rho \dot{F}_{* \alpha}-\rho \dot{\theta} S_{* \alpha}+\mathbf{s}_{\beta}: \mathbf{d}_{\beta}-\rho \dot{F}_{* \beta}-\rho \dot{\theta} S_{* \beta} \geq 0 \tag{1.189}
\end{equation*}
$$

The sum of the first three terms on the left hand side is non-negative due to assumption (1.186), while the rest is non-negative due to (1.187). Hence, condition (1.188) holds.

Consider now a connection in series. We substitute expressions for s, d, $F_{*}$ and $S_{*}$ due to the axioms of connection in series, eqs. (1.182) and (1.183), into (1.188). Combining the terms, we again arrive at inequality (1.189) which holds by virtue of assumptions (1.186) and (1.187).

It only remains to remember that the dissipative inequality, eqs. (1.186) and (1.187), holds for any thermodynamic process for each fundamental element: elastic, viscous and plastic.

Therefore, the theorem is proved.
We now prove another two theorems.
Theorem 2. Constitutive equations obtained for a rheological model correspond to an isotropic material.

Theorem 3. Constitutive equations obtained for a rheological model are frame-indifferent.

Statements of these theorems are concerned with the system of constitutive equations $(1.58),(1.101),(1.103),(1.111)$ and (1.112). It is easy to understand that the proof should touch upon only the variables and tensors describing shape distortion. Mathematically, the following equations for H and $Q$-motions

$$
\begin{array}{lll}
\mathrm{s}_{H}=\mathbf{s}, & F_{* H}=F_{*}, & S_{* H}=S_{*}, \\
\mathrm{~s}_{Q}=\mathbf{Q} \cdot \mathbf{s} \cdot \mathbf{Q}^{T}, & F_{* Q}=F_{*}, & S_{* Q}=S_{*} \tag{1.190}
\end{array}
$$

must hold.
The theorem will be proved by the method of mathematical induction. Consider two arbitrary rheological models: $\alpha$ and $\beta$. Denote the operators governing the stress deviators as follows

$$
\begin{aligned}
& \mathbf{s}_{\alpha}=\mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B}\right\}, \\
& \mathbf{s}_{\beta}=\mathbf{Z}_{\beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta}, \mathbf{B}\right\} .
\end{aligned}
$$

Let us allow that these operators as well as operators $F_{*}$ and $S_{*}$ (1.112) prescribing the free energy and the entropy of shape distortion for these models, describe isotropic materials and satisfy the material frame indifference principle.

Due to (1.93) and (1.190) the isotropy assumption means that the above operators satisfy the following conditions

$$
\begin{align*}
& \mathbf{Z}_{\gamma}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\gamma}, \mathbf{B} \cdot \mathbf{H}\right\}=\mathbf{Z}_{\gamma}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\gamma}, \mathbf{B}\right\}, \\
& F_{* \gamma}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\gamma}, \mathbf{B} \cdot \mathbf{H}\right\}=F_{* \gamma}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\gamma}, \mathbf{B}\right\}, \\
& S_{* \gamma}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\gamma}, \mathbf{B} \cdot \mathbf{H}\right\}=S_{* \gamma}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\gamma}, \mathbf{B}\right\},  \tag{1.191}\\
& \gamma=\alpha, \beta .
\end{align*}
$$

By virtue of (1.97), (1.99) and (1.190) the frame-indifference assumption corresponds to the conditions

$$
\begin{align*}
& \mathbf{Z}_{\gamma}\left\{\theta, \rho_{0} / \rho, \mathbf{Q} \cdot \boldsymbol{\Lambda}_{\gamma} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}=\mathbf{Q} \cdot \mathbf{Z}_{\gamma}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\gamma}, \mathbf{B}\right\} \cdot \mathbf{Q}^{T}, \\
& F_{* \gamma}\left\{\theta, \rho_{0} / \rho, \mathbf{Q} \cdot \boldsymbol{\Lambda}_{\gamma} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}=F_{* \gamma}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\gamma}, \mathbf{B}\right\}, \\
& S_{* \gamma}\left\{\theta, \rho_{0} / \rho, \mathbf{Q} \cdot \boldsymbol{\Lambda}_{\gamma} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}=S_{* \gamma}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\gamma}, \mathbf{B}\right\}, \\
& \gamma=\alpha, \beta \tag{1.192}
\end{align*}
$$

Let us prove that any material with a rheological model composed by means of parallel and in series connections of models $\alpha$ and $\beta$ is isotropic and its constitutive equations satisfy the material frame indifference principle.

1. Consider a parallel connection of elements $\alpha$ and $\beta$. Due to equations (1.179) and (1.184) and initial conditions (1.180) and (1.185), the equation

$$
\mathbf{d}_{\alpha}=\mathbf{d}_{\beta}=\mathbf{d}
$$

renders the following result

$$
\begin{equation*}
\boldsymbol{\Lambda}_{\alpha}=\boldsymbol{\Lambda}_{\beta}=\boldsymbol{\Lambda} \tag{1.193}
\end{equation*}
$$

Further, by virtue of (1.190) and (1.193) we obtain the following equations

$$
\begin{align*}
& \mathbf{s}=\mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B}\right\}+\mathbf{Z}_{\beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B}\right\} \\
& F_{*}=F_{* \alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B}\right\}+F_{* \beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B}\right\},  \tag{1.194}\\
& S_{*}=S_{* \alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B}\right\}+S_{* \beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B}\right\}
\end{align*}
$$

It is seen that $\mathbf{s}, F_{*}$ and $S_{*}$ are operators over $\theta, \rho, \boldsymbol{\Lambda}$ and $\mathbf{B}$.
a. Let us prove that operators (1.194) describe an isotropic material. To this end, we obtain their values in $H$-motion. Denoting them by subscript $H$ we obtain by means of (1.93)

$$
\begin{align*}
& \mathbf{s}_{H}=\mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B} \cdot \mathbf{H}\right\}+\mathbf{Z}_{\beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B} \cdot \mathbf{H}\right\}, \\
& F_{* H}=F_{* \alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B} \cdot \mathbf{H}\right\}+F_{* \beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B} \cdot \mathbf{H}\right\},  \tag{1.195}\\
& S_{* H}=S_{* \alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B} \cdot \mathbf{H}\right\}+S_{* \beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}, \mathbf{B} \cdot \mathbf{H}\right\} .
\end{align*}
$$

Finally, taking into account assumptions (1.191) we arrive at the following equations

$$
\begin{equation*}
\mathbf{s}_{H}=\mathbf{s}, \quad F_{* H}=F_{*}, \quad S_{* H}=S_{*} \tag{1.196}
\end{equation*}
$$

which indicate that the material is isotropic.
b. Let us write down the equations for operators (1.194) in $Q$-motion. By virtue of (1.99) we have

$$
\begin{aligned}
& \mathbf{s}_{Q}=\mathbf{Z}_{\alpha}\left\{\theta, \frac{\rho_{0}}{\rho}, \mathbf{Q} \cdot \boldsymbol{\Lambda} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}+\mathbf{Z}_{\beta}\left\{\theta, \frac{\rho_{0}}{\rho}, \mathbf{Q} \cdot \boldsymbol{\Lambda} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\} \\
& F_{* Q}=F_{* \alpha}\left\{\theta, \frac{\rho_{0}}{\rho}, \mathbf{Q} \cdot \boldsymbol{\Lambda} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}+F_{* \beta}\left\{\theta, \frac{\rho_{0}}{\rho}, \mathbf{Q} \cdot \boldsymbol{\Lambda} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}, \\
& S_{* Q}=S_{* \alpha}\left\{\theta, \frac{\rho_{0}}{\rho}, \mathbf{Q} \cdot \boldsymbol{\Lambda} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}+S_{* \beta}\left\{\theta, \frac{\rho_{0}}{\rho}, \mathbf{Q} \cdot \boldsymbol{\Lambda} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\} .
\end{aligned}
$$

Taking into account assumptions (1.192) we obtain the following equations

$$
\begin{equation*}
\mathbf{s}_{Q}=\mathbf{Q} \cdot \mathbf{s} \cdot \mathbf{Q}^{T}, \quad F_{* Q}=F_{*}, \quad S_{* Q}=S_{*} . \tag{1.197}
\end{equation*}
$$

Comparison with (1.190) shows that the constitutive equations satisfy the principle of material frame indifference.
2. Consider now a connection of two elements $\alpha$ and $\beta$ in series. The condition for a connection in series are as follows

$$
\begin{align*}
& \mathbf{d}_{\alpha}+\mathbf{d}_{\beta}=\mathbf{d} \\
& \dot{\boldsymbol{\Lambda}}_{\alpha}=-\left(\mathbf{d}_{\alpha}+\boldsymbol{\Omega}\right) \cdot \boldsymbol{\Lambda}_{\alpha}-\boldsymbol{\Lambda}_{\alpha} \cdot\left(\mathbf{d}_{\alpha}-\boldsymbol{\Omega}\right), \\
& \dot{\boldsymbol{\Lambda}}_{\beta}=-\left(\mathbf{d}_{\beta}+\boldsymbol{\Omega}\right) \cdot \boldsymbol{\Lambda}_{\beta}-\boldsymbol{\Lambda}_{\beta} \cdot\left(\mathbf{d}_{\beta}-\boldsymbol{\Omega}\right),  \tag{1.198}\\
& \mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B}\right\}=\mathbf{Z}_{\beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta}, \mathbf{B}\right\} .
\end{align*}
$$

This is a system of equations for unknown $\boldsymbol{\Lambda}_{\alpha}, \boldsymbol{\Lambda}_{\beta}, \mathbf{d}_{\alpha}$ and $\mathbf{d}_{\beta}$ for given $\boldsymbol{\Lambda}, \mathbf{B}, \boldsymbol{\Omega}, \mathbf{d}, \rho$ and $\theta$. The initial condition is given by eq. (1.180). The stress deviator for this connection is obtained from condition (1.182). For example, we have

$$
\begin{equation*}
\mathbf{s}=\mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B}\right\} \tag{1.199}
\end{equation*}
$$

Further, by means of (1.183) we obtain

$$
\begin{align*}
& F_{*}=F_{* \alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B}\right\}+F_{* \beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta}, \mathbf{B}\right\}, \\
& S_{*}=S_{* \alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B}\right\}+S_{* \beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta}, \mathbf{B}\right\} . \tag{1.200}
\end{align*}
$$

We assume that this Cauchy's problem, (1.198) and (1.180), has only one solution. Then $\boldsymbol{\Lambda}_{\alpha}$ and $\boldsymbol{\Lambda}_{\beta}$ are some functionals over $\boldsymbol{\Lambda}, \mathbf{B}, \rho$ and $\theta$. By virtue of (1.199) and (1.200) s, $F_{* \alpha}$ and $S_{* \beta}$ are also functionals over the same arguments.
a. Let us write down the system of equations (1.198) for obtaining $\boldsymbol{\Lambda}_{\alpha}$ and $\boldsymbol{\Lambda}_{\beta}$ in $H$-motion.

By virtue of (1.93) and (1.94) we have

$$
\begin{align*}
& \mathbf{d}_{\alpha H}+\mathbf{d}_{\beta H}=\mathbf{d}, \\
& \dot{\boldsymbol{\Lambda}}_{\alpha H}=-\left(\mathbf{d}_{\alpha H}+\boldsymbol{\Omega}\right) \cdot \boldsymbol{\Lambda}_{\alpha H}-\boldsymbol{\Lambda}_{\alpha H} \cdot\left(\mathbf{d}_{\alpha H}-\boldsymbol{\Omega}\right),  \tag{1.201}\\
& \dot{\boldsymbol{\Lambda}}_{\beta H}=-\left(\mathbf{d}_{\beta H}+\boldsymbol{\Omega}\right) \cdot \boldsymbol{\Lambda}_{\beta H}-\boldsymbol{\Lambda}_{\beta H} \cdot\left(\mathbf{d}_{\beta H}-\boldsymbol{\Omega}\right)
\end{align*}
$$

and

$$
\mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha H}, \mathbf{B} \cdot \mathbf{H}\right\}=\mathbf{Z}_{\beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta H}, \mathbf{B} \cdot \mathbf{H}\right\}
$$

Due to the isotropy of the elements, eq. (1.191), the latter equation is replaced by the following one

$$
\begin{equation*}
\mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha H}, \mathbf{B}\right\}=\mathbf{Z}_{\beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta H}, \mathbf{B}\right\} \tag{1.202}
\end{equation*}
$$

One sees now that the system of equations (1.201) and (1.202) coincides with the system (1.198). Also their initial conditions coincide. Further, because of the uniqueness theorem, their solutions coincide, i.e.

$$
\begin{equation*}
\boldsymbol{\Lambda}_{\alpha H}=\boldsymbol{\Lambda}_{\alpha}, \quad \boldsymbol{\Lambda}_{\beta H}=\boldsymbol{\Lambda}_{\beta} \tag{1.203}
\end{equation*}
$$

Let us find now the stress deviator, the free energy and the entropy for $H$-motion. To this aim we substitute (1.203) and (1.93) into (1.199) and (1.200), to get

$$
\begin{aligned}
& \mathbf{s}_{H}=\mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B} \cdot \mathbf{H}\right\}, \\
& F_{* H}=F_{* \alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B} \cdot \mathbf{H}\right\}+F_{* \beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta}, \mathbf{B} \cdot \mathbf{H}\right\}, \\
& S_{* H}=S_{* \alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B} \cdot \mathbf{H}\right\}+S_{* \beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta}, \mathbf{B} \cdot \mathbf{H}\right\} .
\end{aligned}
$$

Finally, allowing for assumptions (1.191) the following equations are obtained

$$
\mathbf{s}_{H}=\mathbf{s}, \quad F_{* H}=F_{*}, \quad S_{* H}=S_{*}
$$

which indicate that the operators (1.199) and (1.200) together with eqs. (1.198) and initial conditions (1.180) correspond to an isotropic material.
b. Let us prove that operators (1.199) and (1.200) together with equations (1.198) and initial conditions (1.180) satisfy the principle of material frame indifference. With this in view, we write down equations (1.198) for $Q$ motion. Accounting for conditions (1.99), we obtain

$$
\begin{align*}
& \mathbf{d}_{\alpha Q}+\mathbf{d}_{\beta Q}=\mathbf{Q} \cdot \mathbf{d} \cdot \mathbf{Q}^{T}, \\
& \dot{\boldsymbol{\Lambda}}_{\alpha Q}=-\left(\mathbf{d}_{\alpha Q}+\mathbf{Q} \cdot \boldsymbol{\Omega} \cdot \mathbf{Q}^{T}-\dot{\mathbf{Q}} \cdot \mathbf{Q}^{T}\right) \cdot \boldsymbol{\Lambda}_{\alpha Q^{-}} \\
& -\boldsymbol{\Lambda}_{\alpha Q} \cdot\left(\mathbf{d}_{\alpha Q}-\mathbf{Q} \cdot \boldsymbol{\Omega} \cdot \mathbf{Q}^{T}+\dot{\mathbf{Q}} \cdot \mathbf{Q}^{T}\right), \\
& \dot{\boldsymbol{\Lambda}}_{\beta Q}=-\left(\mathbf{d}_{\beta Q}+\mathbf{Q} \cdot \boldsymbol{\Omega} \cdot \mathbf{Q}^{T}-\dot{\mathbf{Q}} \cdot \mathbf{Q}^{T}\right) \cdot \boldsymbol{\Lambda}_{\beta Q^{-}}  \tag{1.204}\\
& -\boldsymbol{\Lambda}_{\beta Q} \cdot\left(\mathbf{d}_{\beta Q}-\mathbf{Q} \cdot \boldsymbol{\Omega} \cdot \mathbf{Q}^{T}+\dot{\mathbf{Q}} \cdot \mathbf{Q}^{T}\right), \\
& \mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha Q}, \mathbf{Q} \cdot \mathbf{B}\right\}=\mathbf{Z}_{\beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta Q}, \mathbf{Q} \cdot \mathbf{B}\right\} .
\end{align*}
$$

The initial conditions, cf. (1.180), are given by

$$
\begin{equation*}
\boldsymbol{\Lambda}_{\alpha Q}\left(t_{0}\right)=\mathbf{E}, \quad \boldsymbol{\Lambda}_{\beta Q}\left(t_{0}\right)=\mathbf{E} \tag{1.205}
\end{equation*}
$$

It has been assumed that the solution of the system (1.198) and (1.180) is unique. The solution of the system (1.204) and (1.205) is unique also, since this system is a particular case of the first one. One easily finds by direct substitution that the solution of the system (1.204) and (1.205) is as follows

$$
\begin{align*}
\boldsymbol{\Lambda}_{\alpha Q} & =\mathbf{Q} \cdot \boldsymbol{\Lambda}_{\alpha} \cdot \mathbf{Q}^{T}, \quad \boldsymbol{\Lambda}_{\beta Q}=\mathbf{Q} \cdot \boldsymbol{\Lambda}_{\beta} \cdot \mathbf{Q}^{T} \\
\mathbf{d}_{\alpha Q} & =\mathbf{Q} \cdot \mathbf{d}_{\alpha} \cdot \mathbf{Q}^{T}, \quad \mathbf{d}_{\beta Q}=\mathbf{Q} \cdot \mathbf{d}_{\beta} \cdot \mathbf{Q}^{T} \tag{1.206}
\end{align*}
$$

where $\boldsymbol{\Lambda}_{\alpha}, \boldsymbol{\Lambda}_{\beta}, \mathbf{d}_{\alpha}$ and $\mathbf{d}_{\beta}$ are governed by system of equations (1.198) and the initial conditions (1.180).

Indeed, the first three equations of system (1.204) and initial conditions (1.205) are satisfied, while the latter equation takes the form

$$
\mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \mathbf{Q} \cdot \boldsymbol{\Lambda}_{\alpha} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}=\mathbf{Z}_{\beta}\left\{\theta, \rho_{0} / \rho, \mathbf{Q} \cdot \boldsymbol{\Lambda}_{\beta} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}
$$

By virtue of assumptions (1.192) this is equivalent to the following equation

$$
\mathbf{Q} \cdot \mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B}\right\} \cdot \mathbf{Q}^{T}=\mathbf{Q} \cdot \mathbf{Z}_{\beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta}, \mathbf{B}\right\} \cdot \mathbf{Q}^{T}
$$

or

$$
\mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\alpha}, \mathbf{B}\right\}=\mathbf{Z}_{\beta}\left\{\theta, \rho_{0} / \rho, \boldsymbol{\Lambda}_{\beta}, \mathbf{B}\right\}
$$

This equation is the forth equation of the system (1.198) for determining $\boldsymbol{\Lambda}_{\alpha}$ and $\boldsymbol{\Lambda}_{\beta}$, and hence it is satisfied.

Let us obtain now equations for the stress deviator, free energy and entropy in $Q$-motion.

By virtue of (1.99), (1.206), (1.199) and (1.200) we have

$$
\begin{aligned}
& \mathbf{s}_{Q}=\mathbf{Z}_{\alpha}\left\{\theta, \rho_{0} / \rho, \mathbf{Q} \cdot \boldsymbol{\Lambda}_{\alpha} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}, \\
& F_{* Q}=F_{* \alpha}\left\{\theta, \rho_{0} / \rho, \mathbf{Q} \cdot \boldsymbol{\Lambda}_{\alpha} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}+ \\
& +F_{* \beta}\left\{\theta, \rho_{0} / \rho, \mathbf{Q} \cdot \boldsymbol{\Lambda}_{\beta} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}, \\
& S_{* Q}=S_{* \alpha}\left\{\theta, \rho_{0} / \rho, \mathbf{Q} \cdot \boldsymbol{\Lambda}_{\alpha} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\}+ \\
& +S_{* \beta}\left\{\theta, \rho_{0} / \rho, \mathbf{Q} \cdot \boldsymbol{\Lambda}_{\beta} \cdot \mathbf{Q}^{T}, \mathbf{Q} \cdot \mathbf{B}\right\} .
\end{aligned}
$$

Taking into account assumptions (1.192) we easily obtain

$$
\mathbf{s}_{Q}=\mathbf{Q} \cdot \mathbf{s} \cdot \mathbf{Q}^{T}, \quad F_{* Q}=F_{*}, \quad S_{* Q}=S_{*}
$$

which was the objective of the proof.
We thus proved that, if the constitutive equations for the models $\alpha$ and $\beta$ correspond to an isotropic material and satisfy the material frame indifference principle, then the constitutive equations for parallel and in series connections of the models $\alpha$ and $\beta$ possess the same properties.

The proof of the above theorems is completed by the statement that for the fundamental rheological models, such as elastic, viscous and plastic elements, conditions (1.191) and (1.192) are satisfied. This statement can be easily proved by direct substitution.

Depending on the structure and the set of fundamental rheological elements used to compose a rheological model, materials can be divided into a few large groups.

1. Materials with pure properties. Rheological models for these materials consist of the same fundamental elements of one sort, e.g. either Hooke's elements, or Newton's elements or St. Venant's elements.
2. Viscoelastic materials. For these materials, rheological models are composed of a set of Hooke elements and Newton elements.
3. Elastoplastic materials. For these materials, rheological models consist of a set of Hooke elements and St. Venant elements.
4. Viscoplastic materials. Sets of the Newton elements and the St. Venant elements are used to compose rheological models for these materials.
5. Viscoelastoplastic materials. Rheological models for these materials contain all fundamental rheological elements.

To conclude, we draw attention to the fact that there exists no one-to-one correspondence between the rheological models and the constitutive equations. For each rheological model one can obtain its constitutive equations. However, a rheological model exists not for any arbitrary constitutive equation, even if the latter satisfies the dissipative inequality. In other words, the set of rheological models is a subset of the set of constitutive equations. Despite this fact, the method of rheological models is extraordinarily useful since it allows one to construct particular constitutive equations with various mechanical properties in a simple way.

The procedure of prescribing the constitutive equations described in Sections 1.8, 1.9 and 1.10 enables various generalisations. For example, the assumption that the dilatation is governed by an elasticity equation and the thermal conductivity is governed by the Fourier law is not used in [134], where the most general governing equations like eqs. (1.81) and (1.90) are utilised. A generalisation of the method of rheological models for the general case has been proposed there. The constitutive equations of thermoelasticity, thermoviscosity and thermoplasticity are taken as the basic equations which are combined according to the generalised rheological model. The difference of the latter model from the rheological models of this book, as well as the models of the books [192] and [156], is that not only the stress tensor and the strain rate tensor, but also the heat flux vector and the temperature gradient are included in the modelling. We will not consider very rigorous details of this description as these generalisations will not be applied to the dynamics of materials which is the main topic of this book.

In concluding this Section it is worthwhile noting that other approaches are often applied in the literature to describe plasticity theory and viscoelasticity theory under finite deformations. However the method of rheological models has never been mentioned. The recent papers [51] and [79] are evidence of this fact. The authors use a decomposition of the total strain on elastic and inelastic, i.e. viscous or plastic, components. This way may be interpreted by means of the method of rheological models. An example of such analysis will be shown at Section 1.12.


FIGURE 1.4. Rheological model of the Kelvin-Voigt material.

### 1.11 Examples of complex materials

### 1.11.1 Example 1. The Kelvin-Voigt material

This is a viscoelastic material with the rheological model depicted in Fig. 1.4. Its rheological model represents a parallel connection of a Hooke element and a Newton element. According to (1.137) and (1.143) we have

$$
\begin{align*}
\mathbf{s}_{\alpha} & =-2 \rho \operatorname{Dev}\left(\frac{\partial F_{* \alpha}}{\partial a_{\alpha}} \boldsymbol{\Lambda}_{\alpha}+\frac{\partial F_{* \alpha}}{\partial b_{\alpha}} \boldsymbol{\Lambda}_{\alpha}^{2}\right) \\
\mathbf{s}_{\beta} & =2 \operatorname{Dev}\left(\eta \mathbf{d}_{\beta}+\varphi \mathbf{d}_{\beta}^{2}\right) \tag{1.207}
\end{align*}
$$

where $F_{* \alpha}$ denotes free energy of the Hooke element, and $\eta$ and $\varphi$ satisfy condition (1.144).

Taking account of the parallel connection axioms (1.181), equations and initial conditions for $\boldsymbol{\Lambda}_{\alpha}, \boldsymbol{\Lambda}_{\beta}$ and $\boldsymbol{\Lambda}$ we find that

$$
\begin{aligned}
\mathbf{d}_{\alpha} & =\mathbf{d}_{\beta}=\mathbf{d}, \boldsymbol{\Lambda}_{\alpha}=\boldsymbol{\Lambda}_{\beta}=\boldsymbol{\Lambda}, \mathbf{s}=\mathbf{s}_{\alpha}+\mathbf{s}_{\beta} \\
F_{*} & =F_{* \alpha}, \quad S_{*}=S_{* \alpha}
\end{aligned}
$$

Therefore, the equations for the material are as follows

$$
\begin{gather*}
\mathbf{s}=\operatorname{Dev}\left[-2 \rho\left(\frac{\partial F_{*}}{\partial a} \boldsymbol{\Lambda}+\frac{\partial F_{*}}{\partial b} \boldsymbol{\Lambda}^{2}\right)+2\left(\eta \mathbf{d}+\varphi \mathbf{d}^{2}\right)\right],  \tag{1.208}\\
F_{*}=F_{* \alpha}(a, b, \theta), \quad S_{*}=S_{* \alpha}(a, b, \theta), \tag{1.209}
\end{gather*}
$$

where $a$ and $b$ are invariants of tensor $\boldsymbol{\Lambda}$, cf. (1.135). From these equations one sees that the stress deviator depends upon the strain of shape change $\boldsymbol{\Lambda}$ and the strain rate of shape change $\mathbf{d}$. Equation (1.208) however is not the most general expression for an isotropic tensor function of two tensor
arguments. It is known [172], that the most general expression (under the assumption that $\mathbf{s}$ is a deviator) is given by

$$
\begin{align*}
& \mathbf{s}=\operatorname{Dev}\left[\left(\varphi_{1} \boldsymbol{\Lambda}+\varphi_{2} \boldsymbol{\Lambda}^{2}\right)+\varphi_{3} \mathbf{d}+\varphi_{4} \mathbf{d}^{2}+\varphi_{5}(\boldsymbol{\Lambda} \cdot \mathbf{d}+\mathbf{d} \cdot \boldsymbol{\Lambda})+\right. \\
& \left.+\varphi_{6}\left(\boldsymbol{\Lambda} \cdot \mathbf{d}^{2}+\mathbf{d}^{2} \cdot \boldsymbol{\Lambda}\right)+\varphi_{7}\left(\boldsymbol{\Lambda}^{2} \cdot \mathbf{d}+\mathbf{d} \cdot \boldsymbol{\Lambda}^{2}\right)+\varphi_{8}\left(\boldsymbol{\Lambda}^{2} \cdot \mathbf{d}^{2}+\mathbf{d}^{2} \cdot \boldsymbol{\Lambda}^{2}\right)\right] \tag{1.210}
\end{align*}
$$

where the scalar coefficients $\varphi_{i}$ depend on the invariants of tensors $\boldsymbol{\Lambda}$ and $\mathbf{d}$, their cross-invariants and other scalar parameters such as $\rho, \dot{\rho}$ and $\theta$.

Substituting (1.210) and (1.209) into dissipative inequality (1.107) yields

$$
\begin{align*}
{\left[\left(\varphi_{1}-\right.\right.} & \left.\left.2 \rho \frac{\partial F_{*}}{\partial a}\right) \boldsymbol{\Lambda}+\left(\varphi_{2}-2 \rho \frac{\partial F_{*}}{\partial b}\right) \boldsymbol{\Lambda}^{2}\right]: \mathbf{d}+2\left(\varphi_{3} \mathbf{E}+\varphi_{5} \boldsymbol{\Lambda}+\varphi_{7} \boldsymbol{\Lambda}^{2}\right): \mathbf{d}^{2}+ \\
& +2\left(\varphi_{4} \mathbf{E}+\varphi_{6} \boldsymbol{\Lambda}+\varphi_{8} \boldsymbol{\Lambda}^{2}\right): \mathbf{d}^{3}-\rho \dot{\theta}\left(\frac{\partial F_{*}}{\partial \theta}+S_{*}\right) \geq 0 \tag{1.211}
\end{align*}
$$

It is difficult to point out the necessary and sufficient conditions for this inequality, but it is easy to see that if $F_{*}=0, S_{*}=0$ and $\varphi_{i}=0(i \neq 7)$ the latter equation takes the form

$$
2 \varphi_{7}(\boldsymbol{\Lambda} \cdot \mathbf{d}):(\boldsymbol{\Lambda} \cdot \mathbf{d})^{T} \geq 0
$$

Thus, provided that

$$
\varphi_{7} \geq 0
$$

the dissipative inequality holds for any thermodynamical process. In this particular case the constitutive equations are as follows

$$
\begin{equation*}
\mathbf{s}=\varphi_{7} \operatorname{Dev}\left(\Lambda^{2} \cdot \mathbf{d}+\mathbf{d} \cdot \Lambda^{2}\right), \quad F_{*}=0, \quad S_{*}=0 \tag{1.212}
\end{equation*}
$$

Analogously, the constitutive equations

$$
\begin{equation*}
\mathbf{s}=\gamma(\boldsymbol{\Lambda}: \mathbf{d}) \operatorname{Dev} \boldsymbol{\Lambda}, \quad F_{*}=0, \quad S_{*}=0 \tag{1.213}
\end{equation*}
$$

satisfy the dissipative inequality under the following condition

$$
\gamma \geq 0
$$

However, neither eq. (1.212) nor eq. (1.213) is a particular case of eq. (1.208) derived by means of the rheological model. This fact demonstrates the above-said relation between the set of constitutive equations and the set of rheological models.


FIGURE 1.5. Rheological model of the Maxwell material.

### 1.11.2 Example 2. The Maxwell material

This viscoelastic material whose rheological model is depicted in Fig. 1.5 consists of a Hooke element and a Newton element in series.

Let us show how to obtain the dependence of the stress deviator s on the deformation history for this material. In accordance with the axioms of an in series connection we have

$$
\mathbf{s}=\mathbf{s}_{\alpha}=\mathbf{s}_{\beta}, \quad \mathbf{d}=\mathbf{d}_{\alpha}+\mathbf{d}_{\beta}, \quad F_{*}=F_{* \alpha}, \quad S_{*}=S_{* \alpha} .
$$

Use is made of the general form for the elements' equations (1.137) and (1.149). The elements' connection yields

$$
\begin{gather*}
\mathbf{s}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{* \alpha}}{\partial a_{\alpha}} \boldsymbol{\Lambda}_{\alpha}+\frac{\partial F_{* \alpha}}{\partial b_{\alpha}} \boldsymbol{\Lambda}_{\alpha}^{2}\right)  \tag{1.214}\\
\mathbf{d}_{\beta}=\operatorname{Dev}\left(\beta \mathbf{s}+\gamma \mathbf{s}^{2}\right) \tag{1.215}
\end{gather*}
$$

where $\beta$ and $\gamma$ satisfy condition (1.150).
Further, the kinematic condition of in series connection of the elements requires that

$$
\mathbf{d}_{\alpha}=\mathbf{d}-\mathbf{d}_{\mathcal{B}},
$$

which, due to (1.215), takes the form

$$
\begin{equation*}
\mathbf{d}_{\alpha}=\mathbf{d}-\operatorname{Dev}\left(\beta \mathbf{s}+\gamma \mathbf{s}^{2}\right) \tag{1.216}
\end{equation*}
$$

Finally, substituting this expression into differential equation (1.179) for tensor $\boldsymbol{\Lambda}$, we obtain

$$
\begin{equation*}
\dot{\boldsymbol{\Lambda}}_{\alpha}=-\left[\mathbf{d}+\boldsymbol{\Omega}-\operatorname{Dev}\left(\beta \mathbf{s}+\gamma \mathbf{s}^{2}\right)\right] \cdot \boldsymbol{\Lambda}_{\alpha}-\boldsymbol{\Lambda}_{\alpha} \cdot\left[\mathbf{d}-\boldsymbol{\Omega}-\operatorname{Dev}\left(\beta \mathbf{s}+\gamma \mathbf{s}^{2}\right)\right] \tag{1.217}
\end{equation*}
$$



FIGURE 1.6. The Poynting-Thomson rheological model.
Here tensors $\mathbf{d}$ and $\boldsymbol{\Omega}$ are considered to be given functions of time. Given the process history $\boldsymbol{\Lambda}=\boldsymbol{\Lambda}(t)$ and $\mathbf{B}=\mathbf{B}(t)$, the tensors $\mathbf{d}$ and $\boldsymbol{\Omega}$ can be obtained either by means of (1.83) and the following equation

$$
\begin{equation*}
\mathbf{d}=-\int_{0}^{\infty} e^{-\boldsymbol{\Lambda} \lambda} \cdot \boldsymbol{\Lambda}^{\nabla} \cdot e^{-\boldsymbol{\Lambda} \lambda} d \lambda \tag{1.218}
\end{equation*}
$$

cf. eq. (1.87), or directly from eq. (1.184). The stress deviator s should be expressed in terms of tensor $\boldsymbol{\Lambda}_{\alpha}$ by means of (1.214) and substituted into (1.217).

Thus, equation (1.217), together with the initial condition (1.180) determines $\boldsymbol{\Lambda}_{\alpha}$ as a function of time, i.e. $\boldsymbol{\Lambda}_{\alpha}=\boldsymbol{\Lambda}_{\alpha}(t)$. Substitution of the latter function into (1.214) yields

$$
\begin{equation*}
\mathbf{s}=\mathbf{s}(t) \tag{1.219}
\end{equation*}
$$

Therefore, determination of the stress deviator for the Maxwell material is concerned with solving a nonlinear ordinary differential equation (1.217). Similar equations have been obtained in [40] and [96] by somewhat different arguments.

### 1.11.3 Example 3. The Poynting-Thomson viscoelastic material

The name of this material is taken from [157] and [156]. Its rheological model depicted in Fig. 1.6 consists of a Maxwell model, Fig. 1.5, and a Hooke's element, Fig. 1.2a, in parallel.

In accordance with the rules of parallel connections we have

$$
\begin{equation*}
\mathbf{s}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{* \alpha}}{\partial a_{\alpha}} \boldsymbol{\Lambda}_{\alpha}+\frac{\partial F_{* \alpha}}{\partial b_{\alpha}} \boldsymbol{\Lambda}_{\alpha}^{2}+\frac{\partial F_{* \beta}}{\partial a} \boldsymbol{\Lambda}+\frac{\partial F_{* \beta}}{\partial b} \boldsymbol{\Lambda}^{2}\right) \tag{1.220}
\end{equation*}
$$



FIGURE 1.7. The Prandtl rheological model.

$$
\begin{gather*}
F_{*}=F_{* 1 \alpha}\left(\theta, a_{\alpha}, b_{\alpha}\right)+F_{* \beta}(\theta, a, b),  \tag{1.221}\\
S_{*}=-\frac{\partial F_{*}}{\partial \theta} \tag{1.222}
\end{gather*}
$$

where $a$ and $b$ are the invariants (1.135) of tensor $\boldsymbol{\Lambda}$ and $a_{\alpha}$ and $b_{\alpha}$ are the corresponding invariants of tensor $\boldsymbol{\Lambda}_{\alpha}$.

The governing differential equation for $\boldsymbol{\Lambda}_{\alpha}$, eq. (1.217), is given by

$$
\begin{align*}
& \dot{\boldsymbol{\Lambda}}_{\alpha}=-\left[\mathbf{d}+\boldsymbol{\Omega}-\operatorname{Dev}\left(\beta_{\alpha} \mathbf{s}_{\alpha}+\gamma_{\alpha} \mathbf{s}_{\alpha}^{2}\right)\right] \cdot \boldsymbol{\Lambda}_{\alpha}-  \tag{1.223}\\
& -\boldsymbol{\Lambda}_{\alpha} \cdot\left[\mathbf{d}-\boldsymbol{\Omega}-\operatorname{Dev}\left(\beta_{\alpha} \mathbf{s}_{\alpha}+\gamma_{\alpha} \mathbf{s}_{\alpha}^{2}\right)\right] .
\end{align*}
$$

Here $\mathbf{s}_{\alpha}$ is given by an equation similar to eq. (1.214)

$$
\mathbf{s}_{\alpha}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{* \alpha}}{\partial a_{\alpha}} \boldsymbol{\Lambda}_{\alpha}+\frac{\partial F_{* \alpha}}{\partial b_{\alpha}} \boldsymbol{\Lambda}_{\alpha}^{2}\right)
$$

while $\beta_{\alpha}$ and $\gamma_{\alpha}$ are functions of the invariants of $\mathbf{s}_{\alpha}$ and temperature.

### 1.11.4 Example 4. Elastoplastic materials with the Prandtl rheological model

Its rheological model is a Hooke's element and a St. Venant's element connected in series, cf. Fig. 1.7. The connection conditions are given by

$$
\begin{align*}
& \mathbf{d}_{\alpha}=\mathbf{d}-\mathbf{d}_{\beta}, \mathbf{s}_{\alpha}=\mathbf{s}_{\beta}=\mathbf{s}, \\
& S_{*}=S_{* \alpha}, \quad F_{*}=F_{* \alpha} \tag{1.224}
\end{align*}
$$

The element's equations are taken in a general form, i.e. eqs. (1.137), (1.160) and (1.161) such that

$$
\begin{equation*}
\mathbf{s}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{* \alpha}}{\partial a_{\alpha}} \boldsymbol{\Lambda}_{\alpha}+\frac{\partial F_{* \alpha}}{\partial b_{\alpha}} \boldsymbol{\Lambda}_{\alpha}^{2}\right) \tag{1.225}
\end{equation*}
$$

$$
\begin{align*}
& \mathbf{d}_{\beta}=\lambda \operatorname{Dev}\left(r \mathbf{s}+p \mathbf{s}^{2}\right),  \tag{1.226}\\
& {\left[\begin{array}{l}
N(\mathbf{s})<\tau_{s}, \quad \lambda=0 \\
N(\mathbf{s})=\tau_{s}, \quad \lambda \geq 0
\end{array}\right.} \tag{1.227}
\end{align*}
$$

We substitute $\mathbf{d}_{\beta}$ (1.226) into (1.224) and then into equation (1.179) for tensor $\boldsymbol{\Lambda}_{\alpha}$, to obtain
$\dot{\boldsymbol{\Lambda}}_{\alpha}=-\left[\mathbf{d}+\boldsymbol{\Omega}-\lambda \operatorname{Dev}\left(r \mathbf{s}+p \mathbf{s}^{2}\right)\right] \cdot \dot{\boldsymbol{\Lambda}}_{\alpha}-\boldsymbol{\Lambda}_{\alpha} \cdot\left[\mathbf{d}-\boldsymbol{\Omega}-\lambda \operatorname{Dev}\left(r \mathbf{s}+p \mathbf{s}^{2}\right)\right]$.
In this equation $\mathbf{d}$ and $\boldsymbol{\Omega}$ are considered to be given functions of time and $\mathbf{s}$ is expressed in terms of $\boldsymbol{\Lambda}_{\alpha}$ by means of (1.225). The undetermined factor $\lambda$ should be found by means of conditions (1.227) which, after substitution of $s$ due to (1.225), take the form

$$
\left[\begin{array}{ll}
N_{\Lambda}<\tau_{s} / \rho, & \lambda=0  \tag{1.229}\\
N_{\Lambda}=\tau_{s} / \rho, & \lambda \geq 0
\end{array}\right.
$$

Here we introduced the following denotation

$$
\begin{equation*}
N_{\Lambda}=N\left[2 \operatorname{Dev}\left(\frac{\partial F_{*}}{\partial a_{\alpha}} \boldsymbol{\Lambda}_{\alpha}+\frac{\partial F_{*}}{\partial b_{\alpha}} \boldsymbol{\Lambda}_{\alpha}^{2}\right)\right] . \tag{1.230}
\end{equation*}
$$

Because of the material isotropy function $N_{\Lambda}$ depends apparently upon the invariants of tensor $\boldsymbol{\Lambda}_{\alpha}$ and temperature, i.e.

$$
N_{\Lambda}=N_{\Lambda}\left(a_{\alpha}, b_{\alpha}, \theta\right)
$$

Only if no plastic deformation occurs, condition (1.229) determines the factor $\lambda$ uniquely. In the case of plastic deformations the factor $\lambda$ must be so chosen that the solution of (1.228) satisfies the yield condition

$$
\begin{equation*}
N_{\Lambda}=\frac{\tau_{s}}{\rho} \tag{1.231}
\end{equation*}
$$

Let us obtain an expression for $\lambda$. To this end, we take derivative with respect to time of both sides of (1.231). The result is

$$
\frac{\partial N_{\Lambda}}{\partial \boldsymbol{\Lambda}_{\alpha}}: \dot{\boldsymbol{\Lambda}}_{\alpha}+\frac{\partial N_{\Lambda}}{\partial \theta} \dot{\theta}=\left(\frac{\tau_{s}}{\rho}\right)^{\bullet}
$$

where

$$
\frac{\partial N_{\Lambda}}{\partial \boldsymbol{\Lambda}_{\alpha}}=\frac{\partial N_{\Lambda}}{\partial a_{\alpha}} \mathbf{E}+\frac{\partial N_{\Lambda}}{\partial b_{\alpha}} \boldsymbol{\Lambda}_{\alpha}
$$

Substituting for $\dot{\boldsymbol{\Lambda}}_{\alpha}$ from (1.228) and $\tau_{s}$ from (1.170) we arrive at the following equation for $\lambda$

$$
\begin{align*}
& -2\left(\frac{\partial N_{\Lambda}}{\partial \boldsymbol{\Lambda}_{\alpha}} \cdot \boldsymbol{\Lambda}_{\alpha}\right):\left[\mathbf{d}-\lambda \operatorname{Dev}\left(r \mathbf{s}+p \mathbf{s}^{2}\right)\right]+\frac{\partial N_{\Lambda}}{\partial \theta} \dot{\theta}= \\
& =\frac{1}{\rho} \frac{\partial \tau_{s}}{\partial \theta} \dot{\theta}+\left[\frac{\partial}{\partial \rho}\left(\frac{\tau_{s}}{\rho}\right)\right] \dot{\rho}+\frac{\lambda}{\rho} \frac{\partial \tau_{s}}{\partial q} I(\mathbf{s}), \tag{1.232}
\end{align*}
$$

where

$$
\begin{equation*}
I(\mathbf{s})=\sqrt{I_{2}\left[\operatorname{Dev}\left(r \mathbf{s}+p \mathbf{s}^{2}\right)\right]} . \tag{1.233}
\end{equation*}
$$

Equation (1.232) is linear in $\lambda$ and has the following solution

$$
\begin{equation*}
\lambda=\frac{2\left(\frac{\partial N_{\Lambda}}{\partial \boldsymbol{\Lambda}_{\alpha}} \cdot \boldsymbol{\Lambda}_{\alpha}\right): \mathbf{d}+\left(\frac{1}{\rho} \frac{\partial \tau_{s}}{\partial \theta}-\frac{\partial N_{\Lambda}}{\partial \theta}\right) \dot{\theta}+\left[\frac{\partial}{\partial \rho}\left(\frac{\tau_{s}}{\rho}\right)\right] \dot{\rho}}{2\left(\frac{\partial N_{\Lambda}}{\partial \boldsymbol{\Lambda}_{\alpha}} \cdot \boldsymbol{\Lambda}_{\alpha}\right): \operatorname{Dev}\left(r \mathbf{s}+p \mathbf{s}^{2}\right)-\frac{1}{\rho} \frac{\partial \tau_{s}}{\partial q} I(\mathbf{s})} \tag{1.234}
\end{equation*}
$$

The solution is acceptable only if it is nonnegative and satisfies an additional condition (1.231). If (1.234) renders a negative value of $\lambda$ this means that the condition in the second line in (1.229) is violated. In this case the only alternative is the first line in (1.229), i.e. one must take $\lambda=0$.

Hence, in order to integrate equations (1.228) one should take into account conditions (1.229) in which $\lambda$ is due to (1.234) when plastic deformation occurs. After the integral has been found, the stress deviator is obtained from (1.225). Thus, the stress deviator is determined at any instant of time for a given history of deformation $\boldsymbol{\Lambda}=\boldsymbol{\Lambda}(t)$.

Expression (1.234) for $\lambda$ is rather complicated. In an important particular case, in which (i) the plasticity element is governed by the equations of the St. Venant-Mises theory, (ii) the process is isothermic, (iii) the yield stress is a linear function of mass density ( $\tau_{s}=\rho \tau_{s}^{*}$ ) and (iv) the elasticity element is governed by the Mooney equation (1.139) with $B=0$, equation (1.234) simplifies and reduces to the following form

$$
\begin{equation*}
\lambda=\frac{\rho_{0}}{\rho A} \frac{\left[\left(\operatorname{Dev} \boldsymbol{\Lambda}_{\alpha}\right) \cdot \boldsymbol{\Lambda}_{\alpha}\right]: \mathbf{d}}{\left[\left(\operatorname{Dev} \boldsymbol{\Lambda}_{\alpha}\right) \cdot \boldsymbol{\Lambda}_{\alpha}\right]:\left(\operatorname{Dev} \boldsymbol{\Lambda}_{\alpha}\right)} . \tag{1.235}
\end{equation*}
$$

### 1.11.5 Example 5. A viscoelastoplastic material

The model for this material is composed of a Hooke, a Newton and a St. Venant element all in series. Its rheological model is depicted in Fig. 1.8.

According to the axioms of parallel connection we have

$$
\begin{equation*}
\mathbf{d}_{\alpha}=\mathbf{d}-\mathbf{d}_{\beta}-\mathbf{d}_{\gamma}, \mathbf{s}=\mathbf{s}_{\alpha}=\mathbf{s}_{\beta}=\mathbf{s}_{\gamma}, \quad F_{*}=F_{* \alpha}, S_{*}=S_{* \alpha} \tag{1.236}
\end{equation*}
$$

The elements' equations are as follows


FIGURE 1.8. Rheological model of a viscoelastoplastic material.

$$
\begin{gather*}
\mathbf{s}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{* \alpha}}{\partial a_{\alpha}} \boldsymbol{\Lambda}_{\alpha}+\frac{\partial F_{* \alpha}}{\partial b_{\alpha}} \Lambda_{\alpha}^{2}\right)  \tag{1.237}\\
\mathbf{d}_{\beta}=\operatorname{Dev}\left(\beta \mathbf{s}+\gamma \mathbf{s}^{2}\right)  \tag{1.238}\\
\mathbf{d}_{\gamma}=\lambda \operatorname{Dev}\left(r \mathbf{s}+p \mathbf{s}^{2}\right)  \tag{1.239}\\
{\left[\begin{array}{ll}
N(\mathbf{s})<\tau_{s}, & \lambda=0 \\
N(\mathbf{s})=\tau_{s} & \lambda \geq 0
\end{array}\right.} \tag{1.240}
\end{gather*}
$$

By means of (1.238), (1.239) and kinematic condition (1.236) we arrive at the following equation for $\boldsymbol{\Lambda}_{\alpha}$

$$
\begin{align*}
\dot{\boldsymbol{\Lambda}}_{\alpha}= & -\left\{\mathbf{d}+\boldsymbol{\Omega}-\operatorname{Dev}\left[\beta \mathbf{s}+\gamma \mathbf{s}^{2}+\lambda\left(r \mathbf{s}+p \mathbf{s}^{2}\right)\right]\right\} \cdot \boldsymbol{\Lambda}_{\alpha}- \\
& -\boldsymbol{\Lambda}_{\alpha} \cdot\left\{\mathbf{d}-\boldsymbol{\Omega}-\operatorname{Dev}\left[\beta \mathbf{s}+\gamma \mathbf{s}^{2}+\lambda\left(r \mathbf{s}+p \mathbf{s}^{2}\right)\right]\right\} \tag{1.241}
\end{align*}
$$

where the stress deviator s is obtained from (1.237). Next, an equation for $\lambda$ is as follows

$$
\left[\begin{array}{l}
N_{\Lambda}<\tau_{s} / \rho,  \tag{1.242}\\
N_{\Lambda}=\tau_{s} / \rho, \\
\lambda \geq 0
\end{array}\right.
$$

where $N_{\Lambda}$ is given by (1.230). Finally, under plastic deformations one can use the following equation for $\lambda$

$$
\lambda=\left[2\left(\frac{\partial N_{\Lambda}}{\partial \boldsymbol{\Lambda}_{\alpha}} \cdot \boldsymbol{\Lambda}_{\alpha}\right): \operatorname{Dev}\left(r \mathbf{s}+p \mathbf{s}^{2}\right)-\frac{1}{\rho} \frac{\partial \tau_{s}}{\partial q} I(\mathbf{s})\right]^{-1} \times
$$



FIGURE 1.9. The rheological model of the Bingham viscoplastic material.

$$
\begin{aligned}
& \times\left\{2\left(\frac{\partial N_{\Lambda}}{\partial \boldsymbol{\Lambda}_{\alpha}} \cdot \boldsymbol{\Lambda}_{\alpha}\right):\left[\mathbf{d}-\operatorname{Dev}\left(\beta \mathbf{s}+\gamma \mathbf{s}^{2}\right)\right]+\right. \\
& \left.+\left(\frac{1}{\rho} \frac{\partial \tau_{s}}{\partial \theta}-\frac{\partial N_{\Lambda}}{\partial \theta}\right) \dot{\theta}+\left[\frac{\partial}{\partial \rho}\left(\frac{\tau_{s}}{\rho}\right)\right] \dot{\rho}\right\}
\end{aligned}
$$

which is applicable only if $\lambda \geq 0$.

### 1.11.6 Example 6. The Bingham viscoplastic material

The rheological model of this material consists of a Newton's elements and a St. Venant's element in parallel and is shown in Fig. 1.9. The conditions for the elements' connections and the governing equations due to eqs. (1.181), (1.183), (1.143) and (1.157) are as follows

$$
\begin{gather*}
\mathbf{d}_{1}=\mathbf{d}_{2}=\mathbf{d}, \quad \mathbf{s}=\mathbf{s}_{1}+\mathbf{s}_{2}, S_{*}=F_{*}=0 \\
\mathbf{s}_{1}=2 \operatorname{Dev}\left(\eta \mathbf{d}+\varphi \mathbf{d}^{2}\right) \\
{\left[\begin{array}{l}
\mathbf{d}=0 \\
\mathbf{d} \neq 0,
\end{array} \quad N\left(\mathbf{s}_{2}\right)<K\left(\mathbf{s}_{2}\right)=K, \quad \mathbf{s}_{2}=\mu \mathbf{f}(\mathbf{d})\right.}  \tag{1.243}\\
\mathbf{f}(\mathbf{d})=2 \operatorname{Dev}\left(\psi \mathbf{d}+\chi \mathbf{d}^{2}\right)
\end{gather*}
$$

The yield condition renders

$$
\mu=\frac{K}{N[\mathbf{f}(\mathbf{d})]} .
$$

The following equality is assumed to hold for the viscous material

It allows us to transform the governing equation (1.243) to the following form

$$
\left[\begin{array}{ll}
\mathbf{d}=0 & N(\mathbf{s}) \leq K  \tag{1.244}\\
\mathbf{d} \neq 0, & \mathbf{s}=2 \operatorname{Dev}\left[\eta \mathbf{d}+\varphi \mathbf{d}^{2}+\mu\left(\psi \mathbf{d}+\chi \mathbf{d}^{2}\right)\right]
\end{array}\right.
$$

In contrast to the equation for the viscous material, $s$ has a discontinuity at $\mathbf{d} \rightarrow 0$ while, contrary to the plastic material, the yield condition $N(\mathbf{s})=K$ at $\mathbf{d} \neq 0$ is absent.

An inverse form of the constitutive equation is of considerable interest. Unfortunately, a general inversion is difficult. Let us treat an important particular case in which the equations of viscosity and plasticity are linear in strain rate of shape change $\mathbf{d}$ and the Mises yield condition is taken

$$
\left[\begin{array}{ll}
\mathbf{d}=0 & \tau(\mathbf{s}) \leq K  \tag{1.245}\\
\mathbf{d} \neq 0, & \mathbf{s}=(2 \eta+K / \tau(\mathbf{d})) \mathbf{d}
\end{array}\right.
$$

When $\mathbf{d} \neq 0$ we have

$$
\tau(\mathbf{s})=2 \eta \tau(\mathbf{d})+K
$$

or

$$
\tau(\mathbf{d})=\frac{\tau(\mathbf{s})-K}{2 \eta}
$$

and therefore

$$
\mathbf{d}=\frac{\tau(\mathbf{s})-K}{2 \eta \tau(\mathbf{s})} \mathbf{s}, \tau(\mathbf{s})>K
$$

It is easy to see now that the inverted form of eq. (1.245) has the form

$$
\left[\begin{array}{ll}
\tau(\mathbf{s}) \leq K, & \mathbf{d}=0 \\
\tau(\mathbf{s}) \geq K, & \mathbf{d}=\mathbf{s}[\tau(\mathbf{s})-K] / 2 \eta \tau(\mathbf{s})
\end{array}\right.
$$

or

$$
\begin{equation*}
\mathbf{d}=\frac{L[\tau(\mathbf{s})-K]}{2 \eta \tau(\mathbf{s})} \mathbf{s}, \tag{1.246}
\end{equation*}
$$

where

$$
L(x)=\left[\begin{array}{ll}
0, & x \leq 0 \\
x, & x \geq 0
\end{array}\right.
$$

In contrast to the equation for a viscous material, the scalar coefficient in (1.246) vanishes at $\tau(\mathbf{s})=K$. Contrary to the equation for an ideal plastic material, a state $\tau(\mathbf{s})>K$ is allowed.

### 1.11.7 Example 7. The Bingham elastoviscoplastic material

The rheological model for this material consists of a Bingham's viscoplastic material and an elastic Hooke's element in series, see Fig. 1.10. By analogy


FIGURE 1.10. The rheological model of the Bingham elastoviscoplastic material.
with the Maxwell model we find that the constitutive equations are given by

$$
\begin{gather*}
\mathbf{s}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{*}}{\partial a_{1}} \boldsymbol{\Lambda}_{1}+\frac{\partial F_{*}}{\partial b_{1}} \boldsymbol{\Lambda}_{1}^{2}\right), \\
S_{*}=-\frac{\partial F_{*}}{\partial \theta}, F_{*}=F_{*}\left(\theta, a_{1}, b_{1}\right) \tag{1.247}
\end{gather*}
$$

with $F_{*}$ being free energy of the elastic element. The shape change strain $\boldsymbol{\Lambda}_{1}$ of the elastic element is governed by the following equation

$$
\begin{equation*}
\dot{\boldsymbol{\Lambda}}_{1}=-\left[\mathbf{d}+\boldsymbol{\Omega}-\frac{L[\tau(\mathbf{s})-K]}{2 \eta \tau(\mathbf{s})} \mathbf{s}\right] \cdot \boldsymbol{\Lambda}_{1}-\boldsymbol{\Lambda}_{1} \cdot\left[\mathbf{d}-\boldsymbol{\Omega}-\frac{L[\tau(\mathbf{s})-K]}{2 \eta \tau(\mathbf{s})} \mathbf{s}\right] \tag{1.248}
\end{equation*}
$$

It goes without saying that this equation corresponds to a simplified version of the Bingham model in the form of eq. (1.246). The stress deviator appearing in eq. (1.248) is to be expressed in terms of $\boldsymbol{\Lambda}_{1}$ due to eq. (1.247). Initial conditions are to be added. Let us assume that the material deformation starts from the natural state, then the following initial condition

$$
t=t_{0}, \quad \boldsymbol{\Lambda}_{1}=0
$$

is to be prescribed. Other examples of the constitutive equations can be found in [133].

### 1.12 Discussion about the decomposition methods

These examples are remarkable as they utilize an additive decomposition of the tensor of rate of finite viscoelastic, elastoplastic and viscoelastoplastic strain on elastic, viscous, plastic and viscoplastic parts. However, other methods of decompositions are used in the literature, cf. [166], [167], [33] and [13].

In what follows, we study an example of isothermal deformation of an incompressible viscoelastic Maxwell material and compare different decompositions.

The following three methods of decomposition will be considered and compared:

1. An additive decomposition of the strain rate of shape change on elastic and viscous components, cf. (1.182)

$$
\begin{equation*}
\mathbf{d}=\mathbf{d}_{\alpha}+\mathbf{d}_{\beta}, \tag{1.249}
\end{equation*}
$$

where, by analogy with Example 2, $\mathbf{d}_{\alpha}$ and $\mathbf{d}_{\beta}$ are assumed to be the rates of elastic and viscous strains, respectively.
2. An additive decomposition of a strain tensor, e.g. the Almansi strain tensor, in the following form

$$
\begin{equation*}
\varepsilon=\varepsilon_{\alpha}+\varepsilon_{\beta} \tag{1.250}
\end{equation*}
$$

where $\varepsilon_{\alpha}$ and $\varepsilon_{\beta}$ are tensors of elastic and viscous strains, respectively. This decomposition is especially popular in infinitesimal continuum mechanics and can be generalised to viscoplasticity. For example, $\boldsymbol{\varepsilon}_{\alpha}$ describes deformation of the elastic background material, while $\varepsilon_{\beta}$ describes the imposed viscoplastic deformation, cf. [53].
3. A multiplicative decomposition of the deformation gradient, cf. [166], [167] and [33]

$$
\begin{equation*}
\mathbf{F}=\nabla \mathbf{R}=\mathbf{F}_{\alpha} \cdot \mathbf{F}_{\beta} \tag{1.251}
\end{equation*}
$$

Let us recall the relations between the introduced parameters. Equation (1.30) renders a fundamental formula

$$
\begin{equation*}
\mathbf{d}=-\left(\dot{\mathbf{F}} \cdot \mathbf{F}^{-1}\right)^{s} \tag{1.252}
\end{equation*}
$$

The strain tensor is defined as follows

$$
\begin{equation*}
\varepsilon=\frac{1}{2}(\mathbf{E}-\mathbf{g}) \tag{1.253}
\end{equation*}
$$

g being the Almansi strain measure (1.27)

$$
\begin{equation*}
\mathbf{g}=\mathbf{F} \cdot \mathbf{F}^{T} \tag{1.254}
\end{equation*}
$$

Finally, due to assumed condition of incompressibility, we have

$$
\begin{equation*}
\mathbf{\Lambda}=\mathbf{g} \tag{1.255}
\end{equation*}
$$

Assume that the parameters of elastic strains $\mathbf{F}_{\alpha}, \mathbf{d}_{\alpha}$ and $\varepsilon_{\alpha}$ and viscous strain $\mathbf{F}_{\beta}, \mathbf{d}_{\beta}$ and $\varepsilon_{\beta}$ are described by eqs. (1.252), (1.253), (1.254) and (1.255). Assume also that the elastic strain is governed by the classical
equations of the nonlinear theory of elasticity (1.132), (1.133) and (1.134), so that the dissipative inequality for an elastic element takes the form of an equality

$$
\begin{equation*}
\mathbf{s}_{\alpha}: \mathbf{d}_{\alpha}-\rho \dot{F}_{* \alpha}=0 \tag{1.256}
\end{equation*}
$$

The first approach to construction of a nonlinear theory of viscoelastic material uses the constitutive equation for viscosity (1.143)

$$
\begin{equation*}
\mathbf{s}_{\beta}=\mathbf{H}\left(\mathbf{d}_{\beta}\right) \tag{1.257}
\end{equation*}
$$

where $\mathbf{H}(\ldots)$ denotes a deviator of an isotropic tensor function which fully agrees with (1.143).

The requirement of the second law of thermodynamics for the constitutive equation for viscosity (1.257) reduces to the inequality

$$
\begin{equation*}
\mathbf{H}(\mathbf{d}): \mathbf{d} \geq 0 \tag{1.258}
\end{equation*}
$$

The function $\mathbf{H}(\ldots)$ is assumed to be chosen so that inequality (1.258) holds for any argument d.

Dealing with a material having the Maxwell rheological model, we take (as in eqs. (1.181) and (1.183))

$$
\begin{equation*}
s=\mathbf{s}_{\alpha}=\mathbf{s}_{\beta}, \quad F_{*}=F_{* \alpha} \tag{1.259}
\end{equation*}
$$

Substitution of eqs. (1.132) and (1.257) into the latter equation leads to the first equation for the elastic and viscous kinematic parameters

$$
\begin{equation*}
\mathbf{s}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{* \alpha}}{\partial \boldsymbol{\Lambda}_{\alpha}} \cdot \boldsymbol{\Lambda}_{\alpha}\right)^{s}=\mathbf{H}\left(\mathbf{d}_{\beta}\right) \tag{1.260}
\end{equation*}
$$

Combining this equation with each of the above decompositions leads to a system of equations for elastic and viscous kinematic values. After these values have been found, the strain deviator s may be evaluated by means of the first equation in (1.260). In such a manner three versions of the constitutive equations for the Maxwell material are obtained. However, not each version satisfies the second law of thermodynamics. The requirement of this law, under the above restrictions, is as follows

$$
\begin{equation*}
\mathbf{s}: \mathbf{d}-\rho \dot{F}_{*} \geq 0 \tag{1.261}
\end{equation*}
$$

By combining eqs. (1.261), (1.259), (1.257) and (1.256) it is easy to show that the requirement of the second law reduces to the following inequality

$$
\begin{equation*}
\mathbf{H}\left(\mathbf{d}_{\beta}\right):\left(\mathbf{d}-\mathbf{d}_{\alpha}\right) \geq 0 \tag{1.262}
\end{equation*}
$$

It is easy to prove that, by virtue of conditions (1.258), this inequality holds for the first method of decomposition. This result appears to be quite evident from the perspective of the method of rheological models. It
is, however, more difficult to show that inequality (1.262) may be violated when other methods of decomposition of viscoelastic strain into elastic and viscous components are applied. In order to demonstrate this some counterexamples will be considered. Let us limit our consideration to the case in which the phenomenon of viscosity is described by the simplest equation of Newton, i.e.

$$
\begin{equation*}
\mathbf{s}_{\beta}=\mathbf{H}\left(\mathbf{d}_{\beta}\right)=2 \eta \mathbf{d}_{\beta} \tag{1.263}
\end{equation*}
$$

where $\eta$ denotes a viscosity which is non-negative due to eq. (1.147). Inserting (1.263) into (1.262) we obtain an expression for the dissipative function

$$
\begin{equation*}
\Phi=2 \eta \mathbf{d}_{\beta}:\left(\mathbf{d}-\mathbf{d}_{\alpha}\right) \tag{1.264}
\end{equation*}
$$

It is interesting to note that this expression does not depend upon the constitutive equation of elasticity (1.132).

Consider a uniform triaxial tension and a shear in a plane under the condition of incompressibility, i.e.

$$
x_{1}=X_{1} \varphi+X_{2} s, x_{2}=X_{2} \delta, x_{3}=X_{3} \omega, \omega \delta \varphi=1
$$

where $x_{k}$ are the Cartesian coordinates of a material point in its actual configuration, while $X_{k}$ are those in the initial configuration; $\varphi, \delta$ and $\omega$ stand for elongations, and $s$ denotes a shear in the plane $x_{1} x_{2}$. The inverse relations are as follows

$$
X_{1}=\frac{x_{1}}{\varphi}-x_{2} \frac{s}{\varphi \delta}, X_{2}=\frac{x_{2}}{\delta}, X_{2}=\frac{x_{3}}{\omega}
$$

The deformation gradient is given by

$$
\begin{equation*}
\mathbf{F}=\nabla \mathbf{R}=\frac{\mathbf{i}_{1} \mathbf{i}_{1}}{\varphi}+\frac{\mathbf{i}_{2} \mathbf{i}_{2}}{\delta}+\frac{\mathbf{i}_{3} \mathbf{i}_{3}}{\omega}-\mathbf{i}_{1} \mathbf{i}_{2} s \omega \tag{1.265}
\end{equation*}
$$

where $\mathbf{i}_{k}$ denotes the unit base vectors of the Cartesian coordinates, $\mathbf{R}$ is the position vector of a generic point in the initial configuration, and $\nabla$ denotes the Hamilton operator in the actual configuration.

Assume that the gradients of elastic and viscous deformations have similar expressions

$$
\begin{align*}
& \mathbf{F}_{\alpha}=\frac{\mathbf{i}_{1} \mathbf{i}_{1}}{\varphi_{\alpha}}+\frac{\mathbf{i}_{2} \mathbf{i}_{2}}{\delta_{\alpha}}+\frac{\mathbf{i}_{3} \mathbf{i}_{3}}{\omega_{\alpha}}-\mathbf{i}_{1} \mathbf{i}_{2} s_{\alpha} \omega_{\alpha}  \tag{1.266}\\
& \mathbf{F}_{\beta}=\frac{\mathbf{i}_{1} \mathbf{i}_{1}}{\varphi_{\beta}}+\frac{\mathbf{i}_{2} \mathbf{i}_{2}}{\delta_{\beta}}+\frac{\mathbf{i}_{3} \mathbf{i}_{3}}{\omega_{\beta}}-\mathbf{i}_{1} \mathbf{i}_{2} s_{\beta} \omega_{\beta} \tag{1.267}
\end{align*}
$$

where the subindexes $\alpha$ and $\beta$ refer to elastic and viscous components, respectively.

The rate strain tensors are obtained by means of eq. (1.252)

$$
\mathbf{d}=\mathbf{i}_{1} \mathbf{i}_{1} \frac{\dot{\varphi}}{\varphi}+\mathbf{i}_{2} \mathbf{i}_{2} \frac{\dot{\delta}}{\delta}+\mathbf{i}_{3} \mathbf{i}_{3} \frac{\dot{\omega}}{\omega}+\left(\mathbf{i}_{1} \mathbf{i}_{2}+\mathbf{i}_{2} \mathbf{i}_{1}\right) \frac{\varphi}{2 \delta}\left(\frac{s}{\varphi}\right)^{\bullet}
$$

$$
\begin{gather*}
\mathbf{d}_{\alpha}=\mathbf{i}_{1} \mathbf{i}_{1} \frac{\dot{\varphi}_{\alpha}}{\varphi_{\alpha}}+\mathbf{i}_{2} \mathbf{i}_{2} \frac{\dot{\delta}_{\alpha}}{\delta_{\alpha}}+\mathbf{i}_{3} \mathbf{i}_{3} \frac{\dot{\omega}_{\alpha}}{\omega_{\alpha}}+\left(\mathbf{i}_{1} \mathbf{i}_{2}+\mathbf{i}_{2} \mathbf{i}_{1}\right) \frac{\varphi_{\alpha}}{2 \delta_{\alpha}}\left(\frac{s_{\alpha}}{\varphi_{\alpha}}\right)^{\bullet}  \tag{1.268}\\
\mathbf{d}_{\beta}=\mathbf{i}_{1} \mathbf{i}_{1} \frac{\dot{\varphi}_{\beta}}{\varphi_{\beta}}+\mathbf{i}_{2} \mathbf{i}_{2} \frac{\dot{\delta}_{\beta}}{\delta_{\beta}}+\mathbf{i}_{3} \mathbf{i}_{3} \frac{\dot{\omega}_{\beta}}{\omega_{\beta}}+\left(\mathbf{i}_{1} \mathbf{i}_{2}+\mathbf{i}_{2} \mathbf{i}_{1}\right) \frac{\varphi_{\beta}}{2 \delta_{\beta}}\left(\frac{s_{\beta}}{\varphi_{\beta}}\right)^{\bullet}
\end{gather*}
$$

Let us proceed to the method of multiplicative decomposition (1.251). This equation yields the following kinematic relations

$$
\begin{equation*}
\varphi=\varphi_{\alpha} \varphi_{\beta}, \delta=\delta_{\alpha} \delta_{\beta}, s=s_{\alpha} \delta_{\beta}+\varphi_{\alpha} s_{\beta} \tag{1.269}
\end{equation*}
$$

Using eqs. (1.268) and (1.269) we arrive, after some algebra, at the following expressions for the dissipative function (1.263)

$$
\begin{align*}
\Phi= & 4 \eta\left\{\left(\frac{\dot{\varphi}_{\beta}}{\varphi_{\beta}}\right)^{2}+\left(\frac{\dot{\delta}_{\beta}}{\delta_{\beta}}\right)^{2}+\frac{\dot{\varphi}_{\beta} \dot{\delta}_{\beta}}{\omega_{\beta} \delta_{\beta}}+\frac{1}{2} \frac{\varphi \varphi_{\beta}}{\delta \delta_{\beta}}\left[\left(\frac{s_{\beta}}{\varphi_{\beta}}\right)^{\bullet}\right]^{2}+\right. \\
& \left.+\frac{1}{8} \frac{\varphi s_{\alpha}}{\delta \varphi_{\alpha}}\left(\frac{s_{\beta}}{\varphi_{\beta}}\right)^{\bullet}\left(\frac{\dot{\delta}_{\beta}}{\delta_{\beta}}-\frac{\dot{\varphi}_{\beta}}{\varphi_{\beta}}\right)\right\} . \tag{1.270}
\end{align*}
$$

This quadratic form in rates is nonnegative provided that

$$
\begin{equation*}
s_{\alpha}^{2}<\frac{8}{\omega_{\alpha}} . \tag{1.271}
\end{equation*}
$$

Only if this inequality holds is the dissipative inequality satisfied. However, conversely, it may be violated. Therefore, the method of multiplicative decomposition is not unconditionally acceptable.

Consider now the second method of decomposition, namely an additive decomposition of the Almansi strain tensor. Paper [135] contains a counterexample showing that the requirement of the second law of thermodynamics may be violated when this decomposition method is used. A uniaxial tension under the conditions of incompressibility and material isotropy has been studied there. It means that one must take

$$
\delta=\varphi=\frac{1}{\sqrt{\omega}}
$$

in eq. (1.265). The dissipative function takes the following form

$$
\Phi=3 \eta \frac{\dot{\omega}_{\beta}}{\omega}\left(\frac{\dot{\omega}}{\omega}-\frac{\dot{\omega}_{\alpha}}{\omega_{\alpha}}\right) .
$$

For the sake of simplicity we write down eq. (1.250) in the form

$$
\operatorname{Dev} \varepsilon=\operatorname{Dev} \varepsilon_{\alpha}+\operatorname{Dev} \varepsilon_{\beta}
$$

This leads to the following expression for the dissipative function

$$
\Phi=\frac{3 \eta}{B\left(\omega_{\beta}\right)}\left\{B(\omega)\left(\frac{\dot{\omega}}{\omega}\right)^{2}-\left[B(\omega)+B\left(\omega_{\alpha}\right)\right] \frac{\dot{\omega}}{\omega} \frac{\dot{\omega}_{\alpha}}{\omega_{\alpha}}+B\left(\omega_{\alpha}\right)\left(\frac{\dot{\omega}_{\alpha}}{\omega_{\alpha}}\right)^{2}\right\}
$$

where

$$
B(x)=\frac{1}{x}+2 x^{2}>0 .
$$

The determinant of this quadratic form is given by

$$
\Delta=-\frac{1}{4}\left[B(\omega)-B\left(\omega_{\alpha}\right)\right]^{2} \leq 0
$$

The determinant is seen to be non-positive! Therefore, the second law of thermodynamics may be violated when the second method of decomposition is applied.

Thus the following theorem is proved
Theorem 4: The constitutive equations for the viscoelastic material of Maxwell are thermodynamically consistent only if an additive decomposition of the rate strain tensor is applied, provided that the classic constitutive equations for elasticity and viscosity are utilized.

The main equation of the first approach to this problem is obtained by inserting (1.249) into (1.260)

$$
\begin{equation*}
\mathbf{s}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{* \alpha}}{\partial \boldsymbol{\Lambda}_{\alpha}} \cdot \boldsymbol{\Lambda}_{\alpha}\right)^{s}=\mathbf{H}\left(\mathbf{d}-\mathbf{d}_{\alpha}\right) \tag{1.272}
\end{equation*}
$$

The second approach to the problem of decomposition of a viscoelastic strain into components implies utilizing the generalised equation of viscosity

$$
\begin{equation*}
\mathbf{s}_{\beta}=\mathbf{H}\left(\mathbf{d}-\mathbf{d}_{\alpha}\right) . \tag{1.273}
\end{equation*}
$$

Substituting eqs. (1.273) and (1.132) into (1.259) leads to eq. (1.272) for the kinematic parameters describing elastic strain as in the previous approach. However the parameters that describe the viscous strain remain completely undetermined. Combining eqs. (1.261), (1.256), (1.259) and (1.273) we come to the following form of the second law of thermodynamics in the framework of this approach

$$
\begin{equation*}
\mathbf{H}\left(\mathbf{d}-\mathbf{d}_{\alpha}\right):\left(\mathbf{d}-\mathbf{d}_{\alpha}\right) \geq 0 \tag{1.274}
\end{equation*}
$$

In accordance with conditions (1.258) it holds without any restrictions!
Hence, we have proved the following theorem, cf. [136].
Theorem 5: The constitutive equations of the Maxwell viscoelastic material are thermodynamically consistent in the framework of any decomposition method, provided that the classical constitutive equation for elasticity and the generalised equation for viscosity are taken.

It is the author's view that it is meaningless when some mechanical parameter (e.g. plastic strain) has no single-valued definition. A regularisation is needed under these circumstances. In other words, the problem is to be deemed from a more general perspective with a subsequent consideration of the limiting cases.

In order to present this more general perspective we generalise the generalised equation for viscosity (1.273) and replace it by a generalised KelvinVoigt equation

$$
\begin{equation*}
\mathbf{s}_{\beta}=\mathbf{H}\left(\mathbf{d}-\mathbf{d}_{\alpha}\right)+\mathbf{s}_{h} . \tag{1.275}
\end{equation*}
$$

Here $\mathbf{s}_{h}$ denotes a stress tensor determining a kinematic hardening. Assume that this hardening is described by an equation of pure elasticity (1.132)

$$
\begin{equation*}
\mathbf{s}_{h}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{*}\left(\boldsymbol{\Lambda}_{\alpha}, \boldsymbol{\Lambda}_{\beta}\right)}{\partial \boldsymbol{\Lambda}_{\beta}} \cdot \boldsymbol{\Lambda}_{\beta}\right)^{s} \tag{1.276}
\end{equation*}
$$

with the free energy being assumed to depend on two strain measures $\boldsymbol{\Lambda}_{\alpha}$ and $\boldsymbol{\Lambda}_{\beta}$. Inserting eqs. (1.275) and (1.132) into eq. (1.259) yields the main equation

$$
\begin{equation*}
\mathbf{s}=-2 \rho \operatorname{Dev}\left(\frac{\partial F_{*}}{\partial \boldsymbol{\Lambda}_{\alpha}} \cdot \boldsymbol{\Lambda}_{\alpha}\right)^{s}=\mathbf{H}\left(\mathbf{d}-\mathbf{d}_{\alpha}\right)-2 \rho \operatorname{Dev}\left(\frac{\partial F_{*}}{\partial \boldsymbol{\Lambda}_{\beta}} \cdot \boldsymbol{\Lambda}_{\beta}\right)^{s} \tag{1.277}
\end{equation*}
$$

Equation (1.272) may be considered a limiting case of the latter equation when $\partial F_{*} / \partial \boldsymbol{\Lambda}_{\beta} \rightarrow 0$. Let us perform a thermodynamical analysis of this approach to the problem of strain decomposition. As before, the thermodynamical inequality has the form of inequality (1.261), but now we have a more complicated expression for $\rho \dot{F}_{*}$

$$
\begin{equation*}
\rho \dot{F}_{*}=\rho \dot{F}_{*}\left(\boldsymbol{\Lambda}_{\alpha}, \boldsymbol{\Lambda}_{\beta}\right)=\mathbf{s}_{\alpha}: \mathbf{d}_{\alpha}+\mathbf{s}_{h}: \mathbf{d}_{\beta} . \tag{1.278}
\end{equation*}
$$

Inserting eq. (1.278), (1.275) and (1.259) into (1.261) and combining the terms yields the following inequality

$$
\begin{equation*}
\mathbf{H}\left(\mathbf{d}-\mathbf{d}_{\alpha}\right):\left(\mathbf{d}-\mathbf{d}_{\alpha}\right)+\mathbf{s}_{h}:\left(\mathbf{d}-\mathbf{d}_{\alpha}-\mathbf{d}_{\beta}\right) \geq 0 \tag{1.279}
\end{equation*}
$$

It is easy to see that the left hand side of this inequality is a linear function in tensor $\mathbf{s}_{h}$. The latter depends only on the strain measures $\boldsymbol{\Lambda}_{\alpha}$ and $\boldsymbol{\Lambda}_{\beta}$ and on this account it can take a value independent on the rate strain tensors $\mathbf{d}, \mathbf{d}_{\alpha}$ and $\mathbf{d}_{\beta}$. By virtue of the theorem on linear inequalities [179], the necessary and sufficient conditions for inequality (1.279) are as follows

$$
\begin{equation*}
\mathbf{H}\left(\mathbf{d}-\mathbf{d}_{\alpha}\right):\left(\mathbf{d}-\mathbf{d}_{\alpha}\right) \geq 0, \mathbf{d}-\mathbf{d}_{\alpha}-\mathbf{d}_{\beta}=0 \tag{1.280}
\end{equation*}
$$

The first inequality (1.280) is satisfied identically due to assumption (1.258). The second equation (1.280) gives a single-valued definition of viscous strain.

Thus we have proved the theorem.
Theorem 6: Only additive decomposition of the strain rate of shape change onto elastic and viscous components leads to a thermodynamically consistent constitutive equation for the Maxwell viscoelastic material, provided that the classic constitutive equation for pure elasticity and the generalised equation for viscosity with a kinematic hardening are taken.

The regularisation performed leads to the conclusion that only additive decomposition of the strain rate of shape change is thermodynamically consistent! This analysis can be easily generalised for the Prandtl elastoplastic material and the Bingham viscoelastoplastic material.

The main result of the regularisation means that all methods of decomposition of strain must be rejected except the additive decomposition of the strain rate of shape change into elastic and viscoplastic or plastic components.

### 1.13 Linearisation of the equations of continuum mechanics

Linearised equations of continuum mechanics are admitted while studying the vast majority of engineering structures. The reason for this is that the normal functioning of these structures is possible only when there exists a fixed or a moving coordinate system relative to which the structural displacements are small in some sense. It is natural to analyse the structural behaviour under this simplifying assumption.

We therefore assume that the displacement $\mathbf{u}=\mathbf{r}-\mathbf{R}$ is small compared to a typical linear structural size $L$, i.e.

$$
\begin{equation*}
|\mathbf{u}| \ll L . \tag{1.281}
\end{equation*}
$$

However, this assumption alone does not suffice for a correct construction of a linearised theory. It is necessary to accept a more rigid assumption that

$$
\begin{equation*}
\mathbf{u}=\alpha \mathbf{U}(\mathbf{r}, t) \tag{1.282}
\end{equation*}
$$

where $\alpha$ is a constant small parameter and $\mathbf{U}$ is a bounded function with bounded derivatives. Apparently, inequality (1.281) holds for sufficiently small $\alpha$. Moreover, the derivatives of $\mathbf{U}$ with respect to the space coordinates and time are small for small $\alpha$.

Construction of a linearised theory implies a systematic retaining of terms of low order in $\alpha$ (or displacement $\mathbf{u}$ and its derivatives) and neglecting terms of higher order.

Consider the Almansi strain measure g. Due to (1.11) and (1.27) we obtain

$$
\begin{equation*}
\mathbf{g}=\mathbf{E}-2 \varepsilon+(\nabla \mathbf{u}) \cdot(\mathbf{u} \nabla) \tag{1.283}
\end{equation*}
$$

the notation $\varepsilon$ being used to denote the linear strain tensor

$$
\begin{equation*}
\varepsilon=(\nabla \mathbf{u})^{s} \tag{1.284}
\end{equation*}
$$

We split this into spherical and deviatoric parts

$$
\begin{equation*}
\varepsilon=\frac{\vartheta}{3} \mathbf{E}+\mathbf{e}, \quad \mathbf{e}=\operatorname{Dev} \varepsilon, \vartheta=\nabla \cdot \mathbf{u} \tag{1.285}
\end{equation*}
$$

and substitute it into (1.283) to obtain

$$
\begin{equation*}
\mathbf{g}=\mathbf{E}\left(1-\frac{2}{3} \vartheta\right)-2 \mathbf{e}+(\nabla \mathbf{u}) \cdot(\mathbf{u} \nabla) \tag{1.286}
\end{equation*}
$$

The third invariant of this tensor is equal to

$$
I_{3}(\mathbf{g})=\left(1-\frac{2}{3} \vartheta\right)^{3}\left|\mathbf{E}-[2 \mathbf{e}-(\nabla \mathbf{u}) \cdot(\mathbf{u} \nabla)]\left(1-\frac{2}{3} \vartheta\right)^{-1}\right|
$$

Keeping terms up to second order in small components of tensor $\nabla \mathbf{u}$ we have

$$
\begin{equation*}
I_{3}(\mathbf{g})=\left(1-\frac{2}{3} \vartheta\right)^{3}|1-2 \mathbf{e}: \mathbf{e}+(\nabla \mathbf{u}):(\mathbf{u} \nabla)| \tag{1.287}
\end{equation*}
$$

By (1.33) we obtain a linear approximation

$$
\begin{equation*}
\frac{\rho_{0}}{\rho}=\left[I_{3}(\mathbf{g})\right]^{-1 / 2}=1+\vartheta \tag{1.288}
\end{equation*}
$$

where $\vartheta$ is called a small dilatation.
Further, due to (1.286) and (1.287) we obtain the following equation for the strain of shape change

$$
\begin{equation*}
\mathbf{\Lambda}=\left[I_{3}(\mathbf{g})\right]^{-1 / 3} \mathbf{g}=\mathbf{E}-2 \mathbf{e}+\frac{2}{3}(\mathbf{e}: \mathbf{e}) \mathbf{E}+\operatorname{Dev}[(\nabla \mathbf{u}) \cdot(\mathbf{u} \nabla)] \tag{1.289}
\end{equation*}
$$

in which terms up to second order are kept. Retaining the terms up to first order yields a simple expression

$$
\begin{equation*}
\Lambda=\mathbf{E}-2 \mathbf{e} \tag{1.290}
\end{equation*}
$$

Let us proceed now to equation (1.28) which can be rewritten as follows

$$
\mathbf{v} \cdot(\mathbf{E}-\nabla \mathbf{u})=\frac{\partial \mathbf{u}}{\partial t}
$$

The second term in parentheses is small compared with the first one and thus can be neglected. This leads to a linear equation for velocity

$$
\mathbf{v}=\dot{\mathbf{u}}=\frac{\partial \mathbf{u}}{\partial t}
$$

from which the velocity is seen to be first order. Therefore, both the spin tensor $\Omega$ and the strain rate of shape change $\mathbf{d}$ have the same order. Accounting for this fact, substituting (1.290) into the kinematic equation (1.39) and keeping the terms of first order yields

$$
\begin{equation*}
\dot{\mathbf{e}}=\mathbf{d} \tag{1.291}
\end{equation*}
$$

where the velocity may be evaluated by means of the linear equation

$$
\begin{equation*}
\dot{\mathbf{e}}=\frac{\partial \mathbf{e}}{\partial t} . \tag{1.292}
\end{equation*}
$$

Similarly, for any first order function no distinction is made between its material derivative and its partial derivative with respect to time.

Let us next linearise the constitutive equations.
By virtue of (1.288) a linearised version of the equation for dilatation is

$$
\begin{equation*}
\sigma=k(\theta) \vartheta-m(\theta) \tag{1.293}
\end{equation*}
$$

the thermal strain $m / k$ being considered to be a value of the same order as the dilatation $\vartheta$. Under volumetric deformations, due to (1.119) and (1.121) free energy and entropy to second order are given by

$$
\begin{gather*}
\rho_{0} F_{0}=\frac{k(\theta)}{2} \vartheta^{2}-m(\theta) \vartheta+n(\theta),  \tag{1.294}\\
\rho_{0} S_{0}=-\frac{\vartheta^{2}}{2} \frac{d k(\theta)}{d \theta}+\vartheta \frac{d m(\theta)}{d \theta}-\frac{d n(\theta)}{d \theta} . \tag{1.295}
\end{gather*}
$$

Linearisation of the constitutive equation of elastic material (1.137) for a shape distortion is carried out by means of linear equations (1.290) and (1.288). Assuming that free energy $F_{*}$ is an analytic function of the invariants $a$ and $b$ of tensor $\boldsymbol{\Lambda}$ and keeping the first order terms only, leads to the following result

$$
\begin{equation*}
\mathbf{s}=2 G \mathbf{e} \tag{1.296}
\end{equation*}
$$

where the shear modulus is given by

$$
\begin{equation*}
G=G(\theta)=\left.\rho_{0}\left(2 \frac{\partial F_{*}}{\partial a}+4 \frac{\partial F_{*}}{\partial b}\right)\right|_{\boldsymbol{\Lambda}=\mathbf{E}} . \tag{1.297}
\end{equation*}
$$

Let us obtain an equation for free energy (1.136) up to the second order. Substituting (1.289) into the equation for invariant $a$ (1.135) yields

$$
\begin{equation*}
a=\boldsymbol{\Lambda}: \mathbf{E}=3+2 \mathbf{e}: \mathbf{e} \tag{1.298}
\end{equation*}
$$

Next,

$$
\begin{aligned}
2 b-\frac{1}{3} a^{2} & =\boldsymbol{\Lambda}: \boldsymbol{\Lambda}-\frac{1}{3}(\boldsymbol{\Lambda}: \mathbf{E})(\mathbf{E}: \boldsymbol{\Lambda})= \\
& =(\operatorname{Dev} \boldsymbol{\Lambda}):(\operatorname{Dev} \boldsymbol{\Lambda})=4 \mathbf{e}: \mathbf{e}
\end{aligned}
$$

Hence, with an accuracy up to second order, we have

$$
\begin{equation*}
b=\frac{3}{2}+4 \mathbf{e}: \mathbf{e} . \tag{1.299}
\end{equation*}
$$

The free energy is assumed to allow expansion in series in terms of invariants $a$ and $b$

$$
F_{*}(a, b, \theta)=\left.F_{*}\right|_{\Lambda=\mathbf{E}}+\left.\frac{\partial F_{*}}{\partial a}\right|_{\Lambda=\mathbf{E}}(a-3)+\left.\frac{\partial F_{*}}{\partial b}\right|_{\Lambda=\mathbf{E}}\left(b-\frac{3}{2}\right)+\ldots
$$

Substituting $a$ and $b$ due to (1.298) and (1.299) and taking into account (1.114) we obtain

$$
\begin{equation*}
\rho_{0} F_{*}=G \mathbf{e}: \mathbf{e}, \tag{1.300}
\end{equation*}
$$

where $G$ is the above shear modulus.
Comparing (1.296) and (1.300) we arrive at the equation

$$
\begin{equation*}
\mathbf{s}=\frac{\partial \rho_{0} F_{*}}{\partial \mathbf{e}} \tag{1.301}
\end{equation*}
$$

which is analogous of (1.132).
Specific internal entropy of the shape distortion is due to (1.134) and has the form

$$
\begin{equation*}
S_{*}=-\mathbf{e}: \mathbf{e} \frac{\partial G}{\partial \theta} . \tag{1.302}
\end{equation*}
$$

Let us proceed to linearisation of the equation for viscous material (1.143). The strain rate of shape change $\mathbf{d}$ should be considered small and one should keep only first order terms on the right hand side of (1.143), assuming $\eta$ and $\varphi$ analytical functions of the invariants of tensor $\mathbf{d}$. This results in the Newton equation (1.146), which due to (1.291) takes the form

$$
\begin{equation*}
\mathbf{s}=2 \eta \dot{\mathbf{e}}, \quad \eta=\eta(\theta) \tag{1.303}
\end{equation*}
$$

Specific free energy and specific internal entropy equate to zero, as in the general case of viscous material.

Finally, we address the constitutive equations for a plastic material. They have non-analytic nonlinearities, e.g. $N[\mathbf{f}(\mathbf{d})]$ in the denominator in (1.157). For this reason the equations for a plastic material cannot be presented in a linear form. They can only be simplified by accounting for
the smallness of the components of tensor $\mathbf{d}$. Let us assume that function $\mathbf{f}(\mathbf{d})$ in (1.156) is an analytical function of $\mathbf{d}$. The linearisation then results in (1.164) in which a positive factor is omitted since, because of the norm property, it will not appear in the resulting equation (1.157). Aiming for maximum simplicity of the resulting equations one usually takes the shear stress intensity as a stress deviator norm. This leads to the St. Venant-Mises equations (1.172), which due to (1.291) are given by

$$
\left[\begin{array}{l}
\dot{\mathbf{e}}=0, \tau \leq \tau_{s}  \tag{1.304}\\
\dot{\mathbf{e}} \neq 0, \quad \mathbf{s}=\tau_{s} \dot{\mathbf{e}} / v
\end{array}\right.
$$

where

$$
\begin{equation*}
\tau=\sqrt{\frac{1}{2} \mathbf{s}: \mathbf{s}}, \quad v=\sqrt{\frac{1}{2} \dot{\mathbf{e}}: \dot{\mathbf{e}}}, \quad \tau_{s}=\tau_{s}(\theta) \tag{1.305}
\end{equation*}
$$

A non-analytic nonlinearity $\dot{\mathbf{e}} / v$ is kept in eq. (1.304).
Note also that the equations for connection of rheological elements in series are simplified. Due to (1.182)

$$
\begin{equation*}
\mathbf{d}=\mathbf{d}_{\alpha}+\mathbf{d}_{\beta} \tag{1.306}
\end{equation*}
$$

and linearised expression (1.291), we have

$$
\begin{equation*}
\dot{\mathbf{e}}=\dot{\mathbf{e}}_{\alpha}+\dot{\mathbf{e}}_{\beta} . \tag{1.307}
\end{equation*}
$$

Because of the trivial initial conditions for $\mathbf{e}, \mathbf{e}_{\alpha}$ and $\mathbf{e}_{\beta}$ integration of (1.307) gives

$$
\mathbf{e}=\mathbf{e}_{\alpha}+\mathbf{e}_{\beta}
$$

We can state that the strain deviator of a connection in series is a sum of the strain deviators of the elements. This allows the axioms of a connection in series to be written in the form

$$
\begin{equation*}
\mathbf{s}=\mathbf{s}_{\alpha}=\mathbf{s}_{\beta}, \quad \mathbf{e}=\mathbf{e}_{\alpha}+\mathbf{e}_{\beta} \tag{1.308}
\end{equation*}
$$

By analogy, the axioms of a parallel connection turn out to take the form

$$
\begin{equation*}
\mathbf{s}=\mathbf{s}_{\alpha}+\mathbf{s}_{\beta}, \quad \mathbf{e}=\mathbf{e}_{\alpha}=\mathbf{e}_{\beta} \tag{1.309}
\end{equation*}
$$

In conclusion, we can write down the dynamics equation (1.56). Keeping terms of first order leads to the result

$$
\begin{equation*}
\nabla \cdot \boldsymbol{\tau}+\rho(\mathbf{K}-\ddot{\mathbf{u}})=0 \tag{1.310}
\end{equation*}
$$

where $\rho=\rho_{0}$ and

$$
\ddot{\mathbf{u}}=\frac{\partial^{2} \mathbf{u}(\mathbf{r}, t)}{\partial t^{2}}
$$



FIGURE 1.11. The generalised Prandtl rheological model.

Note that linearisation allows us to ignore distinctions between the initial and current coordinates of the material points $\mathbf{R}$ and $\mathbf{r}$ in arguments of the functions in the linearised equations. In particular, it allows the boundary conditions to be set on the undeformed body surface.

### 1.14 Theories of small microplastic deformations

In the present section we derive constitutive equations for some elastoplastic materials, whose rheological models consist of a large number of various elastic and plastic elements. Linearised equation of continuum mechanics are used to this aim.

### 1.14.1 The generalized Prandtl material

The rheological model for this material is shown in Fig. 1.11 and consists of the Prandtl elements connected in parallel. In accordance with the conditions of the parallel connection we have

$$
\begin{equation*}
\mathrm{s}=\sum_{i=1}^{N} \mathrm{~s}_{i} \tag{1.311}
\end{equation*}
$$

where $\mathbf{s}_{i}$ stands for the stress deviator of the $i$-th Prandtl element.
Let $\mathbf{e}_{i}$ denote plastic strain of the $i$-th Prandtl element. Due to the axioms of parallel connection of the fundamental rheological elements, the strain of the $i$-th elastic element is

$$
\mathbf{e}-\mathbf{e}_{i}
$$

Hence, by virtue of (1.296) deviator $\mathbf{s}_{i}$ is given by

$$
\begin{equation*}
\mathbf{s}_{i}=2 G_{i}\left(\mathbf{e}-\mathbf{e}_{i}\right) \tag{1.312}
\end{equation*}
$$

where $G_{i}$ is the shear modulus which corresponds to the $i$-th elastic element.
Due to (1.304) the constitutive equation for the $i$-th plastic element is as follows

$$
\left[\begin{array}{l}
\dot{\mathbf{e}}_{i}=0, \quad \tau_{i} \leq \tau_{s i}  \tag{1.313}\\
\dot{\mathbf{e}}_{i} \neq 0, \quad \mathbf{s}_{i}=\tau_{s i} \dot{\mathbf{e}}_{i} / v_{i}
\end{array}\right.
$$

where

$$
\begin{equation*}
\tau_{i}=\sqrt{\frac{1}{2} \mathbf{s}_{i}: \mathbf{s}_{i}}, \quad v_{i}=\sqrt{\frac{1}{2} \dot{\mathbf{e}}_{i}: \dot{\mathbf{e}}_{i}} \tag{1.314}
\end{equation*}
$$

and $\tau_{s i}$ stands for the yield stress of the $i$-th plastic element.
We eliminate the internal forces $\mathbf{s}_{i}$ from the equations. Substituting (1.312) into (1.313) yields the following equations for plastic strain in the $i$-th Prandtl element

$$
\left[\begin{array}{l}
\dot{\mathbf{e}}_{i}=0, \sqrt{\frac{1}{2}\left(\mathbf{e}-\mathbf{e}_{i}\right):\left(\mathbf{e}-\mathbf{e}_{i}\right)} \leq h_{i}  \tag{1.315}\\
\dot{\mathbf{e}}_{i} \neq 0, \quad h_{i} \dot{\mathbf{e}}_{i} / v_{i}=\mathbf{e}-\mathbf{e}_{i}
\end{array}\right.
$$

where $h_{i}$ is a non-dimensional yield stress of the $i$-th Prandtl element

$$
\begin{equation*}
h_{i}=\frac{\tau_{s i}}{2 G_{i}} \tag{1.316}
\end{equation*}
$$

Substituting (1.312) into (1.311), we obtain an expression for the stress deviator

$$
\begin{equation*}
\mathbf{s}=\sum_{i=1}^{N} 2 G_{i}\left(\mathbf{e}-\mathbf{e}_{i}\right) \tag{1.317}
\end{equation*}
$$

The system of equations (1.317) and (1.315) represents the constitutive equations for the generalised Prandtl material. Given dependence of the strain deviator on time $\mathbf{e}=\mathbf{e}(t)$, plastic strain $\mathbf{e}_{i}$ should be found from (1.315) and then stress deviator $\mathbf{s}$ from (1.317).

The case in which $N \rightarrow \infty$ and $G_{i} \rightarrow 0(i=1,2,3, \ldots N)$ is of considerable interest for applications. This is the case of continuously distributed yield stresses over the model elements. We restrict our consideration to an isothermal case, that is the yield stress of each element does not vary in time. We arrange the Prandtl elements in the sum (1.317) in ascending order of nondimensional yield stress $h$ and put

$$
G_{i}=F\left(h_{i}\right) \Delta h_{i}
$$

where $F(h)$ is a non-negative function. Let

$$
\begin{equation*}
\mathbf{e}_{h i}=\mathbf{e}_{i} \tag{1.318}
\end{equation*}
$$

denote plastic strain in a Prandtl element with a nondimensional yield stress $h=h_{i}$. Substituting two latter equations into (1.317), we arrive at the sum

$$
\mathrm{s}=\sum_{i=1}^{N} 2 F\left(h_{i}\right)\left(\mathbf{e}-\mathbf{e}_{h i}\right) \Delta h_{i}
$$

which can be considered as a Riemann sum of the following integral

$$
\begin{equation*}
\mathbf{s}=\int_{0}^{\infty} 2 F(h)\left(\mathbf{e}-\mathbf{e}_{h}\right) d h \tag{1.319}
\end{equation*}
$$

In other words, equation (1.319) is a limiting form of eq. (1.317) for $N \rightarrow \infty$. To determine plastic strain $\mathbf{e}_{h}$ in (1.319) one must solve eq. (1.315) which due to (1.318) takes the form

$$
\left[\begin{array}{ll}
\dot{\mathbf{e}}_{h}=0, & \sqrt{\frac{1}{2}\left(\mathbf{e}-\mathbf{e}_{h}\right):\left(\mathbf{e}-\mathbf{e}_{h}\right)} \leq h,  \tag{1.320}\\
\dot{\mathbf{e}}_{h} \neq 0, & h \dot{\mathbf{e}}_{h} / v_{h}=\mathbf{e}-\mathbf{e}_{h}
\end{array}\right.
$$

where the intensity of shear strain rate $v_{h}$ is given by

$$
v_{h}=\sqrt{\frac{1}{2} \dot{\mathbf{e}}_{h}: \dot{\mathbf{e}}_{h}}
$$

Equations (1.319) and (1.320) form a system of constitutive equations for the model with a continuous spectrum of yield stresses.

Let us introduce the notation

$$
\begin{equation*}
G=\int_{0}^{\infty} F(h) d h, \quad p(h)=\frac{F(h)}{G} \tag{1.321}
\end{equation*}
$$

and rewrite (1.319) in the form

$$
\begin{equation*}
\mathbf{s}=2 G\left[\mathbf{e}-\int_{0}^{\infty} \mathbf{e}_{h} p(h) d h\right] . \tag{1.322}
\end{equation*}
$$

As seen from definition (1.321), function $p(h)$ satisfies the following conditions

$$
\begin{equation*}
p(h) \geq 0, \quad \int_{0}^{\infty} p(h) d h=1 \tag{1.323}
\end{equation*}
$$



FIGURE 1.12. The Ishlinsky rheological model.
and thus can be treated as a density of the distribution of yield stresses of the Prandtl elements in the rheological model with an infinite number of elements. Provided that all plastic strains vanish, i.e. $\mathbf{e}_{h}=0$, equation (1.322) gives

$$
\mathbf{s}=2 G \mathbf{e}
$$

that is, $G$ is the shear modulus.
Equations (1.320) and (1.322) with a continuous yield stress distribution are visualised by the rheological model shown in Fig. 1.12. This model consists of an infinite number of ideal elastoplastic elements (the Prandtl elements). In each Prandtl element a "spring" of rigidity $2 G d h$ and an ideal plastic element with the yield stress $2 G h d h$ are connected in series. A "force" in a typical element $h$ is given by

$$
2 G\left(\mathbf{e}-\mathbf{e}_{h}\right) d h
$$

We multiply this "force" in element $h$ by the probability $p(h)$ of the element $h$ and sum the products. The result is the full "force"

$$
\mathbf{s}=\int_{0}^{\infty} 2 G\left(\mathbf{e}-\mathbf{e}_{h}\right) p(h) d h
$$

Taking into account the property of $p(h)$, eq. (1.323), we obtain (1.322). The equation for plastic strain $\mathbf{e}_{h}$ is obtained from the condition of equality of "forces" in elastic and plastic elements in the element $h$. It is easy to see that this is given by (1.320).

### 1.14.2 The Novozhilov-Kadashevich model

Consider the rheological model depicted in Fig. 1.13. The model consists


FIGURE 1.13. Rheological model for the Novozhilov-Kadashevich material.
of two parts in series, namely an elastic element of rigidity $n$ and a system of parallel and interacting arms. Only two arms and an elastic element $A_{k r}=A_{r k}$ visualising their interaction are shown in Fig. 1.13. Each arm corresponds to a Prandtl rheological model which is completed by an elastic element $A_{k}$ determining linear kinematic hardening.

We introduce notation which is very close to that used in [69]. Let $\sigma$ be the value of the stress deviator which corresponds to the force in element $n, \boldsymbol{\sigma}_{k}$ - to that in element $m_{k}, \boldsymbol{\tau}_{k}$ - to that in the ideal plastic element with the yields stress $\tau_{s k}$. Let the difference of the two latter tensors be equal to $s_{k}$. Then

$$
\begin{equation*}
\sigma_{k}=\tau_{k}+\mathbf{s}_{k} \tag{1.324}
\end{equation*}
$$

It is clear that $\mathbf{s}_{k}$ denotes the sum of the force in element $A_{k}$ and the forces in all interacting elements acting on the arm $k$. Let $\mathbf{e}, \varepsilon$ and $\varepsilon_{k}$ denote the deviator of the total strain, the strain deviator of the system of the parallel arms, and the strain deviator of the $k$-th plastic elements, respectively.

Let us now obtain the system of constitutive equations.
The equation of deformation for elastic elements $n$ and $m_{k}$ are given by

$$
\begin{equation*}
\boldsymbol{\sigma}=n(\mathbf{e}-\boldsymbol{\varepsilon}), \quad \boldsymbol{\sigma}_{k}=m_{k}\left(\boldsymbol{\varepsilon}-\boldsymbol{\varepsilon}_{k}\right) . \tag{1.325}
\end{equation*}
$$

By means of analogous equations for elastic elements $A_{k}$ and $A_{k r}$ we obtain

$$
\begin{equation*}
\mathbf{s}_{k}=A_{k} \varepsilon_{k}+\sum_{r} A_{k r}\left(\varepsilon_{k}-\varepsilon_{r}\right) \tag{1.326}
\end{equation*}
$$

The equation for deformation of an ideal plastic element $\tau_{s k}$ is as follows

$$
\left[\begin{array}{l}
\dot{\varepsilon}_{k}=0, \sqrt{\frac{1}{2} \tau_{k}: \tau_{k}} \leq \tau_{s k}  \tag{1.327}\\
\dot{\varepsilon}_{k} \neq 0, \quad \tau_{k}=\tau_{s k} \dot{\varepsilon}_{k} / \sqrt{\frac{1}{2} \dot{\varepsilon}_{k}: \dot{\varepsilon}_{k}}
\end{array}\right.
$$

where $\tau_{s k}$ denotes the yield stress of $k$-th plastic element.
Summation of the forces in the arms $m_{k}$ gives the last equation

$$
\begin{equation*}
\boldsymbol{\sigma}=\sum_{k=1}^{N} \boldsymbol{\sigma}_{k} \tag{1.328}
\end{equation*}
$$

where $N$ is the number of plastic elements in the model.
Let us show that if all values of $m_{k}$ coincide, i.e. $m_{k}=m$, the present system of equations allows us to obtain equation of [69]. To this aim, we introduce mean stresses and mean plastic strain, cf. [69]

$$
\begin{equation*}
\left\langle\boldsymbol{\sigma}_{k}\right\rangle=\frac{1}{N} \sum_{k=1}^{N} \sigma_{k}, \quad\left\langle\varepsilon_{k}\right\rangle=\frac{1}{N} \sum_{k=1}^{N} \varepsilon_{k} . \tag{1.329}
\end{equation*}
$$

By adding the right and left hand sides of the second equations in (1.325) it is easy to obtain

$$
\left\langle\boldsymbol{\sigma}_{k}\right\rangle=m\left(\varepsilon-\left\langle\varepsilon_{k}\right\rangle\right)
$$

Substracting the second equation in (1.325) we find

$$
\begin{equation*}
\left\langle\boldsymbol{\sigma}_{k}\right\rangle-\boldsymbol{\sigma}_{k}=m\left(\varepsilon_{k}-\left\langle\varepsilon_{k}\right\rangle\right) . \tag{1.330}
\end{equation*}
$$

Equations (1.324), (1.327) and (1.330) coincide exactly with those in [69]. Equation (1.326) differs from the following equation in [69]

$$
\begin{equation*}
\mathbf{s}_{k}=\sum_{r=1}^{N} C_{k r} \varepsilon_{k}, \quad\left(C_{k r}=C_{r k}\right) \tag{1.331}
\end{equation*}
$$

only in that

$$
C_{k r}=\left\{\begin{array}{l}
-A_{k r}, k \neq r, \\
A_{k}+\sum_{l=1}^{N} A_{k l}, \quad k=r .
\end{array}\right.
$$

The theories considered in this section are termed theories of microplastic deformations. The name is due to the fact that these theories present a phenomenological description of heterogeneous polycrystal materials.

It has been repeatedly pointed out, cf. [3], [68], [114], [89] and [90], that there is a need for theories of plasticity which take into account microplastic properties of real heterogeneous materials. The above theory of the elastoplastic material with the rheological model in Fig. 1.13 has been proposed
by Novozhilov and Kadashevich [66], [69] and [70], and is the most complicated theory of microplasticity. The theory of the generalised Prandtl material is a simplified case $\left(A_{k}=A_{k r}=0, n \rightarrow \infty\right)$ of this. The latter is essentially a simpler version, keeping however all typical features of the microplasticity theory. The "forces" in some arms of the model may be qualitatively interpreted as microstresses in grains of a polycrystal aggregate. Apparently, they have a decisive influence on the deformation process and hold memories of previous loadings.

Equations for the generalised Prandtl material with a discrete spectrum of yield stresses are obtained by Besseling [12]. The idea of a model with a continuous spectrum of yield stresses belongs to Ishlinsky who first studied a one-dimensional version in his paper [54]. Therefore, it is advisable to call the rheological model of Fig. 1.12 the Ishlinsky model and the material with this rheological model - the Ishlinsky material. Equations for the Ishlinsky material in a particular three-dimensional state of stress are contained in papers by Novozhilov and Kadashevich [69] and others. These equations were later derived in paper [129] by the present author.

## 2

## Plasticity theory and internal friction in materials

### 2.1 Models of elastoplastic materials in the theory of internal friction

The vast majority of both experimental and theoretical papers on the amplitude-dependent internal friction in metals is devoted to the analysis of harmonic or near-harmonic deformation laws. The main problem encountered with the theoretical analysis of non-harmonic motions, which are present in various applications, is that there exist no analytic expressions for inelastic forces for arbitrary time-varying deformations. It is worth mentioning that existing expressions for this force, cf. [140] and [144], deal exclusively with a harmonic deformation law. However, it is unclear how these expressions should be modified to make them applicable for arbitrary deformation.

Based on the performed experimental studies, Davidenkov (1938) made a hypothesis [28] that internal friction at considerable stresses is an effect of microplastic deformations. He also indicated that internal friction must be studied by means of the Mises-Hencky plasticity theory, cf. [65]. This rational idea, however, was applied only for cyclic deformations in a uniaxial state of stress, and for a particular loading curve. As a result, the famous formula for a hysteretic loop was proposed. Accordingly, the energy loss in a material during an oscillation is a power function of the amplitude of deformation or stress.

Nowadays the fundamental role of plasticity theory in the applied theory of energy dissipation is explicitly or implicitly assumed. Consequently, the

Davidenkov formula [28] and its generalisations have been intensively used by Pisarenko [144] and his colleagues from Kiev. The same formula has been used as the basis for other, more simple applied theories of internal friction; among them, the Panovko theory [140] is the most widespread.

In 1960 Sorokin applied the plasticity theory equations to the analysis of internal friction for an uniaxial state of stress and a harmonic deformation, cf. [171].

Hence, plasticity theory is a background for the nowadays popular equations of energy dissipation at intensive stresses. The ideas of plasticity theory are systematically used for the analysis of harmonic and non-harmonic vibrations in the present book.

The main reason for using this approach becomes apparent when we realise that one can generalise it to the case of three-dimensional stresses. This problem is very important in the applied theory of energy dissipation, and was pointed out in [171] and subsequently confirmed by a great number of approaches to the problem of harmonic vibrations. It has been proposed in the literature that this generalisation can be made by means of the methods of linear viscoelasticity [171], the superposition principle [144], the hypothesis that the volumetric energy dissipation during a cycle of an oscillation is modelled by a power function of the amplitude value of specific potential energy [115] and, finally, the methods of plasticity theory [144]. However, only the latter can be correctly generalised to non-harmonic motions.

Let us consider the question of selecting a version of plasticity theory suitable for description of the internal friction. Following the work by Davidenkov, amplitude-dependent internal friction presents an effect of microplastic strains. Microplastic strains are those strains which occur at any stress level, even at stresses below the macroscopic yield stress. From this perspective, application of the theories of microplastic strains by Novozhilov and Kadashevich is suitable. The theory of the Ishlinsky elastoplastic material which is the simplest theory of microplasticity is systematically used in this book.

In this chapter, a one-dimensional variant is considered and its applicability to the description of some of the simplest effects of amplitude-dependent internal friction is proved.

### 2.2 One-dimensional theory of microplasticity

In this section we follow the main idea of the paper [69] by Ishlinsky. Consider an uniaxial stress state in which the material is described by the rheological model shown in Fig. 2.1. The model consists of an infinite number of the Prandtl elements. In each Prandtl element a spring of rigidity $E d h$ is connected in series with an element of dry friction Ehdh. The stiffnesses of


FIGURE 2.1. Rheological model for one-dimensional theory of microplasticity.
all springs are assumed to coincide, while the non-dimensional yield stress $h$ varies such that it is continuously distributed and has a probability density $p(h)$.

The deformation law of a Prandtl element $h$ is given by

$$
\begin{align*}
& d \sigma=E\left(\varepsilon-\varepsilon_{h}\right) d h,  \tag{2.1}\\
& E\left(\varepsilon-\varepsilon_{h}\right) d h=E h d h \operatorname{sgn} \dot{\varepsilon}_{h},
\end{align*}
$$

where $d \sigma$ is stress in an arbitrary Prandtl element $h, \varepsilon$ is the total strain in any Prandtl element and $\varepsilon_{h}$ is the plastic strain in a Prandtl element $h$. It should be mentioned that in (2.1) the function $\operatorname{sgn} \dot{\varepsilon}_{h}$ is understood as follows: $\operatorname{sgn} \dot{\varepsilon}_{h}=1$ if $\dot{\varepsilon}_{h}>0$ and $\operatorname{sgn} \dot{\varepsilon}_{h}=-1$ if $\dot{\varepsilon}_{h}<0$. We assume that if the time derivative of the plastic deformation vanishes, i.e. $\dot{\varepsilon}_{h}=0$, function $\operatorname{sgn} \dot{\varepsilon}_{h}$ is between -1 and 1 and is prescribed by the second equation in (2.1). This definition of sgn allows the system of equations (2.1) to be suitable for the processes of loading and unloading any Prandtl element both in the presence and absence of plastic deformations.

Multiplying the force in a Prandtl element $h$ by its probability we obtain after summation over all elements

$$
\begin{equation*}
\sigma=E \int_{0}^{\infty}\left(\varepsilon-\varepsilon_{h}\right) p(h) d h, \quad \varepsilon-\varepsilon_{h}=h \operatorname{sgn} \dot{\varepsilon}_{h} \tag{2.2}
\end{equation*}
$$

or

$$
\begin{equation*}
\sigma=E \varepsilon-E \int_{0}^{\infty} \varepsilon_{h} p(h) d h, h \operatorname{sgn} \dot{\varepsilon}_{h}+\varepsilon_{h}=\varepsilon . \tag{2.3}
\end{equation*}
$$

In this expression for stress the first term represents an elastic force which obeys Hooke's law, while the second term describes the dissipation effect.


FIGURE 2.2. A typical loading diagram.
The second equation in (2.3) serves for determining the plastic strain in an arbitrary Prandtl element $h$.

The system of equations (2.3) is suitable for describing any time-dependent processes of loading and unloading.

For example, consider a monotonic loading, i.e. $\varepsilon>0$ and $\dot{\varepsilon}>0$. Assuming that the initial values of plastic strain in all Prandtl elements vanish, the second equation (2.3) yields

$$
\begin{array}{ll}
\varepsilon_{h}=0, & h>\varepsilon, \\
\varepsilon_{h}=\varepsilon-h, & h \leq \varepsilon \tag{2.4}
\end{array}
$$

Substituting this into the first equation (2.3) we obtain an expression for the stress

$$
\begin{equation*}
\sigma=E\left[\varepsilon-\int_{0}^{\varepsilon}(\varepsilon-h) p(h) d h\right] . \tag{2.5}
\end{equation*}
$$

This equation was obtained and used for analysis of the model behaviour in [54], [171] and [58]. The following equations

$$
\begin{gather*}
\frac{d \sigma}{d \varepsilon}=E \int_{\varepsilon}^{\infty} p(h) d h  \tag{2.6}\\
\frac{d^{2} \sigma}{d \varepsilon^{2}}=-E p(\varepsilon) \tag{2.7}
\end{gather*}
$$

are obtained in [54] by means of differentiating (2.5). Equation (2.7) indicates a physical meaning of density $p(h)$ and shows that the loading curve is convex upwards $(p \geq 0)$. Condition (2.6) indicates a monotonity of the loading curve. A typical loading diagram which satisfies these conditions is shown in Fig. 2.2. The above restrictions imposed on the loading curve are not very rigid and are quite acceptable from a physical point of view. Indeed, for an overwhelming majority of structural materials the loading curve exhibits this type of behaviour at small strains. However, only when the strains are small can one study the effect of internal friction. Otherwise intensive plastic deformations take place.

Let us introduce the following notation

$$
\begin{equation*}
\Phi(\varepsilon)=E\left[\varepsilon-\int_{0}^{\varepsilon}(\varepsilon-h) p(h) d h\right] \tag{2.8}
\end{equation*}
$$

Thus, during the loading we have

$$
\sigma=\Phi(\varepsilon)
$$

Let a strain $\varepsilon_{0}$ be attained. This means that the following stress and plastic strain

$$
\begin{gather*}
\sigma_{0}=\Phi\left(\varepsilon_{0}\right)  \tag{2.9}\\
\varepsilon_{h 0}=\left[\begin{array}{ll}
0, & h>\varepsilon_{0} \\
\varepsilon_{0}-h, & h<\varepsilon_{0}
\end{array}\right. \tag{2.10}
\end{gather*}
$$

are attained.
We proceed now to an unloading process. Let $\varepsilon_{0}-\varepsilon=\varepsilon_{1}>0, \dot{\varepsilon}<0$ and $\varepsilon_{1}<2 \varepsilon_{0}$. The difference

$$
\varepsilon-\varepsilon_{h 0}=\varepsilon-\varepsilon_{0}+h=h-\varepsilon_{1}>0
$$

decreases at unloading, i.e. when $\varepsilon_{1}$ increases.
If

$$
\left|\varepsilon-\varepsilon_{h 0}\right|<h
$$

which is equivalent to the following equality

$$
h>\frac{\varepsilon_{1}}{2}
$$

no plastic deformation occurs, i.e.

$$
\varepsilon_{h}=\varepsilon_{h 0}=\left[\begin{array}{ll}
\varepsilon_{0}-\grave{h}, & \varepsilon_{1} / 2<h<\varepsilon_{0} \\
0, & h>\varepsilon_{0}
\end{array}\right.
$$

If

$$
\left|\varepsilon-\varepsilon_{h 0}\right|>h
$$

or

$$
h<\frac{\varepsilon_{1}}{2}
$$

then according to the second equation in (2.3) we obtain


FIGURE 2.3. An unloading curve.

$$
\varepsilon_{h}=\varepsilon+h=h+\varepsilon_{0}-\varepsilon_{1}
$$

Therefore, we have

$$
\varepsilon_{h}=\left[\begin{array}{ll}
h+\varepsilon_{0}-\varepsilon_{1}, & 0<h<\varepsilon_{1} / 2  \tag{2.11}\\
\varepsilon_{0}-h, & \varepsilon_{1} / 2<h<\varepsilon_{0} \\
0, & h>\varepsilon_{0}
\end{array}\right.
$$

Substituting these expressions into the first equation in (2.3) we obtain the following equation for the unloading curve

$$
\begin{equation*}
\sigma=E\left[\varepsilon-\int_{0}^{\varepsilon_{1} / 2}\left(h+\varepsilon_{0}-\varepsilon_{1}\right) p(h) d h-\int_{\varepsilon_{1} / 2}^{\varepsilon_{0}}\left(\varepsilon_{0}-h\right) p(h) d h\right] . \tag{2.12}
\end{equation*}
$$

After some simple transformations we arrive at the formula

$$
\begin{equation*}
\sigma=\sigma_{0}-2 \Phi\left(\frac{\varepsilon_{1}}{2}\right) \tag{2.13}
\end{equation*}
$$

which expresses the Masing principle in plasticity theory, cf. [109]. Accordingly, the unloading curve can be obtained from the loading curve by means of the following coordinate transformation

$$
\sigma_{*}=\frac{\sigma_{0}-\sigma}{2}, \quad \varepsilon_{*}=\frac{\varepsilon_{1}}{2}=\frac{\varepsilon_{0}-\varepsilon}{2}
$$

A typical unloading curve is depicted in Fig. 2.3.
The Masing principle is known to be inadequate in describing intensive deformations of materials, see [109]. The question therefore arises as to whether or not this model of internal friction should be rejected? The answer to this is a categoric no! Firstly, only very small strains, namely of the order of elastic strains, are of interest in the theory of internal friction. Indeed, in case of very small plastic deformations tests confirm the Masing principle. Secondly, an indirect confirmation of the validity of the Masing


FIGURE 2.4. Some hysteresis loops.
principle for small deformations, due to an effect of internal friction, is described below.

As follows from (2.13), the shape of the unloading curve does not depend upon the strain attained at the loading. This means that the shape of the hysteresis loops $A, B$ and $C$ depicted in Fig. 2.4 coincides. Hence, the dynamic properties of material under cyclic deformation must not depend upon an additional static load. This effect is well known to experts in internal friction, and was pointed out in [32]. Tests expose a very weak dependence of the dissipative properties of many materials on additional static load, cf. [171] and [143] if the latter does not exceed admissible bounds. There exist, however, materials for which the influence of the static load on the energy dissipation is considerable, see [105], [146] and [82].

The one-dimensional version of the elastoplastic material appeared several times in the mechanical literature. For example, Jenkins applied it in 1922, see reference [109]. However, it was Masing in 1923, who used this model to validate the principle named after him in the theory of plasticity, [109]. In 1930 Timoshenko recommended that it should be used in problems of hysteretic friction [177]. In 1944 Ishlinsky gave an analytic background of the model [54], whilst in 1953 Afanasiev [1] applied it to the problem of fatigue strength. In 1960 Sorokin [171] used it in the applied theory of internal friction. The above model was later considered in [32], [59], [58], [64], [101] and [187]. A "discrete" particular case, the so-called model of bilinear hysteresis [57], [11], [24], [26], [62], [77] etc., is widely used in various theoretical investigations.

It is worth noting that in all the above cited papers the rheological model was used only for plotting the loading and unloading diagrams. The differential form of deformation equations (2.3) has not yet been used. However,
it considerably simplifies the analysis of cyclic deformation by using the methods of nonlinear mechanics and is a suitable starting point for analysis of random deformations.

### 2.3 Harmonic deformation of material

Consider the behaviour of a material under a harmonic deformation in time, i.e.

$$
\begin{equation*}
\varepsilon=a \cos \omega t \tag{2.14}
\end{equation*}
$$

where $a$ denotes the strain and $\omega$ is a frequency, $\omega>0$. Obtaining the stress harmonic of the same frequency is of practical interest. In order to find it, we use the method of harmonic linearization [149]. According to this method we assume that the plastic strain in each Prandtl element is due to a harmonic law and carry out a harmonic linearisation of the nonlinear function only in (2.3), to get

$$
\begin{equation*}
\operatorname{sgn} \dot{\varepsilon}_{h} \approx \frac{n}{b_{h} \omega} \dot{\varepsilon}_{h}, \quad n=\frac{4}{\pi}, \tag{2.15}
\end{equation*}
$$

where $b_{h}$ is the amplitude of strain $\varepsilon_{h}$ and $\omega$ is the deformation frequency.
Linearization of the second nonlinear equation in (2.3) leads to the following equation

$$
\begin{equation*}
\frac{n}{b_{h} \omega} \dot{\varepsilon}_{h}+\varepsilon_{h}=\varepsilon \tag{2.16}
\end{equation*}
$$

It should be noted that the latter equation is valid only when $b_{h}>0$. If $b_{h}=0$, which means absence of the plastic strain in this arm, the following equation

$$
\begin{equation*}
\varepsilon_{h}=0 \tag{2.17}
\end{equation*}
$$

must be used instead of (2.16). After $\varepsilon_{h}$ has been determined, the stress is obtained from the first linear equation (2.3)

$$
\begin{equation*}
\sigma=E \varepsilon-E \int_{0}^{\infty} \varepsilon_{h} p(h) d h \tag{2.18}
\end{equation*}
$$

Since equations (2.16)-(2.18) are linear, we can use the general complex exponential form for the variables

$$
\begin{equation*}
\sigma=A e^{i \omega t}, \varepsilon=B e^{i \omega t}, \varepsilon_{h}=B_{h} e^{i \omega t} \tag{2.19}
\end{equation*}
$$

where $A, B$ and $B_{h}$ are complex values. It goes without saying that only the real parts of expressions (2.19) have a physical meaning. The amplitude
of the total strain $a$ and the amplitude of the plastic strain $b_{h}$ are absolute values of the corresponding complex functions $\varepsilon$ and $\varepsilon_{h}$, respectively

$$
\begin{equation*}
a=|\varepsilon|, \quad b_{h}=\left|\varepsilon_{h}\right| . \tag{2.20}
\end{equation*}
$$

Substituting (2.19) into (2.16) yields

$$
\begin{equation*}
\varepsilon_{h}=\left(1+i \frac{n h}{b_{h}}\right)^{-1} \varepsilon \tag{2.21}
\end{equation*}
$$

Evaluating the absolute value of both sides of the latter equation results in an equation for $b_{h}$

$$
\begin{equation*}
b_{h}=\left[1+\left(\frac{n h}{b_{h}}\right)^{2}\right]^{-1 / 2} a \tag{2.22}
\end{equation*}
$$

One finds easily that

$$
\begin{equation*}
b_{h}=\left[a^{2}-(n h)^{2}\right]^{1 / 2} \tag{2.23}
\end{equation*}
$$

This expression makes sense only if $h<a / n$, otherwise it is meaningless. This means that (2.21), and hence (2.16) has no solution if $h \geq a / n$. In this case, one must use (2.17) which yields $b_{h}=0$.

Thus, we have

$$
b_{h}=\left[\begin{array}{ll}
{\left[a^{2}-(n h)^{2}\right]^{1 / 2}} & 0<h<a / n  \tag{2.24}\\
0, & h \geq a / n
\end{array}\right.
$$

Substituting this dual expression into eqs. (2.21) and (2.17), respectively, we obtain

$$
\varepsilon_{h}=\left[\begin{array}{ll}
{\left[1-(n h / a)^{2}-i n h / a \sqrt{1-(n h / a)^{2}}\right] \varepsilon,} & 0<h<a / n  \tag{2.25}\\
0, & h \geq a / n
\end{array}\right.
$$

Finally, substitution of the latter equation into equation (2.18) for stress leads to the following result

$$
\begin{equation*}
\sigma=E_{c} \varepsilon, \quad E_{c}=E\left[1-\int_{0}^{1}\left(1-\eta^{2}-i \eta \sqrt{1-\eta^{2}}\right) p\left(\frac{a \eta}{n}\right) \frac{a}{n} d \eta\right] \tag{2.26}
\end{equation*}
$$

In what follows, $E_{c}$ is referred to as the complex Young's modulus. As follows from (2.26) the complex Young's modulus does not depend on the deformation frequency for any density $p(h)$. This property of the model corresponds to the law of internal friction observed by most metals and structural materials. In this sense, the model considered here successfully describes internal friction under intensive stresses.

### 2.4 The choice of the yield stress distribution density $p(h)$. Conclusions

We bring now another argument in favour of the considered model. Let us pose the following question: what distribution $p(h)$ appears to be the most suitable from a physical perspective? If the yield stress in each Prandtl element were infinite, then the material would be ideally elastic and have no damping. Existence of finite values of $h$ may be considered a manifestation of the fact that the material has defects. There is much evidence to suggest that these defects have the same physical nature as the defects in the theories of fatigue and brittle failure [17]. For this reason, we adopt the distribution function used in these theories, so that the distribution function of defects for small values of $h$ is as follows

$$
\begin{equation*}
F(h)=H h^{\alpha}, \tag{2.27}
\end{equation*}
$$

where $H$ and $\alpha$ are some positive constants. Differentiating eq. (2.27) with respect to $h$ one obtains the following probability density

$$
\begin{equation*}
p(h)=\alpha H h^{\alpha-1} \tag{2.28}
\end{equation*}
$$

The structure of equation (2.8) suggests that the dependence

$$
p=p(h)
$$

influences the stress value only over a small range of strains. Thus, information contained in eq. (2.28) suffices for analysis of (2.8). Substituting distribution (2.28) into (2.8) and evaluating the integral yields the following closed form expression for loading curve

$$
\sigma=\Phi(\varepsilon)=E\left(\varepsilon-\frac{H}{\alpha+1} \varepsilon^{\alpha+1}\right) .
$$

This equation differs from that for the loading curve by Davidenkov [28] in notation only. Substitution of the latter result into the Masing formula, eq. (2.13), gives an equation for the "descending branch" in the Davidenkov formula for a hysteresis loop. An equation for the "ascending branch" can be obtained by analogy.

The above should be considered as a plausible substantiation for the Davidenkov formula for a hysteresis loop.

Substitution of distribution (2.28) into (2.26) and evaluation of the integrals leads to the following expression for the complex Young's modulus

$$
\begin{equation*}
E_{c}=E\left(1-r a^{\alpha}+i g a^{\alpha}\right), \tag{2.29}
\end{equation*}
$$

where

$$
\begin{equation*}
r=\frac{2 H}{2+\alpha} n^{-\alpha}, g=\frac{\alpha H}{2} n^{-\alpha} \mathrm{B}\left(\frac{\alpha+1}{2}, \frac{3}{2}\right), \tag{2.30}
\end{equation*}
$$

$B$ being the Eulerian beta-function.
Equation (2.29) indicates a power law dependence of the resistance force amplitude $E g a^{\alpha+1}$ on the strain amplitude. The same power law is recommended by Panovko [140] and gives agreement with numerous tests of internal friction. A list of some of these tests can be found in [140], [142] and [143]. However, contrary to the recommendation of [140] the amplitude of the elastic force $E\left(1-r a^{\alpha}\right) a$ depends on the strain amplitude nonlinearly, namely in the form of [142], [143] and [144]. In [140] the amplitude of the elastic force was equated to Ea. It should be kept in mind that the indicated difference often turns out to be insignificant and may be neglected, as the nonlinear term in the equation for the elastic force is of the same order as the inelastic resistance, and thus is small. There exist, however, some situations in which the above difference cannot be neglected. Such a case is when parameter $\alpha$ is close to zero. Indeed, expression (2.30) says that for small $\alpha$ the parameter of the force of inelastic resistance $g$ can be small, while the nonlinearity parameter $r$ in the expression for the elastic force is finite. Altogether, it allows us to say that the nonlinearity of the elastic component of internal friction is soft. The effect of a soft nonlinearity of elastic component of internal friction was observed in a test with a concrete beam, [170]. Another manifestation of this effect is an amplitude dependence of the "modulus defect" observed in a series of experimental studies and reported in [150].

It is worth noting that, in principle, the internal friction model considered does not admit existence of a linear friction since the very friction force vanishes $(g \rightarrow 0)$ with vanishing $\alpha, \alpha \rightarrow 0$. This fact has been validated by available test data, for example [28], [142], [143], [144] and [170], in which the resistance force was a power law with positive $\alpha$ for the materials studied.

For real materials, however, dependence of the dissipative properties on amplitude is a power law only when the stresses are not too large. For large stresses this dependence is observed to show considerable deviation from a power law, cf. [171]. However, for the theory presented here the power law was theoretically derived only for small stresses when approximation (2.27) is valid! Therefore general expression (2.26) contains essentially more general dependences that can be used to approximate the natural laws.

The general conclusion is as follows. The model of the Ishlinsky elastoplastic material is an abstract model of a hypothetical material with the following specific properties.

1. Superimposing a statical load does not influence the energy dissipation in the material under cyclic deformation.
2. Energy dissipation in material under cyclic deformation does not depend upon the deformation frequency.
3. Dependence of the energy dissipation in the material on the strain amplitude is a power function for stresses which are not too large. The model admits a generalisation of this dependence in case of a broad range of stress.
4. Energy dissipation is nonlinear in principle. "Linear" dissipation is impossible in this model.
5. In the cases in which energy dissipation in a material is considerable, the elastic component of the material reaction is essentially nonlinear.

Each of these five properties is satisfactorily confirmed by available experimental data on the energy-absorbing properties of materials under harmonic deformations. The author does not, however, believe that all real materials behave as the model suggests or requires. There will always exist materials whose behaviour turns out to be more complex and contradicts at least one of the above properties. However, this means that the model considered is not suitable for this particular material and another, more sophisticated model must be used in its place. The model presented is considered useful as it reflects typical properties of a considerable group of structural materials and admits theoretical analysis for polyharmonic and random deformations. It also admits a generalisation to the cases of threedimensional stress fields. All these aspects will be demonstrated in what follows.

### 2.5 Forced vibration of an oscillator with nonlinear internal friction

The above properties of internal friction are to some extent known in mechanics. The fifth property, however, requires further justification. For this reason, we consider some simple examples which emphasize the real value of this property.

Consider the forced vibration of an oscillator with internal friction driven by a harmonic force, see Fig. 2.5. The mass of the deformable element is assumed to be negligible. The governing equation for the oscillator is

$$
\begin{equation*}
m \ddot{w}+F \sigma\{\varepsilon\}=p_{0} \cos \omega t \tag{2.31}
\end{equation*}
$$

where $m$ is the oscillator mass, $F$ is the cross-sectional area of the elastic element, $p_{0}$ is the amplitude of the harmonic load, $\sigma$ is the axial stress and $\varepsilon$ is the strain. It is apparent that the displacement $w$ is expressed in terms of strain as follows

$$
\begin{equation*}
w=L \varepsilon \tag{2.32}
\end{equation*}
$$

where $L$ denotes the length of the deformable element.


FIGURE 2.5. A harmonically driven oscillator.

Assume that the stress $\sigma$ is expressed in terms of the strain $\varepsilon$ by means of (2.3). Linearising the nonlinearity $\sigma\{\varepsilon\}$ and using the complex exponential form for the variables yields

$$
\begin{equation*}
m \ddot{\varepsilon}+c_{c} \varepsilon=p_{*} e^{i \omega t} \tag{2.33}
\end{equation*}
$$

where $c_{c}$ denotes a complex stiffness and $p_{*}$ denotes the amplitude of the generalised force. These are given by

$$
\begin{equation*}
c_{c}=\frac{E_{c} F}{L}, \quad p_{*}=\frac{p_{0}}{L} . \tag{2.34}
\end{equation*}
$$

A steady-state solution of (2.33) is

$$
\begin{equation*}
\varepsilon=\frac{p_{*} e^{i \omega t}}{c_{c}-m \omega^{2}} \tag{2.35}
\end{equation*}
$$

Let us denote the complex stiffness as follows

$$
\begin{equation*}
c_{c}=u+i v \tag{2.36}
\end{equation*}
$$

where, due to (2.34) and (2.26), the real and imaginary parts are given by

$$
\begin{align*}
u & =c\left[1-\int_{0}^{1}\left(1-\eta^{2}\right) p\left(\frac{a \eta}{n}\right) \frac{a}{n} d \eta\right] \\
v & =c \int_{0}^{1} \eta \sqrt{1-\eta^{2}} p\left(\frac{a \eta}{n}\right) \frac{a}{n} d \eta  \tag{2.37}\\
c & =E F / L
\end{align*}
$$

Substituting (2.36) into (2.35) and evaluating the absolute value of both sides of the resulting equation we obtain the following equation for the strain amplitude

$$
\begin{equation*}
a^{2}=\frac{p_{*}^{2}}{\left(u-m \omega^{2}\right)^{2}+v^{2}} \tag{2.38}
\end{equation*}
$$

Solving it for frequency we arrive at the following equation for the amplitudefrequency response function

$$
\begin{equation*}
m \omega^{2}=u(a) \pm \sqrt{\frac{p_{*}^{2}}{a^{2}}-v^{2}(a)} \tag{2.39}
\end{equation*}
$$

The resonance amplitude is seen to be determined by the following equation

$$
\begin{equation*}
\frac{p_{*}}{a}=v(a), \tag{2.40}
\end{equation*}
$$

while the resonance frequency is given by

$$
\begin{equation*}
\omega=\sqrt{\frac{u(a)}{m}} \tag{2.41}
\end{equation*}
$$

Equations (2.40) and (2.41) are valid for any monotonic decreasing function $v=v(a)$. The imaginary part of the complex rigidity determines the resonance amplitude, while the real part gives the resonance frequency. We see from eqs. (2.37) and (2.41) that the decrease in the resonance frequency relative to its value without damping is of the order of the energy dissipation factor $v(a)$. Hence, any change of the load amplitude must result in a change of the resonance amplitude and thus, by virtue of (2.41), a considerable change of the resonance amplitude. This effect has been observed by Sorokin [170] when testing a concrete beam, where a resonance frequency change of $7 \%$ was observed when increasing the amplitude of the load by a factor of 15 .

The question of the resonance frequency shift for a general dependence $c_{c}=c_{c}(a)$ was discussed by Sorokin in [171] where $u$ and $v$ were taken in the form

$$
\begin{equation*}
u=c \frac{1-\gamma^{2} / 4}{1+\gamma^{2} / 4}, v=c \frac{\gamma}{1+\gamma^{2} / 4} \tag{2.42}
\end{equation*}
$$

and $\gamma=\gamma(a)$. As $\gamma$ is usually very small, we have approximately

$$
\begin{equation*}
u=c-\frac{v^{2}}{2 c}, v=c \gamma \tag{2.43}
\end{equation*}
$$

Hence, in this theory the resonance frequency decreases with the second order in $v$, and there will be negligible change for small $v$.

The same question of the resonance frequency shift was considered in the theories by Pisarenko and Panovko, both theories having used the hysteresis


FIGURE 2.6. Comparison of the present theory (lower curve) with the Pisarenko theory (upper curve).
loop proposed by Davidenkov. In order to compare the present theory with the theories by Pisarenko and Panovko, we use an equation for the complex Young's modulus (2.29). This leads to the following expressions for the coefficients

$$
\begin{equation*}
u=c\left(1-r a^{\alpha}\right), v=c g a^{\alpha} . \tag{2.44}
\end{equation*}
$$

One can easily find a direct relation between $u$ and $v$, i.e.

$$
\begin{equation*}
u=c-\frac{r}{g} \frac{v}{c} \tag{2.45}
\end{equation*}
$$

The ratio $r / g$ due to (2.30) is equal to

$$
\begin{equation*}
\frac{r}{g}=4\left[\alpha(2+\alpha) \mathrm{B}\left(\frac{\alpha+1}{2}, \frac{3}{2}\right)\right]^{-1} \tag{2.46}
\end{equation*}
$$

The lower curve in Fig. 2.6 shows the ratio $r / g$ versus $\alpha$.
The Pisarenko theory leads to expressions which are similar to (2.44). The only difference lies in the expressions for the coefficients $r$ and $g$ which is due to various methods of linearisation. In [143] one finds the following equation for the ratio $r / g$

$$
\begin{equation*}
\frac{r}{g}=2^{2 n} \frac{n}{n-1} \frac{\left[\Gamma\left(n+\frac{1}{2}\right)\right]^{2}}{\Gamma(2 n+1)}, n=\alpha+1 \tag{2.47}
\end{equation*}
$$

This ratio versus $\alpha$ is presented in Fig. 2.6 by the upper curve. A comparison of the curves shows that they are in good agreement. Hence, for a
power dependence of the hysteresis loss on the strain amplitude, the theory proposed and the Pisarenko theory give nearly identical results.

In the Panovko theory [140] it is assumed that

$$
\begin{equation*}
u=c, v=c g a^{\alpha} \tag{2.48}
\end{equation*}
$$

so the latter theory does not cause any shift of the resonance frequency. This discrepancy between the Panovko theory and the Pisarenko theory has been discussed in [182]. A typical amplitude-frequency response function in this paper shows that the resonance frequency shift is usually negligible (about $0.7 \%$ ). The view of the author is that the resonance frequency shift for the majority of applied problems is very small, so in actuality the Pisarenko theory, the Panovko theory and the present theory give very similar results.

### 2.6 Free vibration of an oscillator with nonlinear internal friction

The equation for free vibration of such an oscillator is obtained from (2.31) by equating the external force to zero. This gives

$$
\begin{equation*}
m \ddot{w}+F \sigma\{\varepsilon\}=0 \tag{2.49}
\end{equation*}
$$

A weakly decaying oscillating process is sought in the following form

$$
\begin{equation*}
\varepsilon=a(t) \cos \varphi(t) \tag{2.50}
\end{equation*}
$$

The instantaneous frequency $\dot{\varphi}$ plays the part of frequency and eq. (2.50) allows for slow variations of the instantaneous frequency.

While studying damped oscillations in mechanical systems with internal damping one usually assumes that the reaction of the deformable element in a weakly decaying process depends upon the current value of the strain amplitude as if the process were not decaying. That is, we take $a$ to be const and apply the harmonic linearization of nonlinearity (2.3) as has already been done in Section 2.3. Its solution is sought in the general complex exponential form of (2.50)

$$
\begin{equation*}
\varepsilon=a(t) e^{i \varphi(t)} \tag{2.51}
\end{equation*}
$$

As a result we obtain the following equation for $\varepsilon$

$$
\begin{equation*}
m \ddot{\varepsilon}+c_{c} \varepsilon=0 \tag{2.52}
\end{equation*}
$$

where the complex rigidity $c_{c}$ is given by (2.34).
Substituting the assumed solution (2.51) into (2.52) and separating the real and imaginary parts we obtain, by virtue of (2.36), the following equations for amplitude and phase of the decaying process

$$
\begin{align*}
& \ddot{a}-a(\dot{\varphi})^{2}=-\frac{a u(a)}{m}  \tag{2.53}\\
& \frac{1}{a}\left(a^{2} \dot{\varphi}\right)^{\bullet}=-\frac{a v(a)}{m} \tag{2.54}
\end{align*}
$$

As a weakly decaying process is sought, we may neglect the first term in (2.53) in comparison with the other terms, to obtain

$$
\begin{equation*}
\dot{\varphi}=\sqrt{\frac{u(a)}{m}} \tag{2.55}
\end{equation*}
$$

Substitution of (2.55) into (2.54) yields the following equation for $a$

$$
\begin{equation*}
\left(a^{2} \sqrt{\frac{u(a)}{m}}\right)^{\bullet}=-\frac{a^{2} v(a)}{m} \tag{2.56}
\end{equation*}
$$

Retaining in eqs. (2.55) and (2.56) only asymptotically dominant terms in plastic strain (i.e. terms of the first order in $v$ ) we obtain closed form expressions for the instantaneous frequency

$$
\begin{equation*}
\dot{\varphi}=\sqrt{\frac{c}{m}} \tag{2.57}
\end{equation*}
$$

and the envelope of damped vibration

$$
\begin{equation*}
\dot{a}=-\frac{a v(a)}{2 \sqrt{c m}} . \tag{2.58}
\end{equation*}
$$

Equation (2.58) cannot be solved for an arbitrary function $v$. But it may be used to find the logarithmic decrement of vibration

$$
\begin{equation*}
\Delta=\ln \frac{a_{n}}{a_{n+1}} \tag{2.59}
\end{equation*}
$$

where $a_{n}$ and $a_{n+1}$ are two consecutive maxima (or minima) of $\varepsilon$. Assuming that the variation in amplitude $a$ is small during the time interval between two maxima we obtain by means of eqs. (2.57) and (2.58)

$$
\begin{equation*}
\Delta=\pi \frac{v(a)}{c} \tag{2.60}
\end{equation*}
$$

This is an equation which holds in general. For the Davidenkov hysteresis loop we obtain a power law for the logarithmic decrement of vibration

$$
\begin{equation*}
\Delta=\pi g a^{\alpha+1} \tag{2.61}
\end{equation*}
$$

and the following equation for the envelope of decaying vibration

$$
\begin{equation*}
\dot{a}=-\frac{g a^{\alpha+1}}{2} \sqrt{\frac{c}{m}} \tag{2.62}
\end{equation*}
$$

The solution to this equation is

$$
\begin{equation*}
a=a_{0}\left(1+\frac{\alpha g a_{0}^{\alpha}}{2} \sqrt{\frac{c}{m}} t\right)^{-1 / \alpha} \tag{2.63}
\end{equation*}
$$

where $a_{0}$ is the strain amplitude at the initial instant of time, i.e. at $t=0$.
As in the proposed theory $\alpha$ is always positive, the following conclusions are valid:

1. Vibration decay in systems with an amplitude-dependent internal friction never obeys an exponential law.
2. The vibrations never die out in a finite time.

## 3

## Three-dimensional cyclic deformations of elastoplastic materials

### 3.1 Constitutive equations for elastoplastic materials

In what follows, the equations for the Ishlinsky material are used in isothermal case. Consequently,

1. The dilatation $\vartheta$ depends linearly on the mean normal stress

$$
\begin{equation*}
\sigma=k \vartheta \tag{3.1}
\end{equation*}
$$

This is eq. (1.293) for $m\left(\theta_{0}\right)=0$ where $\theta_{0}$ is a fixed temperature.
2. The relation between the stress deviator and the strain deviator is given by the rheological model of Fig. 1.12, and the governing equations are

$$
\begin{gather*}
\mathbf{s}=2 G\left[\mathbf{e}-\int_{0}^{\infty} \mathbf{e}_{h} p(h) d h\right]  \tag{3.2}\\
{\left[\begin{array}{c}
\dot{\mathbf{e}}_{h}=0, \\
\dot{\mathbf{e}}_{h} \neq 0, \quad \sqrt{\frac{1}{2}\left(\mathbf{e}-\mathbf{e}_{h}\right):\left(\mathbf{e}-\mathbf{e}_{h}\right)} \leq h, \\
h \dot{\mathbf{e}}_{h} / v_{h}=\mathbf{e}-\mathbf{e}_{h}
\end{array}\right.} \tag{3.3}
\end{gather*}
$$

Thus, the material properties are determined by two constants, namely the dilatation modulus $k$ and the shear modulus $G$, as well as the probability density function of the nondimensional yield stress $p(h)$.

The system of equations (3.3) permits the following interpretation which simplifies the solution process.

Let the Mises condition

$$
\begin{equation*}
\sqrt{\frac{1}{2}\left(\mathbf{e}-\mathbf{e}_{h}\right):\left(\mathbf{e}-\mathbf{e}_{h}\right)}=h \tag{3.4}
\end{equation*}
$$

hold. By means of direct substitution one can prove that any solution $\left(\dot{\mathbf{e}}_{h} \neq\right.$ 0 ) of the second line in (3.3)

$$
\begin{equation*}
\frac{h}{v_{h}} \dot{\mathbf{e}}_{h}=\mathbf{e}-\mathbf{e}_{h}, \tag{3.5}
\end{equation*}
$$

subject to certain initial conditions satisfies the restriction (3.4). It follows from (3.3) that (3.4) may be realised at $\dot{\mathbf{e}}_{h}=0$ as well. But this case must be considered as a limiting case for solutions of (3.5). If

$$
\begin{equation*}
\sqrt{\frac{1}{2}\left(\mathbf{e}-\mathbf{e}_{h}\right):\left(\mathbf{e}-\mathbf{e}_{h}\right)}<h \tag{3.6}
\end{equation*}
$$

equation (3.3) reduces to

$$
\begin{equation*}
\dot{\mathbf{e}}_{h}=0, \tag{3.7}
\end{equation*}
$$

in which there is no plastic strain. Altogether, it means that equations (3.3) can be replaced by the following system

$$
\left[\begin{array}{ll}
\sqrt{\frac{1}{2}\left(\mathbf{e}-\mathbf{e}_{h}\right):\left(\mathbf{e}-\mathbf{e}_{h}\right)}=h, & h \dot{\mathbf{e}}_{h} / v_{h}+\mathbf{e}_{h}=\mathbf{e}  \tag{3.8}\\
\sqrt{\frac{1}{2}\left(\mathbf{e}-\mathbf{e}_{h}\right):\left(\mathbf{e}-\mathbf{e}_{h}\right)}<h, & \dot{\mathbf{e}}_{h}=0
\end{array}\right.
$$

Thus, if (3.4) holds then plastic strain $\mathbf{e}_{h}$ is determined by (3.5), while if (3.6) holds then $\mathbf{e}_{h}$ must be obtained from (3.7). Any solution of eq. (3.5) automatically satisfies its applicability condition, i.e. (3.4), and therefore does not satisfy condition (3.6). Thus, if (3.5) has a solution, the latter is the solution of system (3.3). When the initial conditions do not allow eq. (3.5) to have a solution, we must consider (3.6), the only alternative of (3.4), and make use of (3.7).

In conclusion, we note that in spite of the seeming complexity, the differential equations (3.2) and (3.3) turn out to be very useful and convenient for analysis of harmonic and especially polyharmonic and random deformation.

Another possible applications of the plasticity theory equations to the analysis of vibrational energy dissipation have been reported in the literature. Equations for small elastoplastic deformations of material which obey the "hypothesis of the universal curve" are derived and recommended for application in [183], [184], [144], [145] and [154]. The hysteresis loop form was substantiated only for harmonic deformation and it remains unclear how to generalize the equations to the case of non-harmonic deformation. The theory of plasticity proposed is free of this considerable shortcoming and allows us to analyse both harmonic and non-harmonic deformations.

### 3.2 Simple deformation

The content of this Section is based on paper [129].
A state of material is called the natural state of material provided that

$$
\begin{equation*}
\mathbf{s}=0, \mathbf{e}=0, \mathbf{e}_{h}=0 \tag{3.9}
\end{equation*}
$$

The concept of the natural state is usually attributed to the whole body. The above definition may be considered as a definition of natural state at a point. Being applied to materials under consideration this definition is expedient since it excludes the very possibility of internal "microstresses" at the point. In the light of the given definition, the natural state of a body is referred to the state in which each point of the body is in the natural state.

A deformation from the natural state at which the strain deviator varies in time as follows

$$
\begin{equation*}
\mathbf{e}=\mathbf{e}_{0} \lambda(t), \quad \lambda(0)=0 \tag{3.10}
\end{equation*}
$$

is termed simple deformation, cf. [52]. Here $\mathbf{e}_{0}$ is some constant tensor and $\lambda$ is a scalar function of time.

Simple deformation under the condition that $\dot{\lambda}$ does not change its sign in called simple loading. Because of the trivial initial condition $\lambda(0)=0$ the parameter $\lambda$ keeps its sign during any simple loading, the sign of $\lambda$ coinciding with the sign of $\dot{\lambda}$.

A deformation which follows after a simple loading and obeys the law $\mathbf{e}=\mathbf{e}_{0} \lambda(t)$ with the sign of $\dot{\lambda}$ opposite to that of simple loading, is termed simple unloading.

Let us introduce the following parameter

$$
\begin{equation*}
\gamma=\gamma_{0} \lambda(t), \quad \gamma_{0}=+\sqrt{\frac{1}{2} \mathbf{e}_{0}: \mathbf{e}_{0}} \tag{3.11}
\end{equation*}
$$

Its absolute value coincides with the shear strain intensity, but it has the sign of $\lambda$. Parameter $\gamma$ is useful for analyzing deformations with alternating sign.

Consider a simple loading.
Due to the initial condition (3.9) for $\mathbf{e}_{h}$ the second line in (3.8) yields

$$
\begin{equation*}
\mathbf{e}_{h}=0,|\gamma| \leq h \tag{3.12}
\end{equation*}
$$

If $|\gamma|>h$, the first line of (3.8), i.e.

$$
\begin{equation*}
\frac{h}{v_{h}} \dot{\mathbf{e}}_{h}+\mathbf{e}_{h}=\mathbf{e}_{0} \lambda(t) \tag{3.13}
\end{equation*}
$$

must be used.
Solution of the tensor equation (3.13) is sought in the form

$$
\begin{equation*}
\mathbf{e}_{h}=\mathbf{e}_{0}(A+B \lambda), \tag{3.14}
\end{equation*}
$$

where $A$ and $B$ are unknown constants. Then

$$
\begin{equation*}
\dot{\mathbf{e}}_{h}=\mathbf{e}_{0} B \dot{\lambda}, \quad v_{h}=|B \dot{\lambda}| \gamma_{0} \tag{3.15}
\end{equation*}
$$

Substituting (3.14) and (3.15) into (3.13) yields the following equation for $A$ and $B$

$$
\begin{equation*}
\frac{h B \dot{\lambda}}{\gamma_{0}|B \dot{\lambda}|} \mathbf{e}_{0}+\mathbf{e}_{0}(A+B \lambda)=\mathbf{e}_{0} \lambda \tag{3.16}
\end{equation*}
$$

From here we find

$$
\begin{equation*}
B=1, A=-\frac{h}{\gamma_{0}} \operatorname{sgn} \dot{\lambda} \tag{3.17}
\end{equation*}
$$

As pointed out above, the sign of $\lambda$ coincides with sign of $\dot{\lambda}$ for a simple loading. Hence, an expression for $\mathbf{e}_{h}$ is

$$
\begin{equation*}
\mathbf{e}_{h}=\mathbf{e}_{0} \lambda\left(1-\frac{h}{|\gamma|}\right),|\gamma| \geq h \tag{3.18}
\end{equation*}
$$

For $|\gamma|=h$, the latter expression must give the same value of plastic deformation as (3.12). A direct proof shows that this is the case.

By combining eqs. (3.12) and (3.18) we obtain

$$
\mathbf{e}_{h}=\left[\begin{array}{ll}
\mathbf{e}_{0} \lambda(1-h /|\gamma|), & |\gamma| \geq h,  \tag{3.19}\\
0, & |\gamma| \leq h
\end{array}\right.
$$

Substituting these equations into (3.2) we obtain an expression for the stress deviator

$$
\begin{equation*}
\mathbf{s}=2 G \mathbf{e}_{0} \lambda\left[1-\int_{0}^{|\gamma|}\left(1-\frac{h}{|\gamma|}\right) p(h) d h\right] . \tag{3.20}
\end{equation*}
$$

We introduce now the following scalar value

$$
\begin{equation*}
\tau=2 G \gamma_{0} \lambda\left[1-\int_{0}^{|\gamma|}\left(1-\frac{h}{|\gamma|}\right) p(h) d h\right] \tag{3.21}
\end{equation*}
$$

It is easy to understand that its absolute value is equal to the shear stress intensity introduced in Section 1.9 and is evaluated for the stress deviator by means of (1.165).

With the help of definition (3.11), eq. (3.21) may be rewritten as follows

$$
\begin{equation*}
\tau=\Phi(\gamma) \tag{3.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(\gamma)=2 G \gamma\left[1-\int_{0}^{|\gamma|}\left(1-\frac{h}{|\gamma|}\right) p(h) d h\right] \tag{3.23}
\end{equation*}
$$

Using (3.21) we transform (3.20) to a simpler form

$$
\begin{equation*}
\mathrm{s}=\frac{\tau}{\gamma} \mathbf{e} \tag{3.24}
\end{equation*}
$$

Equations (3.24) and (3.22) are easily recognized as equations of the deformation theory of plasticity of a hardening material which obeys "the hypothesis of the universal curve", cf. [65] and [79]. It should be noted that these equations are a consequence of the assumed rheological model and condition of simple loading. However, they are not valid for a complex loading.

Let us draw the loading curve in the $\gamma \tau$ plane. By differentiating (3.22) and (3.23) for $\gamma>0$ we obtain

$$
\begin{gather*}
\frac{d \tau}{d \gamma}=2 G \int_{\gamma}^{\infty} p(h) d h \geq 0  \tag{3.25}\\
\frac{d^{2} \tau}{d \gamma^{2}}=-2 G p(\gamma) \leq 0 \tag{3.26}
\end{gather*}
$$

These equations show that for $\gamma>0$ the loading curve is a monotonic convex upwards curve. The loading curve for negative $\lambda$ is easily plotted because (3.23) is an odd function of $\gamma$. A typical loading curve marked by $L L$ is depicted in Fig. 3.1.

We proceed now to consider simple unloading.
Assume that $\lambda=1$ corresponds to the loading end, i.e. the following values

$$
\begin{gather*}
\mathbf{e}=\mathbf{e}_{0}, \gamma=\gamma_{0}, \tau=\tau_{0}=\Phi\left(\gamma_{0}\right), \\
\mathbf{e}_{h}=\mathbf{e}_{h 0}=\left[\begin{array}{ll}
\mathbf{e}_{0}\left(1-h / \gamma_{0}\right), & \gamma_{0} \geq h, \\
0, & \gamma_{0} \leq h
\end{array}\right. \tag{3.27}
\end{gather*}
$$

are attained. By means of the difference

$$
\mathbf{e}-\mathbf{e}_{h 0}=\left[\begin{array}{ll}
\mathbf{e}_{0}\left(\lambda-1+h / \gamma_{0}\right), & h \leq \gamma_{0}  \tag{3.28}\\
\mathbf{e}_{0} \lambda, & h \geq \gamma_{0}
\end{array}\right.
$$

we evaluate the following scalar value


FIGURE 3.1. Simple loading (curve $L L$ ) and simple unloading (curve $U U$ ).

$$
\sqrt{\frac{1}{2}\left(\mathbf{e}-\mathbf{e}_{h 0}\right):\left(\mathbf{e}-\mathbf{e}_{h 0}\right)}=\left[\begin{array}{ll}
\gamma_{0}\left|\lambda-1+h / \gamma_{0}\right|, & h \leq \gamma_{0}  \tag{3.29}\\
\gamma_{0}|\lambda|, & h \geq \gamma_{0}
\end{array}\right.
$$

Let

$$
\begin{equation*}
-1 \leq \lambda \leq 1, \tag{3.30}
\end{equation*}
$$

that corresponds to the following interval for $\gamma$

$$
\begin{equation*}
-\gamma_{0} \leq \gamma \leq \gamma_{0} \tag{3.31}
\end{equation*}
$$

By virtue of (3.30) we obtain the following set of inequalities

$$
\sqrt{\frac{1}{2}\left(\mathbf{e}-\mathbf{e}_{h 0}\right):\left(\mathbf{e}-\mathbf{e}_{h 0}\right)}=\left[\begin{array}{ll}
\gamma_{0}\left|\lambda-1+h / \gamma_{0}\right| \geq h, & 0 \leq h \leq \gamma_{1} / 2  \tag{3.32}\\
\gamma_{0}\left|\lambda-1+h / \gamma_{0}\right| \leq h, & \gamma_{1} / 2 \leq h \leq \gamma_{0} \\
\gamma_{0}|\lambda| \leq h, & h \geq \gamma_{0}
\end{array}\right.
$$

where

$$
\begin{equation*}
\gamma_{1}=\gamma_{0}(1-\lambda) \tag{3.33}
\end{equation*}
$$

Inequalities (3.32) indicate that for $h \geq \gamma_{1} / 2$ the second line of (3.8) must be used. Due to initial conditions (3.27) we obtain

$$
\mathbf{e}_{h}=\mathbf{e}_{h 0}=\left[\begin{array}{ll}
\mathbf{e}_{0}\left(1-h / \gamma_{0}\right), & \gamma_{1} / 2 \leq h \leq \gamma_{0}  \tag{3.34}\\
0, & h \geq \gamma_{0}
\end{array}\right.
$$

If $h<\gamma_{1} / 2$, then the first equation (3.8) must be integrated. Its solution is sought in the form (3.14) with the only difference that now $\dot{\lambda}<0$. By virtue of (3.14) and (3.17) we have

$$
\begin{equation*}
\mathbf{e}_{h}=\mathbf{e}_{0}\left(\lambda+\frac{h}{\gamma_{0}}\right), 0 \leq h \leq \frac{\gamma_{1}}{2} . \tag{3.35}
\end{equation*}
$$

For $h=\gamma_{1} / 2$, or because of (3.33), for

$$
\lambda=1-\frac{2 h}{\gamma_{0}}
$$

we obtain

$$
\mathbf{e}_{h}=\mathbf{e}_{0}\left(1-\frac{h}{\gamma_{0}}\right)
$$

as predicted by (3.34).
Summarising,

$$
\mathbf{e}_{h}=\left[\begin{array}{ll}
\mathbf{e}_{0}\left(\lambda+h / \gamma_{0}\right), & 0 \leq h \leq \gamma_{1} / 2  \tag{3.36}\\
\mathbf{e}_{0}\left(1-h / \gamma_{0}\right), & \gamma_{1} / 2 \leq h \leq \gamma_{0} \\
0, & h \geq \gamma_{0}
\end{array}\right.
$$

Substituting (3.36) into (3.2) leads to the following expression for the stress deviator

$$
\begin{equation*}
\mathbf{s}=2 G \mathbf{e}_{0}\left[\lambda-\int_{0}^{\gamma_{1} / 2}\left(\lambda+\frac{h}{\gamma_{0}}\right) p(h) d h-\int_{\gamma_{1} / 2}^{\gamma_{0}}\left(1-\frac{h}{\gamma_{0}}\right) p(h) d h\right] . \tag{3.37}
\end{equation*}
$$

We introduce now the following parameter

$$
\begin{equation*}
\tau=2 G \gamma_{0}\left[\lambda-\int_{0}^{\gamma_{1} / 2}\left(\lambda+\frac{h}{\gamma_{0}}\right) p(h) d h-\int_{\gamma_{1} / 2}^{\gamma_{0}}\left(1-\frac{h}{\gamma_{0}}\right) p(h) d h\right] \tag{3.38}
\end{equation*}
$$

and note that its absolute value coincides with the shear stress intensity evaluated by (3.37).

Equation (3.37) may be rewritten in the form

$$
\begin{equation*}
\mathbf{s}=\frac{\tau}{\gamma} \mathbf{e} \tag{3.39}
\end{equation*}
$$

which is conventional in the theory of small elastoplastic deformations.
Transformation of (3.38) leads to the following result

$$
\begin{equation*}
\tau=\tau_{0}-2 \Phi\left(\frac{\gamma_{0}-\gamma}{2}\right) \tag{3.40}
\end{equation*}
$$

which is the Masing principle.
The unloading curve is denoted by $U U$ and depicted in Fig. 3.1. However, it should be mentioned that the unloading follows this line only for $\gamma$ prescribed by the interval (3.31).

Consider now the question of a subsequent deformation $\gamma<-\gamma_{0}$. In this case

$$
\begin{equation*}
\lambda<-1 \tag{3.41}
\end{equation*}
$$

and (3.29) becomes

$$
\sqrt{\frac{1}{2}\left(\mathbf{e}-\mathbf{e}_{h 0}\right):\left(\mathbf{e}-\mathbf{e}_{h 0}\right)}=\left[\begin{array}{ll}
\gamma_{0}\left|\lambda-1+h / \gamma_{0}\right| \geq h, & 0 \leq h \leq \gamma_{0},  \tag{3.42}\\
\gamma_{0}|\lambda| \geq h, & \gamma_{0} \leq h \leq|\gamma|, \\
\gamma_{0}|\lambda| \leq h, & h \geq|\gamma| .
\end{array}\right.
$$

The above gives the following values of plastic strains

$$
\mathbf{e}_{h}=\left[\begin{array}{ll}
\mathbf{e}_{0}\left(\lambda+h / \gamma_{0}\right), & 0 \leq h \leq|\gamma|  \tag{3.43}\\
0, & h \geq|\gamma|
\end{array}\right.
$$

With the aid of (3.43) we find

$$
\begin{equation*}
\mathbf{s}=2 G \mathbf{e}_{0} \lambda\left[1-\int_{0}^{|\gamma|}\left(1-\frac{h}{|\gamma|}\right) p(h) d h\right] \tag{3.44}
\end{equation*}
$$

This expression exactly coincides with (3.20) which describes loading for negative $\gamma$. Hence, for $\gamma<-\gamma_{0}$

$$
\begin{equation*}
\tau=-\Phi(|\gamma|), \tag{3.45}
\end{equation*}
$$

that is, the deformation follows the loading curve $L L$, cf. Fig. 3.1. For $\gamma=-\gamma_{0}$, the value of $\tau$ and its two derivatives on the curve (3.45) are given by

$$
\begin{equation*}
\tau=-\Phi\left(\gamma_{0}\right), \frac{d \tau}{d \gamma}=\Phi^{\prime}\left(\gamma_{0}\right), \frac{d^{2} \tau}{d \gamma^{2}}=-\Phi^{\prime \prime}\left(\gamma_{0}\right) \tag{3.46}
\end{equation*}
$$

where $\Phi^{\prime}(\gamma)$ and $\Phi^{\prime \prime}(\gamma)$ denote the first and the second derivatives of the function $\Phi(\gamma)$ with respect to its argument.

For the same value of $\gamma$, i.e. $\gamma=-\gamma_{0}$, we obtain the following values for $\tau$ and its derivative for the unloading curve (3.40)


FIGURE 3.2. Diagram of a loading and a subsequent unloading.

$$
\begin{equation*}
\tau=-\Phi\left(\gamma_{0}\right), \frac{d \tau}{d \gamma}=\Phi^{\prime}\left(\gamma_{0}\right), \frac{d^{2} \tau}{d \gamma^{2}}=-\frac{1}{2} \Phi^{\prime \prime}\left(\gamma_{0}\right) \tag{3.47}
\end{equation*}
$$

Comparing (3.46) and (3.47) we come to the conclusion that for $\gamma=-\gamma_{0}$ the loading and unloading curves have the same slope and intersect, and the curvature of the loading curve (3.45) is twice as much as that of the unloading curve.

Figure 3.2 shows a diagram of loading up to $\gamma=\gamma_{0}$ and a subsequent unloading into the region $\gamma<-\gamma_{0}$, which is drawn by means of the above properties of loading and unloading.

### 3.3 Simple cyclic deformation after a simple deformation

In the previous Section we studied simple loading and simple unloading. For these processes the following equality

$$
\begin{equation*}
\mathbf{s}=\frac{\tau}{\gamma} \mathbf{e} \tag{3.48}
\end{equation*}
$$

holds, where for the loading curve $L L$

$$
\begin{equation*}
\tau=\Phi(\gamma) \tag{3.49}
\end{equation*}
$$

and for the unloading curve $U U$

$$
\begin{equation*}
\tau=\tau_{0}-2 \Phi\left(\frac{\gamma_{0}-\gamma}{2}\right) \tag{3.50}
\end{equation*}
$$

Apparently, equations (3.48), (3.49) and (3.50) hold for an arbitrarily simple deformation provided that $\tau_{0}$ and $\gamma_{0}$ denote the unloading starting


FIGURE 3.3. Arbitrary deformation as a combination of loading and unloading curves.
values of $\tau$ and $\gamma$, respectively. It follows from this fact that any deformation can be represented as a combination of loading and subsequent unloadings. A typical deformation diagram is shown in Fig. 3.3.

Figure 3.4 shows two types of deformation, namely a simple deformation with a subsequent cyclic deformation $(A)$ and a cyclic deformation $(B)$. The principle of construction of both hysteretic loops is the same, i.e. they consist of unloading curves (3.50). Therefore, the hysteresis loops $A$ and $B$ are absolutely equal. Denoting by $\tau_{c y c l i c}=\tau_{B}$ and $\gamma_{c y c l i c}=\gamma_{B}$ the values of $\tau$ and $\gamma$ for the cyclic deformation $B$ we may write the following equations for cycle $A$

$$
\begin{align*}
& \tau_{A}=\tau_{s t}+\tau_{B}  \tag{3.51}\\
& \gamma_{A}=\gamma_{s t}+\gamma_{B} \tag{3.52}
\end{align*}
$$

with $\tau_{s t}$ and $\gamma_{s t}$ denoting static values of intensity of shear stresses and shear strains, respectively.

By virtue of (3.52) and (3.49) parameter $\lambda$ may be represented in the form

$$
\begin{equation*}
\lambda_{A}=\lambda_{s t}+\lambda_{B} \tag{3.53}
\end{equation*}
$$

Then, (3.10) yields

$$
\begin{equation*}
\mathbf{e}_{A}=\mathbf{e}_{s t}+\mathbf{e}_{B} \tag{3.54}
\end{equation*}
$$

It remains to transform (3.48) for cycle $A$. Equations (3.9), (3.10) and (3.48) give

$$
\begin{equation*}
\mathbf{s}_{A}=\tau_{A} \frac{\mathbf{e}_{A}}{\gamma_{A}}=\tau_{A} \frac{\mathbf{e}_{0}}{\gamma_{0}} \tag{3.55}
\end{equation*}
$$



FIGURE 3.4. Cyclic deformation $(B)$ and a simple deformation with a subsequent cyclic deformation ( $A$ ).

Substituting for $\tau_{A}$ from (3.51) into the latter equation and simplifying, we obtain

$$
\begin{equation*}
\mathbf{s}_{A}=\mathbf{s}_{s t}+\mathbf{s}_{B} \tag{3.56}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{s}_{s t}=\tau_{s t} \frac{\mathbf{e}_{0}}{\gamma_{0}}=\tau_{s t} \frac{\mathbf{e}_{s t}}{\gamma_{s t}}  \tag{3.57}\\
& \mathbf{s}_{B}=\tau_{B} \frac{\mathbf{e}_{0}}{\gamma_{0}}=\tau_{B} \frac{\mathbf{e}_{B}}{\gamma_{B}} \tag{3.58}
\end{align*}
$$

It follows from (3.54) and (3.56) that the material behaviour under a simple cyclic deformation does not depend upon superposition of an additional static load, the latter being attained by a simple deformation.

### 3.4 The method of harmonic linearisation for tensor equations

In the applied theory of vibration, it is difficult to work with the equations for elastoplastic materials because they are nonlinear. Exact solutions are obtained only for some simple mechanical systems and for a few simple hysteresis loops. One has to use the approaches of nonlinear mechanics in order to obtain an effective solution of this challenging problem. The
method of harmonic linearisation, e.g. [16] and [149], appears to be the most convenient for the analysis of single-frequency vibrational processes and can be applied for scalar and vector nonlinear equations. However, in continuum mechanics, the relationship between the variables is of tensor character. Application of the method of harmonic linearisation to tensor equations is quite specific. Below we explain the method of harmonic linearisation for a nonlinear isotropic tensor operator

$$
\begin{equation*}
\mathbf{z}(t)=\mathbf{z}\{\mathbf{x}(\tau)\}, t_{0}<\tau<t \tag{3.59}
\end{equation*}
$$

where $\mathbf{z}$ is an isotropic tensor operator depending on the time-history of $\mathbf{x}$. In what follows, we assume that $\mathbf{z}$ and x are symmetric tensors.

Tensor relations of type (3.59) occur frequently in the mechanics of continuous media and appear for constitutive equations linking stress and strain in isotropic materials. The equations for the Ishlinsky elastoplastic material, see Section 3.1, are a particular case of (3.59). In Section 3.1 the deviators are linked and we will assume for simplicity that $\mathbf{z}$ and $\mathbf{x}$ in (3.59) are deviators, i.e. tensors with zero first main invariants.

In accordance with the method of harmonic linearisation we assume a harmonic law for x

$$
\begin{equation*}
\mathbf{x}=\mathbf{x}_{0}+\mathbf{x}_{1} \tag{3.60}
\end{equation*}
$$

where $\mathrm{x}_{0}$ is a tensor with constant components, i.e. $\mathrm{x}_{0}=$ const and $\mathrm{x}_{1}$ is a tensor with vibrating components, i.e. in a fixed orthogonal coordinate system its components are given by

$$
\begin{equation*}
\left(\mathbf{x}_{1}\right)_{i j}=\mathbf{X}_{i j} \cos \left(\omega t-\varphi_{i j}\right) \tag{3.61}
\end{equation*}
$$

Here $\mathbf{X}_{i j}$ are components of the amplitude tensor $\mathbf{X}, \varphi_{i j}$ are phases and $\omega$ is frequency.

We approximate a nonlinear isotropic tensor operator by a linear isotropic tensor function of $\mathbf{x}_{0}, \mathbf{x}_{1}$ and $\dot{\mathbf{x}}_{1}$, i.e.

$$
\begin{equation*}
\mathbf{z} \approx p \mathbf{x}_{0}+q \mathbf{x}_{1}+r \dot{\mathbf{x}}_{1} \tag{3.62}
\end{equation*}
$$

where $p, q$ and $r$ are scalar constant factors.
It is worth noting that there is no need for tensor $\mathbf{E} s$ to appear in approximation (3.62) since only deviators were assumed to be considered and tensor $\mathbf{E} s$ has a nonzero first invariant.

The linearisation factors $p, q$ and $r$ are obtained from condition of minimum of the mean square of the error provided by approximation (3.62)

$$
\begin{equation*}
R=\int_{0}^{T}\left(\mathbf{z}-p \mathbf{x}_{0}-q \mathbf{x}_{1}-r \dot{\mathbf{x}}_{1}\right):\left(\mathbf{z}-p \mathbf{x}_{0}-q \mathbf{x}_{1}-r \dot{\mathbf{x}}_{1}\right) d t=\min \tag{3.63}
\end{equation*}
$$

under the assumption of harmonic motion (3.60) and (3.61).
The condition of minimising $R$ with respect to the parameters $p, q$ and $r$ yields

$$
\begin{align*}
\frac{\partial R}{\partial p} & =0 \\
\frac{\partial R}{\partial q} & =0  \tag{3.64}\\
\frac{\partial R}{\partial r} & =0
\end{align*}
$$

Solving these equations for $p, q$ and $r$ we obtain

$$
\begin{align*}
& p=\frac{\int_{0}^{T} \mathbf{z}[\mathbf{x}(\tau)]: \mathbf{x}_{0} d t}{\int_{0}^{T} \mathbf{x}_{0}: \mathbf{x}_{0} d t},  \tag{3.65}\\
& q=\frac{\int_{0}^{T} \mathbf{z}[\mathbf{x}(\tau)]: \mathbf{x}_{1} d t}{\int_{0}^{T} \mathbf{x}_{1}: \mathbf{x}_{1} d t},  \tag{3.66}\\
& r=\frac{\int_{0}^{T} \mathbf{z}[\mathbf{x}(\tau)]: \dot{\mathbf{x}}_{1} d t}{\int_{0}^{T} \dot{\mathbf{x}}_{1}: \dot{\mathbf{x}}_{1} d t} \tag{3.67}
\end{align*}
$$

When evaluating the latter integrals the argument of $\mathbf{z}$ is given by (3.60) and (3.61).

Note that the linearisation factors depend upon the components of the constant tensor $\mathbf{x}_{0}$, the components $X_{i j}$ of the amplitude tensor $\mathbf{x}_{1}$, phases $\varphi_{i j}$ and frequency $\omega$.

### 3.5 Harmonic linearisation of the equation for the elastoplastic material

In the present Section we consider a simple deformation due to a harmonic law

$$
\begin{equation*}
\mathbf{e}=\mathbf{E} \cos (\omega t-\varphi) \tag{3.68}
\end{equation*}
$$

where $\mathbf{E}$ denotes an amplitude tensor, $\omega$ is frequency and $\varphi$ is phase.

When dealing with the theory of internal friction one is mainly interested in obtaining the stress deviator components of the same frequency $\omega$. With this in view, the most appropriate approaches are the methods of nonlinear mechanics [16] and, in particular, the method of harmonic linearisation [149], see Section 3.4.

The constitutive equations for the elastoplastic material are given by eqs. (3.2) and (3.3). Let $\dot{\mathbf{e}}_{h} \neq 0$, then the only nonlinearity is the following isotropic tensor function

$$
\begin{equation*}
\dot{\mathbf{e}}_{h} / v_{h}, \tag{3.69}
\end{equation*}
$$

where

$$
v_{h}=\sqrt{\frac{1}{2} \dot{\mathbf{e}}_{h}: \dot{\mathbf{e}}_{h}}
$$

According to the method of harmonic linearisation we assume that the plastic strain tensor $\mathbf{e}_{h}$ (by analogy with $\mathbf{e}$ ) obeys a harmonic law

$$
\begin{equation*}
\mathbf{e}_{h}=\mathbf{E}_{h} \cos \left(\omega t-\varphi_{h}\right) \tag{3.70}
\end{equation*}
$$

We approximate the nonlinear isotropic tensor function (3.69) by a linear isotropic tensor function

$$
\begin{equation*}
\frac{\dot{\mathbf{e}}_{h}}{v_{h}} \approx k_{h} \dot{\mathbf{e}}_{h} \tag{3.71}
\end{equation*}
$$

where $k_{h}$ is a scalar constant.
The linearisation factor $k_{h}$ is obtained by means of formula (3.66)

$$
\begin{equation*}
k_{h}=\frac{\int_{0}^{T} v_{h}^{-1} \dot{\mathbf{e}}_{h}: \dot{\mathbf{e}}_{h} d t}{\int_{0}^{T} \dot{\mathbf{e}}_{h}: \dot{\mathbf{e}}_{h} d t}=\frac{\int_{0}^{T} v_{h} d t}{\int_{0}^{T} v_{h}^{2} d t} \tag{3.72}
\end{equation*}
$$

By virtue of (3.70)

$$
\begin{equation*}
v_{h}^{2}=\omega^{2} \Gamma_{h}^{2} \sin ^{2}\left(\omega t-\varphi_{h}\right), \tag{3.73}
\end{equation*}
$$

with

$$
\begin{equation*}
\Gamma_{h}=\sqrt{\frac{1}{2} \mathbf{E}_{h}: \mathbf{E}_{h}} \tag{3.74}
\end{equation*}
$$

denoting the time-maximum value of the shear strain intensity.
Substituting (3.73) into (3.72) and evaluating the integrals leads to the following expression for the linearisation factor

$$
\begin{equation*}
k_{h}=\frac{n}{\omega \Gamma_{h}} \tag{3.75}
\end{equation*}
$$

where

$$
\begin{equation*}
n=4 / \pi \tag{3.76}
\end{equation*}
$$

Substituting (3.75) into (3.71) and then into the system (3.2) and (3.5) we obtain a linearised variant of the constitutive equations

$$
\begin{align*}
& \dot{\mathbf{e}}_{h} n h / \omega \Gamma_{h}+\mathbf{e}_{h}=\mathbf{e}, \\
& \mathbf{s}=2 G\left[\mathbf{e}-\int_{0}^{\infty} \mathbf{e}_{h} p(h) d h\right] . \tag{3.77}
\end{align*}
$$

Linearity of these equations allows the variables to be written in a general complex exponential form

$$
\begin{equation*}
\mathbf{e}=\mathbf{E} e^{i(\omega t-\varphi)}, \mathbf{e}_{h}=\mathbf{E}_{h} e^{i\left(\omega t-\varphi_{h}\right)}, \mathbf{s}=\mathbf{S} e^{i(\omega t-\psi)} \tag{3.78}
\end{equation*}
$$

where $\mathbf{E}, \mathbf{E}_{h}$ and $\mathbf{S}$ are real amplitude tensors and $\omega$ is frequency, $\omega>0$. It should be mentioned that only real parts of (3.78) have physical meaning. The amplitude values of the intensities are easily expressed over the complex values as follows

$$
\begin{align*}
T & =\sqrt{\frac{1}{2} \mathbf{s}: \mathbf{s}^{*}}  \tag{3.79}\\
\Gamma_{h} & =\sqrt{\frac{1}{2} \mathbf{e}_{h}: \mathbf{e}_{h}^{*}}  \tag{3.80}\\
\Gamma & =\sqrt{\frac{1}{2} \mathbf{e}: \mathbf{e}^{*}} \tag{3.81}
\end{align*}
$$

where the asterisk denotes the complex conjugate. The amplitude of the shear strain intensity is introduced by (3.81) and is positive. Substituting (3.78) into the first equation of (3.77) we obtain

$$
\begin{equation*}
\mathbf{e}=\mathbf{e}_{h}\left(1+i n h / \Gamma_{h}\right) \tag{3.82}
\end{equation*}
$$

Evaluating for the amplitude value of the shear strain intensity by means of (3.81) and (3.82) we arrive at an equation for $\Gamma_{h}$

$$
\Gamma^{2}=\Gamma_{h}^{2}\left[1+\left(n h / \Gamma_{h}\right)^{2}\right]
$$

from which we find

$$
\begin{equation*}
\Gamma_{h}=\sqrt{\Gamma^{2}-(n h)^{2}} \tag{3.83}
\end{equation*}
$$

Substituting this into (3.82) and solving for $\mathbf{e}_{h}$ yields

$$
\begin{equation*}
\mathbf{e}_{h}=\mathbf{e}\left[1-\left(\frac{n h}{\Gamma}\right)^{2}-i \frac{n h}{\Gamma} \sqrt{1-\left(\frac{n h}{\Gamma}\right)^{2}}\right] \tag{3.84}
\end{equation*}
$$

This solution is valid only for $\Gamma>n h$ since only under this assumption does a real value of amplitude (3.83) exist. If $\Gamma<n h$ then, due to Section 3.1, we must take eq. (3.7) from which under the trivial initial conditions, we obtain $\mathbf{e}_{h}=0$. Thus

$$
\mathbf{e}_{h}=\left[\begin{array}{ll}
\mathbf{e}\left[1-(n h / \Gamma)^{2}-i n h / \Gamma \sqrt{1-(n h / \Gamma)^{2}}\right], & h \leq \Gamma / n  \tag{3.85}\\
0, & h>\Gamma / n
\end{array}\right.
$$

Substituting this into the second equation (3.77) yields the following equation for the stress deviator

$$
\begin{equation*}
\mathbf{s}=2 G_{c} \mathbf{e} \tag{3.86}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{c}=G\left[1-\int_{0}^{1}\left(1-\eta^{2}-i \eta \sqrt{1-\eta^{2}}\right) p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta\right] \tag{3.87}
\end{equation*}
$$

is referred to as a complex shear modulus.
Formula (3.87) generalises eq. (2.26) for the three-dimensional case, in which the strain amplitude is now replaced by the amplitude of shear strain intensity. This is quite natural since it was the model of the elastoplastic material which was chosen to describe the internal friction within the material. As above, $G_{c}$ turns out to be independent of the deformation frequency.

Distribution (2.28) was shown in Section 2.4 to be of crucial importance for the theory of internal friction. Substituting probability density $p(h)$ due to (2.28) into (3.87) we come to the following expression for the complex shear modulus

$$
\begin{equation*}
G_{c}=G\left(1-r \Gamma^{\alpha}+i g \Gamma^{\alpha}\right), \tag{3.88}
\end{equation*}
$$

where $r$ and $g$, by analogy with (2.30) are given by

$$
\begin{equation*}
r=\frac{2 H}{2+\alpha} n^{-\alpha}, g=\frac{\alpha H}{2} n^{-\alpha} \mathrm{B}\left(\frac{\alpha+1}{2}, \frac{3}{2}\right), \omega>0 . \tag{3.89}
\end{equation*}
$$

As in eq. (2.29) a power dependence of the energy dissipation factor $g \Gamma^{\alpha}$ on the amplitude of shear strain intensity $\Gamma$ is obtained.

### 3.6 The correspondence principle

It turns out that in the theory of internal friction one can formulate a principle which is analogous to the known correspondence principle in the theory of viscoelasticity. Strictly speaking, the correspondence principle for elastoplasticity is less general and is analogous with elasticity theory only in regard to the equations' derivation, but not their solution.

Let us conclude the results of this Chapter so far.
Equation (3.1) and the set of equations (3.2) and (3.3) were taken as constitutive equations for the material. Equation (3.1) characterises the material behaviour under volumetric deformations, whilst eqs. (3.2) and (3.3) describe the material behaviour under shape distortion. By means of the method of harmonic linearisation and complex analysis, the latter two equations were transformed to the form (3.86)

$$
\begin{equation*}
\mathbf{s}=2 G_{c} \mathbf{e} \tag{3.90}
\end{equation*}
$$

with $G_{c}$ being a complex shear modulus given by (3.87) or (3.88).
Equation (3.1) is linear, that is, there is no need to linearise it. The complex form of this equation

$$
\begin{equation*}
\sigma=k \vartheta \tag{3.91}
\end{equation*}
$$

does not change this.
Formally, the constitutive equations (3.90) and (3.91) coincide with the corresponding equations of the linear theory of elasticity [99]. The only difference is the complex shear modulus. Thus, Hooke's law [99] for complex moduli is valid in terms of $k$ and $G_{c}$. We only write down expressions for the complex Young's modulus and the complex Poisson's ratio, cf. [99]

$$
\begin{equation*}
\frac{1}{E_{c}}=\frac{1}{3 G_{c}}+\frac{1}{9 k}, \frac{\nu_{c}}{E_{c}}=\frac{1}{6 G_{c}}-\frac{1}{9 k}, \tag{3.92}
\end{equation*}
$$

as they are very popular in elasticity theory.
To simplify the future transformations, we rewrite the complex shear modulus in the form

$$
\begin{equation*}
G_{c}=G(1+\beta), \tag{3.93}
\end{equation*}
$$

where due to (3.87)

$$
\begin{equation*}
\beta(\Gamma)=-\int_{0}^{1}\left(1-\eta^{2}-i \eta \sqrt{1-\eta^{2}}\right) p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta . \tag{3.94}
\end{equation*}
$$

Substituting (3.93) into (3.92) and simplifying yields

$$
\begin{align*}
E_{c} & =\frac{E(1+\beta)}{1+\frac{1-2 \nu}{3} \beta},  \tag{3.95}\\
\nu_{c} & =\frac{\nu-\frac{1-2 \nu}{3} \beta}{1+\frac{1-2 \nu}{3} \beta}, \tag{3.96}
\end{align*}
$$

with $E$ and $\nu$ denoting Young's modulus and Poisson's ratio in the classical theory of elasticity, respectively.

In these equations, factor $\beta$ characterises the effect of plastic deformations. Assuming that this effect is small, i.e.

$$
\begin{equation*}
|\beta| \ll 1, \tag{3.97}
\end{equation*}
$$

and retaining terms of the first order in $\beta$ only, we obtain from (3.95) and (3.96)

$$
\begin{align*}
E_{c} & =E\left[1+\frac{2}{3}(1+\nu) \beta\right],  \tag{3.98}\\
\nu_{c} & =\nu-\frac{1-2 \nu}{3}(1+\nu) \beta . \tag{3.99}
\end{align*}
$$

By virtue of (3.94) $\beta$ depends on the amplitude value of shear stress intensity $\Gamma$

$$
\begin{equation*}
\beta=\beta(\Gamma) . \tag{3.100}
\end{equation*}
$$

Sometimes it is more convenient to have a dependence of the complex moduli on the amplitude of the shear stress intensity $T$. In order to derive this equation, we take (3.90) from which, due to (3.79) and (3.93), we obtain

$$
\begin{equation*}
T=2 G \Gamma|1+\beta| \tag{3.101}
\end{equation*}
$$

This simplifies by means of (3.97) and becomes

$$
\begin{equation*}
T=2 G \Gamma \tag{3.102}
\end{equation*}
$$

There is no necessity to retain terms of first order in $\beta$ since this would cause the appearance of terms of higher order than those retained in eqs. (3.93), (3.98) and (3.99).

By means of (3.102), eq. (3.100) may be rewritten in the following form

$$
\begin{equation*}
\beta=\beta\left(\frac{T}{2 G}\right) . \tag{3.103}
\end{equation*}
$$

Distribution (2.28) is important for the theory of internal friction in materials. In this particular case, due to (3.88)

$$
\begin{equation*}
\beta=l \Gamma^{\alpha} \tag{3.104}
\end{equation*}
$$

or

$$
\begin{equation*}
\beta=l\left(\frac{T}{2 G}\right)^{\alpha} \tag{3.105}
\end{equation*}
$$

where

$$
\begin{equation*}
l=-r+i g \tag{3.106}
\end{equation*}
$$

Concluding the Section we formulate a simple way of obtaining a boundary value problem for elastoplastic bodies in case of single-frequency vibrations. To this end, it is sufficient to write down the differential equations and the boundary conditions for the dynamic theory of elasticity, replace their moduli by their complex values and transform to a general complex exponential form. We obtain then the following equations

$$
\begin{align*}
& \nabla \cdot \boldsymbol{\tau}+\rho(\mathbf{K}-\ddot{\mathbf{u}})=0 \\
& \mathbf{s}=2 G_{c} \mathbf{e}, \boldsymbol{\tau}=\sigma \mathbf{E}+\mathbf{s}, \\
& \sigma=k \vartheta, \quad \boldsymbol{\varepsilon}=\frac{\vartheta}{3} \mathbf{E}+\mathbf{e}  \tag{3.107}\\
& \varepsilon=(\nabla \mathbf{u})^{s}
\end{align*}
$$

and the boundary conditions

$$
\begin{array}{ll}
\text { on } O_{1}, & \mathbf{u}=\mathbf{U}  \tag{3.108}\\
\text { on } O_{2}, & \boldsymbol{\tau}_{n}=\mathbf{p}
\end{array}
$$

where $O_{1}$ and $O_{2}$ are parts of the body surface $O\left(O=O_{1}+O_{2}\right)$.
This is the correspondence principle.
Let us point out some difficulties associated with solving such a boundary value problem, eqs. (3.107) and (3.108). The main complication is that the shear modulus $G_{c}$ depends on the value of the shear stress intensity $T$ and the latter depending upon the spatial coordinate, the dependence of which is unknown a priori. Therefore, in order to solve the boundary value problem, eqs. (3.107) and (3.108), it is necessary to have a solution of the dynamic problem of elasticity theory for arbitrary heterogeneous body. This solution does not exist in general case. A considerable amount of simplification can be achieved when the stress state can be sufficiently accurately approximated by a homogeneous one. A series of simple problem of this sort will be considered in the next Section. Some simplification can be achieved in the problem of uniaxial wave propagation which will be studied below. However, the overwhelming majority of applied problems requires application of the Galerkin method which will be considered in Section 4.1.

### 3.7 Energy dissipation in materials in some particular stress states

### 3.7.1 Stress state of pure shear

Consider the stress state of a homogeneous pure shear, say in plane $x y$. Under cyclic deformation with a shear stress intensity $T_{x y}$ we have

$$
\begin{equation*}
T=T_{x y} \tag{3.109}
\end{equation*}
$$

and hence

$$
\begin{equation*}
G_{c}=G\left[1+\beta\left(\frac{T_{x y}}{2 G}\right)\right] \tag{3.110}
\end{equation*}
$$

It is worthwhile remembering that the complex shear modulus (3.110) links the complex stress $\tau_{x y}$ and the complex shear $\gamma_{x y}$ as follows

$$
\begin{equation*}
\tau_{x y}=G_{c} \gamma_{x y} \tag{3.111}
\end{equation*}
$$

A stress state of pure shear occurs in a thin-walled circular cantilever tube with a massive disc attached at its free end. Neglecting the tube mass we obtain a differential equation for free vibrations of the disc

$$
\begin{equation*}
I \ddot{\varphi}+\frac{F R^{2}}{L} G_{c} \varphi=0 \tag{3.112}
\end{equation*}
$$

where $I$ is the moment of inertia of the disc, $F$ is the cross-sectional area of the tube, $L$ is its length, $R$ is its radius and $\varphi$ is an angle of rotation of the disc.

Equation (3.112) is analogous to eq. (2.52). By means of this analogy, it is easy to determine the decrement of torsional vibration

$$
\begin{equation*}
\Delta=\pi \operatorname{Im} \frac{G_{c}}{G}=D(T) \tag{3.113}
\end{equation*}
$$

where

$$
\begin{equation*}
D(T)=\pi \operatorname{Im}\left(G_{c} / G\right) \tag{3.114}
\end{equation*}
$$

### 3.7.2 Uniaxial stress state

In the case of an uniaxial homogeneous stress state with the amplitude of the normal stress, given by $\Sigma_{x}$, we have

$$
\begin{equation*}
T=\frac{\Sigma_{x}}{\sqrt{3}} \tag{3.115}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
E_{c}=E\left[1+\frac{2}{3}(1+\nu) \beta\left(\frac{T}{2 G}\right)\right]=E\left[1+\frac{2}{3}(1+\nu) \beta\left(\frac{\Sigma_{x}}{2 G \sqrt{3}}\right)\right] . \tag{3.116}
\end{equation*}
$$

This state of stress occurs in the case of a longitudinal vibration of a massive weight attached to a weightless rod. This problem has been already studied in Sections 2.5 and 2.6. The decrement of longitudinal vibration is

$$
\begin{equation*}
\Delta=\pi \operatorname{Im} \frac{E_{c}}{E}=\frac{2}{3}(1+\nu) D(T) \tag{3.117}
\end{equation*}
$$

A comparison of (3.117) and (3.113) shows that for the same $T$ the decrement of torsional vibration is greater than that of longitudinal vibration.

A homogeneous uniaxial state of stress takes place for example under axisymmetric vibration of a circular ring. So, expression (3.117) is relevant to this problem.

### 3.7.3 Isotropic biaxial stress state

Let us proceed to a homogeneous isotropic biaxial state of stress. The stress tensor is

$$
\begin{equation*}
\boldsymbol{\tau}=(\mathbf{i i}+\mathbf{j} \mathbf{j}) \sigma_{x}, \sigma_{x}=\Sigma_{x} e^{i(\omega t-\psi)} \tag{3.118}
\end{equation*}
$$

where $\mathbf{i}$ and $\mathbf{j}$ are unit base vectors of axes $x$ and $y$, respectively, and $\Sigma_{x}$ is the stress amplitude.

Equations (3.118) and (3.79) yield

$$
\begin{equation*}
T=\frac{\Sigma_{x}}{\sqrt{3}} . \tag{3.119}
\end{equation*}
$$

Let us link complex stresses and complex strains. A relation is given by equations similar to those in elasticity theory under the condition that $\sigma_{y}=\sigma_{x}$

$$
\begin{align*}
\varepsilon_{x} & =\frac{1}{E_{c}}\left(\sigma_{x}-\nu_{c} \sigma_{x}\right) \\
\varepsilon_{y} & =\frac{1}{E_{c}}\left(\sigma_{x}-\nu_{c} \sigma_{x}\right) \tag{3.120}
\end{align*}
$$

The strains are seen to equal each other

$$
\varepsilon_{x}=\varepsilon_{y}
$$

and are determined by

$$
\begin{equation*}
\sigma_{x}=\frac{E_{c}}{1-\nu_{c}} \varepsilon_{x} \tag{3.121}
\end{equation*}
$$

By virtue of (3.98) and (3.99) the following equation

$$
\begin{equation*}
\frac{E_{c}}{1-\nu_{c}}=\frac{E}{1-\nu}\left[1+\frac{(1+\nu)}{3(1-\nu)} \beta\left(\frac{T}{2 G}\right)\right] \tag{3.122}
\end{equation*}
$$

holds asymptotically for small $\beta$.
The state of stress under consideration takes place in a thin-walled spherical shell under polar-symmetrical vibrations. Due to the correspondence principle its equation is as follows

$$
\begin{equation*}
\frac{\rho R^{2}}{2} \ddot{u}+\frac{E_{c}}{1-\nu_{c}} u=0 \tag{3.123}
\end{equation*}
$$

where $u$ is the radial displacement, $\rho$ is the mass density of the shell and $R$ is its radius.

Equation (3.123) yields the following decrement of the shell vibration

$$
\begin{equation*}
\Delta=\frac{(1+\nu)}{3(1-\nu)} D(T) \tag{3.124}
\end{equation*}
$$

It is seen to be lower than that for torsional and longitudinal vibrations.

### 3.7.4 Deformation without shape distortion

Finally, note the fact that the energy dissipation is absent at any deformation without shape distortion. This discredits the proposed theory to some extent. Indeed, in this case $\Gamma=T=0$, and due to (3.94), (3.93), (3.98) and (3.99) all moduli turn out to be equal to those in the theory of ideally elastic bodies.

## 4

## Single-frequency vibrations in elastoplastic bodies

### 4.1 The Galerkin method in problems of vibrations of elastoplastic bodies

In what follows we offer an approach which is a direct application of the Galerkin method in the form of a single term approximation to the system of equations for an elastoplastic body with the subsequent use of the method of harmonic linearisation. The vibration mode of the elastic body is assumed to be given. This assumption is crucial and is generally accepted in the analysis of nonlinear systems with distributed parameters.

Consider the body depicted in Fig. 4.1. The dynamics of this body are


FIGURE 4.1. Schematics of an elastoplastic body under consideration.
governed by equation (1.310)

$$
\begin{equation*}
\nabla \cdot \boldsymbol{\tau}+\rho(\mathbf{K}-\ddot{\mathbf{u}})=0 \tag{4.1}
\end{equation*}
$$

which holds for the volume $V$ occupied by the body.
Let part of the body surface $O_{1}$ be fixed, i.e. we have the boundary condition

$$
\begin{equation*}
\mathbf{u}=0 \tag{4.2}
\end{equation*}
$$

Assume that the rest of the body surface $O_{2}$ experiences an external surface load $\mathbf{p}$, such that

$$
\begin{equation*}
\mathbf{p}-\boldsymbol{\tau}_{n}=0, \boldsymbol{\tau}_{n}=\mathbf{n} \cdot \boldsymbol{\tau} \tag{4.3}
\end{equation*}
$$

Finally, note that the strain is due to (1.284)

$$
\begin{equation*}
\varepsilon=(\nabla \mathbf{u})^{s}, \tag{4.4}
\end{equation*}
$$

whilst the stresses are related to strains by means of a complex chain of equations (1.58), (1.285), and (3.1), (3.2) and (3.3). An exact form of this relation is not essential at the moment, for this reason we write it in an operational form

$$
\begin{equation*}
\boldsymbol{\tau}=\boldsymbol{\tau}\{\varepsilon\} \tag{4.5}
\end{equation*}
$$

with $\tau\{\varepsilon\}$ being a tensor operator of $\varepsilon$.
If we substitute (4.4) into (4.5) and put the result in (4.1) and (4.3), we obtain the only vector equation for the vector field $\mathbf{u}$ and the boundary conditions (4.2) and (4.3). These correspond to the following variational equation

$$
\begin{equation*}
\int_{V}(\nabla \cdot \boldsymbol{\tau}+\rho \mathbf{K}-\rho \ddot{\mathbf{u}}) \cdot \delta \mathbf{u} d V+\int_{O}\left(\mathbf{p}-\boldsymbol{\tau}_{n}\right) \cdot \delta \mathbf{u} d O=0 \tag{4.6}
\end{equation*}
$$

where $\delta \mathbf{u}$ is a variation of $\mathbf{u}$ which is arbitrary in the volume $V$ and on the surface $O_{2}$ and vanishes on the surface $O_{1}$, cf. (4.2).

By means of the formula

$$
\begin{equation*}
(\nabla \cdot \boldsymbol{\tau}) \cdot \delta \mathbf{u}=\boldsymbol{\nabla} \cdot(\boldsymbol{\tau} \cdot \delta \mathbf{u})-\boldsymbol{\tau}: \delta \boldsymbol{\varepsilon} \tag{4.7}
\end{equation*}
$$

and the Ostrogradsky-Gauss integral theorem

$$
\begin{equation*}
\int_{V} \nabla \cdot \mathbf{b} d V=\int_{O} \mathbf{n} \cdot \mathbf{b} d O \tag{4.8}
\end{equation*}
$$

with $\mathbf{n}$ being a unit vector normal and $\mathbf{b}$ being a vector field, we transform the variational equation (4.6) to the form

$$
\begin{equation*}
\int_{O_{2}} \mathbf{p} \cdot \delta \mathbf{u} d O+\int_{V} \rho \mathbf{K} \cdot \delta \mathbf{u} d V-\int_{V}(\boldsymbol{\tau}: \delta \varepsilon+\rho \ddot{\mathbf{u}} \cdot \delta \mathbf{u}) d V=0 . \tag{4.9}
\end{equation*}
$$

This equation is of a convenient form for the forthcoming analysis.
Confining ourselves to the analysis of resonant and near-resonant vibrations we look for a solution of the variational equation in the form

$$
\begin{equation*}
\mathbf{u}=\mathbf{u}_{0} q(t), \tag{4.10}
\end{equation*}
$$

where $q(t)$ stands for an unknown function of time and $\mathbf{u}_{0}$ denotes a normal mode of the elastic vibration in the body, the mode being obtained by ignoring the plastic properties of the body material.

Considering only those variations which belong to the class of functions (4.10) yields

$$
\begin{equation*}
\delta \mathbf{u}=\mathbf{u}_{0} \delta q, \delta \boldsymbol{\varepsilon}=\varepsilon_{0} \delta q, \varepsilon_{0}=\left(\nabla \mathbf{u}_{0}\right)^{s} \tag{4.11}
\end{equation*}
$$

Substituting them into (4.9) and taking into account that $\delta q$ is arbitrary, we obtain the following equation for $q$

$$
\begin{equation*}
\int_{O_{2}} \mathbf{p} \cdot \mathbf{u}_{0} d O+\int_{V}\left(\rho \mathbf{K} \cdot \mathbf{u}_{0}-\boldsymbol{\tau}: \varepsilon_{0}-\rho \ddot{\mathbf{u}} \cdot \mathbf{u}_{0}\right) d V=0 . \tag{4.12}
\end{equation*}
$$

This equation contains an acceleration term which is linear in the unknown function $q(t)$

$$
\begin{equation*}
\ddot{\mathbf{u}}=\mathbf{u}_{0} \ddot{q} \tag{4.13}
\end{equation*}
$$

and a stress tensor $\tau$ which in nonlinear in $q$. For this reason, equation (4.12) is nonlinear in $q$.

The method used here to reduce partial differential equations to ordinary differential equations is a standard tool of nonlinear mechanics, see [108]. In mathematical physics this technique is called the Kantorovich approach [76].

Let us proceed now to (4.12). Restricting ourselves to consideration of harmonic or near-harmonic motions we perform a harmonic linearisation of the nonlinearities. The only nonlinearity is the dependence $\tau\{\varepsilon\}$ which has already been linearised in Section 3.5. By means of the general complex exponential form for the variables we obtain due to (3.90) and (3.91)

$$
\begin{equation*}
\sigma=k \vartheta, \mathbf{s}=2 G_{c} \mathbf{e}, \tag{4.14}
\end{equation*}
$$

where $G_{c}$ denotes a complex shear modulus.
Decomposition (1.58) renders

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{E} k \vartheta+2 G_{c} \mathbf{e} \tag{4.15}
\end{equation*}
$$

Accounting of $\mathbf{u}$, due to (4.10), we may write

$$
\begin{equation*}
\mathbf{e}=\mathbf{e}_{0} q, \vartheta=\vartheta_{0} q . \tag{4.16}
\end{equation*}
$$

Substituting (4.16) into (4.15), then inserting the result in (4.12) we obtain a linearised equation for $q$

$$
\begin{equation*}
m \ddot{q}+c_{c} q=p=p_{0} e^{i \omega t} \tag{4.17}
\end{equation*}
$$

The following notation is introduced

$$
\begin{gather*}
p=\int_{O_{2}} \mathbf{p} \cdot \mathbf{u}_{0} d O+\int_{V} \rho \mathbf{K} \cdot \mathbf{u}_{0} d V  \tag{4.18}\\
m=\int_{V} \rho \mathbf{u}_{0}^{2} d V  \tag{4.19}\\
c_{c}=\int_{V}\left(k \vartheta_{0}^{2}+4 G_{c} \Gamma_{0}^{2}\right) d V \tag{4.20}
\end{gather*}
$$

where

$$
\begin{equation*}
\Gamma_{0}=\sqrt{\frac{1}{2} \mathbf{e}_{0}: \mathbf{e}_{0}} . \tag{4.21}
\end{equation*}
$$

Factors $m, c_{c}$ and $p$ are the "equivalent" mass, complex rigidity and external force, respectively. It is easy to see that the form of eq. (4.17) coincides with that of eq. (2.33). Thus, the solution strategy is the same as in Sections 2.5 and 2.6.

Let us consider the structure of the expression for the complex rigidity $c_{c}$. It contains the complex shear modulus which depends either on the amplitude value of shear strain intensity or shear stress intensity. The latter are given by

$$
\begin{equation*}
\Gamma=\Gamma_{0} a, T=T_{0} a \tag{4.22}
\end{equation*}
$$

where $a$ is the amplitude of $q$.
Substituting (3.93) due to (3.103) into (4.20) and eliminating the kinematic parameters yields

$$
\begin{equation*}
c_{c}=\int_{V}\left[\frac{\sigma_{0}^{2}}{k}+\frac{T_{0}^{2}}{G}+\frac{T_{0}^{2}}{G} \beta\left(\frac{T_{0} a}{2 G}\right)\right] d V . \tag{4.23}
\end{equation*}
$$

For a power dependence $\beta$ due to (3.105), we have

$$
\begin{equation*}
c_{c}=\int_{V}\left[\frac{\sigma_{0}^{2}}{k}+\frac{T_{0}^{2}}{G}+4 G l a^{\alpha}\left(\frac{T_{0}}{2 G}\right)^{2+\alpha}\right] d V \tag{4.24}
\end{equation*}
$$

Let us now make use of the analogy between eqs. (4.17) and (2.33). Assuming, as in Section 2.5, that

$$
\begin{equation*}
c_{c}=u+i v, \tag{4.25}
\end{equation*}
$$

we find an equation for the amplitude-frequency response function

$$
\begin{equation*}
a^{2}=\frac{p_{0}^{2}}{\left(u-m \omega^{2}\right)^{2}+v^{2}} \tag{4.26}
\end{equation*}
$$

an equation for the envelope of free decaying vibration (cf. Section 2.6)

$$
\begin{equation*}
\dot{a}=-\frac{a v(a)}{2 \sqrt{c m}} \tag{4.27}
\end{equation*}
$$

and a closed form expression for the vibration decrement

$$
\begin{equation*}
\Delta=\pi \frac{v}{c} \tag{4.28}
\end{equation*}
$$

Here

$$
\begin{equation*}
c=\int_{V}\left[\frac{\sigma_{0}^{2}}{k}+\frac{T_{0}^{2}}{G}\right] d V \tag{4.29}
\end{equation*}
$$

represents rigidity in the case of pure elastic vibrations.
Multiplying the numerator and the denominator of (4.28) by $a^{2}$ and using (3.114) yields the following equation for the decrement, cf. [129]

$$
\begin{equation*}
\Delta=\left\{\int_{V} \frac{1}{G}\left[\frac{3(1-2 \nu)}{2(1+\nu)} \Sigma^{2}+T^{2}\right] d V\right\}^{-1} \int_{V}\left[\frac{T^{2}}{G} D(T)\right] d V \tag{4.30}
\end{equation*}
$$

Here $\nu$ is the Poisson ratio and

$$
\begin{equation*}
\Sigma=\sigma_{0} a \tag{4.31}
\end{equation*}
$$

stands for the amplitude of the mean normal stress.
Note that the assumption of the uniformity of the stress state has not been used. Thus, the equations obtained are suitable for vibration analysis both in homogeneous and heterogeneous bodies.

A very simple equation for vibration decrement is obtained in case of a homogeneous deformable volume with a uniform stress state throughout. The volume integrals are easily evaluated, to give

$$
\begin{equation*}
\Delta=\left[1+\frac{3(1-2 \nu)}{2(1+\nu)} \frac{\Sigma^{2}}{T^{2}}\right]^{-1} D(T) \tag{4.32}
\end{equation*}
$$

It follows from (4.32) that the vibration decrement maximum is achieved when $\Sigma=0$, dependence of $\Delta$ on $T$ being similar for various states of stress.

The opinion that the material layers near the body surface contribute more to the decrement than the internal layers is expressed in the literature. An explanation of this phenomenon is that the plastic properties of
the surface layers differ considerably from those of the body interior. This difference may be caused by additional action on the surface layers caused by mechanical and thermal treatment. Equation (4.30) may also be used in this case. Assume that the plastic properties of the body material are inhomogeneous such that a thin layer near the surface of thickness $t$ is described by a function $D_{1}(T)$, while the rest of the body is described by a function $D(T)$. Assuming that $t$ is very small and neglecting variation of the stress state within the surface layer we arrive at the following equation for the vibration decrement

$$
\begin{equation*}
\Delta=\frac{\int_{V} \frac{T^{2}}{G} D(T) d V+t \int_{O} \frac{T^{2}}{G}\left[D_{1}(T)-D(T)\right] d O}{\int_{V} \frac{1}{G}\left[\frac{3(1-2 \nu)}{2(1+\nu)} \Sigma^{2}+T^{2}\right] d V} \tag{4.33}
\end{equation*}
$$

In the limiting case in which the interior of the material does not contribute to the energy dissipation, i.e. $D(T)=0$, equation (4.33) takes the form

$$
\begin{equation*}
\Delta=\frac{t \int_{O} \frac{T^{2}}{G} D_{1}(T) d O}{\int_{V} \frac{1}{G}\left[\frac{3(1-2 \nu)}{2(1+\nu)} \Sigma^{2}+T^{2}\right] d V} \tag{4.34}
\end{equation*}
$$

In the next Section we discuss some experimental data which suggests that both terms in the numerator (4.33) may be comparable.

### 4.2 Analysis of experimental data on the energy dissipation of material

Below we consider some particular states of stress and compare their theoretical vibration decrements with experimental ones.

An experiment with a cantilever thin-walled tube specimen carrying a massive disc at its end is described in [143]. The disc weight considerably exceeds the specimen weight, so a uniform state of stress takes place in the tube due to the first mode of torsional and longitudinal vibration.

The general formula (4.30) will be used to evaluate the vibration decrement. The integrals in this formula must be evaluated over the entire volume of the body, i.e. over the specimen volume and the disc volume. The disc, however, is assumed to be a rigid body which is formally attained by letting $G \rightarrow \infty$ and $k \rightarrow \infty$ in the volume occupied by the disc. This ensures that the integral over the disc volume vanishes. Hence, the decrement value is given by (4.30) in which we integrate only over the volume of the deformable part of the body, i.e. over the specimen volume.

Let us now proceed to a theoretical analysis of the test.
A state of pure shear with a shear stress amplitude $\tau$ occurs in a thinwalled tube specimen when the system vibrates according to its first torsional normal mode, i.e.

$$
\begin{equation*}
T=T_{t}=\tau, \quad \Sigma=0 \tag{4.35}
\end{equation*}
$$

Substituting these value into (4.30) we obtain the following equation for the decrement of torsional vibration

$$
\begin{equation*}
\Delta_{t}=\frac{1}{V} \int_{V} D(T) d V \tag{4.36}
\end{equation*}
$$

Here, and in what follows, we suppose that the elastic characteristics of material $G$ and $\nu$ are constant in the specimen, while the plastic characteristics defined by function $D(T)$ vary.

A uniaxial stress state with a normal stress amplitude $\sigma$ occurs in a thinwalled tube specimen when it vibrates according to its first longitudinal normal mode, i.e.

$$
\begin{equation*}
T=T_{l}=\frac{\sigma}{\sqrt{3}}, \quad \Sigma=\frac{\sigma}{3}=\frac{T}{\sqrt{3}} . \tag{4.37}
\end{equation*}
$$

With the help of (4.32) we obtain the decrement of longitudinal vibration

$$
\begin{equation*}
\Delta_{l}=\frac{2(1+\nu)}{3} \frac{1}{V} \int_{V} D(T) d V \tag{4.38}
\end{equation*}
$$

Comparison of (4.36) and (4.38) shows that the decrement of longitudinal vibration is as much as $87 \%$ of the decrement of torsional vibration for the same values of shear stress intensity $T$ and Poisson's ratio $\nu$. In other words, they approximately coincide regardless of the character of plastic heterogeneity in the specimen. Therefore, approximately the same value of the decrements of torsional and longitudinal vibration is observed provided that the shear stress intensities coincide, i.e.

$$
\begin{equation*}
\frac{\tau}{\sigma}=\frac{1}{\sqrt{3}} \approx 0.58 \tag{4.39}
\end{equation*}
$$

This relationship more or less fits experimental data collected in [143] and [159]. It should be noted that experimental data may considerably deviate from (4.39). One of the main reasons for this deviation is material anisotropy caused by thermomechanical treatment of the specimen which is not taken into account in the proposed theory. These deviations have been discussed in [113]. Another possible reason is that the specimen is not a thin-walled system, i.e. the stress state is actually non-uniform, the reason for this is given in [5].


FIGURE 4.2. Cross-section of a prismatic specimen.
The same objective, i.e. a comparison of the damping ability of materials under pure shear and in a uniaxial stress state, has been pursued experimentally by Khilchevsky [80] who carried out work on specimens with a heterogeneous state of stress. The decay of torsional vibrations of a solid circular specimen and the decay of bending vibrations of a prismatic specimen with the cross-section shown in Fig. 4.2 (the bending plane is vertical) have been compared there. The test conditions ensured that the stresses did not change along the specimens.

For torsional vibrations, the stress in a circular specimen is given by

$$
\begin{equation*}
T=\tau \rho, \tag{4.40}
\end{equation*}
$$

where $\rho$ is a nondimensional radius, $0<\rho<1$, and $\tau$ is the maximum amplitude of the shear stress.

Assuming that the plastic properties of the specimen vary, but depend only on the radial coordinate we obtain by means of (4.30) the following value of the decrement of torsional vibration

$$
\begin{equation*}
\Delta_{t}=4 \int_{0}^{1} \rho^{3} D(\tau \rho) d \rho \tag{4.41}
\end{equation*}
$$

For bending vibrations of a specimen which has the cross-section shown in Fig. 4.2, the stresses are as follows

$$
\begin{equation*}
T=\frac{\sigma \zeta}{\sqrt{3}}, \quad \Sigma=\frac{T}{\sqrt{3}} . \tag{4.42}
\end{equation*}
$$

Here $\sigma$ denotes the maximum amplitude of the bending stress and $\zeta$ stands for a non-dimensional vertical coordinate, $-1<\zeta<1$. The cross-sectional width is given by

$$
\begin{equation*}
b=b_{0}|\zeta| \tag{4.43}
\end{equation*}
$$

where $b_{0}$ is the maximum width. Assuming that the plastic properties of the material depend on the vertical coordinate only, we obtain an expression for the logarithmic decrement

$$
\begin{equation*}
\Delta_{b}=\frac{8(1+\nu)}{3} \int_{0}^{1} \zeta^{3} D\left(\frac{\sigma \zeta}{\sqrt{3}}\right) d \zeta \tag{4.44}
\end{equation*}
$$

Experiments [80] have shown close agreement with these decrements if condition (4.39) holds. Comparison of (4.41) and (4.44) indicates that this is possible provided that the dependencies of $D(T)$ on variable $\rho$ in the first case and on $\zeta$ in the second case coincide.

An experimental comparison of the decrement of polar-symmetrical vibrations in a thin-walled spherical shell and the decrement of vibration of a plane specimen under the condition of pure bending has been performed in [84]. In these cases both specimens were made of the same material and a bi-axial isotropic stress state took place in the shell.

Hence

$$
\begin{equation*}
T=\frac{\sigma_{1}}{\sqrt{3}}, \quad \Sigma=\frac{2 \sigma_{1}}{3}=\frac{2 T}{\sqrt{3}} \tag{4.45}
\end{equation*}
$$

where $\sigma_{1}$ denotes the amplitude of normal stress.
Assuming that the plastic properties of the material is heterogeneous over the shell thickness we obtain, by means of (4.30), the following expression for the decrement of the shell vibration

$$
\begin{equation*}
\Delta_{s}=\frac{1+\nu}{3(1-\nu)} \frac{1}{h} \int_{-h / 2}^{h / 2} D\left(\frac{\sigma_{1}}{\sqrt{3}}\right) d z \tag{4.46}
\end{equation*}
$$

When a plane specimen vibrates in a pure bending stress state, the normal stress varies linearly over the thickness, i.e.

$$
\begin{equation*}
T=\frac{\sigma_{2}}{\sqrt{3}}\left|\frac{2 z}{h}\right|, \quad \Sigma=\frac{\sigma_{2}}{3}\left|\frac{2 z}{h}\right|=\frac{T}{\sqrt{3}}, \tag{4.47}
\end{equation*}
$$

where $\sigma_{2}$ is the maximum amplitude of normal stress.
There exist many reasons to suggest that the plastic properties of a plate vary over the plate thickness in the same way as in the shell. Equation (4.30) then yields the following value of the vibration decrement of the plane specimen

$$
\begin{equation*}
\Delta_{p}=\frac{2(1+\nu)}{h} \int_{-h / 2}^{h / 2}\left(\frac{2 z}{h}\right)^{2} D\left(\frac{\sigma_{2}}{\sqrt{3}}\left|\frac{2 z}{h}\right|\right) d z \tag{4.48}
\end{equation*}
$$

It seems impossible to compare (4.46) and (4.48) in the general case. With this in mind, let us consider some reasonable limiting cases. When the plastic properties of the material are uniform and $D(T)$ is a linear function

$$
\begin{equation*}
D=A T \tag{4.49}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\Delta_{s}=\frac{1+\nu}{3(1-\nu)} D\left(\frac{\sigma_{1}}{\sqrt{3}}\right), \quad \Delta_{p}=\frac{1+\nu}{2} D\left(\frac{\sigma_{2}}{\sqrt{3}}\right) . \tag{4.50}
\end{equation*}
$$

These values are approximately equal for the same amplitudes $\sigma_{1}=\sigma_{2}$ and $\nu=0.3$. In another limiting case in which $D(T) \neq 0$ only in thin surface layers of thickness $t$ we have

$$
\begin{equation*}
\Delta_{s}=\frac{1+\nu}{3(1-\nu)} \frac{2 t}{h} D\left(\frac{\sigma_{1}}{\sqrt{3}}\right), \quad \Delta_{p}=4(1+\nu) \frac{t}{h} D\left(\frac{\sigma_{2}}{\sqrt{3}}\right) \tag{4.51}
\end{equation*}
$$

For the same amplitudes $\sigma_{1}=\sigma_{2}$ and $\nu=0.3$, the decrement of the bending vibration of the strip is about $6(1-\nu)=4.2$ times greater than the decrement of the shell vibration.

A test [84] has shown that the decrement of bending vibration is twice as much as that of shell vibration which lies between the above two limiting values. This comparison confirms the general conclusion of [5] that the surface layers provide an essential contribution to the total value of decay.

Let us next consider this problem in detail. Let the energy dissipation in a thin layer near the surface of thickness $t$ be described by a function $\gamma D(T)$ ( $\gamma$ is a constant factor) and the energy dissipation in the rest of the body be described by a function $D(T)$. Let $D(T)$ be given by (4.49). The values of the decrements for a shell and a plane strip are as follows $(t / h \ll 1)$

$$
\begin{gather*}
\Delta_{s}=\frac{1+\nu}{3(1-\nu)} D\left(\frac{\sigma_{1}}{\sqrt{3}}\right)\left[1+\frac{2 t}{h}(\gamma-1)\right],  \tag{4.52}\\
\Delta_{p}=\frac{1+\nu}{2} D\left(\frac{\sigma_{2}}{\sqrt{3}}\right)\left[1+\frac{8 t}{h}(\gamma-1)\right] . \tag{4.53}
\end{gather*}
$$

In each of these equations the second value in the square brackets characterises the relative contribution of heavily damped surface layers to the total value of the energy dissipation. Let us denote

$$
\begin{equation*}
y=\frac{2 t}{h}(\gamma-1) \tag{4.54}
\end{equation*}
$$

and evaluate the decrement ratio for $\sigma_{1}=\sigma_{2}$. The result is

$$
\begin{equation*}
\frac{\Delta_{p}}{\Delta_{s}}=\frac{3(1-\nu)}{2} \frac{1+4 y}{1+y} \tag{4.55}
\end{equation*}
$$

This decrement ratio is known from experimental test results. We can then easily obtain that

$$
\begin{equation*}
y=\frac{\Delta_{p} / \Delta_{s}-3(1-\nu) / 2}{6(1-\nu)-\Delta_{p} / \Delta_{s}} \tag{4.56}
\end{equation*}
$$

From experimental results [84] we have $\Delta_{p} / \Delta_{s}=2$. If we take $\nu=0.3$, then from (4.56) we obtain

$$
y=0.43
$$

We note here that the value of $y$ characterises the relative contribution of heavily damped thin surface layers to the vibration decrement of the shell. This value turns out to be considerable, namely $43 \%$. The contribution of the surface layers to the vibration decrement of the plane strip is even more significant, namely $4 y$, which corresponds to $172 \%$.

Hence, the contribution of the surface layers of the material is considerable. However, it is not considered to be a decisive factor in these cases.

The value of $y$ obtained allows us to estimate the thickness $t$ of the surface layer with a higher damping. Let, for example, $\gamma=5$, i.e. the damping property of the surface layer be 5 times higher than that of the interior. Thus, eq. (4.54) yields

$$
t / h=0.054
$$

which is quite plausible.
Let us proceed to [148]. In this paper single-frequency bending-torsional vibrations in a system consisting of a cantilever circular rod with an eccentrically attached massive disc have been investigated experimentally.

The theoretical description of this experiment is as follows. The mass of the rod may be neglected as it is small compared to the disc mass. In cylindrical coordinates $r, \theta, z$ (with $z$ being the axial coordinate) the stress distribution is given by

$$
\begin{equation*}
\tau_{z \theta}=\tau \rho, \quad \sigma_{z}=\sigma \zeta \rho \cos \theta \tag{4.57}
\end{equation*}
$$

where $\tau$ is the amplitude of shear stress on the specimen surface, $\sigma$ is the maximum amplitude of the normal stress due to bending at the clamped end, $\rho$ is a nondimensional radius $(0 \leq \rho \leq 1)$, and $\zeta$ is a nondimensional axial coordinate $(0 \leq \zeta \leq 1)$. The other stresses are equal to zero.

The amplitude of the shear stress intensity and amplitude of the mean normal stress are as follows

$$
\begin{equation*}
T=\rho \sqrt{T_{t}^{2}+T_{b}^{2} \zeta^{2} \cos ^{2} \theta}, \Sigma=T_{b} \zeta \rho|\cos \theta| \tag{4.58}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{t}=\tau, \quad T_{b}=\sigma / \sqrt{3} \tag{4.59}
\end{equation*}
$$

denote maximum amplitudes of the shear stress intensity due to torsion and bending, respectively.

Substituting (4.58) into (4.30) yields the vibration decrement

$$
\begin{equation*}
\Delta=\frac{8 \int_{0}^{1} \int_{0}^{1} \int_{0}^{\pi / 2} \rho^{3}\left(1+\beta^{2} \zeta^{2} \cos ^{2} \theta\right) D\left(T_{t} \rho \sqrt{1+\beta^{2} \zeta^{2} \cos ^{2} \theta}\right) d \theta d \rho d \zeta}{\pi\left[1+\beta^{2} / 4(1+\nu)\right]} \tag{4.60}
\end{equation*}
$$

where $\beta$ is the following ratio

$$
\begin{equation*}
\beta=T_{b} / T_{t} . \tag{4.61}
\end{equation*}
$$

When $T_{b} \rightarrow 0$ one obtains the decrement of torsional vibration $\Delta_{t}$ as given by eq. (4.41).

When $T_{t} \rightarrow 0$ one arrives at the following equation for the decrement of bending vibration

$$
\begin{equation*}
\Delta_{b}=\frac{32(1+\nu)}{\pi} \int_{0}^{1} \int_{0}^{1} \int_{0}^{\pi / 2} \rho^{3} \zeta^{2} \cos ^{2} \theta D\left(T_{b} \rho \zeta \cos \theta\right) d \theta d \rho d \zeta . \tag{4.62}
\end{equation*}
$$

The values of these decrements may be found provided that the dependence $D=D(T)$ is known for a particular material. One often assumes that

$$
D=g T^{\alpha} .
$$

The two integrals in (4.60) can then be evaluated, to give

$$
\begin{equation*}
\Delta=\frac{\Delta_{t}}{\beta}\left[1+\frac{\beta^{2}}{4(1+\nu)}\right]^{-1} \int_{0}^{\beta}\left(1+\frac{x^{2}}{2}\right)^{1+\alpha / 2} \frac{P_{1+\alpha / 2}(z)}{z^{1+\alpha / 2}} d x \tag{4.63}
\end{equation*}
$$

where

$$
\begin{equation*}
z=\left(1+\frac{x^{2}}{2}\right)\left(1+x^{2}\right)^{-1 / 2} \tag{4.64}
\end{equation*}
$$

$\mathrm{P}_{\nu}(z)$ is the Legendre function of the first kind, and $\Delta_{t}$ is the decrement of the torsional vibration given by

$$
\begin{equation*}
\Delta_{t}=4 T_{t}^{\alpha} \int_{0}^{1} \rho^{3+\alpha} g(\rho) d \rho \tag{4.65}
\end{equation*}
$$

The decrement of the bending vibration takes the form

$$
\begin{equation*}
\Delta_{b}=\frac{16(1+\nu)}{\pi(3+\alpha)} B\left(\frac{3+\alpha}{2}, \frac{1}{2}\right) \int_{0}^{1} \rho^{3+\alpha} g(\rho) d \rho T_{b}^{\alpha} . \tag{4.66}
\end{equation*}
$$

In deriving these equation it has been taken that the plastic properties of the material depend on the radius, namely $g=g(\rho)$, but $\alpha=$ const.


FIGURE 4.3. Ratio of logarithmic decrements versus ratio of shear stress intensities.

Results of the calculations arising from (4.63), (4.65) and (4.66) with $\alpha=1$ and $\nu=0.3$ are shown in Fig. 4.3. One sees that increasing any stress (normal or shear) leads to an increase in the decrement of vibration. Exactly this effect was observed in test [148], this data is denoted by points in Fig. 4.3.

Experimental data on bending-torsional vibrations of a clamped-clamped solid circular bar with a massive disc in the middle have been reported in [81]. The disc was attached eccentrically, and bending-torsional mode of vibration was excited.
The theoretical analysis for this experiment is as follows.
In the cylindrical coordinates $r, \theta, z$ (the axis z is the axial coordinate of the bar) the distribution of the extreme stresses are given by

$$
\begin{equation*}
\tau_{z \theta}=\tau \rho, \quad \sigma_{z}=\sigma \rho(1-|\zeta|) \cos \theta . \tag{4.67}
\end{equation*}
$$

We keep the same notation as above with the only difference being that the non-dimensional axial coordinate $\zeta$ varies in the interval $[-2,2], \zeta=0$ denoting the disc plane. The amplitude values of the intensity of shear stresses and mean normal stress due to (4.67) are

$$
\begin{align*}
T & =\rho \sqrt{T_{t}^{2}+T_{b}^{2}(1-|\zeta|)^{2} \cos ^{2} \theta} \\
\Sigma & =T_{b} \rho|1-|\zeta|||\cos \theta| \tag{4.68}
\end{align*}
$$

where

$$
\begin{equation*}
T_{t}=\tau, T_{b}=\sigma / \sqrt{3} . \tag{4.69}
\end{equation*}
$$

Substituting (4.68) in (4.30) and simplifying leads to the expression for the vibration decrement (4.60). Hence, in this case we can use the equations
derived for the analysis of the previous experiment and Fig. 4.3. In the tests of [81] only one case was considered, namely when the ratio of the stresses was equal to 0.23 , which gave $T_{b} / T_{t}=0.13$. The experimental results for materials with $\alpha \approx 1$ are denoted by crosses in Fig. 4.3. For this case it can be seen that the theoretical analysis fits the experimental data reasonably well.

### 4.3 Vibration of a simple torsional system

Up until now, only the problem of the nonlinear internal friction in bars with circular solid and ring cross-sections in torsion has been reported in the literature. In the present section we offer a solution for a bar with an arbitrary cross-section by means of the model of elastoplastic materials.

Consider a simple torsional system. Let a massive disc be attached to the free end of a cantilever cylindrical bar. We assume that no eccentricity occurs, that is, only pure torsional vibrations takes place. Let the bar length be $L$ which is assumed to be much greater than the transverse dimension. This assumption is needed so that a solution of the classical problem of torsion can be applied.

Denote the angle of the disc rotation by $\varphi$, then the displacement field is given by

$$
\begin{equation*}
\mathbf{u}=\mathbf{e}_{\varphi} r \varphi \tag{4.70}
\end{equation*}
$$

where $r$ and $\varphi$ denote cylindrical coordinates and $\mathbf{e}_{\varphi}$ stands for the unit base vector in the circumferential direction.

Assume that external loads act on the disc only, i.e. the lateral surface of the bar is traction-free and the bar volume is free of loads. Under this condition the relative angle of twist turns out to be constant over the bar and is equal to

$$
\begin{equation*}
\varphi^{\prime}=\varphi / L \tag{4.71}
\end{equation*}
$$

The following stresses are known to appear in the bar

$$
\begin{equation*}
\tau_{z x}=G \frac{\varphi}{L} \frac{\partial \Phi}{\partial y}, \tau_{z y}=-G \frac{\varphi}{L} \frac{\partial \Phi}{\partial x} \tag{4.72}
\end{equation*}
$$

where $\Phi$ denotes the stress function of torsion. In the domain $\Omega$ occupied by the bar cross-section, $\Phi$ satisfies Poisson's equation

$$
\begin{equation*}
\Delta \Phi=-2 \tag{4.73}
\end{equation*}
$$

whilst on the domain boundary its derivative in the tangential direction vanishes.

Equations (4.70) and (4.72) indicate that the angle $\varphi$ may be considered a generalised coordinate $q$. Then in the domain occupied by the disc

$$
\begin{equation*}
\mathbf{u}_{0}=\mathbf{e}_{\varphi} r \tag{4.74}
\end{equation*}
$$

In the domain occupied by the bar the stresses are

$$
\begin{equation*}
\left(\tau_{z x}\right)_{0}=\frac{G}{L} \frac{\partial \Phi}{\partial y},\left(\tau_{z y}\right)_{0}=-\frac{G}{L} \frac{\partial \Phi}{\partial x} \tag{4.75}
\end{equation*}
$$

This renders the following intensities of shear stress and mean normal stress

$$
\begin{equation*}
T_{0}=\frac{G}{L}|\nabla \Phi|, \sigma_{0}=0 \tag{4.76}
\end{equation*}
$$

By means of the equations of Section 4.1 we obtain

$$
\begin{gather*}
m=\int_{V_{d}} \rho r^{2} d V=I,  \tag{4.77}\\
p=\int_{O_{d}} p_{\varphi} r d O+\int_{V_{d}} K_{\varphi} r d V=M . \tag{4.78}
\end{gather*}
$$

We integrate only over the surface and the volume of the disc since the bar is assumed to have no mass density $(\rho=0)$ and no load acts on its surface and in its volume. As follows from (4.77) the factor $m$ is equal to the moment of inertia $I$ about the $z$ axis. As in (4.78), $p_{\varphi}$ and $K_{\varphi}$ are the tangential components of the external surface and volumetric loads, and $M$ is equal to the torque applied to the disc. Equation (4.17) then takes the form

$$
\begin{equation*}
I \ddot{\varphi}+c_{c} \varphi=M \tag{4.79}
\end{equation*}
$$

Hence, $c_{c}$ may be interpreted as a complex torsional rigidity of a bar of length $L$. An expression for this is obtained by substituting of the shear stress intensity and mean normal stress, due to (4.76), into (4.24)

$$
\begin{equation*}
c_{c}=c\left[1+m \beta\left(\frac{T_{*}}{2 G}\right)\right] \tag{4.80}
\end{equation*}
$$

where

$$
\begin{gather*}
c=\frac{G}{L} \int_{\Omega}|\nabla \Phi|^{2} d \Omega  \tag{4.81}\\
m=\frac{\int_{\Omega}|\nabla \Phi|^{2+\alpha} d \Omega}{|\nabla \Phi|_{*}^{\alpha} \int_{\Omega}|\nabla \Phi|^{2} d \Omega} \tag{4.82}
\end{gather*}
$$

and the integration domain is the cross-sectional area of the bar. The value of $T_{*}$ is the maximum value of the shear stress intensity

$$
\begin{equation*}
T_{*}=G|\nabla \Phi|_{*} \frac{a}{L} \tag{4.83}
\end{equation*}
$$

and $\beta(\ldots)$ is a material characteristic due to (3.105).

The decrement of torsional vibration is given by (4.28) and takes the form

$$
\begin{equation*}
\Delta=m D\left(T_{*}\right) \tag{4.84}
\end{equation*}
$$

where $D\left(T_{*}\right)$ is given by (3.114).
Comparing the latter result with (3.113) shows that the factor $m$ characterises the difference in the decrement of the torsional vibration of the bar and the decrement of vibration in the state of uniform pure shear, both cases having the same maximum intensity of shear stress.

Equation (4.81) gives the static torsional rigidity of the bar of length $L$. In the literature one can find the following parameter

$$
\begin{equation*}
\Xi=c L=G \int_{\Omega}|\nabla \Phi|^{2} d \Omega \tag{4.85}
\end{equation*}
$$

which is the torsional rigidity of the bar per unit length. In what follows, this is referred to as the torsional rigidity of the bar. The values of $\Xi$ for various cross-sections can be found in [2].

The value of $m$ have been computed only for bars with circular and ring cross-sections since the integral evaluations are elementary. The results of evaluations for some other cross-sections are given in the next Section.

Below we will use the so-called complex torsional rigidity introduced by analogy with (4.80)

$$
\begin{equation*}
\Xi_{c}=\Xi\left[1+m \beta\left(\frac{T_{*}}{2 G}\right)\right] . \tag{4.86}
\end{equation*}
$$

Extracting from (4.86) the amplitude of torsion

$$
\begin{equation*}
\left|\gamma^{\prime}\right|=a / L \tag{4.87}
\end{equation*}
$$

we obtain the value of the complex torsional rigidity

$$
\begin{equation*}
\Xi_{c}=\Xi\left[1+m\left|\gamma^{\prime}\right|^{\alpha} \beta\left(\frac{|\nabla \Phi|_{*}}{2}\right)\right] \tag{4.88}
\end{equation*}
$$

for a power function $\beta(T / 2 G)$.

### 4.4 Examples of estimation of the complex torsional rigidity

### 4.4.1 Elliptical cross-section

Let the contour of the bar cross-section be an ellipse

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1
$$

where $a$ and $b$ are the semi-axes.
In other parts of this book we denote the amplitude of a time-dependent function by $a$. However in this Section we use a traditional denotation $a$ for an ellipse semi-axis. It should not lead to any confusion since we do not deal with the amplitude $a$ in this Section.

For an elliptic cross-section the stress function of torsion is known to be given by

$$
\begin{equation*}
\Phi=\frac{a^{2} b^{2}}{a^{2}+b^{2}}\left(1-\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}\right) \tag{4.89}
\end{equation*}
$$

The square of the absolute value of the gradient is

$$
\begin{equation*}
|\nabla \Phi|^{2}=4\left(\frac{a^{2} b^{2}}{a^{2}+b^{2}}\right)^{2}\left(\frac{x^{2}}{a^{4}}+\frac{y^{2}}{b^{4}}\right) . \tag{4.90}
\end{equation*}
$$

Substituting this into (4.85) and using the new integration variables $\rho$ and $\varphi$ defined by

$$
\begin{equation*}
x=a \rho \cos \varphi, y=b \rho \sin \varphi \tag{4.91}
\end{equation*}
$$

yields

$$
\begin{equation*}
\Xi=4 G\left(\frac{a^{2} b^{2}}{a^{2}+b^{2}}\right)^{2} \int_{0}^{1} \int_{0}^{2 \pi} \rho^{2}\left(\frac{\cos ^{2} \varphi}{a^{2}}+\frac{\sin ^{2} \varphi}{b^{2}}\right) a b \rho d \varphi d \rho \tag{4.92}
\end{equation*}
$$

The integrals over $\rho$ and $\varphi$ are easy to evaluate and yield the following result

$$
\begin{equation*}
\Xi=G \frac{\pi a^{3} b^{3}}{a^{2}+b^{2}} \tag{4.93}
\end{equation*}
$$

Evaluation of $m$ is less trivial. Substituting (4.90) in (4.82), transforming to the new variables (4.91) and accounting for integral (4.92) gives

$$
m=\frac{4 a^{2} b^{2+\alpha}}{\pi\left(a^{2}+b^{2}\right)} \int_{0}^{1} \int_{0}^{2 \pi}\left(\frac{\cos ^{2} \varphi}{a^{2}}+\frac{\sin ^{2} \varphi}{b^{2}}\right)^{1+\alpha / 2} \rho^{3+\alpha} d \varphi d \rho
$$

The integral over $\rho$ is elementary, while for an integration over $\varphi$ one has to transform the expression in the parentheses as follows

$$
\frac{\cos ^{2} \varphi}{a^{2}}+\frac{\sin ^{2} \varphi}{b^{2}}=\frac{1}{2}\left(\frac{1}{a^{2}}+\frac{1}{b^{2}}\right)-\frac{1}{2}\left(\frac{1}{b^{2}}-\frac{1}{a^{2}}\right) \cos 2 \varphi .
$$

This integral can be represented in the form of the first Laplace integral [93]

$$
\begin{equation*}
P_{\nu}(z)=\frac{1}{\pi} \int_{0}^{\pi}\left[z+\sqrt{z^{2}-1} \cos \psi\right]^{\nu} d \psi \tag{4.94}
\end{equation*}
$$



FIGURE 4.4. Parameter $m$ versus $\alpha$ for some cross-sections.
where $P_{\nu}(z)$ is the Legendre function of the first kind. The latter is a realvalued function of $z$ only for $z>1$. The result of the integration is as follows

$$
\begin{equation*}
m=\frac{1}{1+\alpha / 4}\left(\frac{a}{b}\right)^{\alpha / 2} \frac{2 a b}{a^{2}+b^{2}} P_{1+\alpha / 2}\left(\frac{a^{2}+b^{2}}{2 a b}\right) \tag{4.95}
\end{equation*}
$$

In the case of a circular cross-section, i.e. $a=b$, (4.95) becomes

$$
\begin{equation*}
m=(1+\alpha / 4)^{-1} \tag{4.96}
\end{equation*}
$$

Equations (4.41) and (4.84) lead to the same result for a power function $\beta$. Function (4.96) is drawn in Fig. 4.4 and denoted by a circle.

For a very "flat" ellipse such that $a / b \rightarrow \infty$ eq. (4.95) becomes

$$
\begin{equation*}
m=\frac{2}{\pi} \frac{1}{1+\alpha / 4} B\left(\frac{3+\alpha}{2}, \frac{1}{2}\right) \tag{4.97}
\end{equation*}
$$

where B stands for the Eulerian beta-function. Dependence (4.97) is also shown in Fig. 4.4 and is denoted by an ellipse.

Numerical results indicate that for $a / b>1.5$ the dependence $m(\alpha)$ given by eq. (4.95) slightly differs from the dependence (4.97), so the latter can be used for any ellipse for which $a / b>1.5$. For $a / b<1.5$ the dependences (4.95) lie between the dependences (4.96) and (4.97). As these curves depicting these dependences are very close, the dependencies (4.95) are not shown in Fig. 4.4.


FIGURE 4.5. Coordinate system for the triangular cross-section.

### 4.4.2 Rectangular cross-section

Let the bar cross-section be a high aspect ratio rectangle with the sides $2 a$ and $2 b$. An approximated stress function for this cross-section is

$$
\begin{equation*}
\Phi=b^{2}-y^{2} \tag{4.98}
\end{equation*}
$$

Substitution of (4.98) into (4.82) leads to the following result

$$
\begin{equation*}
m=(1+\alpha / 3)^{-1} \tag{4.99}
\end{equation*}
$$

This dependence is shown in Fig. 4.4 and denoted by a rectangle.

### 4.4.3 Ring cross-section

If the cross-section is a thin-walled ring, the stresses are approximately equally distributed over the cross-section, and thus $\nabla \Phi=$ const. In this case (4.82) yields $m=1$, which forms the upper line in Fig. 4.4.

### 4.4.4 Triangular cross-section

Let the cross-section be an equilateral triangle as shown in Fig. 4.5. It is known that in the coordinate system of Fig. 4.5, the stress function is given by [94]

$$
\begin{equation*}
\Phi=\frac{1}{2 h}\left(y^{2}-3 x^{2}\right)(h-y) \tag{4.100}
\end{equation*}
$$

where $h$ is the height of the triangle.
Substitution of the latter equation into (4.85) and evaluation of the integral leads to the known result [94]

$$
\begin{equation*}
\Xi=\frac{G h^{4}}{15 \sqrt{3}}=0.0376 G h^{4} \tag{4.101}
\end{equation*}
$$

Substitution of $\Phi$ from (4.100) into (4.82) yields an integral which cannot be evaluated in closed form. The result of numerical integration of this is shown in Fig. 4.4 by the lower curve. Figure 4.4 allows a comparison of the decrements of torsional vibration in bars with various cross-sections but the same maximal stresses.

### 4.5 Torsional vibrations of elastoplastic rods

Consider a cylindrical bar or a bar with a slowly varying cross-section. Let the centre of gravity of each cross-section lie on the $z$ axis.

Let $\gamma$ denote the angle of rotation of a generic cross-section along $z$ when the bar vibrates in a particular mode

$$
\gamma=\gamma(z)
$$

where $\gamma(z)$ is assumed to be given. Provided that $\gamma(z)$ is a slowly varying function of its argument the stresses in the cross-sections may be approximated by the formulae

$$
\begin{equation*}
\left(\tau_{z x}\right)_{0}=G \gamma^{\prime} \frac{\partial \Phi}{\partial y},\left(\tau_{z y}\right)_{0}=-G \gamma^{\prime} \frac{\partial \Phi}{\partial x} \tag{4.102}
\end{equation*}
$$

where the stress function $\Phi$ is taken for the cross-section $z$, and the prime stands for the derivative with respect to $z$.

In the problem of torsion the displacement in the plane of the crosssection is given by

$$
\begin{equation*}
\mathbf{u}_{0}=\mathbf{e}_{\varphi} \gamma r \tag{4.103}
\end{equation*}
$$

The warping usually has a higher order of smallness and for this reason is neglected.

Let us proceed now to evaluate the coefficients of the basic equation of dynamics.

It follows from (4.102) that

$$
\begin{equation*}
T_{0}=G\left|\gamma^{\prime}\right||\nabla \Phi|, \sigma_{0}=0 \tag{4.104}
\end{equation*}
$$

Substituting these into (4.24) and separating the integration over the crosssection from that over the bar length, yields

$$
\begin{equation*}
c_{t}=\int_{L}\left(\gamma^{\prime}\right)^{2} \Xi_{c} d z \tag{4.105}
\end{equation*}
$$

where $\Xi_{c}$ denotes the complex torsional stiffness of the bar given by (4.88). In this case the stiffness has the following form

$$
\begin{equation*}
\Xi_{c}=\Xi\left[1+l_{t}\left(\gamma^{\prime} a\right)^{\alpha}\right] \tag{4.106}
\end{equation*}
$$

where

$$
l_{t}=m \beta\left(\frac{|\nabla \Phi|_{*}}{2}\right) .
$$

Substituting (4.106) into (4.105) gives

$$
\begin{equation*}
c_{c}=c\left[1+l_{*} a^{\alpha}\right], \tag{4.107}
\end{equation*}
$$

where

$$
\begin{gather*}
c=\int_{L} \Xi\left(\gamma^{\prime}\right)^{2} d z  \tag{4.108}\\
l_{*}=\frac{1}{c} \int_{L} \Xi l_{t}\left(\gamma^{\prime}\right)^{2+\alpha} d z \tag{4.109}
\end{gather*}
$$

Inserting (4.103) into (4.18) and (4.19) gives the other parameters

$$
\begin{align*}
& m=\int_{L} I \gamma^{2} d z,  \tag{4.110}\\
& p=\int_{L} M \gamma d z, \tag{4.111}
\end{align*}
$$

where

$$
\begin{gather*}
I=\int_{\Omega} \rho r^{2} d \Omega  \tag{4.112}\\
M=\int_{\Omega} K_{\varphi} r d \Omega+\oint_{\lambda} p_{\varphi} r d \lambda . \tag{4.113}
\end{gather*}
$$

The integral over $\Omega$ is an area integral over the cross-section, while the integral over $\lambda$ is an integral over the cross-sectional contour. It has been assumed for simplicity that both ends of the bar are either free or clamped. The physical meaning of $I$ is the moment of inertia about the $z$ axis per unit length, and $M$ denotes an external torque per unit length.

The coefficients of the basic equation of dynamics are thus determined. The further analysis is similar to that of Section 4.1.

### 4.6 Vibrations of elastoplastic plates

Consider a thin plate. Let the orthogonal coordinate system $x y z$ be chosen in such a way that the $x y$ axes contain the mid-plane and the $z$ axis is normal to the mid-plane.

Let $W(x, y)$ denote the plate deflection due to a vibration mode. As shown in plate theory [176] the displacements of a plate point in the $x y$ plane are as follows

$$
\begin{equation*}
u=-z \frac{\partial W}{\partial x}, u=-z \frac{\partial W}{\partial y} \tag{4.114}
\end{equation*}
$$

The principal stresses in the theory of thin plate bending are given by

$$
\begin{align*}
\sigma_{x} & =-\frac{z E}{1-\nu^{2}}\left(\frac{\partial^{2} W}{\partial x^{2}}+\nu \frac{\partial^{2} W}{\partial y^{2}}\right) \\
\sigma_{y} & =-\frac{z E}{1-\nu^{2}}\left(\frac{\partial^{2} W}{\partial y^{2}}+\nu \frac{\partial^{2} W}{\partial x^{2}}\right)  \tag{4.115}\\
\tau_{x y} & =-\frac{z E}{1-\nu^{2}}(1-\nu) \frac{\partial^{2} W}{\partial x \partial y}
\end{align*}
$$

cf. [176], where $E$ and $\nu$ are the Young's modulus and the Poisson's ratio, respectively. The secondary stresses are at least of one order higher than the principal ones. With this in view, we do not consider them.

By means of (4.115) we obtain the mean tensile stress

$$
\begin{equation*}
\sigma_{0}=-\frac{1}{3} \frac{z E}{1-\nu^{2}}(1+\nu) \Delta W \tag{4.116}
\end{equation*}
$$

and the components of the stress deviator

$$
\begin{align*}
s_{x} & =-\frac{z E}{1-\nu^{2}}\left(\frac{\partial^{2} W}{\partial x^{2}}+\nu \frac{\partial^{2} W}{\partial y^{2}}-\frac{1+\nu}{3} \Delta W\right) \\
s_{y} & =-\frac{z E}{1-\nu^{2}}\left(\frac{\partial^{2} W}{\partial y^{2}}+\nu \frac{\partial^{2} W}{\partial x^{2}}-\frac{1+\nu}{3} \Delta W\right) \\
s_{z} & =-\frac{z E}{1-\nu^{2}}\left(-\frac{1+\nu}{3} \Delta W\right)  \tag{4.117}\\
s_{x y} & =-\frac{z E}{1-\nu^{2}}(1-\nu) \frac{\partial^{2} W}{\partial x \partial y}
\end{align*}
$$

where $\Delta$ is the two-dimensional Laplace operator

$$
\begin{equation*}
\Delta=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}} \tag{4.118}
\end{equation*}
$$

Evaluating the amplitude of the shear stress intensity due to (3.79) gives

$$
\begin{equation*}
T_{0}^{2}=(2 G z)^{2}\left[\frac{1-\nu+\nu^{2}}{3(1-\nu)^{2}}(\Delta W)^{2}-\frac{\partial^{2} W}{\partial x^{2}} \frac{\partial^{2} W}{\partial y^{2}}+\left(\frac{\partial^{2} W}{\partial x \partial y}\right)^{2}\right] \tag{4.119}
\end{equation*}
$$

Inserting (4.119) and (4.116) into the expression for the complex rigidity $c_{c}$, eq. (4.24), and integrating over $z$ leads to the result

$$
\begin{equation*}
c_{c}=c\left(1+l_{*} a^{\alpha}\right), \tag{4.120}
\end{equation*}
$$

where the following notation is used

$$
\begin{gather*}
c=\int_{\Omega} D\left\{(\Delta W)^{2}-2(1-\nu)\left[\frac{\partial^{2} W}{\partial x^{2}} \frac{\partial^{2} W}{\partial y^{2}}-\left(\frac{\partial^{2} W}{\partial x \partial y}\right)^{2}\right]\right\} d \Omega  \tag{4.121}\\
l_{*}=\int_{\Omega} \frac{8 G l}{3+\alpha}\left(\frac{h}{2}\right)^{3+\alpha}\left[\frac{1-\nu+\nu^{2}}{3(1-\nu)^{2}}(\Delta W)^{2}-\right. \\
 \tag{4.122}\\
\left.-\frac{\partial^{2} W}{\partial x^{2}} \frac{\partial^{2} W}{\partial y^{2}}+\left(\frac{\partial^{2} W}{\partial x \partial y}\right)^{2}\right]^{1+\alpha / 2} d \Omega
\end{gather*}
$$

Here $D$ stands for the bending rigidity

$$
D=\frac{E h^{3}}{12\left(1-\nu^{2}\right)}
$$

and $h$ is the plate thickness. The integration domain in eqs (4.121) and (4.122) is the area of the mid-plane of the plate $\Omega$.

Equation (4.121) yields twice the potential energy of the plate due to a particular vibration mode $W=W(x, y)$.

Let us determine the other parameters of eq. (4.17) for this case. Neglecting the displacements in the plane of the plate we obtain, due to (4.19), the following expression for $m$

$$
\begin{equation*}
m=\int_{\Omega} \rho h W^{2} d \Omega \tag{4.123}
\end{equation*}
$$

which is twice the kinetic energy of the plate caused by the velocity field $W=W(x, y)$.

To evaluate the integrals we make the following assumptions which are customary for the theory of bending in thin plates:
i) the lateral surface is assumed to be cylindrical with a generator parallel to the $z$ axis,
ii) one of the surface planes is load-free whereas the second surface plane is loaded by a normal load $p$.

Considering the above and substituting the displacements due to (4.114) into (4.18) gives the following result

$$
\begin{equation*}
p=\int_{\Omega} q W d \Omega+\oint_{\lambda} Q W d \lambda-\oint_{\lambda}\left(G_{x} \frac{\partial W}{\partial x}+G_{y} \frac{\partial W}{\partial y}\right) d \lambda \tag{4.124}
\end{equation*}
$$

where

$$
\begin{gather*}
Q=\int_{-h / 2}^{h / 2} p_{z} d z  \tag{4.125}\\
G_{x}=\int_{-h / 2}^{h / 2} p_{x} z d z, G_{y}=\int_{-h / 2}^{h / 2} p_{y} z d z . \tag{4.126}
\end{gather*}
$$

Expression (4.124) represents the work performed by external loads on displacements due to the chosen vibration mode. The quantity $Q$ denotes the shear force on the plate contour, while $G_{x}$ and $G_{y}$ stand for the external edge moments acting in planes parallel to $z x$ and $z y$, respectively.

In principle, the expressions derived solve the problem of plate vibrations. Formulae $(4.121),(4.123)$ and (4.124) are relatively simple. Application of the variational principle in the linear theory of elastic vibration leads exactly to these equations. Evaluation of the integrals for $l_{*}$ may cause some difficulties as the integrand contains powers of rather complicated expressions, the orders not being whole numbers. However, the main difficulty arises when one tries to apply the derived formulae because the closed form expressions for the vibration modes are known only in a few cases. For this reason, one has to use their approximated expressions. This is allowed since the basic equation of dynamics (4.17) is derived from the variational equation. With respect to the accuracy of this approach the following can be said. Numerous problems of linear vibration theory indicate that a rather accurate value for the natural frequency (which is an integral characteristic of the vibration field) is obtained provided that a vibration mode is well-approximated. Therefore, there exist many reasons to suggest that some acceptable results will be obtained for the damping parameter $l_{*}$, which is another integral characteristic of the vibration field.

### 4.7 Vibration of rectangular plates with some boundary conditions

### 4.7.1 Simply supported plate

Let $a$ and $b$ denote the side lengths and let the origin of the coordinate system be placed in one of the plate corners. In this case the vibration modes are given by, cf. [176]

$$
\begin{equation*}
W=\sin \lambda x \sin \mu y \tag{4.127}
\end{equation*}
$$

where $\lambda$ and $\mu$ take the following discrete values

$$
\begin{equation*}
\lambda=\frac{\pi i}{a}, \mu=\frac{\pi k}{b}, \quad i, k=1,2,3, \ldots \tag{4.128}
\end{equation*}
$$

Substituting (4.127) into (4.123) and (4.121) and evaluating the integrals yields

$$
\begin{equation*}
m=\rho h \frac{a b}{4}, c=D\left(\lambda^{2}+\mu^{2}\right)^{2} \frac{a b}{4} \tag{4.129}
\end{equation*}
$$

Substitution of (4.127) in (4.122) gives the following integral

$$
\begin{equation*}
l_{*}=\frac{8 G l}{3+\alpha}\left(\frac{h}{2}\right)^{3+\alpha} \int_{0}^{a} \int_{0}^{b}\left[2 e \sin ^{2} \lambda x \sin ^{2} \mu y+2 d \cos ^{2} \lambda x \cos ^{2} \mu y\right]^{1+\frac{\alpha}{2}} d x d y \tag{4.130}
\end{equation*}
$$

where

$$
\begin{equation*}
e=\frac{1}{2}\left[\frac{1-\nu+\nu^{2}}{3(1-\nu)^{2}}\left(\lambda^{2}+\mu^{2}\right)^{2}-\lambda^{2} \mu^{2}\right], d=\frac{1}{2} \lambda^{2} \mu^{2} . \tag{4.131}
\end{equation*}
$$

It can be easily checked that $e$ and $d$ are positive.
Integration over one of the variables in (4.130), say $x$, may be performed by transformation of the integrand to a form required for the first Laplace integral (4.94). Indeed, the following identity

$$
2 e \sin ^{2} \lambda x \sin ^{2} \mu y+2 d \cos ^{2} \lambda x \cos ^{2} \mu y=A-B \cos 2 \lambda x
$$

holds, in which

$$
\begin{aligned}
& A=e \sin ^{2} \mu y+d \cos ^{2} \mu y \\
& B=e \sin ^{2} \mu y-d \cos ^{2} \mu y .
\end{aligned}
$$

It is evident that

$$
|B|<A
$$

The integral over $x$ in (4.130) takes the following form

$$
R=\int_{0}^{a}(A-B \cos 2 \lambda x)^{1+\alpha / 2} d x
$$

By means of a new variable

$$
\xi=2 \lambda x
$$

and due to periodicity and evenness of the integrand one obtains

$$
R=\frac{a}{\pi} \int_{0}^{\pi}(A-B \cos \xi)^{1+\alpha / 2} d \xi
$$

Replacing $\xi$ by $\pi-\xi$ one can easily see that the integral is insensitive to the sign of $B$. Thus it can be rewritten as follows

$$
R=\frac{a}{\pi} \int_{0}^{\pi}(A+|B| \cos \xi)^{1+\alpha / 2} d \xi
$$

By introducing

$$
\begin{equation*}
z=\frac{e \sin ^{2} \mu y+d \cos ^{2} \mu y}{2 \sqrt{e d}|\sin \mu y \cos \mu y|} \tag{4.132}
\end{equation*}
$$

we can rewrite the integral in the following form

$$
R=a|2 \sqrt{e d} \sin \mu y \cos \mu y|^{1+\alpha / 2} \frac{1}{\pi} \int_{0}^{\pi}\left(z+\sqrt{z^{2}-1} \cos \xi\right)^{1+\alpha / 2} d \xi
$$

The first Laplace integral (4.94) is recognized in this expression, hence

$$
\begin{equation*}
R=a\left(e \sin ^{2} \mu y+d \cos ^{2} \mu y\right)^{1+\alpha / 2} \frac{P_{1+\alpha / 2}(z)}{z^{1+\alpha / 2}} \tag{4.133}
\end{equation*}
$$

Recalling now that $R$ is an integral over $x$ in (4.130), inserting (4.133) into it and transforming to a new variable

$$
\eta=2 \mu y
$$

we obtain, due to the periodicity and evenness of the integrand,

$$
\begin{equation*}
l_{*}=\frac{8 G l}{c(3+\alpha)}\left(\frac{h}{2}\right)^{3+\alpha} a b\left(\frac{e+d}{2}\right)^{1+\alpha / 2} m \tag{4.134}
\end{equation*}
$$

where

$$
\begin{gather*}
m=\frac{1}{\pi} \int_{0}^{\pi}(1-\gamma \cos \eta) \frac{P_{1+\alpha / 2}(z)}{z^{1+\alpha / 2}} d \eta  \tag{4.135}\\
\gamma=\frac{e-d}{e+d} \tag{4.136}
\end{gather*}
$$

Finally, inserting $c$, eq. (4.129), and $(e+d) / 2$ into (4.134) yields

$$
\begin{equation*}
l_{*}=\frac{24 l(1-\nu)}{3+\alpha}\left[\frac{1-\nu+\nu^{2}}{6(1-\nu)^{2}}\right]^{1+\alpha / 2}\left[\frac{h\left(\lambda^{2}+\mu^{2}\right)}{2}\right]^{\alpha} m \tag{4.137}
\end{equation*}
$$

Regretfully, the integral cannot be evaluated in closed form, i.e. a numerical evaluation is required.


FIGURE 4.6. Parameter $m$ versus $\alpha$ for a simply supported rectangular plate.
Let us now show that coefficient $\gamma$ depends only on two parameters $\alpha$ and $\gamma$. To this end, $z$ must be transformed due to (4.132) and (4.136), to give

$$
\begin{equation*}
z=\frac{1-\gamma \cos \eta}{\sqrt{1-\gamma^{2}} \sin \eta} \tag{4.138}
\end{equation*}
$$

An absolute value $\operatorname{sign}$ for $\sin \eta$ is not needed because the integration in (4.135) is over $[0, \pi]$, where $\sin \eta$ is positive.

When using this transformation the range of $\gamma$ must be considered. Firstly, in order to ensure that expression (4.138) exists the following inequality

$$
\begin{equation*}
|\gamma|<1 \tag{4.139}
\end{equation*}
$$

must hold. The same inequality can be obtained by considering the expression for $\gamma$ due to (4.136) taking account of the positiveness of $e$ and $d$. Secondly, by replacing $\eta$ by $\pi-\eta$ it can be easily shown that $m$ is insensitive to the sign of $\gamma$ and depends only on its absolute value. Thus, it is necessary to evaluate $m$ only for $\gamma$ from the interval $[0,1]$. The results of the numerical calculation are shown in Figs 4.6 and 4.7.

An explicit expression for $\gamma$ which is obtained by substituting (4.131) in (4.136) is given by

$$
\begin{equation*}
\gamma=1-\frac{3(1-\nu)^{2}}{1-\nu+\nu^{2}} \frac{2 \lambda^{2} \mu^{2}}{\left(\lambda^{2}+\mu^{2}\right)^{2}} \tag{4.140}
\end{equation*}
$$

For example, for the first mode of vibration of a square plate, $\lambda=\mu$ which gives $\gamma=-0.04$ for $\nu=0.25$.


FIGURE 4.7. Parameter $m$ versus $\gamma$ for a simply supported rectangular plate.
The problem of a simply supported rectangular elastoplastic plate has been studied in [145]. However, the solution reported turns out to be more complicated than the above solution.

### 4.7.2 A free square plate

Our analysis will be restricted to the first mode of vibration only. Rayleigh [174] has shown that if the origin of the coordinate system is placed in the centre of the plate and the axes are directed parallel to the plate sides, then the first mode may be approximated by

$$
\begin{equation*}
W=x y \tag{4.141}
\end{equation*}
$$

By means of (4.141) we obtain

$$
\begin{equation*}
m=\rho h \frac{a^{6}}{144}, c=2 D(1-\nu) a^{2}, l_{*}=\frac{l}{1+\alpha / 3}\left(\frac{h}{2}\right)^{\alpha} \tag{4.142}
\end{equation*}
$$

Though the analysis presented here is restricted to the above examples, other types of support condition may be studied by analogy.

## 5

## Random deformation of elastoplastic materials

### 5.1 The basic results of the theory of stationary random functions

This and the following Chapters assume that the reader is familiar with the theory of random functions as described in [190].

The strain deviator $\mathbf{e}$ is said to be a stationary random tensor function of time if all its components $e_{m n}$ are: (i) stationary functions of time; and (ii) stationarily related functions of time. In what follows all these components are assumed to have zero mean values.

The correlation moment of components $e_{m n}$ and $e_{p q}$ at the time instant $t$ is denoted by $K_{m n p q}$, i.e.

$$
\begin{equation*}
\mathrm{M}\left[e_{m n} e_{p q}\right]=K_{m n p q} \tag{5.1}
\end{equation*}
$$

where $M$ denotes a mean value or the mathematical expectation. According to the definition of stationary random functions the value of $K_{m n p q}$ does not depend upon time.

The square of the shear strain intensity is given by

$$
\begin{equation*}
\gamma^{2}=\frac{1}{2} \mathbf{e}: \mathbf{e}=\frac{1}{2} e_{m n} e_{m n} \tag{5.2}
\end{equation*}
$$

The result of taking the average of this is termed the mean square of the shear strain intensity and is denoted by $\Gamma^{2}$. According to its definition

$$
\begin{equation*}
\Gamma^{2}=\mathrm{M}\left[\gamma^{2}\right] \tag{5.3}
\end{equation*}
$$

By virtue of (5.1) and (5.2)

$$
\begin{equation*}
\Gamma^{2}=\frac{1}{2} K_{m n m n} \tag{5.4}
\end{equation*}
$$

In what follows, for analysis of linear dependencies the spectral theory of stationary random functions is used in the general complex exponential form. For example, a random tensor function $\mathbf{e}$ with a zero mean value will be given by its spectral representation [190]

$$
\begin{equation*}
\mathbf{e}=\int_{-\infty}^{\infty} \mathbf{E}(\omega) e^{\imath \omega t} d \omega \tag{5.5}
\end{equation*}
$$

where $\mathbf{E}(\omega)$ is a symmetric tensor, its components being correlated white noises of the argument $\omega$. These white noises possess the following correlational properties

$$
\begin{equation*}
\mathrm{M}\left[E_{m n}(\omega) E_{p q}^{*}\left(\omega_{1}\right)\right]=S_{m n p q}(\omega) \delta\left(\omega-\omega_{1}\right) \tag{5.6}
\end{equation*}
$$

where $\delta$ is the Dirac delta-function and the asterisk denotes a conjugate. Deterministic functions $S_{m n p q}$ for $m=p$ and $n=q$ are called spectral densities of components $e_{m n}$ and, in the general case, cross-spectral densities of components $e_{m n}$ and $e_{p q}$.

The root-mean-square of the shear strain intensity $\Gamma$ is obtained by means of the equation

$$
\begin{equation*}
\Gamma^{2}=\mathrm{M}\left[\frac{1}{2} \mathbf{e}: \mathbf{e}^{*}\right] \tag{5.7}
\end{equation*}
$$

generalising (5.2) and (5.3) to a complex representation of random processes. Inserting (5.5) and using the formula

$$
\begin{equation*}
\mathrm{M}\left[\mathbf{E}(\omega): \mathbf{E}^{*}\left(\omega_{1}\right)\right]=S(\omega) \delta\left(\omega-\omega_{1}\right) \tag{5.8}
\end{equation*}
$$

which is a sequence of (5.6), we obtain

$$
\begin{equation*}
\Gamma^{2}=\int_{-\infty}^{\infty} S(\omega) d \omega \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
S(\omega)=\frac{1}{2} S_{m n m n}(\omega) \tag{5.10}
\end{equation*}
$$

The function $S(\omega)$ is seen to characterise to some extent the spectral properties of the strain deviator. For this reason, $S(\omega)$ is conditionally called the spectral density of strains.

Characteristics and decompositions of other tensors may be introduced by analogy.

### 5.2 The method of statistical linearisation for analysing deformations

Consider an elastoplastic material whose behaviour is governed by the set of constitutive equations (3.2) and (3.3)

$$
\begin{align*}
& \mathbf{s}=2 G\left[\mathbf{e}-\int_{0}^{\infty} \mathbf{e}_{h} p(h) d h\right] \text {, }  \tag{5.11}\\
& {\left[\begin{array}{ll}
\dot{\mathbf{e}}_{h} \neq 0, & h \dot{\mathbf{e}}_{h} / v_{h}=\mathbf{e}-\mathbf{e}_{h}, \\
\dot{\mathbf{e}}_{h}=0, & \sqrt{\frac{1}{2}\left(\mathbf{e}-\mathbf{e}_{h}\right):\left(\mathbf{e}-\mathbf{e}_{h}\right)} \leq h .
\end{array}\right.} \tag{5.12}
\end{align*}
$$

Assume that the strain deviator $\mathbf{e}$ is a stationary random function of time. For the sake of simplicity, we assume that it has a zero mean value. The material behaviour described by this deformation law is required. Direct application of eqs. (5.11) and (5.12) meets considerable difficulties caused by the nonlinearity of the equations. Under these circumstances it is reasonable to make use of some methods of approximation. One of the most simple and effective methods of analysis of nonlinear control systems under random perturbations is the method of statistical linearisation [141], [158] and [190]. This method is applied below to the analysis of material behaviour due to a random deformation law.
The method of statistical linearisation occupies a special place among another methods. A general proof of the method does not exist. General estimates of its accuracy are absent, too. However, comparisons of results obtained by this method with some exact solutions and with solutions obtained by other methods of approximation shows that the accuracy of the method of statistical linearisation, in many problems, is acceptable, cf. [158]. This justifies to some extent an application of the method of statistical linearisation to elastoplastic vibrations.

Letting $\dot{\mathbf{e}}_{h} \neq 0$, the only nonlinear function in the constitutive equations (5.12) is the tensor function

$$
\begin{equation*}
\frac{h}{v_{h}} \dot{\mathbf{e}}_{h} \tag{5.13}
\end{equation*}
$$

where $v_{h}$ is an intensity of the shear strain rate

$$
\begin{equation*}
v_{h}=\sqrt{\frac{1}{2} \dot{\mathbf{e}}_{h}: \dot{\mathbf{e}}_{h}} . \tag{5.14}
\end{equation*}
$$

In accordance with the method of statistical linearisation the nonlinear function (5.13) must be approximated by the following linear one

$$
\begin{equation*}
\frac{h}{v_{h}} \dot{\mathbf{e}}_{h} \approx k_{h} \dot{\mathbf{e}}_{h}, \tag{5.15}
\end{equation*}
$$

where $k_{h}$ is a constant which is called the linearisation factor. The latter is found from the condition of minimising the expectation of the square of the error inherent from approximation (5.15)

$$
\begin{equation*}
\mathrm{M}\left[\frac{1}{2}\left(\frac{h}{v_{h}} \dot{\mathbf{e}}_{h}-k_{h} \dot{\mathbf{e}}_{h}\right):\left(\frac{h}{v_{h}} \dot{\mathbf{e}}_{h}-k \dot{\mathbf{e}}_{h}\right)\right]=\min _{k_{h}} \tag{5.16}
\end{equation*}
$$

By using (5.14) we rewrite (5.16) in a simpler form

$$
\begin{equation*}
\mathrm{M}\left[\left(\frac{h}{v_{h}}-k_{h}\right)^{2} v_{h}^{2}\right]=\min _{k_{h}} \tag{5.17}
\end{equation*}
$$

The requirement of a minimum with respect to $k_{h}$ leads to the following equation for $k_{h}$

$$
\begin{equation*}
\mathrm{M}\left[\left(\frac{h}{v_{h}}-k_{h}\right) v_{h}^{2}\right]=0 \tag{5.18}
\end{equation*}
$$

It is easy to show that

$$
\begin{equation*}
k_{h}=\frac{h \mathrm{M}\left[v_{h}\right]}{\mathrm{M}\left[v_{h}^{2}\right]} \tag{5.19}
\end{equation*}
$$

The mean values of $v_{h}$ and $v_{h}^{2}$ are observed in this equation. To compute them, one needs the probability distribution law of $v_{h}$. However, this law remains unknown until the problem is solved. The problem is solved in the method of statistical linearisation by assuming that the probability distribution is already known. As $v_{h}$ is a non-negative random function an acceptable approximation is the Rayleigh distribution

$$
\begin{equation*}
f\left(v_{h}\right)=\frac{2 v_{h}}{D_{h}^{2}} \exp \left(-\frac{v_{h}^{2}}{D_{h}^{2}}\right), v_{h} \geq 0 \tag{5.20}
\end{equation*}
$$

where $D_{h}^{2}$ is the mean square of $v_{h}$. For this case, evaluation of the linearisation factor due to (5.19) yields the following result

$$
\begin{equation*}
k_{h}=\frac{n h}{D_{h}} \tag{5.21}
\end{equation*}
$$

where

$$
n=\sqrt{\pi / 4}=0.88
$$

Of course, another distribution law will give a different linearisation factor. However, the value of the linearisation factor is known to be nearly insensitive to a particular distribution law, cf. [141]. It is easy to prove that the structure of eq. (5.21) remains for other distribution laws and only the factor $n$ varies. Its values for some particular distribution laws are collected in the Table 5.1. The normal or the Gaussian distribution law for a random non-negative variable is recognised on the first line. The above Rayleigh law

| The distribution law | Its plot | $n$ |  |
| :---: | :---: | :---: | :---: |
| $f=\sqrt{\frac{2}{\pi}} \frac{1}{D_{h}} e^{-\frac{v_{h}^{2}}{2 D_{h}^{2}}}, v_{h} \geq 0$ |  | $\sqrt{\frac{2}{\pi}} \approx 0.80$ |  |
| $f=\frac{2 v_{h}}{D_{h}^{2}} e^{-\frac{v_{h}^{2}}{D_{h}^{2}}}, v_{h} \geq 0$ |  |  |  |
| $f=\frac{1}{\sqrt{3} D_{h}}, 0 \leq v_{h} \leq \sqrt{3} D_{h}$ |  |  |  |
|  |  |  |  |
| $f=\frac{v_{h}}{D_{h}^{2}}, 0 \leq v_{h} \leq \sqrt{2} D_{h}$ |  |  |  |

TABLE 5.1.
is on the second line. The uniform, linear and delta-function distributions are on the next three. The distribution on the last line is of special interest. It is the law of the distribution of absolute values of harmonics of a fixed amplitude and an uniformly distributed phase. It is apparent that the linearisation factor in this case must coincide with that of the method of harmonic linearisation. Indeed, accounting for the fact that the harmonic amplitude $\omega \Gamma_{h}$ is related to the root-mean-square $D_{h}$ by the equation

$$
\omega \Gamma_{h}=\sqrt{2} D_{h}
$$

and taking $n$ from the last line of Table 5.1 we obtain from (5.21) that

$$
k_{h}=\frac{2 \sqrt{2}}{\pi} \frac{1}{D_{h}}=\frac{4}{\pi} \frac{h}{\omega \Gamma_{h}} .
$$

This coincides with expressions (3.75) and (3.76). Hence, the last distribution allows the relation between the methods of harmonic and statistical linearisation to be established. Analysis of Table 5.1 leads to the conclusion that the value of $n$ depends weakly on the distribution law and is close to the following average value

$$
n=0.90
$$

This value of the factor $n$ should be recommended for use in practical problems.

The first equation after the linearisation has been performed takes the form

$$
\begin{equation*}
k_{h} \dot{\mathbf{e}}_{h}+\mathbf{e}_{h}=\mathbf{e} \tag{5.22}
\end{equation*}
$$

If this equation has no solution, the second line of eq. (5.12) must be taken (see Section 3.1), i.e.

$$
\begin{equation*}
\dot{\mathbf{e}}_{h}=0 . \tag{5.23}
\end{equation*}
$$

Since equations (5.22), (5.23) and (5.11) are linear the technique of spectral theory of random functions is applicable. By using eq. (5.22) and spectral decomposition of $\mathbf{e}$, eq. (5.5), we obtain the following spectral representation

$$
\begin{equation*}
\mathbf{e}_{h}=\int_{-\infty}^{\infty} \frac{e^{i \omega t}}{1+i \omega k_{h}} \mathbf{E}(\omega) d \omega \tag{5.24}
\end{equation*}
$$

The square of the absolute value of velocity strain intensity $\dot{\mathbf{e}}_{h}$ is given by

$$
\begin{equation*}
\left|v_{h}\right|^{2}=\int_{-\infty}^{\infty} \int_{-} \frac{1}{2} \mathbf{E}(\omega): \mathbf{E}\left(\omega_{1}\right) \frac{e^{i\left(\omega-\omega_{1}\right) t} \omega \omega_{1} d \omega d \omega_{1}}{\left(1+i \omega k_{h}\right)\left(1-i \omega_{1} k_{h}\right)} \tag{5.25}
\end{equation*}
$$

Taking the expected values in (5.25) yields the mean square

$$
\begin{equation*}
D_{h}^{2}=M\left[\left|v_{h}\right|^{2}\right]=\int_{-\infty}^{\infty} \frac{\omega^{2} S(\omega) d \omega}{1+\left(\omega k_{h}\right)^{2}} \tag{5.26}
\end{equation*}
$$

Quantity $D_{h}$ appears twice in the latter equation, explicitly in the left hand side and implicitly in the right hand side in terms of $k_{h}$, see eq. (5.21). Hence, expression (5.26) is an equation for $D_{h}$. If it has no solution, it means that the original equation (5.22) has no solution for $\dot{\mathbf{e}}_{h} \neq 0$. In this case one must proceed to eq. (5.23). For zero initial conditions we have

$$
\begin{equation*}
\mathbf{e}_{h}=0, \tag{5.27}
\end{equation*}
$$

which leads to the following result

$$
\begin{equation*}
D_{h}=0 \tag{5.28}
\end{equation*}
$$

It is easy to see that solution (5.27) is contained in (5.24) if one formally lets $D_{h} \rightarrow 0$ in (5.24). Indeed, by virtue of (5.21) $k_{h} \rightarrow \infty$ and thus $\mathbf{e}_{h} \rightarrow 0$, as required by (5.27). Hence, the solutions of eqs. (5.22) and (5.23) can be represented by a single formula (5.24).

Substituting expressions (5.24) and (5.5) into (5.11) we obtain a spectral representation for the stress deviator

$$
\begin{equation*}
\mathbf{s}=\int_{-\infty}^{\infty} 2 G_{c} \mathbf{E}(\omega) e^{i \omega t} d \omega \tag{5.29}
\end{equation*}
$$

where $G_{c}$ denotes the complex shear modulus given by

$$
\begin{equation*}
G_{c}=G\left[1-\int_{0}^{\infty} \frac{p(h) d h}{1+i \omega k_{h}}\right] . \tag{5.30}
\end{equation*}
$$

Thus, the problem is again reduced to the concept of a complex shear modulus. It is worth mentioning that now the complex shear modulus is frequency-dependent, cf. its definition (5.30).

Relation (5.29) may be rewritten in the following conditional form

$$
\begin{equation*}
\mathbf{s}=2 G_{c} \mathbf{e} \tag{5.31}
\end{equation*}
$$

provided that it is understood as a separate equation for each harmonic component in $\mathbf{e}$ and $\mathbf{s}$. The similarity of eqs. (5.31) and (3.90) indicates that the problem of random vibrations permits a correspondence principle similar to that of Section 3.6.

### 5.3 A general study of the equation for complex shear modulus

When analysing eq. (5.30) the first and the most important task is to determine the actual integration interval. To solve this problem, we derive
one important inequality. To this aim, we insert an explicit expression for the linearisation factor (5.21) into (5.26). The result is

$$
\begin{equation*}
D_{h}^{2}=\int_{-\infty}^{\infty} \frac{\omega^{2} S(\omega) d \omega}{1+\left(\omega n h / D_{h}\right)^{2}} \tag{5.32}
\end{equation*}
$$

Neglecting the one in the denominator of the integrand we arrive at the inequality

$$
\begin{equation*}
D_{h}^{2} \leq \frac{D_{h}^{2}}{(n h)^{2}} \int_{-\infty}^{\infty} S(\omega) d \omega \tag{5.33}
\end{equation*}
$$

Simplifying it by means of (5.9) gives

$$
\begin{equation*}
D_{h}^{2} \leq D_{h}^{2}\left(\frac{\Gamma}{n h}\right)^{2} \tag{5.34}
\end{equation*}
$$

One sees that if $D_{h} \neq 0$, then

$$
\begin{equation*}
\Gamma \geq n h \tag{5.35}
\end{equation*}
$$

Hence, non-trivial solutions of eq. (5.32) are possible only if inequality (5.35) holds. If it is violated, then due to Section 5.2 we must take $\dot{\mathbf{e}}_{h}=0$ or $D_{h}=0$. Therefore, the integration domain in (5.30) is as follows

$$
\begin{equation*}
0 \leq h \leq \Gamma / n \tag{5.36}
\end{equation*}
$$

As a result, we find that

$$
\begin{equation*}
G_{c}=G\left[1-\int_{0}^{\Gamma / n} \frac{p(h) d h}{1+i \omega k_{h}}\right] \tag{5.37}
\end{equation*}
$$

In order to find the structure of the solution of eq. (5.26), we rewrite it in the following form

$$
\begin{equation*}
D_{h}^{2}=\frac{1}{k_{h}^{2}} \int_{-\infty}^{\infty} \frac{\left[1+\left(\omega k_{h}\right)^{2}-1\right] S(\omega) d \omega}{1+\left(\omega k_{h}\right)^{2}} \tag{5.38}
\end{equation*}
$$

Transforming the integral due to (5.9) and using $k_{h}$ due to (5.21) we obtain from (5.38)

$$
\begin{equation*}
D_{h}^{2}=\frac{D_{h}^{2}}{(n h)^{2}}\left[\Gamma^{2}-\int_{-\infty}^{\infty} \frac{S(\omega) d \omega}{1+\left(\omega k_{h}\right)^{2}}\right] \tag{5.39}
\end{equation*}
$$

Multiplying both sides of this equation by a finite multiplier $\left(n h / D_{h}\right)^{2}$ and combining the terms in the obtained equation we obtain

$$
\begin{equation*}
\Gamma^{2}-(n h)^{2}=\int_{-\infty}^{\infty} \frac{S(\omega) d \omega}{1+\left(\omega k_{h}\right)^{2}} \tag{5.40}
\end{equation*}
$$

Dividing both sides by $\Gamma^{2}$ yields

$$
\begin{equation*}
1-\left(\frac{n h}{\Gamma}\right)^{2}=\int_{-\infty}^{\infty} \frac{S(\omega)}{\Gamma^{2}} \frac{d \omega}{1+\left(\omega k_{h}\right)^{2}} \tag{5.41}
\end{equation*}
$$

The linearisation factor must be found from this equation. Note that the right hand side of this equation contains a normalised spectral density of strain. Hence, the right hand side can depend on the strain level $\Gamma$ only by means of $k_{h}$. The left hand side depends upon the strain level $\Gamma$ only by means of a non-dimensional combination $(n h / \Gamma)$. This prompts the general structure of the solution of eq. (5.41), which is

$$
\begin{equation*}
k_{h}=\varphi\left(\frac{n h}{\Gamma}\right) \tag{5.42}
\end{equation*}
$$

The particular form of function $\varphi(\eta)$ depends on features of the normalised spectral density of strain, but neither $h$ nor $\Gamma$.

Substituting the linearisation factor (5.42) into the expression for the complex shear modulus (5.37) gives

$$
G_{c}=G\left[1-\int_{0}^{\Gamma / n} \frac{p(h) d h}{1+i \omega \varphi(n h / \Gamma)}\right]
$$

Introducing a new integration variable

$$
\begin{equation*}
\eta=n h / \Gamma \tag{5.43}
\end{equation*}
$$

we arrive at the following equation for the complex shear modulus, cf. [128] and [130]

$$
\begin{equation*}
G_{c}=G\left[1-\int_{0}^{1} \frac{p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta}{1+i \omega \varphi(\eta)}\right] \tag{5.44}
\end{equation*}
$$

This expression allows the dependence on the strain level to be found for any distribution function. In particular, for a power law of yield stress distribution (2.28)

$$
p(h)=\alpha H h^{\alpha-1}
$$

we obtain

$$
\begin{equation*}
G_{c}=G\left(1+l \Gamma^{\alpha}\right), \tag{5.45}
\end{equation*}
$$

where

$$
\begin{equation*}
l=-\alpha H n^{-\alpha} \int_{0}^{1} \frac{\eta^{\alpha-1} d \eta}{1+i \omega \varphi(\eta)} \tag{5.46}
\end{equation*}
$$

Equation (5.45) for the complex shear modulus predicts a power dependence of the damping properties of the material on the root-mean-square of strain $\Gamma$. This conclusion reproduces to some extent the result obtained by analysis of harmonic deformation. But in this case damping proves to vary with frequency, as is seen from (5.46). It is unfortunately impossible to draw some general conclusions on the character of the frequency dependence of energy dissipation by means of (5.46).

For the forthcoming analysis of the frequency-dependent damping, it is convenient to write the expression for $l$ as follows

$$
\begin{equation*}
l=H n^{-\alpha}(i I-R), \tag{5.47}
\end{equation*}
$$

where

$$
\begin{equation*}
R-i I=\alpha \int_{0}^{1} \frac{\eta^{\alpha-1} d \eta}{1+i \omega \varphi(\eta)} \tag{5.48}
\end{equation*}
$$

We write down the governing equation for $\varphi(\eta)$

$$
\begin{equation*}
1-\eta^{2}=\int_{-\infty}^{\infty} \frac{S(\omega)}{\Gamma^{2}} \frac{d \omega}{1+(\omega \varphi)^{2}} \tag{5.49}
\end{equation*}
$$

The latter has been deduced from (5.41) by using (5.42) and (5.43).
Consider equation (5.49) in some detail. Variable $\eta$ varies in the interval $[0,1]$. The unknown function $\varphi(\eta)$ is positive due to (5.21) and (5.42). Its values at the interval bounds are obtained from (5.49) and are given by

$$
\begin{array}{ll}
\eta=0, & \varphi=0 \\
\eta=1, & \varphi=\infty \tag{5.50}
\end{array}
$$

In order to answer the question of how $\varphi(\eta)$ varies within the interval, we differentiate the both sides of (5.49) with respect to $\eta$, to obtain

$$
\begin{equation*}
-2 \eta=-2 \varphi \varphi^{\prime} \int_{-\infty}^{\infty} \frac{S(\omega)}{\Gamma^{2}} \frac{\omega^{2} d \omega}{\left[1+(\omega \varphi)^{2}\right]^{2}} \tag{5.51}
\end{equation*}
$$

Hence, $\varphi^{\prime}>0$ and, as $\eta$ increases in the interval $[0,1], \varphi$ increases from zero to infinity.

In some cases it seems more convenient to express the shear modulus not in terms of the root-mean-square of shear strain intensity $\Gamma$ but in terms of the root-mean-square of shear stress intensity $T$ given by the formula

$$
\begin{equation*}
T=\sqrt{\mathrm{M}\left[\frac{1}{2} \mathbf{s}: \mathbf{s}^{*}\right]} \tag{5.52}
\end{equation*}
$$

Inserting here the spectral decomposition of the stress deviator (5.29) and taking the expected values gives

$$
\begin{equation*}
T^{2}=\int_{-\infty}^{\infty}\left|2 G_{c}\right|^{2} S(\omega) d \omega \tag{5.53}
\end{equation*}
$$

Returning to the spectral representation (5.29) it is easy to realize that the integrand in (5.53) is the spectral density of stresses

$$
\begin{equation*}
S_{T}(\omega)=\left|2 G_{c}\right|^{2} S(\omega) \tag{5.54}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
T^{2}=\int_{-\infty}^{\infty} S_{T}(\omega) d \omega \tag{5.55}
\end{equation*}
$$

The term "spectral density of stresses" is conditional and has a meaning identical to that of the "spectral density of strains". Assuming that the effect of plastic strains is very small we obtain with great accuracy that

$$
\begin{equation*}
\left|2 G_{c}\right| \approx 2 G \tag{5.56}
\end{equation*}
$$

This allows us to simplify expressions (5.53) and (5.54) which finally take the following form

$$
\begin{gather*}
S_{T}=(2 G)^{2} S(\omega)  \tag{5.57}\\
T=2 G \Gamma \tag{5.58}
\end{gather*}
$$

The latter equation allows the complex shear modulus (5.45) to be rewritten as follows

$$
\begin{equation*}
G_{c}=G\left[1+l\left(\frac{T}{2 G}\right)^{\alpha}\right] \tag{5.59}
\end{equation*}
$$

However, the elimination of the deformation parameters from the expression for $G_{c}$ is not complete since $G_{c}$ depends on $l$. The latter depends on $\varphi(\eta)$, cf. (5.46), which is governed by eq. (5.49) containing a normalised spectral density of strains. Removing the latter by means of (5.57) and (5.58) yields

$$
\begin{equation*}
1-\eta^{2}=\int_{-\infty}^{\infty} \frac{S_{T}(\omega)}{T^{2}} \frac{d \omega}{1+(\omega \varphi)^{2}} \tag{5.60}
\end{equation*}
$$

For a practical realisation of the correspondence principle formulated in Section 5.2 analogies with Young's modulus and Poisson's ratio might be required. By analogy with (3.98) and (3.99) we have

$$
\begin{align*}
& E_{c}=E\left[1+\frac{2}{3}(1+\nu) l\left(\frac{T}{2 G}\right)^{\alpha}\right],  \tag{5.61}\\
& \nu_{c}=\nu-\frac{1-2 \nu}{3}(1+\nu) l\left(\frac{T}{2 G}\right)^{\alpha} . \tag{5.62}
\end{align*}
$$

These may be used for analysis of dynamic problems with a uniform state of stresses as it has been done above.

### 5.4 Polyharmonic deformation

A possible application of the method of statistical linearisation for the analysis of polyharmonic processes in nonlinear systems has been pointed out in [86], [87] and [88]. For this reason, when analysing polyharmonic processes we will use some general equations of the previous Sections obtained by the method of statistical linearisation.

For a polyharmonic deformation with harmonic frequencies $\omega_{l}$ and statistically independent phases, the latter being uniformly distributed in the interval $[0,2 \pi]$, equation (5.49) takes the form

$$
\begin{equation*}
1-\eta^{2}=\sum_{l} b_{l}^{2}\left[1+\left(\omega_{l} \varphi\right)^{2}\right]^{-1} ; \sum_{l} b_{l}^{2}=1 \tag{5.63}
\end{equation*}
$$

Here the quantities $b_{l}$ characterize relations between the intensities of the harmonic components in such a way that $\left(b_{l} \Gamma\right)^{2}$ is equal to the mean square of intensity of the shear strain with frequency $\omega_{l}$.

For a single-frequency deformation $l=1, b_{1}=1$ and eq. (5.63) becomes

$$
\begin{equation*}
1-\eta^{2}=\left[1+\left(\omega_{1} \varphi\right)^{2}\right]^{-1} \tag{5.64}
\end{equation*}
$$

The solution to this equation

$$
\begin{equation*}
\omega_{1} \varphi=\frac{\eta}{\sqrt{1-\eta^{2}}} \tag{5.65}
\end{equation*}
$$

leads to the following expression for the complex shear modulus

$$
\begin{equation*}
G_{c}=G\left[1-\int_{0}^{1} \frac{p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta}{1+i k \eta / \sqrt{1-\eta^{2}}}\right] \tag{5.66}
\end{equation*}
$$

where

$$
\begin{equation*}
k=\omega / \omega_{1} . \tag{5.67}
\end{equation*}
$$

As the deformation process is monoharmonic it sounds reasonable to speak about the shear modulus at the process frequency, i.e. put $k=1$ in eq. (5.66). This gives

$$
\begin{equation*}
G_{c}=G\left[1-\int_{0}^{1} \frac{p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta}{1+i \eta / \sqrt{1-\eta^{2}}}\right] . \tag{5.68}
\end{equation*}
$$

By means of some elementary transformations one can prove that the latter expression coincides with (3.87) up to the denotations for $\Gamma$ and $n$, as was expected.

Let us proceed to the analysis of a biharmonic deformation with frequencies $\omega_{1}$ and $\omega_{2}$. Equation (5.63) takes the form

$$
\begin{gather*}
1-\eta^{2}=\frac{b_{1}^{2}}{1+\left(\omega_{1} \varphi\right)^{2}}+\frac{b_{2}^{2}}{1+\left(\omega_{2} \varphi\right)^{2}}  \tag{5.69}\\
b_{1}^{2}+b_{2}^{2}=1 \tag{5.70}
\end{gather*}
$$

Equation (5.69) can be reduced to a biquadratic equation for $\varphi$. Its solution is

$$
\begin{equation*}
\left(\omega_{1} \varphi\right)^{2}=\frac{B+\sqrt{B^{2}+4 k^{2} \eta^{2}\left(1-\eta^{2}\right)}}{2\left(1-\eta^{2}\right)} \tag{5.71}
\end{equation*}
$$

where

$$
\begin{equation*}
k=\omega_{1} / \omega_{2}, B=b_{1}^{2}+b_{2}^{2} k^{2}-\left(1-\eta^{2}\right)\left(1+k^{2}\right) \tag{5.72}
\end{equation*}
$$

It seems reasonable to speak about the values of the complex shear modulus only for the harmonic components with the frequencies $\omega_{r}(r=1,2)$, i.e.

$$
\begin{equation*}
G_{c r}=G\left[1-\int_{0}^{1} \frac{p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta}{1+i \omega_{r} \varphi(\eta)}\right] \tag{5.73}
\end{equation*}
$$

because there are no other components.
Note that $\omega_{1} \varphi$ is given by (5.71) and $\omega_{2} \varphi$ is easily obtained by means of the following equation

$$
\begin{equation*}
\omega_{2} \varphi=\omega_{1} \varphi / k \tag{5.74}
\end{equation*}
$$

Some numerical computations due to (5.73) will be performed later on. Before we proceed to these, we consider some limiting cases.

1 . Let $k \rightarrow 1$. Equations (5.71) and (5.74) then yield

$$
\omega_{r} \varphi=\frac{\eta}{\sqrt{1-\eta^{2}}} .
$$

Substituting this into (5.73) leads to the already known result (5.68) for harmonic deformation.
2. Let $k \rightarrow 0$. This is the case in which the frequencies of harmonic components differ drastically, $\omega_{2}$ being the higher frequency. Let us find asymptotic expressions for $\omega_{r} \varphi$ when $k \rightarrow 0$. Equation (5.71) yields the following approximate expression

$$
\left(\omega_{1} \varphi\right)^{2}=\frac{1}{2\left(1-\eta^{2}\right)}\left\{B+|B|\left[1+\frac{2 k^{2} \eta^{2}\left(1-\eta^{2}\right)}{B^{2}}\right]\right\}
$$

One can see from the latter equation that the asymptotic expression for $\omega_{1} \varphi$ depends strongly on the sign of $B=b_{1}^{2}+b_{2}^{2} k^{2}-\left(1-\eta^{2}\right)\left(1+k^{2}\right)$ when $k \rightarrow 0$. If $\eta>b_{2}$, we have $\omega_{1} \varphi=\sqrt{\left(\eta^{2}-b_{2}^{2}\right) /\left(1-\eta^{2}\right)}$. If $\eta<b_{2}$, then $\omega_{1} \varphi=k \eta / \sqrt{\left(b_{2}^{2}-\eta^{2}\right)}$. By using these asymptotic expressions, the following limiting values of $\omega_{1} \varphi$ and $\omega_{2} \varphi$ are obtained

$$
\begin{gather*}
\omega_{1} \varphi=\left[\begin{array}{ll}
0, & \eta<b_{2}, \\
\sqrt{\left(\eta^{2}-b_{2}^{2}\right) /\left(1-\eta^{2}\right)}, & \eta>b_{2},
\end{array}\right.  \tag{5.75}\\
\omega_{2} \varphi=\left[\begin{array}{ll}
\eta / \sqrt{b_{2}^{2}-\eta^{2}}, & \eta<b_{2}, \\
\infty, & \eta>b_{2} .
\end{array}\right. \tag{5.76}
\end{gather*}
$$

Substituting these into (5.73) leads to the required expressions for the complex shear moduli

$$
\begin{gather*}
G_{c 1}=G\left[1-\int_{0}^{b_{2}} p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta-\int_{b_{2}}^{1} \frac{p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta}{1+i \sqrt{\left(\eta^{2}-b_{2}^{2}\right) /\left(1-\eta^{2}\right)}}\right]  \tag{5.77}\\
G_{c 2}=G\left[1-\int_{0}^{b_{2}} \frac{p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta}{1+i \eta / \sqrt{b_{2}^{2}-\eta^{2}}}\right] . \tag{5.78}
\end{gather*}
$$

The first expression gives a complex shear modulus for the component with a very low frequency, whereas the second one is for the component with a high frequency. Replacing in the latter integral the integration variable $\eta$ by $\eta b_{2}$ gives

$$
\begin{equation*}
G_{c 2}=G\left[1-\int_{0}^{1} \frac{p\left(\Gamma b_{2} \eta / n\right) \Gamma b_{2} d \eta}{n\left(1+i \eta / \sqrt{1-\eta^{2}}\right)}\right] \tag{5.79}
\end{equation*}
$$

which coincides exactly with the expression for the shear modulus (5.68) for a monoharmonic deformation with intensity $\Gamma b_{2}$, the latter being equal to the intensity of high frequency strain component of the biharmonic process.

Thus we can conclude that the presence of a very low frequency component in the deformation law does not influence the damping properties of the material at high frequency.

Another fact that is worth considering is that the imaginary part of the complex shear modulus (5.77) is not zero. Hence, the presence of a high frequency component does not totally suppress the damping ability of the material at low frequency. This fact is especially remarkable since it confirms a hysteretic character of the internal friction. Indeed, if the internal friction were not of a hysteretic character and were dependent on the strain rate, the above affect of suppression would take place.
3. An analysis of situations in which the component of the second frequency considerably prevails over the component of the first frequency is of interest. In order to analyse this situation we let $b_{2} \rightarrow 1$ in (5.71). The result is

$$
\omega_{1} \varphi=\frac{k \eta}{\sqrt{1-\eta^{2}}}, \quad \omega_{2} \varphi=\frac{\eta}{\sqrt{1-\eta^{2}}}
$$

This gives

$$
\begin{align*}
& G_{c 1}=G\left[1-\int_{0}^{1} \frac{p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta}{1+i k \eta / \sqrt{1-\eta^{2}}}\right]  \tag{5.80}\\
& G_{c 2}=G\left[1-\int_{0}^{1} \frac{p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta}{1+i \eta / \sqrt{1-\eta^{2}}}\right] . \tag{5.81}
\end{align*}
$$

As expected, the complex rigidity of the more powerful component $G_{c 2}$ does not depend upon the weak component. But the complex modulus of the weak component $G_{c 1}$ is totally dependent on the intensity of the strong component and the ratio of both frequencies. Coincidence of expressions (5.80) and (5.66) is somewhat unexpected.

In conclusion we consider some examples of numerical work from equations of the present Section. The complex shear modulus was taken in the form of (5.45), (5.47) and (5.48). Figures 5.1-5.5 show $R_{1}, R_{2}, I_{1}$ and $I_{2}$ versus $k$ for various values of $b_{2}$ and $\alpha=1$. The results were obtained by numerical integration.

Analysis of these figures leads to the following qualitative conclusions.

1. The damping of each frequency component depends on the global intensity $\Gamma$, intensities of the harmonic components and the ratio of their frequencies, but it does not depend upon the values of the frequencies.
2. The curve $I_{2}(k)$ lies above the level $I_{2}(0)$. By means of analysis of the limiting case it has been shown that $I_{2}(0)$ characterises the damping of the high frequency component when a low frequency component is absent. Hence, damping $I_{2}$ of the high frequency component is always higher with a low frequency component than without it.
3. The dashed lines in Figs 5.1-5.5 show the value of $I_{1}$ which corresponds to the damping of the low frequency component when a high frequency


FIGURE 5.1. Parameters $R_{r}$ and $I_{r}$ for the first ( $r=1$ ) and the second ( $r=2$ ) harmonics versus $k$ for $b_{2}^{2}=0$ and $\alpha=1$.


FIGURE 5.2. Parameters $R_{r}$ and $I_{r}$ for the first ( $r=1$ ) and the second ( $r=2$ ) harmonics versus $k$ for $b_{2}^{2}=0.25$ and $\alpha=1$.


FIGURE 5.3. Parameters $R_{r}$ and $I_{r}$ for the first ( $r=1$ ) and the second ( $r=2$ ) harmonics versus $k$ for $b_{2}^{2}=0.5$ and $\alpha=1$.


FIGURE 5.4. Parameters $R_{r}$ and $I_{r}$ for the first $(r=1)$ and the second ( $r=2$ ) harmonics versus $k$ for $b_{2}^{2}=0.75$ and $\alpha=1$.


FIGURE 5.5. Parameters $R_{r}$ and $I_{r}$ for the first ( $r=1$ ) and the second ( $r=2$ ) harmonics versus $k$ for $b_{2}^{2}=1$ and $\alpha=1$.
component is absent. This line crosses the curve $I_{1}(k)$ for any value of $b_{2}$ from the interval $[0,1]$. Hence, damping of the low frequency component is always higher with a high frequency component than without it for not very distinct frequencies ( $k \approx 1$ ) and lower for considerably distinct frequencies ( $k \approx 0$ ).
4. A total suppression of the damping ability of the lower frequency component $(k \approx 0)$ does not occur, since $I_{1}(0) \neq 0$ for $0<b_{2}<1$.

### 5.5 The simple case of broad band deformation

The simplest broad band random process is white noise. However this process is not suitable for analysis. The reason for this is that it has an unbounded root-mean-square $\Gamma$. The latter appears in the main equations of Section 5.3 which are not feasible for unbounded values of $\Gamma$. With this in view we consider an analysis of material behaviour for a random deformation with the following spectral density

$$
\begin{equation*}
S(\omega)=\frac{\Gamma^{2} \beta}{\pi\left(1+\beta^{2} \omega^{2}\right)} \tag{5.82}
\end{equation*}
$$

where $\beta$ is positive. The root-mean-square of this process is bounded and equal to $\Gamma^{2}$. Substitution of (5.82) into (5.49) and evaluation of the integral yields the following equation for $\varphi$

$$
\begin{equation*}
1-\eta^{2}=\beta /(\beta+\varphi) \tag{5.83}
\end{equation*}
$$

Its solution is

$$
\begin{equation*}
\varphi=\beta \eta^{2} /\left(1-\eta^{2}\right) \tag{5.84}
\end{equation*}
$$

Inserting this into the expression for the complex shear modulus (5.44) gives

$$
\begin{equation*}
G_{c}=G\left[1-\int_{0}^{1} \frac{p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta}{1+i \Omega \eta^{2} /\left(1-\eta^{2}\right)}\right] \tag{5.85}
\end{equation*}
$$

with $\Omega$ being a nondimensional frequency $\Omega=\omega \beta$.
For a power function of the yield stress distribution (2.28)

$$
\begin{equation*}
p(h)=\alpha H h^{\alpha-1}, \alpha>0 \tag{5.86}
\end{equation*}
$$

we arrive at equations for the complex shear modulus (5.45) and (5.47) in which

$$
\begin{equation*}
R-i I=\alpha \int_{0}^{1} \frac{\eta^{\alpha-1} d \eta}{1+i \Omega \eta^{2} /\left(1-\eta^{2}\right)} \tag{5.87}
\end{equation*}
$$

This integral may be expressed in terms of the hypergeometric function $F$ as follows

$$
\begin{equation*}
R-i I=F\left(1, \frac{\alpha}{2}, 1+\frac{\alpha}{2}, 1-i \Omega\right)-\frac{\alpha}{2+\alpha} F\left(1,1+\frac{\alpha}{2}, 2+\frac{\alpha}{2}, 1-i \Omega\right) \tag{5.88}
\end{equation*}
$$

As a matter of fact, the existence of this formula is useless because of the absence of suitable tables. For this reason, it seems reasonable to perform a numerical evaluation of the integral in (5.87). For $\alpha$ being a whole number integral (5.87) can be expressed in terms of elementary functions. For $\alpha \rightarrow 0$ we have

$$
R-i I=1,
$$

and the imaginary part is equal to zero. It indicates that a "linear internal damping" does not exist. The previous analysis of "internal damping" under harmonic deformation has already led to this conclusion.

For $\alpha \rightarrow 1$ we obtain easily that

$$
\begin{equation*}
R-i I=\frac{1}{1-i \Omega}\left[1+\frac{i \Omega}{2 \sqrt{1-i \Omega}} \ln \frac{i \Omega}{(1+\sqrt{1-i \Omega})^{2}}\right] . \tag{5.89}
\end{equation*}
$$

The dependencies of $R$ and $I$ versus $\Omega$ are shown in Fig. 5.6.
For $\alpha \rightarrow 2$ the integration in (5.87) yields

$$
\begin{equation*}
R-i I=\frac{1}{1-i \Omega}\left[1+\frac{i \Omega \ln i \Omega}{1-i \Omega}\right] \tag{5.90}
\end{equation*}
$$

The results of computation due to the latter equation are shown in Fig. 5.7. The dashed lines in Figs 5.6 and 5.7 visualize the values of $R_{h}$ and $I_{h}$


FIGURE 5.6. Parameters $R, I$ and $R_{h}, I_{h}$ versus $\Omega$ for $\alpha=1$.


FIGURE 5.7. Parameters $R, I$ and $R_{h}, I_{h}$ versus $\Omega$ for $\alpha=2$.
for harmonic deformation with the same value of $\Gamma^{2}$ as for the broad-band process.

Dependencies $I=I(\Omega)$ are of crucial interest, as they determine the damping ability of a material. Their consideration leads to the following qualitative conclusions.

1. The damping properties of a material under broad-band deformation do not strongly depend on frequency, at least in that part of the spectrum which is shown in the above figures. The main portion of energy of the random process is contained in this part of the spectrum.
2. The curves $I=I(\Omega)$ and $I_{h}=I_{h}(\Omega)$ are located rather close to each other in the main part of the spectrum. This allows us to draw the important practical conclusion that the error is expected to be relatively small if one takes the damping factor computed for a monoharmonic deformation with the same mean square as for the analysis of a broad-band deformation. Figures 5.6 and 5.7 indicate that the maximum error due to this approximation may be estimated as $50 \%$ of $I_{h}$.

### 5.6 On determination of the distribution density of defects $p(h)$

A density of defects distribution is needed for effective use of the equations of this Chapter. In the fourth Chapter wherein the problem of singlefrequency vibrations was studied in detail, this question was not considered since for the analysis of vibration in a body of arbitrary form it is sufficient to know only the universal material characteristic, namely a function $\beta(\Gamma)$, which is an integral transform of $p(h)$. The function $\beta(\Gamma)$ allows immediate identification from a test with a uniform state of stress, say, pure shear. However, in random vibration problems the complex shear modulus depends essentially on the spectral density of strains, so one fails to introduce a universal integral characteristic and function $p(h)$ itself is required.

One of the possible ways to determine $p(h)$ is to use experimental data on damping properties of materials for a simple deformation process. Assuming that the latter is a harmonic process, we assume that the dependence of the energy dissipation factor

$$
\begin{equation*}
v\left(\frac{\Gamma}{n}\right)=\operatorname{Im} \frac{G_{c}}{G} \tag{5.91}
\end{equation*}
$$

on parameter $\Gamma / n$ is known, Im denoting an imaginary part.
Introducing the notation that

$$
\begin{equation*}
x=\Gamma / n, \eta=\sin \varphi, u(h)=h p(h) \tag{5.92}
\end{equation*}
$$

and making use of (5.91) and (5.68) yields the following integral equation

$$
\begin{equation*}
v(x)=\int_{0}^{\pi / 2} u(x \sin \varphi) \cos ^{2} \varphi d \varphi \tag{5.93}
\end{equation*}
$$

The solution to this equation gives the required answer on the posed question. Let us construct the following combination of parameters

$$
\begin{equation*}
w(x)=2 v(x)+x v^{\prime}(x), \tag{5.94}
\end{equation*}
$$

where the prime denotes derivation with respect to $x$. Then

$$
\begin{equation*}
w(x)=2 \int_{0}^{\pi / 2} u(x \sin \varphi) \cos ^{2} \varphi d \varphi+\int_{0}^{\pi / 2} x u^{\prime}(x \sin \varphi) \cos ^{2} \varphi \sin \varphi d \varphi \tag{5.95}
\end{equation*}
$$

Simplifying the latter integral by means of integration by parts we arrive at the classical Schlömilch equation

$$
\begin{equation*}
w(x)=2 \int_{0}^{\pi / 2} u(x \sin \varphi) d \varphi \tag{5.96}
\end{equation*}
$$

The only smooth solution to this equation, cf. [188], is given by

$$
\begin{equation*}
u(x)=\frac{2}{\pi}\left[w(0)+x \int_{0}^{\pi / 2} w^{\prime}(x \sin \varphi) d \varphi\right] \tag{5.97}
\end{equation*}
$$

One must put $v(0)=0$ and thus $w(0)=0$, otherwise the expression for $p(h)$ has a singularity

$$
\frac{2}{\pi} \frac{w(0)}{h}
$$

which is not integrable at $h=0$. This contradicts the physical meaning of $p(h)$ which is a probability density, and, thus must be integrable. Putting $w(0)=0$ in eq. (5.97) we obtain due to (5.92)

$$
\begin{equation*}
p(x)=\frac{2}{\pi} \int_{0}^{\pi / 2} w^{\prime}(x \sin \varphi) d \varphi \tag{5.98}
\end{equation*}
$$

The final result in the original notation is as follows

$$
\begin{equation*}
p(x)=\frac{2}{\pi}\left[\int_{0}^{\pi / 2} 3 v^{\prime}(x \sin \varphi)+v^{\prime \prime}(x \sin \varphi) x \sin \varphi\right] d \varphi \tag{5.99}
\end{equation*}
$$

As follows from (5.99) the model of the elastoplastic material under consideration does not admit an amplitude-independent dissipation of energy. If $v$ were constant then (5.99) would render $p=0$ and thus $v=0$ due to (5.93). The latter means that energy dissipation is absent. The same conclusion has been drawn in Section 2.4 based on an approximation of the distribution density in the form of a power function.

## 6

## Random vibrations of elastoplastic bodies

### 6.1 The Galerkin method in the problem of random vibrations

Proceeding to the boundary-value problems of the theory of elastoplastic vibration, we make use of the variational equation of continuum mechanics, eq. (4.9)

$$
\begin{equation*}
\int_{V}[\rho(\ddot{\mathbf{u}}-\mathbf{K}) \cdot \delta \mathbf{u}+\boldsymbol{\tau}: \delta \varepsilon] d V-\int_{O} \mathbf{p} \cdot \delta \mathbf{u} d O=0 \tag{6.1}
\end{equation*}
$$

The vector of displacement is sought in the form of a series expansion in terms of the free elastic normal modes $\mathbf{u}_{l}$ of the body

$$
\begin{equation*}
\mathbf{u}=\sum_{l=1}^{N} \mathbf{u}_{l} q_{l}(t) \tag{6.2}
\end{equation*}
$$

where $q_{l}$ are functions of time only and referred to as the generalised coordinates.

The normal modes of the elastic vibrations of the body satisfy the known conditions of orthogonality

$$
\begin{align*}
& \int_{V} \rho \mathbf{u}_{n} \cdot \mathbf{u}_{l} d V=m_{l} \delta_{n l}, \\
& \int_{V}\left(k \vartheta_{n} \vartheta_{l}+4 G \mathbf{e}_{n}: \mathbf{e}_{l}\right) d V=c_{l} \delta_{n l}, \tag{6.3}
\end{align*}
$$

where $\vartheta_{l}$ and $\mathbf{e}_{l}$ denote the dilatation and the strain deviator for $l$-th normal mode, respectively, and $\delta_{n l}$ stands for the Kronecker delta.

The coefficients $m_{l}$ and $c_{l}$ are given as follows

$$
\begin{equation*}
m_{l}=\int_{V} \rho \mathbf{u}_{l}^{2} d V, c_{l}=\int_{V}\left(k \cdot \vartheta_{l}^{2}+4 G \Gamma_{l}^{2}\right) d V \tag{6.4}
\end{equation*}
$$

with $\Gamma_{l}$ being the intensity of the shear strain due to $l$-th normal mode. Coefficients $m_{l}$ and $c_{l}$ are called the generalised mass and the generalised rigidity, respectively.

Considering only those variations in (6.1) which belong to class (6.2) and taking into account that the variations $\delta q_{l}$ are arbitrary, we obtain by means of the orthogonality conditions (6.3) the following set of equations for the generalised coordinates

$$
\begin{equation*}
m_{l} \ddot{q}_{l}+B_{l}=Q_{l,} l=1,2, \ldots N \tag{6.5}
\end{equation*}
$$

where

$$
\begin{gather*}
Q_{l}(t)=\int_{V} \rho \mathbf{K} \cdot \mathbf{u}_{l} d V+\int_{O} \mathbf{p} \cdot \mathbf{u}_{l} d O  \tag{6.6}\\
B_{l}=\int_{V} \tau: \varepsilon_{l} d V \tag{6.7}
\end{gather*}
$$

The system (6.5) is nonlinear since the relation between $\tau$ and $\varepsilon$ is given by the nonlinear equations of Section 3.1. Assuming that the external loads $\mathbf{K}$ and $\mathbf{p}$ are stationary random functions of time, the generalised forces $Q_{l}(t)$ turn out to be stationary and stationarily related random functions. A steady-state solution of system (6.5) is then governed by stationary and stationarily related random functions $q_{l}$. In order to facilitate the problem of their determination we perform a statistical linearization of the nonlinearity in eq. (6.5) before evaluating the volume integral (6.7). Using the linearization results of Section 5.2 yields

$$
\begin{equation*}
m_{l} \ddot{q}_{l}+c_{l} q_{l}+\sum_{n=1}^{N} D_{n l} q_{n}(t)=Q_{l}, \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{n l}=\int_{V} 2\left(G_{c}-G\right) \mathbf{e}_{n}: \mathbf{e}_{l} d V \tag{6.9}
\end{equation*}
$$

While deriving eq. (6.8) we converted to the complex exponential form of the variables. The coefficients $D_{n l}$ are complex frequency-dependent values, so that the form of eqs. (6.8) is as conventional as that of eq. (5.31).

In system (6.8) the effect of plastic deformation is taken into account by terms $Q_{n l}$. Provided that the latter are absent, i.e. $D_{n l}=0$, system (6.8) takes the following form

$$
\begin{equation*}
m_{l} \ddot{q}_{l}+c_{l} q_{l}=Q_{l} \tag{6.10}
\end{equation*}
$$

This equation describes the driven vibrations of a set of non-interacting oscillators with the natural frequencies

$$
\begin{equation*}
\omega_{l}=\sqrt{\frac{c_{l}}{m_{l}}} . \tag{6.11}
\end{equation*}
$$

It what follows, a typical case in which all natural frequencies are different is studied.

In applied problems of the theory of energy dissipation, the effect of plastic deformations is usually very small, that is $\left|D_{n l}\right| \ll c_{l}$. The asymptotically leading part of the solution is governed by the following system of equations

$$
\begin{equation*}
m_{l} \ddot{q}_{l}+\left(c_{l}+D_{l l}\right) q_{l}=Q_{l}, \tag{6.12}
\end{equation*}
$$

with a diagonal matrix of coefficients, cf. [38] and [189].
By means of a spectral representation of random functions

$$
\begin{equation*}
Q_{l}(t)=\int_{-\infty}^{\infty} e^{i \omega t} V_{l}(\omega) d \omega \tag{6.13}
\end{equation*}
$$

with $V_{l}(\omega)$ being correlated white noises, it is easy to find the stationary solution of system (6.12)

$$
\begin{equation*}
q_{l}(t)=\int_{-\infty}^{\infty} \frac{e^{i \omega t} V_{l}(\omega) d \omega}{c_{l}+D_{l l}-m_{l} \omega^{2}} \tag{6.14}
\end{equation*}
$$

Expression (6.14) is a spectral representation of the generalised coordinates. The probabilistic properties of the variables of interest can be easily found from the latter equation by means of the standard technique of the spectral theory of random functions. For example, a spectral representation of the strain deviator is as follows

$$
\begin{equation*}
\mathbf{e}=\int_{-\infty}^{\infty} \sum_{l} \frac{\mathbf{e}_{l} V_{l}(\omega) e^{i \omega t} d \omega}{c_{l}+D_{l l}-m_{l} \omega^{2}} . \tag{6.15}
\end{equation*}
$$

Inserting this into an expression for $\Gamma^{2}$ and taking the expected value yields

$$
\begin{equation*}
\Gamma^{2}=\frac{1}{2} \sum_{n, l} \int_{-\infty}^{\infty} \frac{\mathbf{e}_{l}: \mathbf{e}_{n} S_{l n}(\omega) d \omega}{\left(c_{l}+D_{l l}-m_{l} \omega^{2}\right)\left(c_{n}+D_{n n}^{*}-m_{n} \omega^{2}\right)} \tag{6.16}
\end{equation*}
$$

where $S_{l n}(\omega)$ is a cross-spectral density of the generalised forces $Q_{l}$ and $Q_{n}$.

It should, however, be kept in mind that the problem of defining $\Gamma$ is not completed since the expressions for $G_{c}$ and thus $D_{l l}$ depend on some root-mean-square values. In order to determine these, let us consider eq. (5.49). By virtue of (6.16) the spectral density of strains $S(\omega)$ which appears in this equation is as follows

$$
\begin{equation*}
S(\omega)=\frac{1}{2} \sum_{n, l} \frac{\mathbf{e}_{l}: \mathbf{e}_{n} S_{l n}(\omega)}{\left(c_{l}+D_{l l}-m_{l} \omega^{2}\right)\left(c_{n}+D_{n n}^{*}-m_{n} \omega^{2}\right)} . \tag{6.17}
\end{equation*}
$$

Equation (5.49) then takes the form

$$
\begin{equation*}
1-\eta^{2}=\frac{1}{2 \Gamma^{2}} \int_{-\infty}^{\infty} \sum_{n, l} \frac{\left[1+(\omega \varphi)^{2}\right]^{-1} \mathbf{e}_{l}: \mathbf{e}_{n} S_{l n}(\omega) d \omega}{\left(c_{l}+D_{l l}-m_{l} \omega^{2}\right)\left(c_{n}+D_{n n}^{*}-m_{n} \omega^{2}\right)} \tag{6.18}
\end{equation*}
$$

An expression for $D_{l l}$ that appears in the above equations is given by

$$
\begin{equation*}
D_{l l}=\int_{V} 4 G \Gamma_{l}^{2}\left\{\int_{0}^{1} \frac{1}{1+i \omega \varphi(\eta)} p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta\right\} d V \tag{6.19}
\end{equation*}
$$

with $\Gamma_{l}$ being the intensity of the shear strain due to $l$-th normal mode.
Equations (6.16), (6.18) and (6.19) form a closed system of equations for the unknown variables $\Gamma, D_{l l}$ and $\varphi(\eta)$. It should be noted that $\Gamma$ is not a constant, but is dependent on the spatial coordinates, cf. (6.16). Function $\varphi(\eta)$ also depends upon the spatial coordinates, while coefficients $D_{l l}$ are frequency-dependent. For this reason, the problem of solving the present system of equations is very difficult in general.

By formally substituting eqs. (6.16) and (6.19) into (6.18) the whole problem is reduced to a single equation for $\varphi$. Function $\varphi$ is present in this equation not only explicitly, but also implicitly by means of the integral in $D_{l l}$. Therefore, this equation is an implicit integral equation.

Let us consider some particular external loads.
A practical situation of considerable interest is the case in which the external loads (6.13) are wide-band, i.e. they are assumed to have smooth spectral and cross-spectral densities. Consider first expression (6.16). For $D_{l l} \rightarrow 0$ such an integral

$$
\int_{-\infty}^{\infty} \frac{S_{l n}(\omega) d \omega}{\left(c_{l}+D_{l l}-m_{l} \omega^{2}\right)\left(c_{n}+D_{n n}^{*}-m_{n} \omega^{2}\right)}
$$

is bounded if $l \neq n$ whereas the following integral

$$
\begin{equation*}
I_{l}=\int_{-\infty}^{\infty} \frac{S_{l l}(\omega) d \omega}{\left|c_{l}+D_{l l}-m_{l} \omega^{2}\right|^{2}} \tag{6.20}
\end{equation*}
$$

increases without bound for a smooth spectral density $S_{l l}(\omega)$. Therefore, for small $D_{l l}$ the terms $n=l$ form the major contribution to the sum in (6.16), so that we have asymptotically

$$
\begin{equation*}
\Gamma^{2}=\sum_{l} \Gamma_{l}^{2} I_{l} \tag{6.21}
\end{equation*}
$$

Let us find an asymptotic representation of integral (6.20) for small $D_{l l}$. The main contribution (in accordance to the terminology of [36]) is due to the points $\omega= \pm \omega_{l}$, i.e. the following approximate equation is obtained

$$
\begin{equation*}
I_{l}=2 S_{l} \int_{0}^{\infty} \frac{d \omega}{\left|c_{l}+D_{l l}\left(\omega_{l}\right)-m_{l} \omega^{2}\right|^{2}} \tag{6.22}
\end{equation*}
$$

where

$$
S_{l}=S_{l l}\left(\omega_{l}\right)
$$

and $D_{l l}\left(\omega_{l}\right)$ stands for $D_{l l}$ at $\omega=\omega_{l}$. As the denominator of the integrand in (6.22) is a quadratic function of $\omega^{2}$ use is made of the following integral, cf. [44]

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d z}{a+b z^{2}+c z^{4}}=\frac{\pi \cos (\alpha / 2)}{2 c q^{3} \sin \alpha} \tag{6.23}
\end{equation*}
$$

where

$$
\begin{equation*}
q=\sqrt[4]{\frac{a}{c}}, \cos \alpha=-\frac{b}{2 \sqrt{a c}} \tag{6.24}
\end{equation*}
$$

This leads to the following asymptotic value of the integral

$$
\begin{equation*}
I_{l}=\frac{\pi S_{l}}{m_{l} \omega_{l} d_{l}} \tag{6.25}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{l}=\int_{V} 4 G \Gamma_{l}^{2}\left\{\int_{0}^{1} \frac{\omega_{l} \varphi(\eta)}{1+\left[\omega_{l} \varphi(\eta)\right]^{2}} p\left(\frac{\Gamma}{n} \eta\right) \frac{\Gamma}{n} d \eta\right\} d V \tag{6.26}
\end{equation*}
$$

Equation (6.21) then takes the form

$$
\begin{equation*}
\Gamma^{2}=\sum_{l} \frac{\pi \Gamma_{l}^{2} S_{l}}{m_{l} \omega_{l} d_{l}} \tag{6.27}
\end{equation*}
$$

Similar evaluations allow eq. (6.18) to be simplified and represented in the form

$$
\begin{equation*}
1-\eta^{2}=\sum_{l} \frac{\pi \Gamma_{l}^{2} S_{l}}{\Gamma^{2} m_{l} \omega_{l} d_{l}} \frac{1}{1+\left[\omega_{l} \varphi\right]^{2}} \tag{6.28}
\end{equation*}
$$

Equations (6.26)-(6.28) generate a system of equations for $\Gamma, \varphi$ and $d_{l}$ in the case of a wide-band loading.

It is worth noting that eq. (6.28) for $\varphi$ has the same structure as eq. (5.63) in the case of a polyharmonic deformation provided that

$$
\begin{equation*}
b_{l}^{2}=\frac{\pi \Gamma_{l}^{2} S_{l}}{\Gamma^{2} m_{l} \omega_{l} d_{l}} \tag{6.29}
\end{equation*}
$$

This is certainly not a coincidence, but reflects the fact that the vibrations of a lightly damped body under broad-band load are a set of narrow-band vibrations, their mean frequencies being close to the body eigenfrequencies.

The following case is of some interest to experimentalists. Several harmonics are tuned in resonances with some natural frequencies, but have random and independent phases. Assuming that the each phase is uniformly distributed in $[0,2 \pi]$ and retaining only asymptotically leading terms we obtain from (6.16) and (6.17)

$$
\begin{equation*}
\Gamma^{2}=\sum_{l} \frac{\Gamma_{l}^{2} a_{l}^{2}}{2}, 1-\eta^{2}=\sum_{l} \frac{\Gamma_{l}^{2} a_{l}^{2}}{2 \Gamma^{2}} \frac{1}{1+\left[\omega_{l} \varphi\right]^{2}} \tag{6.30}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{l}=A_{l} / d_{l} \tag{6.31}
\end{equation*}
$$

In these equations $a_{l}$ and $A_{l}$ imply amplitudes of harmonics with frequency $\omega_{l}$ in generalised coordinate $q_{l}$ and generalised force $Q_{l}$, respectively. Equations (6.30) together with eq. (6.26) generate a system for $\Gamma, \varphi$ and $d_{l}$ in this particular case of loading.

Equations (6.12) can also be used for analysis of a slowly-decaying free vibration in an elastoplastic body. Putting $Q_{l}=0$ in them and looking for a solution in the form

$$
\begin{equation*}
q_{l}(t)=\operatorname{Re}\left[a_{l}(t) e^{i \varphi_{l}(t)}\right] \tag{6.32}
\end{equation*}
$$

where $a_{l}$ is an amplitude and $\varphi_{l}$ is a phase, we obtain by the method of slowly varying coefficients, see Section 2.6, the following equations for $a_{l}$ and $\varphi_{l}$

$$
\begin{equation*}
\dot{\varphi}_{l} \approx \omega_{l}, \dot{a}_{l} \dot{\varphi}_{l}=-\frac{a_{l} d_{l}}{2 m_{l}} . \tag{6.33}
\end{equation*}
$$

Only asymptotically leading terms are retained in these equations, $d_{l}$ being a small parameter. These equations enable us to find a logarithmic decrement of slowly-decaying vibration due to each mode of vibration

$$
\begin{equation*}
\Delta=\pi d_{l} / c_{l} \tag{6.34}
\end{equation*}
$$

We evaluate the integrals in eqs. (6.18) and (6.16) under the assumption that the initial values of the phases $\varphi_{l}(0)$ are statistically independent and
uniformly distributed in the interval $[0,2 \pi]$. As a result we arrive at eq. (6.30) which together with eqs. (6.26) indicate a very complicated dependence of decrements (6.34) on the amplitude of the harmonics $a_{l}$.

Sometimes it is convenient to use the relations in which the stresses appear. The following formulae, cf. eqs. (5.58) and (3.1)

$$
\begin{align*}
& T=2 G \Gamma \\
& T_{l}=2 G \Gamma_{l}  \tag{6.35}\\
& \sigma_{l}=k \vartheta_{l}
\end{align*}
$$

solve this problem. In these equations $T$ stands for the root-mean-square of the shear stress intensity, whilst $T_{l}$ and $\sigma_{l}$ denote intensities of shear stress and mean normal stress for the $l$-th mode of elastic vibration, respectively.

As mentioned above, the performed analysis is valid only for sufficiently distinct natural frequencies of the body. The case of equal or a rather close natural frequencies gives rise to additional difficulties. The main complication is that the system (6.8) cannot be replaced by (6.12) because one has to take into account the non-diagonal elements $D_{n l}$. This question will not be studied here. It will only be pointed out that the equation derived may be applied to the case of equal natural frequencies $\omega_{n}=\omega_{l}$ provided that the non-diagonal elements $D_{n l}$ vanish and the corresponding generalised forces $Q_{n}$ and $Q_{l}$ are statistically independent, i.e. $S_{l n}=0$.

### 6.2 Random vibrations of an oscillator

Consider a simple example of an elastoplastic body under a broad band random loading. The system under consideration is depicted in Fig. 2.5, $p(t)$ implying now a broad-band random load. The system body consists of a lumped mass $m$ and a cylindrical elastoplastic element of length $L$ and cross-sectional area $F$. By analogy with Section 2.5 we assume that the mass of the elastoplastic element is much smaller than the lumped mass. In this case, the fundamental frequency of longitudinal vibration is essentially lower than the other eigenfrequencies of longitudinal vibration. Assuming that the loading spectrum is broad but does not reach the frequency domain of higher eigenfrequencies, we conclude that only the fundamental frequency may be included in the analysis.

Let us denote the vertical displacement of the lumped mass by $q_{1}$. The fundamental mode of the deformable element $w_{1}$ is then as follows

$$
\begin{equation*}
w_{1}=z / L, \tag{6.36}
\end{equation*}
$$

where $z$ is the vertical coordinate, $z=0$ corresponding to the fixed end. The only non-zero stress is the normal stress $\sigma_{z}$ which is constant over the volume of the deformable element when the system vibrates due to its
fundamental mode. Hence

$$
\begin{equation*}
T_{1}=\sigma_{z} / \sqrt{3} \tag{6.37}
\end{equation*}
$$

and $\sigma_{z}$ is expressed in terms of $w_{1}$ as follows

$$
\begin{equation*}
\sigma_{z}=E \frac{d w_{1}}{d z}=\frac{E}{L} \tag{6.38}
\end{equation*}
$$

where $E$ is the Young's modulus of the material of the deformable element.
Neglecting the mass of the deformable elements and using the equations of Section 6.1, we obtain

$$
\begin{gather*}
m_{1}=m  \tag{6.39}\\
c_{1}=E F / L  \tag{6.40}\\
Q_{1}(t)=p(t) . \tag{6.41}
\end{gather*}
$$

Equations (6.26)-(6.28) together with eq. (6.35) lead to the following expressions

$$
\begin{gather*}
d_{1}=F L \frac{T_{1}^{2}}{G} \int_{0}^{1} \frac{\omega_{1} \varphi(\eta)}{1+\left[\omega_{1} \varphi(\eta)\right]^{2}} p\left(\frac{T \eta}{2 G n}\right) \frac{T}{2 G n} d \eta  \tag{6.42}\\
T^{2}=\frac{\pi T_{1}^{2} S_{1}}{m_{1} \omega_{1} d_{1}}  \tag{6.43}\\
1-\eta^{2}=\left\{1+\left[\omega_{1} \varphi(\eta)\right]^{2}\right\}^{-1} \tag{6.44}
\end{gather*}
$$

The latter equation coincides exactly with the equation for $\varphi$ under monoharmonic deformation at frequency $\omega_{1}$. The only value of frequency that appears in eq. (6.42) is $\omega_{1}$. Hence, analysing the vibration of an oscillator under a broad-band excitation we can use the results of the energy dissipation theory derived for a harmonic deformation. This reflects the fact that a lightly damped oscillator driven by a wide-band random loading exhibits narrow-band random vibrations with a central frequency equal to the oscillator's eigenfrequency.

As a matter of fact, the example studied is concerned with the random vibration of a hysteretic oscillator. This problem has been reported in the literature, cf. [23], [43], [101] etc., and an approximate solution has been found. The solution relied very much on the assumption of narrow-band vibration of the oscillator which allows the dependencies for harmonic vibrations of the hysteretic element to be applied. The present analysis actually gives a formal substantiation of this technique. Moreover, the general equations of Section 6.1 allow us to omit the assumption of small hysteretic
effects or narrow-band vibration. By means of eqs. (3.114) and (3.94), expression (6.42) can be transformed to the familiar form

$$
d_{1}=F L \frac{T_{1}^{2}}{G} D(T)
$$

Function $D(T)$ has already appeared in the analysis of single-frequency vibrations of an elastoplastic body. It should, however, be kept in mind that in this case one must put $n=0.90$ in the equation for $D$, and not $n=1.27$ as in Chapters 3 and 4. It has already been pointed out in Section 5.2. There also exists a difference in the arguments of the function $D$. Here $T$ denotes a root-mean-square of intensity of shear stress whereas in the above Chapters it denoted amplitude of the shear stress intensity.

The above-said is completely applicable to vibrations in an arbitrary body provided that it is known a priori that one vibration mode is sufficient for the modelling. The resulting equations are

$$
\begin{gather*}
d_{1}=\int_{V} \frac{T_{1}^{2}}{G} D(T) d V  \tag{6.45}\\
T^{2}=\frac{\pi T_{1}^{2} S_{1}}{m_{1} \omega_{1} d_{1}} \tag{6.46}
\end{gather*}
$$

Equations (6.45) and (6.46) provide us with a system of equations for unknown $T$ and $d_{1}$. Substitution of the expression for $T$ due to (6.46) into (6.45) yields an algebraic equation for $d_{1}$. After its solution, $T$ can be found by means of (6.46). For example, for a power function (2.28) and a homogeneous material we obtain the following equation for $d_{1}$

$$
\begin{equation*}
d_{1}^{1+\alpha / 2}=4 G g\left(\frac{\pi S_{1}}{m_{1} \omega_{1}}\right)^{\alpha / 2} \int_{V}\left(\frac{T_{1}}{2 G}\right)^{2+\alpha} d V \tag{6.47}
\end{equation*}
$$

Here $g$ is given by (3.89) taking account of the above difference in values of $n$. Some examples of the evaluation of the integrals for certain bodies can be found in Chapter 4.

By means of the solution of eq. (6.47), the value of $T$ is given by

$$
\begin{equation*}
T=A T_{1} S_{1}^{1 /(2+\alpha)} \tag{6.48}
\end{equation*}
$$

where $A$ is a constant. As seen from (6.48), an increase in the load intensity does not lead to a proportional increase in stresses. The latter grows more slowly than the load.

Let us proceed to considering of the resonant vibration of a body due to its arbitrary single mode. The first equation in (6.30) and equations (6.35) yield

$$
\begin{equation*}
T^{2}=\frac{T_{1}^{2} A_{1}^{2}}{2 d_{1}^{2}} \tag{6.49}
\end{equation*}
$$

Inserting this into (6.45) we obtain an equation for $d_{1}$ for this particular load. For a power dependence $p(h)$ it takes the form

$$
\begin{equation*}
d_{1}^{1+\alpha / 2}=4 G g\left(\frac{A_{1}}{\sqrt{2}}\right)^{\alpha} \int_{V}\left(\frac{T_{1}}{2 G}\right)^{2+\alpha} d V \tag{6.50}
\end{equation*}
$$

The stresses are found by means of (6.49) due to $d_{1}$ given by (6.50). The result is

$$
\begin{equation*}
T=B T_{1} A_{1}^{1 /(1+\alpha)} \tag{6.51}
\end{equation*}
$$

with $B$ being a constant. Comparison of eqs. (6.48) and (6.51) leads to the conclusion that the stresses grow more rapidly in the second case than in the first one for the same increasing load.

An analysis of decaying vibrations in a single-degree-of-freedom-system is performed due to the general equation (6.34). The vibration decrement is

$$
\begin{equation*}
\Delta=\left\{\int_{V} \frac{1}{G}\left[\frac{3(1-2 \nu)}{2(1+\nu)} \Sigma^{2}+T^{2}\right] d V\right\}^{-1} \int_{V} \frac{T^{2}}{G} D(T) d V \tag{6.52}
\end{equation*}
$$

where $\nu$ is the Poisson ratio and $\Sigma$ denotes the root-mean-square of the mean normal stress. As might be expected, expressions (6.52) and (4.30) formally coincide. One should however be reminded of the different denotations in these expressions.

### 6.3 Analysis of experiments of biharmonic vibrations

The following experiment on a cantilever thin-walled tube-like specimen with a massive disc on its end has been reported in [143]. Assuming that the disc mass is much greater than the specimen mass, a practically uniform state of stresses is observed in the specimen when the system vibrates due to its first torsional and first longitudinal modes.

The torsional vibration causes a state of pure stress with an amplitude of shear stress $A_{t}$ in a thin walled tube, hence

$$
\begin{equation*}
T=T_{t}, \Sigma=0, T_{t}=A_{t} / \sqrt{2} \tag{6.53}
\end{equation*}
$$

Substituting these values into the general formula (6.52) we obtain the following expression for the decrement of torsional vibration

$$
\begin{equation*}
\Delta_{t}=D\left(T_{t}\right) \tag{6.54}
\end{equation*}
$$

Vibration due to the first mode of longitudinal vibration causes an uniaxial stress state, i.e.

$$
\begin{equation*}
T=T_{l}=\frac{A_{l}}{\sqrt{6}}, \Sigma=\frac{T}{\sqrt{3}}, \tag{6.55}
\end{equation*}
$$

where $A_{l}$ stands for the amplitude of the normal stress. By virtue of eqs. (6.55) and (6.52) we obtain the decrement of longitudinal vibration

$$
\begin{equation*}
\Delta_{l}=\frac{2(1+\nu)}{3} D\left(T_{l}\right) \tag{6.56}
\end{equation*}
$$

In the case of joint torsional-longitudinal vibration due to the above modes we arrive at equations (6.30) and (6.35) which are as follows

$$
\begin{gather*}
T^{2}=T_{t}^{2}+T_{l}^{2}  \tag{6.57}\\
1-\eta^{2}=\frac{b_{t}^{2}}{1+\left(\omega_{t} \varphi\right)^{2}}+\frac{b_{l}^{2}}{1+\left(\omega_{l} \varphi\right)^{2}}, \quad b_{t}=\frac{T_{t}}{T}, \quad b_{l}=\frac{T_{l}}{T} \tag{6.58}
\end{gather*}
$$

with $\omega_{t}$ and $\omega_{l}$ denoting the frequency of torsional and longitudinal vibrations, respectively.

Direct evaluation shows that the following identity

$$
\begin{equation*}
\mathbf{e}_{l}: \mathbf{e}_{t}=0 \tag{6.59}
\end{equation*}
$$

holds, where $\mathbf{e}_{l}$ and $\mathbf{e}_{t}$ stand for the strain deviator of torsional and longitudinal vibration mode, respectively. Therefore, due to (6.9) $D_{n l}=0$ for $n \neq l$. Taking into account the remark at the end of Section 6.1, we come to the conclusion that the equations of Section 6.1 are applicable in this case even if the frequencies of the torsional and longitudinal vibrations coincide. Equations for the decrements for each mode in the case of joint decaying vibrations are obtained by means of eqs. (6.34), (6.26) and (6.35). By virtue of eqs. (6.53) and (6.55) we find

$$
\begin{align*}
\Delta_{t} & =\pi \int_{0}^{1} \frac{\omega_{t} \varphi(\eta)}{1+\left[\omega_{t} \varphi(\eta)\right]^{2}} p\left(\frac{T \eta}{2 G n}\right) \frac{T}{2 G n} d \eta \\
\Delta_{l} & =\frac{2(1+\nu)}{3} \pi \int_{0}^{1} \frac{\omega_{l} \varphi(\eta)}{1+\left[\omega_{l} \varphi(\eta)\right]^{2}} p\left(\frac{T \eta}{2 G n}\right) \frac{T}{2 G n} d \eta . \tag{6.60}
\end{align*}
$$

Consider some limiting cases. Let the frequencies of torsional and longitudinal vibrations coincide. Equation (6.58) is then converted into (6.44)
which by virtue of general formulae (6.60), and leads to the following vibration decrements

$$
\begin{equation*}
\Delta_{t}=D\left(\sqrt{T_{t}^{2}+T_{l}^{2}}\right), \Delta_{l}=\frac{2(1+\nu)}{3} D\left(\sqrt{T_{t}^{2}+T_{l}^{2}}\right) \tag{6.61}
\end{equation*}
$$

Thus, they can be estimated by using dependence (6.54) for pure torsional vibrations. For the sake of simplicity, we restrict ourselves to the case of a linear dependence for $D(T)$, the latter being rather popular in practical applications and a good approximation to available experimental data. This enables expressions (6.61) to be represented in the form

$$
\begin{gather*}
\Delta_{t}=\Delta_{t 0} B_{t}\left(T_{l} / T_{t}\right), \Delta_{t 0}=D\left(T_{t}\right)  \tag{6.62}\\
\Delta_{l}=\Delta_{l 0} B_{l}\left(T_{t} / T_{l}\right), \Delta_{l 0}=\frac{2(1+\nu)}{3} D\left(T_{l}\right), \tag{6.63}
\end{gather*}
$$

where

$$
\begin{equation*}
B_{t}\left(\frac{T_{l}}{T_{t}}\right)=\sqrt{1+\left(\frac{T_{l}}{T_{t}}\right)^{2}}, B_{l}\left(\frac{T_{t}}{T_{l}}\right)=\sqrt{1+\left(\frac{T_{t}}{T_{l}}\right)^{2}} . \tag{6.64}
\end{equation*}
$$

The decrement of torsional vibration without a longitudinal one is denoted by $\Delta_{t 0}$, whilst $B_{t}$ characterises the change caused by the presence of the longitudinal vibration. By analogy, $\Delta_{l 0}$ means the decrement of longitudinal vibration without a torsional one, while $B_{l}$ describes the change caused by joint torsional-longitudinal vibration.

Dependencies $B_{t}$ and $B_{l}$ versus their arguments are represented by the upper curves in Figs 6.1 and 6.2. These indicate an increase in the decrement of torsional vibration after superposition of a longitudinal vibration, and vice versa.

Let us consider the limiting case in which the longitudinal frequency is much higher than the torsional one. Considering the ratio $\omega_{t} / \omega_{l}$ to be small and finding an asymptotic solution of eq. (6.58), we obtain as in Section 5.4

$$
\omega_{t} \varphi=\left[\begin{array}{ll}
\eta\left(\omega_{t} / \omega_{l}\right) / \sqrt{b_{l}^{2}-\eta^{2}} & \eta<b_{l}  \tag{6.65}\\
\sqrt{\left(\eta^{2}-b_{l}^{2}\right) /\left(1-\eta^{2}\right)}, & \eta>b_{l}
\end{array}\right.
$$

Substituting (6.65) into (6.60), we come to the following asymptotic expressions for the vibration decrements

$$
\begin{align*}
\Delta_{t} & =\frac{\pi}{b_{t}^{2}} \int_{b_{l}}^{1} \sqrt{\left(1-\eta^{2}\right)\left(\eta^{2}-b_{l}^{2}\right)} p\left(\frac{T \eta}{2 G n}\right) \frac{T}{2 G n} d \eta  \tag{6.66}\\
\Delta_{l} & =\frac{2 \pi(1+\nu)}{3 b_{l}^{2}} \int_{0}^{b_{l}} \eta \sqrt{b_{l}^{2}-\eta^{2}} p\left(\frac{T \eta}{2 G n}\right) \frac{T}{2 G n} d \eta \tag{6.67}
\end{align*}
$$



FIGURE 6.1. Dependence $B_{t}$ versus ratio of shear stress intensities for some frequency ratios $\omega_{t} / \omega_{l}$.


FIGURE 6.2. Dependence $B_{l}$ versus ratio of shear stress intensities for some frequency ratios $\omega_{t} / \omega_{l}$.

Replacing in the latter integral its integration variable $\eta$ by $\eta b_{l}$ leads to the following result

$$
\begin{equation*}
\Delta_{l}=\frac{2(1+\nu)}{3} D\left(T_{l}\right) \tag{6.68}
\end{equation*}
$$

Expression (6.68) coincides exactly with the decrement of longitudinal vibration (6.56). Hence, the presence of a low frequency torsional vibration does not influence the decay of high frequency longitudinal vibration. The following fact is also worth noting. The decrement of torsional vibration (6.66) is never zero, i.e. the presence of high-frequency longitudinal vibration does not completely suppress the damping ability of a material at low frequency torsional vibration. However, it is rather difficult to give an answer on the question as to whether this damping ability increases or decreases due to superposition of the longitudinal vibration. The reason for this is the complexity of expression (6.66). Therefore, we study a particular case $p=$ const in which the dependence $D=D(T)$ is linear due to eqs. (3.94) and (3.114). The integral in (6.66) is evaluated, yielding equations (6.62) and (6.63) in which

$$
\begin{equation*}
B_{l}=1, B_{t}=\frac{1}{b_{t}}\left[2 \mathrm{~B}\left(b_{t}\right)-\mathrm{E}\left(b_{t}\right)\right], \tag{6.69}
\end{equation*}
$$

where B and E are complete elliptic integrals. The dependencies (6.69) are represented by the lower curves in Figs. 6.1 and 6.2. The Figures indicate that superposition of a high frequency longitudinal vibration leads to a decrease in decrement of low frequency torsional vibration.

A theoretical analysis of the specimen behaviour for another frequency ratio and $p=$ const has been performed by means of numerical integration in the general formulae (6.58) and (6.60). The result is given by eqs. (6.62) and (6.63), and the dependencies $B_{t}$ and $B_{l}$ versus their arguments are shown in Figs. 6.1 and 6.2. The numbers near the curves indicate the frequency ratio $\omega_{t} / \omega_{l}$.

The case in which the torsional frequency is equal to $20 \%$ of the longitudinal frequency has been observed in a test by Novikov [143] and [112]. Based on the test results the following qualitative conclusions were drawn:
a) Superposition of torsional vibration causes no change in the decay of a longitudinal one.
b) Superposition of longitudinal vibration causes a change in the decay of torsional vibration, this decay increasing with increase of amplitude of normal stress.

Generally speaking, Figures 6.1 and 6.2 lead to the opposite conclusions. The conclusions of the above test and the present theory coincide if $T_{l} / T_{t}>2$, which was not provided by the test. This discrepancy between the theoretical and experimental conclusions does not give sufficient reason to reject the model of elastoplastic material in the theory of internal damping. Only one material has been tested in the above experiment. Therefore,
one can only assert that this particular material exhibits more complicated behaviour than the present theory predicts.

Let us proceed now to other experimental investigations. Bending-torsional vibration of a clamped-clamped solid round rod with a massive disc in the middle has been studied in [147], [83] and [82]. The disc was attached to the rod without eccentricity. Two vibration modes were excited, namely, the first mode of torsion and the first mode of bending. The decrements of each mode were measured separately.

Theoretical analysis in this case must be done by means of the general formulae (6.34), (6.26) and (6.4). In cylindrical coordinates $r, \theta, z$, the $z$ axis being the axial coordinate of the rod, the stress distribution due to the first torsional mode is given by

$$
\begin{equation*}
T=T_{t} \rho, \quad \Sigma=0 \tag{6.70}
\end{equation*}
$$

Here $\rho$ is a nondimensional radius, $0<\rho<1$, and $T_{t}$ is the root-meansquare of intensity of shear stress on the rod surface. When the rod vibrates due to its first bending mode, the stress distribution is as follows

$$
\begin{equation*}
T=T_{b} \rho|(1-|\zeta|) \cos \theta|, \quad \Sigma=\frac{T_{b} \rho}{\sqrt{3}}|(1-|\zeta|) \cos \theta| \tag{6.71}
\end{equation*}
$$

a non-dimensional axial coordinate $\zeta$ changing within the interval $[-2,2]$ and $T_{b}$ denoting the maximum root-mean-square of shear stress intensity (at clamping).

Direct evaluation shows that in this case the following equation holds, cf. (6.59)

$$
\begin{equation*}
\mathbf{e}_{b}: \mathbf{e}_{t}=0 \tag{6.72}
\end{equation*}
$$

where $\mathbf{e}_{b}$ and $\mathbf{e}_{t}$ stand for the strain deviator of the bending and longitudinal vibration modes, respectively. Therefore, the equations of Section 6.1 are applicable for any frequencies of the torsional and longitudinal vibrations even if they coincide.

For joint bending-torsional vibration due to the above modes, we obtain by means of eqs. (6.30) and (6.35)

$$
\begin{gather*}
T=\rho \sqrt{T_{t}^{2}+T_{b}^{2}(1-|\zeta|)^{2} \cos ^{2} \theta}  \tag{6.73}\\
1-\eta^{2}=\frac{b_{t}^{2}}{1+\left(\omega_{t} \varphi\right)^{2}}+\frac{b_{b}^{2}}{1+\left(\omega_{b} \varphi\right)^{2}} \tag{6.74}
\end{gather*}
$$

where

$$
\begin{equation*}
b_{t}=\frac{T_{t} \rho}{T}, \quad b_{l}=\rho \frac{T_{b}|(1-|\zeta|) \cos \theta|}{T} \tag{6.75}
\end{equation*}
$$

and $\omega_{t}$ and $\omega_{b}$ are the eigenfrequencies of torsional and bending vibration, respectively. The decrements of torsional and bending vibration are obtained by eqs. (6.34), (6.26) and (6.4). By virtue of the stress distributions


FIGURE 6.3. Ratio of torsional decrements versus ratio of shear stress intensities for some values of $k$.
(6.70) and (6.71), we obtain

$$
\begin{gather*}
\Delta_{t}=\iint_{0}^{1} \iint_{0}^{\pi / 2} \frac{8 \omega_{t} \varphi(\eta)}{1+\left[\omega_{t} \varphi(\eta)\right]^{2}} p\left(\frac{T \eta}{2 G n}\right) \frac{T \rho^{3}}{2 G n} d \eta d \rho d \zeta d \theta  \tag{6.76}\\
\Delta_{b}=\iint_{0}^{1} \iint_{0}^{\pi / 2} \frac{32(1+\nu) \omega_{b} \varphi(\eta)}{1+\left[\omega_{b} \varphi(\eta)\right]^{2}} p\left(\frac{T \eta}{2 G n}\right) \frac{T \rho^{3}}{2 G n}(1-\zeta)^{2} \cos ^{2} \theta d \eta d \rho d \zeta d \theta \tag{6.77}
\end{gather*}
$$

where $T$ is given by (6.73).
The computations due to (6.76), (6.77) and (6.74) can be done only by means of numerical integration. The results are depicted in Figs. 6.3 and $6.4, \Delta_{t 0}$ denoting the decrement of the torsional vibration without the bending one, and $\Delta_{b 0}$ denoting the decrement of the bending vibration without the torsional one. The numbers near the curves correspond to the following ratio

$$
k=\omega_{t} / \omega_{b}
$$

The computations were performed under the assumption that function $p(h)$ was independent of its argument $h$ and the plastic properties of the material may depend on the radius $\rho$. The latter two diagrams are similar to the curves of Figs. 6.1 and 6.2. One difference is however striking, namely the influence of the bending vibration on the torsional one becomes weaker, whereas the influence of the torsional vibration on the bending becomes stronger.

The tests reported in the papers [147], [83] and [185] dealt with the case where the frequency ratio $k$ for all materials under consideration was close to 0.5 , i.e. $k \approx 0.5$. The experimental results are shown in Figs. 6.3 and


FIGURE 6.4. Ratio of bending decrements versus ratio of shear stress intensities for some values of $k$.
6.4 by points [83], crosses [147] and circles [185]. A rather good qualitative agreement of tests and theory is seen, however a considerable quantitative discrepancy for $\Delta_{b}$ is observed.

Taking into account what was said in Section 4.2, we may draw the general conclusion that the plasticity theory enables numerous fine effects of the energy dissipation in vibrating materials to be correctly predicted.

### 6.4 Differential equations of vibration in thin plates

Analysis of vibration in thin plates and thin shells driven by a broad-band distributed load produces considerable difficulties even in the framework of linear theory, e.g. for a "linear damping". The main complication is the broad band spectrum of external load and high modal density, i.e. a very large numbers of modes of vibration must be taken into account when the solution is sought in the form of an expansion in terms of normal modes, cf. [17]. On this account, such values of interest as deflections, accelerations, bending moments etc. require a very large number of terms in the expansion, making it difficult to draw any general conclusions about the influence of various physical parameters.

An idea for the approximate computation of sums for typical variables can be found in [18], [19] and [31]. For example, some rather simple expressions for the spectral density of a plate driven by excitation which is a spatial white noise and a stationary function of time with an arbitrary spectral density, are derived in paper [18] by means of the concept of dynamic fringe effects [18], [21] and [22]. An approximate evaluation of the series for a cylindrical shell is given in [31].

As shown in [118], [119], [138], [139] and [120] by means of linear damping theory, the same simple equations are obtained by consideration of an infinite and a semi-infinite plate, or an "infinite" and "semi-infinite" shell. Essential simplifications have been gained by using the spectral theory of spatial-temporal uniform random fields. The same equations can be successfully applied to plates and shells of finite but considerably large sizes. Indeed, the perturbations caused by boundary conditions decay with the distance from the boundary due to damping. Hence, for considerably extended plates and shells these perturbation are essential near the boundaries and not essential far from the boundaries. Therefore, the boundary conditions can be completely ignored when dealing with the probabilistic properties of deflection, acceleration and bending moment at points remote from the boundary, i.e. it allows us to consider an "infinite" plate or an "infinite" shell. Further, if one needs the probabilistic properties near a boundary it is necessary to take into account the appropriate boundary condition. Altogether this leads to the concept of a "semi-infinite" plate or shell.

The above-said is relevant to "linear friction". Nonlinearity of the internal friction in materials causes some additional complications, as will be shown below. For this reason, we start with the simplest case of an infinite model.

Consider a thin plate. Let the plane $x y$ of the orthogonal coordinate system lie in the mid-plane of the plate. Let $w$ denote the transverse deflection of the plate. It is shown in the theory of thin plate bending that the principal stresses in a thin plate are given by

$$
\begin{align*}
\sigma_{x} & =-\frac{z E}{1-\nu^{2}}\left(\frac{\partial^{2} w}{\partial x^{2}}+\nu \frac{\partial^{2} w}{\partial y^{2}}\right) \\
\sigma_{y} & =-\frac{z E}{1-\nu^{2}}\left(\frac{\partial^{2} w}{\partial y^{2}}+\nu \frac{\partial^{2} w}{\partial x^{2}}\right),  \tag{6.78}\\
\tau_{x y} & =-\frac{z E}{1-\nu^{2}}(1-\nu) \frac{\partial^{2} w}{\partial x \partial y} .
\end{align*}
$$

Using the correspondence principle, cf. Sections 5.2 and 5.3 we state that in order to take into account the effects of plastic deformations, the latter equations must be replaced by the following ones

$$
\begin{align*}
\sigma_{x} & =-\frac{z E_{c}}{1-\nu_{c}^{2}}\left(\frac{\partial^{2} w}{\partial x^{2}}+\nu_{c} \frac{\partial^{2} w}{\partial y^{2}}\right) \\
\sigma_{y} & =-\frac{z E_{c}}{1-\nu_{c}^{2}}\left(\frac{\partial^{2} w}{\partial y^{2}}+\nu_{c} \frac{\partial^{2} w}{\partial x^{2}}\right)  \tag{6.79}\\
\tau_{x y} & =-\frac{z E_{c}}{1-\nu_{c}^{2}}\left(1-\nu_{c}\right) \frac{\partial^{2} w}{\partial x \partial y}
\end{align*}
$$

the complex moduli $E_{c}$ and $\nu_{c}$ being given by eqs. (5.61) and (5.62). These contain the mean square of the shear stress intensity $T^{2}$. The latter can be found from its definition (5.52) by virtue of (6.79) with terms of the order of the plastic strains being neglected. The simplest, most convenient, and practical expression for $T^{2}$ is given by

$$
\begin{equation*}
T^{2}=(2 G z N)^{2} \tag{6.80}
\end{equation*}
$$

where

$$
\begin{equation*}
N^{2}=\frac{1}{2} \mathrm{M}\left[\left|\frac{\partial^{2} w}{\partial x^{2}}\right|^{2}+\left|\frac{\partial^{2} w}{\partial y^{2}}\right|^{2}+2\left|\frac{\partial^{2} w}{\partial x \partial y}\right|^{2}-\frac{1-4 \nu+\nu^{2}}{3(1-\nu)^{2}}|\Delta w|^{2}\right] \tag{6.81}
\end{equation*}
$$

Here M denotes the operation of mathematical expectation. Equation (6.81) is suitable for using spectral representations of random processes both in real and complex form.

With the help of eqs. (6.80) and (6.81) it is easy to understand that the spectral density of stresses has the following expression

$$
\begin{equation*}
S_{T}^{2}=(2 G z)^{2} S_{N} \tag{6.82}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{N}=\frac{1}{2}\left[S_{x x}+S_{y y}+2 S_{x y}-\frac{1-4 \nu+\nu^{2}}{3(1-\nu)^{2}} S_{\Delta}\right] \tag{6.83}
\end{equation*}
$$

The spectral densities of the second derivatives of deflection with respect to the spatial coordinates and the Laplace operator appear in the latter equation. It is worth noting that eqs. (6.80) and (6.82) are explicitly dependent on $z$. Variables $N$ and $S_{N}$ do not depend upon $z$.

The coefficients in eq. (6.79) have the following asymptotic expressions

$$
\begin{align*}
\frac{E_{c}}{1-\nu_{c}^{2}} & =\frac{E}{1-\nu^{2}}\left[1+\frac{2}{3} \frac{1-\nu+\nu^{2}}{(1-\nu)} l(\omega)\left(\frac{T}{2 G}\right)^{\alpha}\right]  \tag{6.84}\\
\frac{E_{c} \nu_{c}}{1-\nu_{c}^{2}} & =\frac{E \nu}{1-\nu^{2}}\left[1-\frac{1-4 \nu+\nu^{2}}{3 \nu(1-\nu)^{2}} l(\omega)\left(\frac{T}{2 G}\right)^{\alpha}\right] . \tag{6.85}
\end{align*}
$$

Inserting these into (6.79) and taking into account the representation for $T$ due to (6.80), we obtain an equation for the normal stress $\sigma_{x}$

$$
\begin{align*}
\sigma_{x}= & -\frac{E z}{1-\nu^{2}}\left[1+\frac{2}{3} \frac{1-\nu+\nu^{2}}{(1-\nu)} l N^{\alpha}|z|^{\alpha}\right] \frac{\partial^{2} w}{\partial x^{2}}-  \tag{6.86}\\
& -\frac{E \nu z}{1-\nu^{2}}\left[1-\frac{1-4 \nu+\nu^{2}}{3 \nu(1-\nu)^{2}} l N^{\alpha}|z|^{\alpha}\right] \frac{\partial^{2} w}{\partial y^{2}}
\end{align*}
$$

Similar equations for $\sigma_{y}$ and $\tau_{x y}$ can also be determined.
In accordance with the traditional scheme for the theory of thin plates we introduce two bending moments $M_{x}$ and $M_{y}$ and a torsional moment $H$ such that

$$
\begin{equation*}
M_{x}=\int_{-h / 2}^{h / 2} \sigma_{x} z d z, \quad M_{y}=\int_{-h / 2}^{h / 2} \sigma_{y} z d z, H=\int_{-h / 2}^{h / 2} \tau_{x y} z d z \tag{6.87}
\end{equation*}
$$

Substituting equations for $\sigma_{x}, \sigma_{y}$ and $\tau_{x y}$ (see for example eq. (6.86)) into the latter equations and evaluating the integrals over $z$, we obtain

$$
\begin{align*}
M_{x} & =-D_{c}\left(\frac{\partial^{2} w}{\partial x^{2}}+\sigma_{c} \frac{\partial^{2} w}{\partial y^{2}}\right) \\
M_{y} & =-D_{c}\left(\frac{\partial^{2} w}{\partial y^{2}}+\sigma_{c} \frac{\partial^{2} w}{\partial x^{2}}\right)  \tag{6.88}\\
H & =-D_{c}\left(1-\sigma_{c}\right) \frac{\partial^{2} w}{\partial x \partial y}
\end{align*}
$$

The factors $D_{c}$ and $\sigma_{c}$ are introduced in such a way that equations (6.88) have the structure conventional in plate theory. The factors $D_{c}$ and $\sigma_{c}$ are given by

$$
\begin{align*}
D_{c} & =D[1+R(\omega)] \\
D_{c} \sigma_{c} & =D \nu[1+P(\omega)] \tag{6.89}
\end{align*}
$$

where

$$
\begin{align*}
R(\omega) & =\frac{1-\nu+\nu^{2}}{(1-\nu)} \frac{2}{\alpha+3}\left(\frac{h N}{2}\right)^{\alpha} l(\omega)  \tag{6.90}\\
P(\omega) & =-\frac{1-4 \nu+\nu^{2}}{\nu(1-\nu)(\alpha+3)}\left(\frac{h N}{2}\right)^{\alpha} l(\omega) \tag{6.91}
\end{align*}
$$

In what follows, $D_{c}$ is referred to as the complex bending rigidity.
The introduced moments satisfy the governing equation of the plate dynamics

$$
\begin{equation*}
m \ddot{w}-\frac{\partial^{2} M_{x}}{\partial x^{2}}-2 \frac{\partial^{2} H}{\partial x \partial y}-\frac{\partial^{2} M_{y}}{\partial y^{2}}=p \tag{6.92}
\end{equation*}
$$

where $m$ is the mass per unit area and $p(x, y, t)$ denotes an external transverse distributed load.

Equations (6.88) and (6.92) formally coincide with the equations of elastic plate. The factors $D_{c}$ and $\sigma_{c}$ depend upon parameter $N$ which is, in general, a function of the $x$ and $y$ coordinates. For this reason, equations (6.88) and (6.92) correspond to the equations of a heterogeneous plate. The law of heterogeneity is not known in advance as it depends upon an unknown parameter $N$.

Note, finally, that by virtue of (6.80) and (6.82), eq. (5.60) takes the form

$$
\begin{equation*}
1-\eta^{2}=\int_{-\infty}^{\infty} \frac{S_{N}}{N^{2}} \frac{d \omega}{1+(\omega \varphi)^{2}} \tag{6.93}
\end{equation*}
$$

Coordinate $z$ does not appear in this equation.

### 6.5 Vibrations in an infinite thin plate under broad band random loading

Consider an infinite plate in both directions under a distributed transverse load $p(x, y, t)$. The plate is assumed to be clamped at infinity which is equivalent to the requirement of a bounded deflection at infinity. Let the load $p(x, y, t)$ represent a statistically homogeneous spatial-temporal random field with a zero mean value.

It is evident that under these conditions the variables are homogeneous random fields, i.e. they have constant root-mean-squares and mean values. Therefore, the value of $N$ and also the parameters $D_{c}$ and $\sigma_{c}$ which depend upon $N$ are independent on $x$ and $y$. In this case, by substitution of eq. (6.88) into (6.92), we reduce the problem to the analysis of a single differential equation of vibration for a homogeneous infinite plate

$$
\begin{equation*}
m \ddot{w}+D_{c} \Delta \Delta w=p(x, y, t) \tag{6.94}
\end{equation*}
$$

This equation coincides with that for vibration of a plate with linear damping.

Basically, the forthcoming analysis reproduces the results obtained by the author in [118] where a linear problem was considered. We represent the load by its spectral decomposition

$$
\begin{equation*}
p=\iint_{-\infty}^{\infty} \int^{i(\omega t+\lambda x+\mu y)} V(\omega, \lambda, \mu) d \omega d \lambda d \mu \tag{6.95}
\end{equation*}
$$

where $V(\omega, \lambda, \mu)$ denotes a random function of its arguments and is assumed to be a sort of three-dimensional white noise with the correlation
function
$\mathrm{M}\left[V(\omega, \lambda, \mu) V^{*}\left(\omega_{1}, \lambda_{1}, \mu_{1}\right)\right]=S_{p}(\omega, \lambda, \mu) \delta\left(\omega-\omega_{1}\right) \delta\left(\lambda-\lambda_{1}\right) \delta\left(\mu-\mu_{1}\right)$.
Function $S_{p}(\omega, \lambda, \mu)$ is termed the spectral density of the pressure field. It is known, cf. [190], that the correlation function $K_{p}$ is related directly to the spectral density $S_{p}$ by means of the Fourier transform

$$
\begin{gather*}
K_{p}(\tau, \xi, \eta)=\iint_{-\infty}^{\infty} \int_{\infty}^{i(\omega \tau+\lambda \xi+\mu \eta)} S_{p}(\omega, \lambda, \mu) d \omega d \lambda d \mu,  \tag{6.97}\\
S_{p}(\omega, \lambda, \mu)=\frac{1}{(2 \pi)^{3}} \iint_{-\infty}^{\infty} \int^{\infty} e^{i(\omega \tau+\lambda \xi+\mu \eta)} K_{p}(\tau, \xi, \eta) d \omega d \lambda d \mu, \tag{6.98}
\end{gather*}
$$

where $\tau$ is the time difference, while $\xi$ and $\eta$ denote the differences of the spatial coordinates.

Spectral decomposition for the deflection is sought in the form

$$
\begin{equation*}
w=\iiint_{-\infty}^{\infty} e^{i(\omega t+\lambda x+\mu y)} F(\omega, \lambda, \mu) d \omega d \lambda d \mu \tag{6.99}
\end{equation*}
$$

Inserting (6.99) and (6.95) into (6.94) we obtain $F$, and then using (6.99) the following spectral representation for the deflection is obtained

$$
\begin{equation*}
w=\int^{\infty} \iint_{-\infty} \frac{e^{i(\omega t+\lambda x+\mu y)}}{D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}} V(\omega, \lambda, \mu) d \omega d \lambda d \mu \tag{6.100}
\end{equation*}
$$

Given the spectral decomposition for the deflection (6.100), other probabilistic properties of the deflection and other variables of interest can be derived with the help of the standard spectral theory of random fields. For example, the correlation function of the acceleration is given by

$$
\begin{equation*}
K_{\ddot{w}}(\tau, \xi, \eta)=\iint_{-\infty}^{\infty} \int_{-\infty} \frac{\omega^{4} e^{i(\omega t+\lambda \xi+\mu \eta)}}{\left|D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}\right|^{2}} S_{p}(\omega, \lambda, \mu) d \omega d \lambda d \mu \tag{6.101}
\end{equation*}
$$

Formula (6.101) is too complicated for a direct analysis. However, it can be used to produce other, less general probabilistic properties. Let us restrict our consideration to the estimation of the correlation function at $\xi=\eta=0$, i.e.

$$
\begin{equation*}
K_{\ddot{w}}(\tau)=K_{\ddot{w}}(\tau, 0,0) . \tag{6.102}
\end{equation*}
$$

Thus $K_{\ddot{w}}(\tau)$ is the correlation function of acceleration at a single, arbitrary point of the plate. Comparing eqs. (6.102) and (6.101) it is easy to derive the following equation for the spectral density of acceleration

$$
\begin{equation*}
\Phi_{\ddot{w}}(\omega)=\int_{-\infty}^{\infty} \int_{-\infty} \frac{\omega^{4} S_{p}(\omega, \lambda, \mu)}{\left|D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}\right|^{2}} d \lambda d \mu \tag{6.103}
\end{equation*}
$$

Of considerable interest are the bending moments in the plate. Their spectral decompositions are obtained by inserting (6.100) in (6.88), and the result is

$$
\begin{align*}
M_{x} & =\iiint_{-\infty}^{\infty} \frac{D_{c}\left(\lambda^{2}+\sigma_{c} \mu^{2}\right) V}{D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}} e^{i(\omega t+\lambda x+\mu y)} d \omega d \lambda d \mu  \tag{6.104}\\
M_{y} & =\iiint_{-\infty}^{\infty} \frac{D_{c}\left(\mu^{2}+\sigma_{c} \lambda^{2}\right) V}{D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}} e^{i(\omega t+\lambda x+\mu y)} d \omega d \lambda d \mu  \tag{6.105}\\
H & =\iint_{-\infty}^{\infty} \int_{c} \frac{D_{c}\left(1-\sigma_{c}\right) \lambda \mu V}{D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}} e^{i(\omega t+\lambda x+\mu y)} d \omega d \lambda d \mu \tag{6.106}
\end{align*}
$$

We limit our analysis now to considering the moments as functions of time. The spectral densities of the moments at an arbitrary point are easily found by means of the spectral representation (6.104) etc., to give

$$
\begin{gather*}
\Phi_{M_{x}}=\int_{-\infty}^{\infty} \int_{-\infty}\left|\frac{D_{c}\left(\lambda^{2}+\sigma_{c} \mu^{2}\right)}{D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}}\right|^{2} S_{p}(\omega, \lambda, \mu) d \lambda d \mu, \\
\Phi_{M_{y}}=\iint_{-\infty}^{\infty}\left|\frac{D_{c}\left(\mu^{2}+\sigma_{c} \lambda^{2}\right)}{D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}}\right|^{2} S_{p}(\omega, \lambda, \mu) d \lambda d \mu,  \tag{6.107}\\
\Phi_{H}=\int_{-\infty}^{\infty} \int^{\infty}\left|\frac{D_{c}\left(1-\sigma_{c}\right) \lambda \mu}{D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}}\right|^{2} S_{p}(\omega, \lambda, \mu) d \lambda d \mu .
\end{gather*}
$$

The cross-spectral densities are given as follows

$$
\begin{align*}
\Phi_{M_{x} H} & =\iint_{-\infty}^{\infty} \frac{\left|D_{c}\right|^{2}\left(\lambda^{2}+\sigma_{c} \mu^{2}\right)\left(1-\sigma_{c}^{*}\right) \lambda \mu}{\left|D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}\right|^{2}} S_{p} d \lambda d \mu  \tag{6.108}\\
\Phi_{M_{y} H} & =\int_{-\infty}^{\infty} \int_{-\infty} \frac{\left|D_{c}\right|^{2}\left(\mu^{2}+\sigma_{c} \lambda^{2}\right)\left(1-\sigma_{c}^{*}\right) \lambda \mu}{\left|D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}\right|^{2}} S_{p} d \lambda d \mu
\end{align*}
$$

Then, by substituting the spectral decomposition of deflection (6.100) into (6.81) we obtain the following expression

$$
\begin{equation*}
N^{2}=\frac{1-\nu+\nu^{2}}{3(1-\nu)^{2}} \iint_{-\infty}^{\infty} \int_{-\infty} \frac{\left(\lambda^{2}+\mu^{2}\right)^{2} S_{p}(\omega, \lambda, \mu)}{\left|D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}\right|^{2}} d \omega d \lambda d \mu \tag{6.109}
\end{equation*}
$$

The mean square of the shear stress intensity is known to depend upon $N^{2}$. In particular, the maximum mean square of the shear stress intensity is obtained by putting $z=h / 2$ in eq. (6.80), which gives

$$
\begin{equation*}
T_{m}^{2}=(G h N)^{2} \tag{6.110}
\end{equation*}
$$

Finally, by means of (6.83), it is easy to find the spectral density

$$
\begin{equation*}
S_{N}(\omega)=\frac{1-\nu+\nu^{2}}{3(1-\nu)^{2}} \int_{-\infty}^{\infty} \int_{-\infty} \frac{\left(\lambda^{2}+\mu^{2}\right)^{2} S_{p}(\omega, \lambda, \mu)}{\left|D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}\right|^{2}} d \lambda d \mu \tag{6.111}
\end{equation*}
$$

This spectral density appears to be necessary to evaluate the spectral density of stress $S_{T}$ by means of eq. (6.82).

The equations obtained are of general character, and are sufficient for further evaluation for particular pressure fields.

### 6.6 Vibrations in an infinite plate subjected to spatial white noise loading

Let the load be spatially uncorrelated, i.e. its correlation function and its spectral density are given by

$$
\begin{gather*}
K_{p}(\tau, \xi, \eta)=K_{p}(\tau) \delta(\xi) \delta(\eta)  \tag{6.112}\\
S_{p}(\omega, \lambda, \mu)=\Psi(\omega) \tag{6.113}
\end{gather*}
$$

with $\Psi(\omega)$ being a frequency-dependent function $(\Psi(\omega) \geq 0)$.

Let us evaluate the integrals of the previous Section. For instance, we substitute (6.113) into (6.103), to obtain

$$
\begin{equation*}
\Phi_{\ddot{w}}(\omega)=w^{4} \Psi(\omega) \int_{-\infty}^{\infty} \int_{\mid} \frac{d \lambda d \mu}{\left|D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}\right|^{2}} \tag{6.114}
\end{equation*}
$$

In order to evaluate the latter integral we transform to the polar coordinates

$$
\begin{equation*}
\lambda=r \cos \theta, \mu=r \sin \theta \tag{6.115}
\end{equation*}
$$

and then introduce a new integration variable $z=r^{2}$. The result is

$$
\begin{equation*}
A=\int_{-\infty}^{\infty} \int_{-\infty} \frac{d \lambda d \mu}{\left|D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}-m \omega^{2}\right|^{2}}=\frac{1}{2} \int_{0}^{2 \pi} d \theta \int_{0}^{\infty} \frac{d z}{\left|D_{c} z^{2}-m \omega^{2}\right|^{2}} \tag{6.116}
\end{equation*}
$$

To evaluate integral (6.116), use is made of the following integral [44]

$$
\int_{0}^{\infty} \frac{d z}{a+b z^{2}+c z^{4}}=\frac{\pi \cos (\alpha / 2)}{2 c q^{3} \sin \alpha}
$$

where

$$
q=\sqrt[4]{\frac{a}{c}}, \cos \alpha=-\frac{b}{2 \sqrt{a c}}
$$

Evaluation yields the following asymptotic expression for integral (6.116) for a small value of damping $(R(\omega) \ll 1)$

$$
\begin{equation*}
A \approx \frac{\pi^{2}}{2 m \omega^{3} \psi \sqrt{D m}} \tag{6.117}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi=\psi(\omega)=\operatorname{Im} R(\omega) \tag{6.118}
\end{equation*}
$$

function $R(\omega)$ being defined by (6.90). Inserting (6.117) in (6.114), we obtain the result

$$
\begin{equation*}
\Phi_{\ddot{w}}(\omega)=\frac{\pi^{2} \omega \Psi(\omega)}{2 m \sqrt{D m} \psi} . \tag{6.119}
\end{equation*}
$$

An analogous manipulation leads to the following equations for spectral densities of moments and their cross-spectral densities

$$
\begin{gather*}
\Phi_{M_{x}}=\Phi_{M_{y}}=\frac{\pi^{2}}{16}\left(3+2 \nu+3 \nu^{2}\right) \sqrt{\frac{D}{m}} \frac{\Psi(\omega)}{\omega \psi} \\
\Phi_{H}=\frac{\pi^{2}}{16}(1-\nu)^{2} \sqrt{\frac{D}{m}} \frac{\Psi(\omega)}{\omega \psi} \tag{6.120}
\end{gather*}
$$

$$
\Phi_{M_{x} M_{y}}=\frac{1+6 \nu+\nu^{2}}{3+2 \nu+3 \nu^{2}} \Phi_{M_{x}}, \Phi_{M_{x} H}=\Phi_{M_{y} H}=0 .
$$

It is known that the main stresses on the plate surfaces are expressed in terms of the bending moments as follows

$$
\begin{equation*}
\sigma_{x}=\frac{6 M_{x}}{h^{2}}, \sigma_{y}=\frac{6 M_{y}}{h^{2}}, \tau_{x y}=\frac{6 H}{h^{2}}, \tag{6.121}
\end{equation*}
$$

where $h$ is the plate thickness. Using (6.120) and (6.121) it is easy to derive the spectral densities of stresses on the plate outer surfaces

$$
\begin{gather*}
\Phi_{\sigma}=\frac{9 \pi^{2}}{4 h^{4}}\left(3+2 \nu+3 \nu^{2}\right) \sqrt{\frac{D}{m}} \frac{\Psi(\omega)}{\omega \psi(\omega)},  \tag{6.122}\\
\Phi_{\tau}=\frac{9 \pi^{2}}{4 h^{4}}(1-\nu)^{2} \sqrt{\frac{D}{m}} \frac{\Psi(\omega)}{\omega \psi(\omega)} \tag{6.123}
\end{gather*}
$$

The first of these formulae coincides with that obtained by another method by Bolotin [18].

Evaluation of the integrals in (6.109) and (6.111) gives the following results

$$
\begin{gather*}
N^{2}=\frac{1-\nu+\nu^{2}}{6(1-\nu)^{2}} \frac{\pi^{2}}{D \sqrt{D m}} \int_{-\infty}^{\infty} \frac{\Psi(\omega)}{\omega \psi(\omega)} d \omega,  \tag{6.124}\\
S_{N}(\omega)=\frac{1-\nu+\nu^{2}}{6(1-\nu)^{2}} \frac{\pi^{2}}{D \sqrt{D m}} \frac{\Psi(\omega)}{\omega \psi(\omega)} . \tag{6.125}
\end{gather*}
$$

Up to now our evaluations are valid regardless of the sort of damping, "linear" or nonlinear. This result is remarkable. It has been shown that for the studied broad-band load all probabilistic properties of both acceleration field and stress field depend crucially on the material damping. The latter is determined by function $\psi(\omega)$ in the denominator of the latter equations. The mentioned fact once again highlights the importance of studies on energy dissipation. Indeed, if there exists no way to compute function $\psi(\omega)$, the value of the analysis of the forced vibration is completely lost. This observation is equally applicable to other dynamical problems. If damping is linear, then a dependence $\psi=\psi(\omega)$ is given and the analysis reduces to the equations obtained.

Let us proceed to the problem of estimating $\psi$ in the case of a nonlinear internal damping. Recall that $\psi$ is found from the chain of equations (6.118), (6.90) and (5.47). The estimation yields

$$
\begin{equation*}
\psi=\frac{\left(1-\nu+\nu^{2}\right) 2 \alpha H}{(1-\nu)(\alpha+3)}\left(\frac{h N}{2 n}\right)^{\alpha} \int_{0}^{1} \frac{\eta^{\alpha-1} \omega \varphi(\eta) d \eta}{1+[\omega \varphi(\eta)]^{2}} . \tag{6.126}
\end{equation*}
$$

Function $\varphi(\eta)$ which appears in this equation is the solution of eq. (5.60). Due to $(6.80),(6.82),(6.124)$ and (6.125), equation (6.126) takes the form

$$
\begin{equation*}
1-\eta^{2}=\frac{\int_{-\infty}^{\infty} \frac{\Psi(\omega)}{\omega \psi} \frac{1}{1+(\omega \varphi)^{2}} d \omega}{\int_{-\infty}^{\infty} \frac{\Psi(\omega)}{\omega \psi} d \omega} \tag{6.127}
\end{equation*}
$$

The difficulty is that $\psi$ depends on $N$ which is not given in advance. In order to determine it, equation (6.124) must be used.

Summarising we can say that the problem is reduced to the determination of the unknown parameters $N, \psi$ and $\varphi$ from the system of equations (6.126), (6.127) and (6.124). Let us rewrite this system in a simpler form. To this end, we let

$$
\begin{equation*}
I(\omega)=\alpha \int_{0}^{1} \frac{\eta^{\alpha-1} \omega \varphi(\eta) d \eta}{1+[\omega \varphi(\eta)]^{2}} \tag{6.128}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
\psi=\frac{\left(1-\nu+\nu^{2}\right) 2 H}{(1-\nu)(\alpha+3)}\left(\frac{h N}{2 n}\right)^{\alpha} I(\omega) . \tag{6.129}
\end{equation*}
$$

Substituting this expression into eqs. (6.124) and (6.127) gives

$$
\begin{gather*}
\left(\frac{h N}{2 n}\right)^{2+\alpha}=\frac{\pi^{2}(\alpha+3)}{12 H(1-\nu) D \sqrt{D m}}\left(\frac{h}{2 n}\right)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\Psi(\omega)}{\omega I(\omega)} d \omega  \tag{6.130}\\
1-\eta^{2}=\frac{\int_{-\infty}^{\infty} \frac{\Psi(\omega)}{\omega I(\omega)} \frac{1}{1+(\omega \varphi)^{2}} d \omega}{\int_{-\infty}^{\infty} \frac{\Psi(\omega)}{\omega I(\omega)} d \omega} \tag{6.131}
\end{gather*}
$$

It is easy to see that the system of equations is split into two uncoupled systems. Functions $\eta(\omega)$ and $I(\omega)$ are governed by eqs. (6.128) and (6.131). After having solved this system, we obtain the value of $N$ from the algebraic equation (6.130).

Let us proceed to the system of equations (6.128) and (6.131). By substituting (6.128) into (6.131) this system reduces to a single equation for $\varphi(\eta)$. The latter should be qualified as an implicit nonlinear integral equation. Given a spectrum of external load, its solution can be obtained by numerical integration.

One of the ways of analytically constructing a solution to the above system is by using the inverse method. Using this method, we prescribe an expression
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$$
\begin{equation*}
C(\omega)=\frac{\Psi(\omega)}{\omega I(\omega)} \tag{6.132}
\end{equation*}
$$

in a convenient form which allows the integrals in (6.131) to be easily evaluated.

For example, putting

$$
\begin{equation*}
\frac{\Psi(\omega)}{\omega I(\omega)}=\frac{P \gamma}{\pi\left(1+\gamma^{2} \omega^{2}\right)} \tag{6.133}
\end{equation*}
$$

where $P$ and $\gamma$ are positive constants, we obtain from (6.131)

$$
\begin{equation*}
1-\eta^{2}=\gamma(\gamma+\varphi)^{-1} \tag{6.134}
\end{equation*}
$$

Substituting this solution into (6.128) when $\alpha=1$ leads to an integral which can be evaluated in closed form, to give

$$
\begin{equation*}
I(\omega)=\operatorname{Im}\left\{\frac{-1}{1-i \Omega}\left[1+\frac{i \Omega}{2 \sqrt{1-i \Omega}} \ln \frac{i \Omega}{(1+\sqrt{1-i \Omega})^{2}}\right]\right\} \tag{6.135}
\end{equation*}
$$

where $\Omega=\omega \gamma$ is a non-dimensional frequency. The spectral density of the load which fits assumption (6.133) is obtained from this equation, to give

$$
\begin{equation*}
\Psi(\omega)=\frac{P \Omega I}{\pi\left(1+\Omega^{2}\right)}, \Omega=\omega \gamma \tag{6.136}
\end{equation*}
$$

The latter equation is seen in Fig. 6.5, and analysis of it shows that $\Psi(\omega)$ is the spectral density of a typical broad-band random process.


FIGURE 6.6. Dependences $\Psi$ and $I$ versus $\omega_{n}$.
Inserting (6.132) in (6.130) leads to the following equation for $N$

$$
\begin{equation*}
\left(\frac{h N}{2 n}\right)^{2+\alpha}=\frac{\pi^{2}(\alpha+3)}{12 H(1-\nu) D \sqrt{D m}}\left(\frac{h}{2 n}\right)^{2} P \tag{6.137}
\end{equation*}
$$

A closed form solution of this equation indicates that there is no direct proportionality between the load $P$ and the stress intensity parameter $N$. Further, because of (6.110) there exists no direct proportionality between the load $P$ and the maximum of the mean square of the stress intensity.

Given a spectrum $\Psi(\omega)$, the solution of the system of equations (6.128) and (6.131) must be obtained numerically. The iteration method is one of a number of possible ways, and is described next. We prescribe a constant value of $I$ for $\omega>0$. Equation (6.131) is solved to yield a dependence $\varphi=\varphi(\eta)$ and then due to (6.128) $I=I(\omega)$ is refined. Some specific computations have shown that this process converges very quickly, namely the fourth approximation gives a near-exact result. The results of computations for some particular spectral densities are displayed in Fig. 6.6. The density $\Psi(\omega)$ is assumed to be nontrivial only in the interval $0.5<\left|\omega_{n}\right|<2.5$ where $\omega_{n}$ is a properly normalised non-dimensional frequency. The dependencies $\Psi(\omega)$ selected for analysis are depicted in the upper diagram whereas the lower diagram shows the corresponding curves $I=I(\omega)$. Analysis of these curves indicates that in all cases $I$ varies insignificantly in the interval $\omega_{n}$ of interest, and is close to the value $I_{h}=0.33$ for the harmonic deformation.

For this reason, we expect no considerable error if our analysis is limited to the first approximation, i.e. if we take $I=I_{h}$.

### 6.7 Action of a wave load on a plate

An oscillating load with the following correlation function

$$
\begin{equation*}
K_{p}(\tau, \xi, \eta)=K_{p}\left(\tau-\frac{\xi \cos \gamma+\eta \sin \gamma}{c}\right) \tag{6.138}
\end{equation*}
$$

is termed a wave load. Here $c$ is the velocity of propagation of a pressure wave and $\gamma$ is an angle between the wave vector and the axis $x$.

The load spectral density, defined as follows

$$
\begin{equation*}
K_{p}(\tau, \xi, \eta)=\iint_{-\infty}^{\infty} \int^{i(\omega \tau+\lambda \xi+\mu \eta)} S_{p}(\omega, \lambda, \mu) d \omega d \lambda d \mu \tag{6.139}
\end{equation*}
$$

for the particular load with the correlation function (6.138) is given by

$$
\begin{equation*}
S_{p}(\omega, \lambda, \mu)=\Phi_{p}(\omega) \delta\left(\lambda+\frac{\omega}{c} \cos \gamma\right) \delta\left(\mu+\frac{\omega}{c} \sin \gamma\right) \tag{6.140}
\end{equation*}
$$

Here $\Phi_{p}(\omega)$ is the spectral density of pressure acting on an arbitrary point of the plane.

Substituting (6.140) into (6.103) and evaluating the integral yields

$$
\begin{equation*}
\Phi_{\ddot{w}}(\omega)=\frac{\omega^{4} \Phi_{p}(\omega)}{\left|D_{c}(\omega / c)^{4}-m \omega^{2}\right|^{2}} \tag{6.141}
\end{equation*}
$$

This result in well-known in acoustics. But in this particular case, the complex rigidity of the plate depends upon the unknown quantities of the problem. In order to determine these quantities eq. (6.93) should be addressed. All vibrational parameters in this equation are easily computed by means of eqs. (6.109), (6.111) and (6.140), to give

$$
\begin{align*}
& S_{N}(\omega)=\frac{1-\nu+\nu^{2}}{3(1-\nu)^{2}} \frac{(\omega / c)^{4} \Phi_{p}(\omega)}{\left|D_{c}(\omega / c)^{4}-m \omega^{2}\right|^{2}}  \tag{6.142}\\
& N^{2}=\frac{1-\nu+\nu^{2}}{3(1-\nu)^{2}} \int_{-\infty}^{\infty} \frac{(\omega / c)^{4} \Phi_{p}(\omega) d \omega}{\left|D_{c}(\omega / c)^{4}-m \omega^{2}\right|^{2}} \tag{6.143}
\end{align*}
$$

It leads to the following form of eq. (6.93)

$$
\begin{equation*}
1-\eta^{2}=\frac{\int_{-\infty}^{\infty} \frac{c^{4} \Phi_{p}(\omega) d \omega}{\left|D_{c} \omega^{2}-m c^{4}\right|^{2}} \frac{d \omega}{1+(\omega \varphi)^{2}}}{\int_{-\infty}^{\infty} \frac{c^{4} \Phi_{p}(\omega)}{\left|D_{c} \omega^{2}-m c^{4}\right|^{2}} d \omega} \tag{6.144}
\end{equation*}
$$

The integrals in the latter equation have a structure similar to that in (6.20) which has been derived in the framework of the analysis of an arbitrary body. Hence, we can use the approach of Section 6.1 in this case as well. Assuming that the load is broad-band and has a smooth spectral density $\Phi_{p}(\omega)$ and evaluating asymptotically the integrals in (6.144) gives

$$
\begin{equation*}
1-\eta^{2}=\frac{1}{1+\left(\omega_{*} \varphi\right)^{2}} \tag{6.145}
\end{equation*}
$$

The frequency

$$
\begin{equation*}
\omega_{*}=\sqrt{\frac{m c^{4}}{D}} \tag{6.146}
\end{equation*}
$$

is referred to as the coincidence frequency in acoustics. The velocity of propagation of a stationary harmonic bending wave "coincides" with the velocity of the loading wave at this frequency. Equation (6.145) is the same as the equation for $\varphi$ for a harmonic deformation law with the frequency $\omega_{*}$. Further on, a sharp resonant character of dependence (6.141) etc. indicates that the account of damping turns out to be essential near the coincidence frequency only. Hence, in this case we can use the equations of internal friction derived for a harmonic deformation.

### 6.8 Differential equations for elastoplastic vibrations in shallow shells

Consider a shallow shell. Let the Cartesian coordinates $x$ and $y$ locate a generic point in the middle surface of the shell. The normal distance from the mid-surface is given by $z$. The transverse displacement at coordinates $x$ and $y$ is denoted by $w$ which is assumed to be a random function of time.

By virtue of the correspondence principle we find that the distribution of the principal stresses in an elastoplastic shallow shell is as follows (by analogy with [41])

$$
\begin{gather*}
\sigma_{x}=\frac{E_{c}}{1-\nu_{c}^{2}}\left[-z\left(\frac{\partial^{2} w}{\partial x^{2}}+\nu_{c} \frac{\partial^{2} w}{\partial y^{2}}\right)+\varepsilon_{x}+\nu_{c} \varepsilon_{y}\right], \\
\sigma_{y}=\frac{E_{c}}{1-\nu_{c}^{2}}\left[-z\left(\frac{\partial^{2} w}{\partial y^{2}}+\nu_{c} \frac{\partial^{2} w}{\partial x^{2}}\right)+\varepsilon_{y}+\nu_{c} \varepsilon_{x}\right], \tag{6.147}
\end{gather*}
$$

$$
\tau_{x y}=\frac{E_{c}}{1-\nu_{c}^{2}}\left[-z\left(1-\nu_{c}\right) \frac{\partial^{2} w}{\partial x \partial y}+\left(1-\nu_{c}\right) \varepsilon_{x y}\right]
$$

Here $\varepsilon_{x}, \varepsilon_{y}$ and $\varepsilon_{x y}$ are components of the strain tensor in the shell midsurface. As shown in the theory of shallow shells these components must satisfy the following compatibility equation

$$
\begin{equation*}
\frac{\partial^{2} \varepsilon_{x}}{\partial y^{2}}+\frac{\partial^{2} \varepsilon_{y}}{\partial x^{2}}-2 \frac{\partial^{2} \varepsilon_{x y}}{\partial x \partial y}-\left(k_{1} \frac{\partial^{2} w}{\partial y^{2}}+k_{2} \frac{\partial^{2} w}{\partial x^{2}}\right)=0 \tag{6.148}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ are the curvatures of the coordinate curves $x$ and $y$ of the shell. In what follows, $k_{1}$ and $k_{2}$ are assumed to be the principal curvatures of the shell.

Inserting (6.147) into (5.52) and retaining only asymptotically leading terms renders the mean square of the shear stress intensity

$$
\begin{gather*}
T^{2}=\frac{(2 G)^{2}}{2} \mathrm{M}\left[\left|z \frac{\partial^{2} w}{\partial x^{2}}-\varepsilon_{x}\right|^{2}+\left|z \frac{\partial^{2} w}{\partial y^{2}}-\varepsilon_{y}\right|^{2}+\right. \\
\left.2\left|z \frac{\partial^{2} w}{\partial x \partial y}-\varepsilon_{x y}\right|^{2}-\frac{1-4 \nu+\nu^{2}}{3(1-\nu)^{2}}\left|z \Delta w-\varepsilon_{x}-\varepsilon_{y}\right|^{2}\right] \tag{6.149}
\end{gather*}
$$

Here, as usual, M is the symbol of mathematical expectation.
Next, we introduce the moments and the forces in the mid-surface

$$
\begin{align*}
& M_{x}=\int_{-h / 2}^{h / 2} \sigma_{x} z d z, \quad M_{y}=\int_{-h / 2}^{h / 2} \sigma_{y} z d z, H=\int_{-h / 2}^{h / 2} \tau_{x y} z d z,  \tag{6.150}\\
& T_{x}=\int_{-h / 2}^{h / 2} \sigma_{x} d z, \quad T_{y}=\int_{-h / 2}^{h / 2} \sigma_{y} d z, S=\int_{-h / 2}^{h / 2} \tau_{x y} d z . \tag{6.151}
\end{align*}
$$

Substituting the equations for the stresses (6.147) into the latter equations we obtain due to (6.84) and (6.85)

$$
\begin{align*}
M_{x} & =-D_{c}\left(\frac{\partial^{2} w}{\partial x^{2}}+\sigma_{c} \frac{\partial^{2} w}{\partial y^{2}}\right)+C_{c}\left(\varepsilon_{x}+\delta \varepsilon_{y}\right) \\
M_{y} & =-D_{c}\left(\frac{\partial^{2} w}{\partial y^{2}}+\sigma_{c} \frac{\partial^{2} w}{\partial x^{2}}\right)+C_{c}\left(\varepsilon_{y}+\delta \varepsilon_{x}\right)  \tag{6.152}\\
H & =-D_{c}\left(1-\sigma_{c}\right) \frac{\partial^{2} w}{\partial x \partial y}+C_{c}(1-\delta) \varepsilon_{x y}
\end{align*}
$$

$$
\begin{align*}
T_{x} & =B_{c}\left(\varepsilon_{x}+\kappa_{c} \varepsilon_{y}\right)-C_{c}\left(\frac{\partial^{2} w}{\partial x^{2}}+\delta \frac{\partial^{2} w}{\partial y^{2}}\right) \\
T_{y} & =B_{c}\left(\varepsilon_{y}+\kappa_{c} \varepsilon_{x}\right)-C_{c}\left(\frac{\partial^{2} w}{\partial y^{2}}+\delta \frac{\partial^{2} w}{\partial x^{2}}\right)  \tag{6.153}\\
S & =B_{c}\left(1-\kappa_{c}\right) \varepsilon_{x y}+C_{c}(1-\delta) \frac{\partial^{2} w}{\partial x \partial y}
\end{align*}
$$

The introduced factors are given by

$$
\begin{gather*}
D_{c}=D\left[1+\frac{1-\nu+\nu^{2}}{1-\nu} \frac{8}{h^{3}} \int_{-h / 2}^{h / 2} l z^{2}\left(\frac{T}{2 G}\right)^{\alpha} d z\right], \\
D_{c} \sigma_{c}=D \nu\left[1+\frac{1-4 \nu+\nu^{2}}{\nu(1-\nu)} \frac{4}{h^{3}} \int_{-h / 2}^{h / 2} l z^{2}\left(\frac{T}{2 G}\right)^{\alpha} d z\right], \\
B_{c}=\frac{E h}{1-\nu^{2}}\left[1+\frac{2\left(1-\nu+\nu^{2}\right)}{3(1-\nu)} \frac{1}{h} \int_{-h / 2}^{h / 2} l\left(\frac{T}{2 G}\right)^{\alpha} d z\right], \\
B_{c} \kappa_{c}= \\
\frac{E h \nu}{1-\nu^{2}}\left[1-\frac{1-4 \nu+\nu^{2}}{3 \nu(1-\nu)} \frac{1}{h} \int_{-h / 2}^{h / 2} l\left(\frac{T}{2 G}\right)^{\alpha} d z\right], \\
C_{c}=  \tag{6.154}\\
\frac{2 E}{3\left(1-\nu^{2}\right)} \frac{1-\nu+\nu^{2}}{1-\nu} \frac{1}{h} \int_{-h / 2}^{h / 2} l z\left(\frac{T}{2 G}\right)^{\alpha} d z, \\
D=\frac{E h^{3}}{12\left(1-\nu^{2}\right)}, \delta=-\frac{1-4 \nu+\nu^{2}}{2\left(1-\nu+\nu^{2}\right)} .
\end{gather*}
$$

Here $D_{c}$ denotes complex bending rigidity, $B_{c}$ stands for the complex stiffness of the shell in its tangential plane and $C_{c}$ has no analogy in the theory of elastic shells. Parameters $\sigma_{c}, \delta$ and $\kappa_{c}$ are analogues to the Poisson's ratio.

The introduced forces and moments must satisfy the governing equations of a shallow shell

$$
\begin{equation*}
m \ddot{w}-\frac{\partial^{2} M_{x}}{\partial x^{2}}-2 \frac{\partial^{2} H}{\partial x \partial y}-\frac{\partial^{2} M_{y}}{\partial y^{2}}+k_{1} T_{x}+k_{2} T_{y}=p \tag{6.155}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial T_{x}}{\partial x}+\frac{\partial S}{\partial y}=0, \quad \frac{\partial S}{\partial x}+\frac{\partial T_{y}}{\partial y}=0 \tag{6.156}
\end{equation*}
$$

where $m$ is the mass per surface area and $p$ denotes an external random transverse load. Inertial forces in the tangential plane of the shell are neglected in the latter two equations.

This system of equations must be completed by including an additional equation, namely eq. (5.60)

$$
\begin{equation*}
1-\eta^{2}=\int_{-\infty}^{\infty} \frac{S_{T}(\omega)}{T^{2}} \frac{d \omega}{1+(\omega \varphi)^{2}} \tag{6.157}
\end{equation*}
$$

By means of this equation we find function $\varphi$ which appears in the expression for $l(5.46)$. As seen from eqs. (6.157) and (5.46), function $l$ depends not only on its main argument $\omega$, but also on the spatial coordinates $x, y$ and $z$, since $S_{T}$ and $T^{2}$ may depend upon the spatial coordinates.

The forthcoming estimations will be performed for the case in which the vibrational field is a statistically homogeneous function of coordinates $x$ and $y$ and time $t$. The root-mean-square of the shear stress $T$ is independent of $x$ and $y$, that is all coefficients in eqs. (6.152) and (6.153) turn out to be constant. As pointed out in Section 6.4 the condition of statistical homogeneity is approximately fulfilled far from the boundaries of a sufficiently extended shallow shell subject to a broad-band high-frequency excitation.

By analogy with the theory of thin elastic shells we express the forces in the mid-surface in terms of the stress function $\Phi$

$$
\begin{equation*}
T_{x}=\frac{\partial^{2} \Phi}{\partial y^{2}}, T_{y}=\frac{\partial^{2} \Phi}{\partial x^{2}}, S=-\frac{\partial^{2} \Phi}{\partial x \partial y} \tag{6.158}
\end{equation*}
$$

Equations (6.156) are then satisfied identically. Inserting (6.158) in (6.153) and solving the obtained equations for the strains of the mid-surface yields

$$
\begin{align*}
B_{c}\left(1-\kappa_{c}^{2}\right) \varepsilon_{x}= & \frac{\partial^{2} \Phi}{\partial y^{2}}-\kappa_{c} \frac{\partial^{2} \Phi}{\partial x^{2}}+ \\
& +C_{c}\left(\frac{\partial^{2} w}{\partial x^{2}}+\delta \frac{\partial^{2} w}{\partial y^{2}}\right)-C_{c} \kappa_{c}\left(\frac{\partial^{2} w}{\partial y^{2}}+\delta \frac{\partial^{2} w}{\partial x^{2}}\right) \\
B_{c}\left(1-\kappa_{c}^{2}\right) \varepsilon_{y}= & \frac{\partial^{2} \Phi}{\partial x^{2}}-\kappa_{c} \frac{\partial^{2} \Phi}{\partial y^{2}}+  \tag{6.159}\\
& +C_{c}\left(\frac{\partial^{2} w}{\partial y^{2}}+\delta \frac{\partial^{2} w}{\partial x^{2}}\right)-C_{c} \kappa_{c}\left(\frac{\partial^{2} w}{\partial x^{2}}+\delta \frac{\partial^{2} w}{\partial y^{2}}\right), \\
B_{c}\left(1-\kappa_{c}^{2}\right) \varepsilon_{x y}= & -\left(1+\kappa_{c}\right) \frac{\partial^{2} \Phi}{\partial x \partial y}+C_{c}(1-\delta)\left(1+\kappa_{c}\right) \frac{\partial^{2} w}{\partial x \partial y}
\end{align*}
$$

Substituting $\varepsilon_{x}, \varepsilon_{y}$ and $\varepsilon_{x y}$ into the compatibility equation (6.148) gives the first equation for the unknown variables $w$ and $\Phi$

$$
\begin{equation*}
\Delta \Delta \Phi-B_{c}\left(1-\kappa_{c}^{2}\right)\left(k_{1} \frac{\partial^{2} w}{\partial y^{2}}+k_{2} \frac{\partial^{2} w}{\partial x^{2}}\right)+C_{c}\left(\delta-\kappa_{c}\right) \Delta \Delta w=0 \tag{6.160}
\end{equation*}
$$

The second equation for these variables is derived by substitution of equations for forces (6.158) and moments (6.152) into the dynamics equation

$$
\begin{gather*}
m \ddot{w}+\left(D_{c}-\frac{C_{c}^{2}}{B_{c}}\right) \Delta \Delta w+k_{1} \frac{\partial^{2} \Phi}{\partial y^{2}}+k_{2} \frac{\partial^{2} \Phi}{\partial x^{2}}-  \tag{6.155}\\
-C_{c}\left(\delta-\kappa_{c}\right)\left(k_{1} \frac{\partial^{2} w}{\partial y^{2}}+k_{2} \frac{\partial^{2} w}{\partial x^{2}}\right)=p \tag{6.161}
\end{gather*}
$$

This equation may be simplified by neglecting terms of higher order in the plastic deformation effect. Indeed, we have from (6.154) that $C_{c}$ is first order in $l$. Thus, $C_{c}^{2}$ is a value of second order and may be omitted. Next, in order to retain terms up to first order in (6.161) it is sufficient to put $\kappa_{c}=\nu$ in the expression for $C_{c}\left(\delta-\kappa_{c}\right)$. An analogous simplification can also be performed in eq. (6.160), to give

$$
\begin{equation*}
m \ddot{w}+D_{c} \Delta \Delta w+k_{1} \frac{\partial^{2} \Phi}{\partial y^{2}}+k_{2} \frac{\partial^{2} \Phi}{\partial x^{2}}-C_{c}(\delta-\nu)\left(k_{1} \frac{\partial^{2} w}{\partial y^{2}}+k_{2} \frac{\partial^{2} w}{\partial x^{2}}\right)=p \tag{6.162}
\end{equation*}
$$

$$
\begin{equation*}
\Delta \Delta \Phi-B_{c}\left(1-\kappa_{c}^{2}\right)\left(k_{1} \frac{\partial^{2} w}{\partial y^{2}}+k_{2} \frac{\partial^{2} w}{\partial x^{2}}\right)+C_{c}(\delta-\nu) \Delta \Delta w=0 . \tag{6.163}
\end{equation*}
$$

The coefficients of the latter equations admit the following relatively simple asymptotic expressions to be obtained by virtue of (6.154)

$$
\begin{gather*}
B_{c}\left(1-\kappa_{c}^{2}\right)=E h\left[1+\frac{2(1+\nu)}{3 h} \int_{-h / 2}^{h / 2} l\left(\frac{T}{2 G}\right)^{\alpha} d z\right] \\
C_{c}(\delta-\nu)=-\frac{E(1-2 \nu)}{3(1-\nu)} \int_{-h / 2}^{h / 2} l z\left(\frac{T}{2 G}\right)^{\alpha} d z \tag{6.164}
\end{gather*}
$$

Assuming that the load $p$ is modelled by a homogeneous random field with a zero mean value we write down its spectral decomposition

$$
\begin{equation*}
p=\iint_{-\infty}^{\infty} \int e^{i(\omega t+\lambda x+\mu y)} V(\omega, \lambda, \mu) d \omega d \lambda d \mu \tag{6.165}
\end{equation*}
$$

Substituting this into the system (6.162) and (6.163) and constraining the solution to be bounded at infinity, we obtain

$$
\begin{align*}
w & =\int_{-\infty}^{\infty} \iint_{-\infty} \frac{V(\omega, \lambda, \mu)}{\Omega(\omega, \lambda, \mu)} e^{i(\omega t+\lambda x+\mu y)} d \omega d \lambda d \mu  \tag{6.166}\\
\Phi & =\iint_{-\infty}^{\infty} \int_{-\infty} \frac{A V(\omega, \lambda, \mu)}{\Omega(\omega, \lambda, \mu)} e^{i(\omega t+\lambda x+\mu y)} d \omega d \lambda d \mu \tag{6.167}
\end{align*}
$$

where

$$
\begin{gather*}
\Omega=-m \omega^{2}+D_{c}\left(\lambda^{2}+\mu^{2}\right)^{2}+B_{c}\left(1-\kappa_{c}^{2}\right) \frac{\left(k_{1} \mu^{2}+k_{2} \lambda^{2}\right)^{2}}{\left(\lambda^{2}+\mu^{2}\right)^{2}}+ \\
+2\left(k_{1} \mu^{2}+k_{2} \lambda^{2}\right) C_{c}(\delta-\nu)  \tag{6.168}\\
A=C_{c}(\delta-\nu)+B_{c}\left(1-\kappa_{c}^{2}\right) \frac{k_{1} \mu^{2}+k_{2} \lambda^{2}}{\left(\lambda^{2}+\mu^{2}\right)^{2}} \tag{6.169}
\end{gather*}
$$

Let us next consider the mean square of the shear stress intensity. Inserting (6.166) and (6.167) into (6.158) and (6.152), and then into (6.149) and neglecting terms of higher order leads to the result

$$
\begin{equation*}
T^{2}=G \int_{-\infty}^{\infty} \iint_{-\infty} \frac{\Lambda(\lambda, \mu, z)}{|\Omega(\omega, \lambda, \mu)|^{2}} S_{p}(\omega, \lambda, \mu) d \omega d \lambda d \mu \tag{6.170}
\end{equation*}
$$

where

$$
\begin{array}{r}
\Lambda(\lambda, \mu, z)=\frac{4 G}{3}\left[z^{2}\left(\lambda^{2}+\mu^{2}\right)^{2} \frac{1-\nu+\nu^{2}}{(1-\nu)^{2}}-\right. \\
\left.-z\left(k_{1} \mu^{2}+k_{2} \lambda^{2}\right) \frac{1-\nu+\nu^{2}}{(1-\nu)^{2}}+(1+\nu)^{2} \frac{\left(k_{1} \mu^{2}+k_{2} \lambda^{2}\right)^{2}}{\left(\lambda^{2}+\mu^{2}\right)^{2}}\right] \tag{6.171}
\end{array}
$$

By virtue of (6.170) we get an expression for the spectral density of stresses

$$
\begin{equation*}
S_{T}=G \int_{-\infty}^{\infty} \int_{\infty} \frac{\Lambda(\lambda, \mu, z)}{|\Omega(\omega, \lambda, \mu)|^{2}} S_{p}(\omega, \lambda, \mu) d \lambda d \mu \tag{6.172}
\end{equation*}
$$

Finally, we derive an asymptotic expression for $\Omega$. After a little algebra due to (6.168) and (6.164) we obtain an unexpected result

$$
\begin{equation*}
\Omega=-m \omega^{2}+D(1+R)\left[\left(\lambda^{2}+\mu^{2}\right)^{2}+\frac{E h}{D} \frac{\left(k_{1} \mu^{2}+k_{2} \lambda^{2}\right)^{2}}{\left(\lambda^{2}+\mu^{2}\right)^{2}}\right], \tag{6.173}
\end{equation*}
$$

where

$$
\begin{equation*}
R=\frac{\int_{-h / 2}^{h / 2} l \Lambda(\lambda, \mu, z)(T / 2 G)^{\alpha} d z}{D\left[\left(\lambda^{2}+\mu^{2}\right)^{2}+\frac{E h}{D}\left(k_{1} \mu^{2}+k_{2} \lambda^{2}\right)^{2} /\left(\lambda^{2}+\mu^{2}\right)^{2}\right]} \tag{6.174}
\end{equation*}
$$

The presence of function $\Lambda(\lambda, \mu, z)$, which has already appeared in (6.170) and (6.172), is somewhat unexpected.

Equations (6.170), (6.172), (6.174), (6.157) and (5.46) give us a system of equation for determination of the unknown parameters $\varphi, l, R, S_{T}$ and $T^{2}$. This system in its general form is extremely complicated.

### 6.9 Vibrations of a shallow shell under broad band random load

Let the load be spatial white noise. In this case its spectral density is given by

$$
\begin{equation*}
S_{p}(\omega, \lambda, \mu)=\Psi(\omega) \tag{6.175}
\end{equation*}
$$

Insertion of this expression into (6.172) yields

$$
\begin{equation*}
S_{T}=G \Psi(\omega) \int_{-\infty}^{\infty} \int_{-\infty} \frac{\Lambda(\lambda, \mu, z)}{|\Omega(\omega, \lambda, \mu)|^{2}} d \lambda d \mu . \tag{6.176}
\end{equation*}
$$

In order to evaluate this integral it is necessary to transform to new integration variables by means of the following transformation

$$
\begin{equation*}
\lambda=\sqrt{x} \cos \theta, \mu=\sqrt{x} \sin \theta \tag{6.177}
\end{equation*}
$$

Then, due to (6.173) we obtain

$$
\begin{equation*}
S_{T}=\int_{0}^{2 \pi} \int_{0}^{\infty} \frac{[G \Psi(\omega) / 2] \Lambda^{*} d x d \theta}{\left|-m \omega^{2}+D\left(1+R^{*}\right)\left[x^{2}+\frac{E h}{D}\left(k_{2} \cos ^{2} \theta+k_{1} \sin ^{2} \theta\right)^{2}\right]\right|^{2}} \tag{6.178}
\end{equation*}
$$

where

$$
\begin{align*}
& \Lambda^{*}=\Lambda(\sqrt{x} \cos \theta, \sqrt{x} \sin \theta, z),  \tag{6.179}\\
& R^{*}=R(\omega, \sqrt{x} \cos \theta, \sqrt{x} \sin \theta)
\end{align*}
$$

We compute the integral over $x$ numerically following [119] and using the fact that the plastic strain effect is small. The latter is determined by function $R^{*}$. If $R^{*}=0$ and $\omega<\sqrt{E h\left(k_{2} \cos ^{2} \theta+k_{1} \sin ^{2} \theta\right)^{2} / m D}$, the integral
(6.178) converges. But if $R^{*}=0$ and $\omega>\sqrt{E h\left(k_{2} \cos ^{2} \theta+k_{1} \sin ^{2} \theta\right)^{2} / m D}$, the integral over $x$ in (6.178) diverges because of the singularity at the point

$$
\begin{equation*}
x=x^{*}=\sqrt{\left[m \omega^{2}-E h\left(k_{2} \cos ^{2} \theta+k_{1} \sin ^{2} \theta\right)^{2}\right] / D} . \tag{6.180}
\end{equation*}
$$

The integral (6.178) is bounded for a finite $R^{*}$. For small $R^{*}$ the main contribution to its value gives a vicinity of the point $x=x^{*}$ as the denominator of the integrand achieves its minimum near this point. With this in view, estimating the contribution in the vicinity of the point $x^{*}$ to the integral we replace $\Lambda^{*}$ and $R^{*}$ by their values at $x=x^{*}$. Denoting $\Lambda^{* *}=\Lambda^{*}\left(x^{*}\right)$ and $R^{* *}=R^{*}\left(x^{*}\right)$ we obtain asymptotically

$$
\begin{equation*}
S_{T}=\int_{0}^{2 \pi} \int_{0}^{\infty} \frac{[G \Psi(\omega) / 2] \Lambda^{* *} d x d \theta}{\left|-m \omega^{2}+D\left(1+R^{* *}\right)\left[x^{2}+\frac{E h}{D}\left(k_{2} \cos ^{2} \theta+k_{1} \sin ^{2} \theta\right)^{2}\right]\right|^{2}} \tag{6.181}
\end{equation*}
$$

Now we point out that it is the imaginary part that has an essential influence on the asymptotic behaviour of the integral over $x$ in (6.181). Denoting

$$
\begin{equation*}
\psi=\operatorname{Im} R^{* *} \tag{6.182}
\end{equation*}
$$

and completely ignoring the real part of $R^{* *}$ we obtain

$$
\begin{equation*}
S_{T}=\int_{0}^{2 \pi} \int_{0}^{\infty} \frac{[G \Psi(\omega) / 2] \Lambda^{* *} d x d \theta}{\left|-m \omega^{2}+D(1+i \psi)\left[x^{2}+\frac{E h}{D}\left(k_{2} \cos ^{2} \theta+k_{1} \sin ^{2} \theta\right)^{2}\right]\right|^{2}} \tag{6.183}
\end{equation*}
$$

Evaluation of this integral over $x$ yields a closed form expression, cf. [119]. To this aim, we make use of the formula, see [44]

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d x}{a+b x^{2}+c x^{4}}=\frac{\pi}{2 q^{2} c \sin \alpha} \frac{\cos (\alpha / 2)}{q} \tag{6.184}
\end{equation*}
$$

where

$$
q=\sqrt[4]{\frac{a}{c}}, \cos \alpha=-\frac{b}{2 \sqrt{a c}}, 0 \leq \alpha \leq \pi
$$

Comparing (6.184) and the integral over $x$ in (6.183), we find the following expressions for the coefficients $a, b$, and $c$

$$
\begin{align*}
& c=\left(1+\psi^{2}\right) D, b=\left[2\left(d^{2}-\delta^{2}\right)+2 d^{2} \psi^{2}\right] D \\
& a=\left(d^{2}+\delta^{2}\right)^{2}+d^{4} \psi^{2}, \delta^{2}=m \omega^{2}  \tag{6.185}\\
& d^{2}=d^{2}(\theta)=E h\left(k_{2} \cos ^{2} \theta+k_{1} \sin ^{2} \theta\right)^{2}
\end{align*}
$$

Evaluation of the first quotient in the right hand side of eq. (6.184) yields

$$
\begin{equation*}
\frac{\pi}{2 c q^{2} \sin \alpha}=\frac{\pi}{2 m \omega^{2} D|\psi|} \tag{6.186}
\end{equation*}
$$

The second quotient is too unwieldy. However for $\psi \rightarrow 0$ it is bounded for nearly all values of frequency $\omega$. For this reason, we will find its asymptotic representation for $\psi \rightarrow 0$. Formulae (6.185) then give

$$
\begin{gather*}
\cos \alpha=\sin (\delta-d), \cos \frac{\alpha}{2}=\left[\begin{array}{ll}
1, & \delta>d \\
0, & \delta<d \\
q=\sqrt{\left|d^{2}-\delta^{2}\right|} / D
\end{array} .\right. \tag{6.187}
\end{gather*}
$$

Inserting (6.187) and (6.186) into (6.184) we obtain an approximate value for the integral $I_{1}$ over $x$ in (6.183) such that

$$
I_{1}=\left[\begin{array}{ll}
\pi\left[2 \psi m \sqrt{D m} \omega^{2} \sqrt{\omega^{2}-d^{2}(\theta) / m}\right]^{-1}, & \omega^{2}>d^{2} / m  \tag{6.188}\\
0, & \omega^{2}<d^{2} / m
\end{array}\right.
$$

Substituting this into (6.183) we obtain finally

$$
\begin{equation*}
S_{T}=\frac{\pi G \Psi(\omega)}{m \sqrt{D m} \omega^{3}} \int_{0}^{\pi / 2} \frac{\Lambda^{* *} d \theta}{\psi \sqrt{1-\beta^{2}\left(\cos ^{2} \theta+\chi \sin ^{2} \theta\right)^{2}}} \tag{6.189}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\left(\frac{E h k_{2}^{2}}{m \omega^{2}}\right)^{1 / 2}, \quad \chi=\frac{k_{1}}{k_{2}} . \tag{6.190}
\end{equation*}
$$

We integrate in (6.189) over that domain in which the integrand is real. It is easy to see that the integrand has an integrable singularity for any $\beta$, except $\beta=1$, provided that the integration bound lies in the interval $[0, \pi / 2]$.

The mean square of the shear stress intensity is found from the equation

$$
\begin{equation*}
T^{2}=\int_{-\infty}^{\infty} S_{T}(\omega) d \omega \tag{6.191}
\end{equation*}
$$

An expression for factor $\psi$, which is determined by means of (5.49), (5.48) and (6.182), is given by

$$
\begin{equation*}
\psi=\frac{H n^{-\alpha}}{m \omega^{2}} \int_{-h / 2}^{h / 2} I(\omega) \Lambda^{* *}\left(\frac{T}{2 G}\right)^{\alpha} d z \tag{6.192}
\end{equation*}
$$

Here $I(\omega)$ is given by (5.48) and has the following form

$$
\begin{equation*}
I(\omega)=\alpha \int_{0}^{1} \frac{\eta^{\alpha-1} \omega \varphi(\eta) d \omega}{1+[\omega \varphi(\eta)]^{2}} \tag{6.193}
\end{equation*}
$$

Function $\varphi(\eta)$ in this equation is determined from eq. (6.157).
Equations (6.189), (6.190), (6.157), (6.192) and (6.193) give us a system of equations for the unknown variables. It is worthwhile noting that the spectral density (6.189) depends on the coordinate $z$ besides the main argument $\omega$. This leads to the conclusion that the solution of eq. (6.157) also depends on $z$. Consider next one possible means of simplification. For example, let us look for an approximate solution of the system such that the function $\varphi(\eta)$ does not depend upon $z$. We can find such a function from the equation

$$
\begin{equation*}
1-\eta^{2}=\int_{-\infty}^{\infty} \frac{\int_{-h / 2}^{h / 2} S_{T}\left(\frac{T}{2 G}\right)^{\alpha} d z}{\int_{-h / 2}^{h / 2} T^{2}\left(\frac{T}{2 G}\right)^{\alpha} d z} \frac{d \omega}{1+(\omega \varphi)^{2}} \tag{6.194}
\end{equation*}
$$

which says that eq. (6.157) is satisfied on average with a weight $(T / 2 G)^{2+\alpha}$. Substituting eqs. (6.189) and (6.191) into the latter equation leads, due to (6.192), to a surprisingly simple result

$$
\begin{equation*}
1-\eta^{2}=\frac{\int_{-\infty}^{\infty} \frac{\Psi(\omega)}{\omega I(\omega)} \frac{\Pi(\beta, \chi) d \omega}{1+(\omega \varphi)^{2}}}{\int_{-\infty}^{\infty} \frac{\Psi(\omega)}{\omega I(\omega)} \Pi(\beta, \chi) d \omega} \tag{6.195}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi(\beta, \chi)=\frac{2}{\pi} \int_{0}^{\pi / 2} \frac{d \theta}{\sqrt{1-\beta^{2}\left(\cos ^{2} \theta+\chi \sin ^{2} \theta\right)^{2}}} \tag{6.196}
\end{equation*}
$$

Equations (6.195) and (6.193) give us a system of equations for $\varphi(\eta)$ and $I(\omega)$. This system differs from the corresponding system of equations in the theory of plates, see Section 6.6 , only in a factor $\Pi(\beta, \chi)$ in the integrand of eq. (6.196). This function was first introduced by Bolotin in [18] and has a clear physical meaning. $\Pi(\beta, \chi)$ is equal to the ratio of the density of the shell eigenfrequency at frequency $\omega$ to that as $\omega \rightarrow \infty$. By means of a standard transformation it may be expressed in terms of elliptic integrals


FIGURE 6.7. Modal density $\Pi(\beta, \gamma)$ versus $\beta^{-1}=\omega \sqrt{m / E h k_{2}^{2}}$ for some values of $\chi$.
in normal form. The result of the evaluations for $0<\chi<1$ is given below

$$
\Pi(\beta, \chi)=\left[\begin{array}{ll}
0, & 0<\beta^{-1}<\chi  \tag{6.197}\\
\frac{\sqrt{2}}{\pi \sqrt{\beta(1-\chi)}} \mathrm{K}\left(\sqrt{\frac{(1+\beta)(1-\beta \chi)}{2 \beta(1-\chi)}}\right), & \chi<\beta^{-1}<1 \\
\frac{2}{\pi \sqrt{(1+\beta)(1-\beta \chi)}} \mathrm{K}\left(\sqrt{\frac{2 \beta(1-\chi)}{(1+\beta)(1-\beta \chi)}}\right), & \beta^{-1}>1
\end{array}\right.
$$

Here $\mathrm{K}(\ldots)$ is a complete elliptic integral of the first kind. For a plate $\beta \rightarrow 0$, and therefore $\Pi=1$. For a spherical shell $\chi=1$ and the relative modal density $\Pi$ takes on an especially simple expression

$$
\Pi(\beta, 1)=\left[\begin{array}{ll}
0, & \beta^{-1}<1  \tag{6.198}\\
\left(1-\beta^{2}\right)^{-1 / 2}, & \beta^{-1}>1
\end{array}\right.
$$

The results of calculating $\Pi(\beta, \chi)$ are displayed in Fig. 6.7 versus nondimensional frequency $\beta^{-1}=\omega \sqrt{m / E h k_{2}^{2}}$ for various values of $\chi$.

Analysis of expressions (6.197) shows that for any $\chi$ in the interval $0<$ $\chi<1, \Pi$ has an integrable singularity at $\beta=1$. The curves of Fig. 6.7 confirm this.

Solution of the system of equations (6.193) and (6.195) is not the last complication of this problem. In order to determine $T^{2}$ we must make use of (6.191) which, by virtue of eqs. (6.189) and (6.171), gives

$$
\begin{equation*}
T^{2}=\sum_{n=0}^{2} B_{n} z^{n} \tag{6.199}
\end{equation*}
$$

The factors of this decomposition are obtained by means of eqs. (6.189) and (6.171), to give

$$
\begin{equation*}
B_{l}=\frac{\pi n^{\alpha}}{4 G \sqrt{D m} H} \int_{-\infty}^{\infty} \frac{\Psi(\omega) C_{l}\left(\omega, B_{s}\right) d \omega}{\omega I(\omega)} \tag{6.200}
\end{equation*}
$$

where

$$
\begin{gather*}
C_{l}\left(\omega, B_{s}\right)=\int_{0}^{\pi / 2} \frac{A_{l}\left[1-\beta^{2}\left(\cos ^{2} \theta+\chi \sin ^{2} \theta\right)^{2}\right]^{-1 / 2} d \theta}{\int_{-h / 2}^{h / 2} \sum_{n=0}^{2} A_{n} z^{n}\left(\frac{1}{2 G} \sum_{m=0}^{2} B_{m} z^{m}\right)^{\alpha} d z}  \tag{6.201}\\
A_{2}=\frac{4 G}{3}\left(x^{*}\right)^{2} \frac{1-\nu+\nu^{2}}{(1-\nu)^{2}} \\
A_{1}=\frac{4 G}{3} x^{*} \frac{1-\nu-2 \nu^{2}}{1-\nu}\left(k_{2} \cos ^{2} \theta+k_{1} \sin ^{2} \theta\right)  \tag{6.202}\\
A_{0}=\frac{4 G}{3}(1+\nu)^{2}\left(k_{2} \cos ^{2} \theta+k_{1} \sin ^{2} \theta\right)^{2}
\end{gather*}
$$

Regretfully, the integral over $z$ in (6.201) can only be evaluated numerically for arbitrary $\alpha$ which considerably impedes the solution of this system of transcendental equations for $B_{0}, B_{1}$ and $B_{2}$.

The spectral density of the acceleration of the transverse deflection is of considerable interest for the application of vibration technology. The corresponding spectral representation of $\ddot{w}$ is obtained by means of eq. (6.166) and is given by

$$
\begin{equation*}
\ddot{w}=-\iint_{-\infty}^{\infty} \int \frac{\omega^{2} V(\omega, \lambda, \mu)}{\Omega(\omega, \lambda, \mu)} e^{i(\omega t+\lambda x+\mu y)} d \omega d \lambda d \mu \tag{6.203}
\end{equation*}
$$

The correlation function of $\ddot{w}$ is derived, due to eq. (6.97), to give

$$
\begin{equation*}
K_{\ddot{w}}=\iint_{-\infty}^{\infty} \iint^{\infty} \frac{\omega^{4} S_{p}(\omega, \lambda, \mu)}{|\Omega(\omega, \lambda, \mu)|^{2}} e^{i(\omega t+\lambda x+\mu y)} d \omega d \lambda d \mu \tag{6.204}
\end{equation*}
$$

For a delta-correlated surface load (6.112), the spectral density $S_{p}$ is given by eq. (6.113). By analogy with eqs. (6.101) and (6.103) we obtain the spectral density of the deflection acceleration $\ddot{w}$ for a shallow shell

$$
\begin{equation*}
\Phi_{\ddot{w}}(\omega)=\iint_{-\infty}^{\infty} \frac{\omega^{4} \Psi(\omega)}{|\Omega(\omega, \lambda, \mu)|^{2}} d \lambda d \mu . \tag{6.205}
\end{equation*}
$$

The integral in (6.205) can be evaluated by analogy with the previous evaluations of this Section. In the case of small values of $\psi(\omega)$, the asymptotic representation for this is such that

$$
\begin{equation*}
\Phi_{\ddot{w}}(\omega)=\frac{\pi^{2} \Psi(\omega) \omega}{2 m \sqrt{D m} \psi(\omega)} \Pi(\beta, \chi) \tag{6.206}
\end{equation*}
$$

where $\Pi(\beta, \chi)$ is the relative modal density of the shell, cf. eq. (6.196).
The spectral density (6.206) differs from the spectral density of a plate only by a factor $\Pi$. Expression (6.206) for the case of a "linear" energy dissipation has been first obtained in the author's paper [119]. Due to the ideas of this book, function $\psi(\omega)$ is to be calculated by means of plasticity theory.

## 7

## Propagation of vibration in a nonlinear dissipative medium

A simple problem, namely the problem of longitudinal vibration in a homogeneous rod, will be studied in this chapter. Most attention will be given to the analysis of vibration in a semi-infinite rod loaded at one of its ends. A traditional method of nonlinear mechanics, namely a series expansion in terms of normal modes, which was used in Chapters 4 and 6 is not applicable here. The approach used in this chapter is based on the method of propagating waves which overcomes some difficulties caused mainly by the wave heterogeneity due to the energy dissipation in the rod's material. The problem of the vibration of a very long rod excited by a high frequency load is a related problem. A peculiarity of this problem lies in the fact that distortion of the normal modes due to small dissipative forces cannot be ignored.

### 7.1 Propagation of vibration in a linear viscoelastic rod

The linear vibration in a dissipative rod, cf. [122], is studied in this Section. Consider a semi-infinite rod $x>0$. The governing equation for its longitudinal vibration is given by

$$
\begin{equation*}
Q^{\prime}-m \ddot{u}=0, \tag{7.1}
\end{equation*}
$$

where $Q$ denotes a tensile axial force in the cross-section with coordinate $x, u$ is an axial displacement, and $m$ is the mass per unit length. The
dot and the prime indicate differentiation with respect to time and spatial coordinate $x$, respectively.

The axial strain of the rod is as follows

$$
\begin{equation*}
\varepsilon=u^{\prime} \tag{7.2}
\end{equation*}
$$

The constitutive equation for the rod's material is assumed to be given by

$$
\begin{equation*}
Q=c[1+R(\partial / \partial t)] \varepsilon, \tag{7.3}
\end{equation*}
$$

where $c$ is the static axial rigidity of the rod, and $R(\partial / \partial t)$ is an operator of viscoelasticity. The axial elastic force in eq. (7.3) is given by the term $c \varepsilon$, while the dissipative force is represented by the term $c R \varepsilon$. In what follows, the dissipative force is assumed to be small compared to the elastic force, i.e. the following inequality

$$
\begin{equation*}
|R(\partial / \partial t) \varepsilon| \ll|\varepsilon| \tag{7.4}
\end{equation*}
$$

holds.
Combining eqs. (7.1), (7.2) and (7.3) yields a single equation for $u$

$$
\begin{equation*}
c[1+R(\partial / \partial t)] u^{\prime \prime}-m \ddot{u}=0 . \tag{7.5}
\end{equation*}
$$

Let the cross-section $x=0$ be subject to a harmonic force, that is the boundary condition at $x=0$ is

$$
\begin{equation*}
Q=B_{0} e^{i \omega t} \tag{7.6}
\end{equation*}
$$

We require a decrease in vibration as $x \rightarrow \infty$. A steady-state vibration of the rod is sought in the form

$$
\begin{equation*}
u=U(\omega, x) e^{i \omega t} \tag{7.7}
\end{equation*}
$$

Inserting (7.7) into (7.5) gives the following equation for $U$

$$
\begin{equation*}
U^{\prime \prime}+\lambda^{2} U=0, \quad \lambda^{2}=\frac{m \omega^{2}}{c[1+R(i \omega)]} \tag{7.8}
\end{equation*}
$$

A solution satisfying the above condition of decay at infinity has the form

$$
\begin{equation*}
U=D e^{-i \lambda x} \tag{7.9}
\end{equation*}
$$

where $\lambda$ is that root of the second equation in (7.8) which has a negative imaginary part.

One can easily obtain from the second equation in (7.8) the following representation for $\lambda$

$$
\begin{equation*}
\lambda=\frac{\omega}{a}(\gamma-i \eta) \cdot a=\sqrt{\frac{c}{m}} \tag{7.10}
\end{equation*}
$$

Here $a$ denotes the velocity of propagation of small disturbances in the undamped $\operatorname{rod}(R=0)$, while the parameters $\gamma$ and $\eta$ are obtained from the equation

$$
\begin{equation*}
(\gamma-i \eta)^{2}=[1+R(i \omega)]^{-1}, \eta>0 \tag{7.11}
\end{equation*}
$$

Substituting (7.9) into (7.7) and satisfying the boundary condition (7.6) gives

$$
\begin{equation*}
u=-\frac{B_{0}}{i \lambda c[1+R(i \omega)]} e^{i(\omega t-\lambda x)} \tag{7.12}
\end{equation*}
$$

The value of acceleration is of interest in many problems of vibrational technology

$$
\begin{equation*}
\ddot{u}=-\frac{i \lambda B_{0}}{m} e^{i(\omega t-\lambda x)} . \tag{7.13}
\end{equation*}
$$

The value of force is required for analysis of the dynamical strength

$$
\begin{equation*}
Q=B_{0} e^{i(\omega t-\lambda x)} \tag{7.14}
\end{equation*}
$$

Inserting $\lambda$ due to (7.10) into the latter equation yields

$$
\begin{equation*}
Q=B_{0} e^{-\omega \eta x / a} e^{i \omega(t-\gamma x / a)} \tag{7.15}
\end{equation*}
$$

As follows from this equation the rod motion is a decaying travelling wave.
Note that the wave solution (7.15) cannot be principally obtained by the approximate methods of Chapters 4 and 6 for the simple reason that the concept of a normal mode of free elastic vibration does not exist for a semi-infinite rod.

Consider now a finite rod of length $L$ whose end $x=0$ is free whereas the end $x=L$ is subject to the load (7.6). The solution, as above, is sought in the form (7.7), with eq. (7.8) being the governing equation for $U$. The boundary conditions for $U$ are obtained by substitution of (7.6) and (7.7) into the boundary conditions of the problem, i.e.

$$
\begin{align*}
& x=0, \quad \frac{d U}{d x}=0 \\
& x=L, \quad c[1+R(i \omega)] \frac{d U}{d x}=B_{0} \tag{7.16}
\end{align*}
$$

The solution of eq. (7.8) satisfying the above boundary conditions is

$$
\begin{equation*}
U=-\frac{\lambda B_{0}}{m \omega^{2}} \frac{\cos \lambda x}{\sin \lambda L} \tag{7.17}
\end{equation*}
$$

Using this equation we find the following expression for the acceleration

$$
\begin{equation*}
\ddot{u}=\Phi(\omega, x) B_{0} e^{i \omega t} \tag{7.18}
\end{equation*}
$$

where the transfer function $\Phi$ is given by

$$
\begin{equation*}
\Phi(\omega, x)=\frac{\lambda \cos \lambda x}{m \sin \lambda L} \tag{7.19}
\end{equation*}
$$



FIGURE 7.1. Square of the nondimensional amplitude $\left(A / A_{L}\right)^{2}$ along the rod for the first eigenfrequency.

The square of the vibration amplitude takes the form

$$
\begin{equation*}
A^{2}=B_{0}^{2}|\Phi(\omega, x)|^{2} \tag{7.20}
\end{equation*}
$$

Using (7.19) and expression (7.10) for $\lambda$ we obtain the following result

$$
\begin{equation*}
|\Phi(\omega, x)|^{2}=\frac{|\lambda|^{2}}{m^{2}} \frac{\cosh 2 \omega \eta x / a+\cos 2 \omega \gamma x / a}{\cosh 2 \omega \eta L / a-\cos 2 \omega \gamma L / a} \tag{7.21}
\end{equation*}
$$

Expressions (7.20) and (7.21) enable us to see the difference between the mode of free elastic vibration and the modes of forced vibration of a viscoelastic rod. For example, Figs. 7.1, 7.2 and 7.3 a show plots of $\left(A / A_{L}\right)^{2}$ versus the non-dimensional variable $x / L$ at $\gamma=1$ and $\eta=0,05$ for the first, fifth and tenth natural frequencies. Examination of Fig. 7.1 indicates that the energy dissipation changes the shape of the low-frequency normal modes by a negligibly small amount. The influence of the energy dissipation on the shape of high frequency modes is considerable, see Figs. 7.2 and 7.3a.

It is instructive to compare Figs. 7.3a and 7.3b. Figure 7.3a plots $\left(A / A_{L}\right)^{2}$ with damping being taken into account, while Fig. 7.3b shows the same dependence without damping. Both diagrams are plotted for the same frequency equal to the tenth eigenfrequency of the rod. In the first case a considerable spatial decay of vibration is observed whereas in the second case there is no decay.

We conclude from this that even a small amount of damping leads to considerable alteration of high frequency modes of forced vibration. This fact is well-known in the literature, see [165].

The results of these comparisons enables us to assess critically the potential for using the approximate methods described in Chapters 4 and 6


FIGURE 7.2. Square of the non-dimensional amplitude $\left(A / A_{L}\right)^{2}$ along the rod for the fifth eigenfrequency.
for this particular problem. It is clear that the method of Chapter 4 cannot in principle reflect the difference between the mode of forced vibration in the viscoelastic rod and the free elastic mode of the rod since this method operates with an undistorted mode. Hence, the method of Chapter 4 is applicable, in this problem, to analysis only the first few natural frequencies. The method of Chapter 6 is preferable as the solution is sought in the form of a sum in terms of normal modes of elastic vibration. Hence, this method gives us, in principle, a possible means of obtaining a proper mode of forced vibration. But we have to pay a high price for this success since we have to solve the complete system of equations (6.8). Besides, the effect of the spatial decay of vibration is achieved by summation of a large number of terms in the series expansion in terms of normal modes, each mode possessing no effect of spatial decay. With this in view, this strategy is deemed to be ineffective. Note, that considerable simplification of the solution which is obtained by means of the simplified equations $(6.10)$ is prohibited here. Indeed, using the simplified equations implies an asymptotically small energy dissipation, but under this assumption even the exact solution (7.21) does not give a spatial decay of vibration at the resonant frequencies.

Let us proceed to consideration of a random load. Assume that the load $p(t)$ applied at $x=0$ is a stationary random function of time with a zero mean value. Prescribing the load by its spectral decomposition we obtain the following boundary condition

$$
\begin{equation*}
Q=p(t)=\int_{-\infty}^{\infty} e^{i \omega t} V(\omega) d \omega \tag{7.22}
\end{equation*}
$$



FIGURE 7.3. Dependence $\left(A / A_{L}\right)^{2}$ versus $x / L$ with (a) and without (b) damping.
with $V(\omega)$ being a white noise random function with intensity $S(\omega)$. A deterministic function $S(\omega)$ is the spectral density of the load $p(t)$. A steady-state vibration of the rod is sought in the form of an integral canonical representation

$$
\begin{equation*}
u(x, t)=\int_{-\infty}^{\infty} e^{i \omega t} U(\omega, x) d \omega \tag{7.23}
\end{equation*}
$$

where $U$ satisfies eq. (7.8). As a semi-infinite rod is considered, the solution $U$ must be taken in the form (7.9). Inserting this into (7.23) and into the boundary condition (7.22) yields

$$
\begin{equation*}
u=-\int_{-\infty}^{\infty} e^{i(\omega t-\lambda x)} \frac{V(\omega) d \omega}{i \lambda c[1+R(i \omega)]} \tag{7.24}
\end{equation*}
$$

The acceleration is given by

$$
\begin{equation*}
\ddot{u}=-\int_{-\infty}^{\infty} \frac{i \lambda}{m} e^{i(\omega t-\lambda x)} V(\omega) d \omega \tag{7.25}
\end{equation*}
$$

The latter equation is an integral canonical representation of the acceleration. With its help we can easily find the correlational function of acceleration

$$
\begin{equation*}
K_{\ddot{u}}\left(x_{1}, x_{2}, \tau\right)=\int_{-\infty}^{\infty} e^{i \omega \tau-i \gamma \omega\left(x_{1}-x_{2}\right) / a} e^{-\omega \eta\left(x_{1}+x_{2}\right) / a} \frac{|\lambda|^{2}}{m^{2}} S(\omega) d \omega \tag{7.26}
\end{equation*}
$$

where $\tau=t_{1}-t_{2}$ is the time difference. In particular, we see that the correlation function of acceleration at $x_{1}=x_{2}=x$ is given by

$$
\begin{equation*}
K(\tau, x)=K_{\ddot{u}}(x, x, \tau)=\int_{-\infty}^{\infty} \frac{|\lambda|^{2}}{m^{2}} e^{i \omega \tau} e^{-2 \omega \eta x / a} S(\omega) d \omega \tag{7.27}
\end{equation*}
$$

Consider now a rod of length $L$ having a free end $x=0$, while end $x=L$ is subject to a stationary random force $p(t)$. Prescribing the latter by its spectral representation (7.22), looking for a solution in form (7.23) and satisfying the above boundary conditions we obtain the following integral canonical representation for the acceleration

$$
\begin{equation*}
\ddot{u}=\int_{-\infty}^{\infty} e^{i \omega \tau} \Phi(\omega, x) V(\omega) d \omega \tag{7.28}
\end{equation*}
$$

where $\Phi(\omega, x)$ is given by eq. (7.19). By means of the integral canonical representation (7.28) we obtain the correlation function of acceleration

$$
\begin{equation*}
K_{u}\left(x_{1}, x_{2}, \tau\right)=\int_{-\infty}^{\infty} e^{i \omega \tau} \Phi\left(\omega, x_{1}\right) \Phi\left(\omega, x_{2}\right) S(\omega) d \omega \tag{7.29}
\end{equation*}
$$

Consider, for example, the acceleration at a point with coordinate $x$ as a function of time only. By virtue of eq. (7.29) the correlation function of acceleration is as follows

$$
\begin{equation*}
K(\tau, x)=\int_{-\infty}^{\infty} e^{i \omega \tau}|\Phi(\omega, x)|^{2} S(\omega) d \omega \tag{7.30}
\end{equation*}
$$

with the square of the absolute value of the transfer function $\Phi$ being given by formula (7.21).

In principle, equations (7.29) and (7.30) solve the problem of the correlation function of the vibration field. Numerical computations due to these equations are simple provided that the frequency domain of the load contains a few eigenfrequencies of the rod. If the number of eigenfrequencies in this domain is large, the numerical computations become exceedingly complicated since the function $|\Phi(\omega, x)|^{2}$ has a maximum in the vicinity of each eigenfrequency. However, for this case it is possible to simplify the analysis by incorporating an average over a frequency band.

In mechanical problems, the idea of averaging over a frequency band was first applied by Bolotin to vibrations in plates and shells, cf. [17]. The equations derived in [17] are valid for asymptotically small damping under the assumption that the correlation between the different modes is negligible.

The equations which will be derived below, cf. [122], are valid for both small and intensive damping, the correlation between the different modes being automatically taken into account because the present approach requires no expansion in terms of normal modes at all.

Consider, for instance, the correlation function (7.30). Assume that the load $p$ is a broad-band random process with a smooth spectral density $S(\omega)$. Under this assumption, the integrand in (7.30) is a highly oscillating function of frequency $\omega$ with a large numbers of maxima and minima even for small $\tau$. This is explained by the presence of trigonometric functions in expression (7.21). In order to derive some simpler formulae it is reasonable to perform the integration in (7.30) in two stages, namely, first average the integrand in (7.30) over a few eigenfrequencies, say one or two, and then integrate over $\omega$. We proceed now to a realisation of this idea, i.e. $|\Phi(\omega, x)|^{2}$ is to be averaged. As all functions in expression (7.21) for $|\Phi(\omega, x)|^{2}$, except the trigonometric functions are smooth, an averaging must be performed over the arguments of these trigonometric functions, the other frequency
functions being kept constant. This leads to the following expression

$$
\begin{equation*}
|\Phi(\omega, x)|_{a v}^{2}=\frac{1}{(2 \pi)^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \frac{|\lambda|^{2}}{m^{2}} \frac{\cosh 2 \omega \eta x / a+\cos z_{1}}{\cosh 2 \omega \eta L / a-\cos z_{2}} d z_{1} z_{2} . \tag{7.31}
\end{equation*}
$$

A consequent averaging over each argument is allowed since these arguments are incommensurable in the general case. Evaluation of the integrals in (7.31) gives the following result

$$
\begin{equation*}
|\Phi(\omega, x)|_{a v}^{2}=\frac{|\lambda|^{2}}{m^{2}} \frac{\cosh 2 \omega \eta x / a}{\sinh 2 \omega \eta L / a} \tag{7.32}
\end{equation*}
$$

It has already been mentioned above that the smallness of $\tau$ is required for validity of the integration in two stages. Strictly speaking, the value of $\tau$ must be so small that a change of product $\omega \tau$ will be not larger than unity in the frequency band between two adjacent maxima of the integrand $(\Delta \omega \approx \pi a / \gamma L)$. This leads to the following restriction imposed on $\tau$

$$
\begin{equation*}
\tau<\frac{1}{\omega} \min \frac{\gamma L}{\pi a} \tag{7.33}
\end{equation*}
$$

For $\gamma \approx 1$ the right hand side of this equation is about six times smaller than the period of the fundamental frequency of the rod. This estimation shows that the above averaging of the integrand is valid for dispersion in any case.

Inserting the averaged expression (7.32) into (7.30) we obtain a simplified equation for the correlation function of vibration

$$
\begin{equation*}
K(\tau, x)=\int_{-\infty}^{\infty} \frac{|\lambda|^{2}}{m^{2}} \frac{\cosh 2 \omega \eta x / a}{\sinh 2 \omega \eta L / a} e^{i \omega \tau} S(\omega) d \omega \tag{7.34}
\end{equation*}
$$

Let us consider some particular cases of this equation.

1. Let the damping be small, i.e. $\eta \ll 1, \gamma \approx 1$. In addition, if for any frequency in the loading spectrum, the following inequality holds

$$
\begin{equation*}
2 \frac{\omega \eta L}{a} \ll 1 \tag{7.35}
\end{equation*}
$$

we obtain from eq. (7.34)

$$
\begin{equation*}
K(\tau, x)=\int_{-\infty}^{\infty} \frac{\omega S(\omega)}{2 a \eta L m^{2}} e^{i \omega \tau} d \omega \tag{7.36}
\end{equation*}
$$

From this equation we conclude that the spectral density of vibration is the same in all cross-sections and is given by

$$
\begin{equation*}
S_{\ddot{u}}=\frac{\omega S(\omega)}{2 a \eta L m^{2}} \tag{7.37}
\end{equation*}
$$

It is worth noting that the asymptotic method by Bolotin [17] leads to the same result.
2. Let the damping be small. In addition, we assume that, for all frequencies of the loading spectrum, the following inequality holds

$$
\begin{equation*}
2 \frac{\omega \eta L}{a} \gg 1 \tag{7.38}
\end{equation*}
$$

Using asymptotic equations for the hyperbolic functions yields

$$
\begin{equation*}
K(\tau, x)=\int_{-\infty}^{\infty} e^{i \omega \tau} \frac{|\lambda|^{2}}{m^{2}} e^{-2 \omega \eta(L-x) / a} S(\omega) d \omega \tag{7.39}
\end{equation*}
$$

This expression coincides with the expression for the correlation function of vibration in a semi-infinite rod (7.27).

In the general case when a frequency spectrum of the load is so broad that neither (7.35) nor (7.38) holds for the whole frequency domain, equation (7.34) should be used.

The methods of this Section will next be modified and adapted to analyse the longitudinal vibration of a rod with nonlinear properties and, in particular, analyse the vibration in elastoplastic rods.

### 7.2 Statement of the problem for a nonlinear dissipative medium

The problem of vibration propagation in nonlinear media has great practical interest. It is studied in nonlinear acoustics [191] and nonlinear optics [15]. Such an important effect as internal damping is generally governed by nonlinear equations. Problems of vibrations in such classical nonlinear media as elastoplastic, rigid-plastic, elastoviscoplastic media as well as in media with hardening belong to the same range of problems. Similar problems appear in the theory of gravitational waves on a fluid surface [97].

In what follows, we consider dissipative media, i.e. media with an energy dissipation. The main problem related to these media is to reveal the laws of vibration decay with distance from the energy source.

In this Section we study the simplest problem of this kind, namely the problem of vibration propagation in a semi-infinite rod. We will derive an approximate solution which enables a clear picture of the vibration field to be obtained in some particular cases.

Consider longitudinal vibrations in a semi-infinite rod $x>0$.
The equation governing the dynamics of the rod is given by eq.

$$
\begin{equation*}
Q^{\prime}-m \ddot{u}=0 . \tag{7.1}
\end{equation*}
$$

We keep the same notation as in Section 7.1. Assume that the strain is small and it is given by the equation

$$
\begin{equation*}
\varepsilon=u^{\prime} \tag{7.41}
\end{equation*}
$$

which has no nonlinear terms.
The constitutive equation is assumed to have the following form

$$
\begin{equation*}
Q=Q\{\varepsilon, \dot{\varepsilon}\} \tag{7.42}
\end{equation*}
$$

where $Q\{\varepsilon, \dot{\varepsilon}\}$ is an odd functional of its arguments.
For the sake of simplicity, force $Q$ is modelled as a function of strain and its velocity. The forthcoming analysis will, however, be valid for a broader class of dependences $Q$, e.g. for non-single-valued ones, looped ones etc. Moreover, the latter dependences are of crucial practical interest.

One of these two conditions

$$
\begin{equation*}
Q=B_{0} \cos \omega t, u=A_{0} \cos \omega t \tag{7.43}
\end{equation*}
$$

will be taken as a boundary condition at $x=0$. The variables $Q$ and $u$ must satisfy the Sommerfeld radiation conditions as $x \rightarrow \infty$.

The method of harmonic linearization will be applied to solve this problem. This method is one of the simplest and most effective methods of the theory of nonlinear vibration and is actively used in the theory of automatic control [149], theory of vibration protection [86] etc.

Note that the method of harmonic linearisation possesses unquestionable advantages over the Krylov-Bogolyubov method for multi-degree-offreedom systems [16] when applied to the problem of determining the forced vibration modes. This fact has been mentioned in [175] where it has also been shown how to modify the equation of Krylov-Bogolyubov's method in order to ensure the coincidence with the Ritz method (actually with the method of harmonic linearization) in the form of the steady-state forced vibration up to values of the first order of smallness.

An essential feature of the method of harmonic linearization is its simplicity and clearness of the physical results obtained. In the present book this method is applied to the analysis of wave processes in a rod whose material is governed by nonlinear equations.

Using the method of harmonic linearization the strain $\varepsilon$ is assumed to be a nearly harmonic process in each cross-section

$$
\begin{equation*}
\varepsilon=a(x) \cos [\omega t-\varphi(x)] \tag{7.44}
\end{equation*}
$$

where $a$ is the strain amplitude and $\varphi$ is the phase in cross-section $x$.
Next, a nonlinear functional $Q\{\varepsilon, \dot{\varepsilon}\}$ is approximated by a linear function

$$
\begin{equation*}
Q \approx q \varepsilon+\frac{h}{\omega} \dot{\varepsilon} . \tag{7.45}
\end{equation*}
$$

The linearisation coefficients $q$ and $h$ do not depend on time and are chosen from the condition of equality of amplitude and phase of the harmonics of frequency $\omega$ in the left and right hand sides of eq. (7.45) due to harmonical motion (7.44). It can be shown, cf. [149] and [86], that $q$ and $h$ which satisfy this requirement are as follows

$$
\begin{align*}
& q=\frac{1}{\pi a} \int_{0}^{2 \pi} Q(a \cos \kappa,-a \omega \sin \kappa) \cos \kappa d \kappa  \tag{7.46}\\
& h=-\frac{1}{\pi a} \int_{0}^{2 \pi} Q(a \cos \kappa,-a \omega \sin \kappa) \sin \kappa d \kappa
\end{align*}
$$

As a result of the linearisation the nonlinear relation (7.42) is replaced by an approximate linear equation (7.45). Inserting it into (7.40) and accounting for (7.41) yields

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(q \frac{\partial u}{\partial x}+\frac{h}{\omega} \frac{\partial^{2} u}{\partial x \partial t}\right)-m \frac{\partial^{2} u}{\partial t^{2}}=0 \tag{7.47}
\end{equation*}
$$

This equation is similar to an equation for the longitudinal vibration in a linear viscoelastic rod. The difference is that in this case $q$ and $h$ depend upon the strain amplitude $a$, i.e. they are not known in advance. As $q$ and $h$ are dependent on the strain amplitude it is expedient to differentiate eq. (7.47) with respect to $x$ and consider strain $\varepsilon$ as the unknown variable. The result is

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}\left(q \varepsilon+\frac{h}{\omega} \frac{\partial \varepsilon}{\partial t}\right)-m \frac{\partial^{2} \varepsilon}{\partial t^{2}}=0 \tag{7.48}
\end{equation*}
$$

We substitute the assumed solution (7.44) into (7.48). Equating the factors in sine and cosine to zero we obtain two equations for the unknown $a$ and $\varphi$, cf. [121]

$$
\begin{align*}
& (a q)^{\prime \prime}-a q\left(\varphi^{\prime}\right)^{2}+2(a h)^{\prime} \varphi^{\prime}+a h \varphi^{\prime \prime}+m \omega^{2} a=0 \\
& (a h)^{\prime \prime}-a h\left(\varphi^{\prime}\right)^{2}-2(a q)^{\prime} \varphi^{\prime}-a q \varphi^{\prime \prime}=0 \tag{7.49}
\end{align*}
$$

It should be mentioned that not each solution of the latter system is a solution of the posed problem. According to the Sommerfeld radiation condition waves are outgoing at infinity and do not come back. This gives the following condition:

$$
\begin{equation*}
\varphi^{\prime} \geq 0 \tag{7.50}
\end{equation*}
$$

as $x \rightarrow \infty$. Sometimes it is more convenient to replace this condition by a more rigid one, namely the condition of the non-increasing of the strain amplitude

$$
\begin{equation*}
a \geq 0, a^{\prime} \leq 0 \tag{7.51}
\end{equation*}
$$

It is clear that it is not always possible to get a closed form solution of system (7.49) even after the simplifications have been made. However, for some particular dependences $q=q(a)$ and $h=h(a)$, a closed form solution can be obtained.

The equations for strains are derived and displacement is obtained by integration over $x$ in eq. (7.41).

Let us consider the result of a formal application of the method of harmonic linearisation. The starting point is the system of equations (7.40), (7.41) and (7.42) which are equivalent to a single nonlinear partial differential equation. Applying the method of statistical linearisation gives two nonlinear ordinary differential equations (7.49).

The system of equations (7.49) is not always suitable for analysis of the problem. In some cases, another equivalent form turns out to be useful. Some of these are considered below.

Note, first, that after linearisation of the only nonlinear relation (7.42) one can transform to the general complex exponential form for the problem variables

$$
\begin{equation*}
\varepsilon=a e^{i(\omega t-\varphi)}, Q=B e^{i(\omega t-\psi)} \tag{7.52}
\end{equation*}
$$

where $a$ and $B$ are amplitudes, while $\varphi$ and $\psi$ are phases. As always, only the real parts of eq. (7.52) have physical meaning.

Using the linearised formula (7.45) it is easy to establish a relation between the complex strain and the complex force

$$
\begin{equation*}
Q=c_{c} \varepsilon \tag{7.53}
\end{equation*}
$$

with $c_{c}$ being the complex rigidity

$$
\begin{equation*}
c_{c}=q+i h \tag{7.54}
\end{equation*}
$$

Let us find now the equations for amplitude and tensile force $Q$. To this end, we take derivatives of both sides of eq. (7.40) with respect to $x$ and take into account eqs. (7.41) and (7.53). We will have

$$
Q^{\prime \prime}-\frac{m}{c_{c}} \ddot{Q}=0
$$

Inserting an expression for the force $Q$ due to (7.52) into the latter equation and separating real and imaginary parts we arrive at the required equations, see [126]

$$
\begin{align*}
& B^{\prime \prime}-B\left(\psi^{\prime}\right)^{2}=-m \omega^{2} B R  \tag{7.55}\\
& \frac{1}{B}\left(B^{2} \psi^{\prime}\right)=-m \omega^{2} B I
\end{align*}
$$

where $R$ and $I$ are the real and imaginary parts of the inverse function for the complex rigidity

$$
\begin{equation*}
R-i I=c_{c}^{-1} \tag{7.56}
\end{equation*}
$$

Note that $R$ and $I$ depend upon the strain amplitude $a$ which is still unknown. In order to find their expressions in terms of $B$ the following equation

$$
\begin{equation*}
B^{2}=\left|c_{c}(a)\right|^{2} a^{2} \tag{7.57}
\end{equation*}
$$

must be solved for $a$ and its solution must be substituted into $R$ and $I$.
Equation (7.57) is easily obtained by means of eq. (7.53).
The boundary conditions for the system of equations (7.55) at $x=0$ are

$$
\begin{equation*}
B=B_{0}, \psi=0 \tag{7.58}
\end{equation*}
$$

and the Sommerfeld radiation condition as $x \rightarrow \infty$

$$
\begin{equation*}
\psi^{\prime} \geq 0 \tag{7.59}
\end{equation*}
$$

It is worth noting that $q, h, R$ and $I$ are non-negative for physically meaningful problems. This fact will be used in what follows.

Let us consider an interesting analogy. Equations (7.55) are identical with the equations for dynamics of a point mass in a plane non-central field. The right hand side of the first equation in (7.55) is analogous to the force of attraction to the center, while the right hand side of the second equation is analogous to a transverse perturbing force in the dynamics of a point mass. Therefore the original complex problem of the wave propagation in a nonlinear medium reduces, after a harmonic linearisation, to an equally difficult problem of the dynamics of a point mass. In addition to this, the problem is complicated by the character of the boundary conditions. The Cauchy problem is stated in the dynamics of a point mass whereas in our case it is a boundary problem with a condition at infinity.

The established analogy is useful from two points of view. Firstly, it gives an idea on the character of the difficulties one faces when integrating the system (7.55). Secondly, it allows the exact and approximate methods developed in the dynamics of a point mass, in particular, in the dynamics of satellites and spacecraft, to be applied. One of these approximate methods is applied below.

Provided that a trajectory of a spacecraft with a small transverse thrust is close to a circular path, the radial acceleration in the equations of dynamics can be neglected. This assumption has been used in [181] when studying the motion of a spacecraft with a solar sail. This method may be used in the problem of wave propagation.

The assumption of smallness of the transverse thrust is analogous to the assumption that $I$ is small compared to $R$. Neglecting the radial acceleration in the dynamics of a point mass is analogous to neglecting the second derivative in the first equation in (7.55). This equation then gives

$$
\begin{equation*}
\psi^{\prime}=\sqrt{m \omega^{2} R} \tag{7.60}
\end{equation*}
$$

where the sign of the square root is chosen to be positive because of the radiation condition (7.59).

Substitution of this expression into the second equation (7.55) leads to an equation for $B$

$$
\begin{equation*}
\left(B^{2} \sqrt{R}\right)^{\prime}=-\sqrt{m \omega^{2}} B^{2} I \tag{7.61}
\end{equation*}
$$

If the product in the parentheses is a monotonically increasing function of $B$, then due to the non-negativeness of $I$ we deduce that the force amplitude does not increase as $x$ increases. Integrating (7.61) we get $B$ and then $\psi$ from eq. (7.60).

Equations (7.60) and (7.61) may be rewritten in a form containing amplitude and phase of strain. To this aim, we make use of eqs. (7.53) and (7.57) and take into account that condition

$$
I \ll R
$$

is equivalent to the following condition

$$
\begin{equation*}
h \ll q \tag{7.62}
\end{equation*}
$$

Neglecting small values yields

$$
\begin{gather*}
\varphi^{\prime}=\sqrt{\frac{m \omega^{2}}{q}}  \tag{7.63}\\
a^{\prime}=-\frac{\sqrt{m \omega^{2}} a h}{2 q^{3 / 2}\left[1+\frac{3}{4} \frac{a}{q} \frac{\partial q}{\partial a}\right]} \tag{7.64}
\end{gather*}
$$

Consider now this problem from another perspective. Using the complex form of the variables, we separate the variables directly in eq. (7.47) assuming that

$$
\begin{equation*}
u(x, t)=U(x) e^{i \omega t} \tag{7.65}
\end{equation*}
$$

where $U$ is a complex function of $x$.
The result is an ordinary differential equation

$$
\begin{equation*}
\left(c_{c} U^{\prime}\right)^{\prime}+m \omega^{2} U=0 \tag{7.66}
\end{equation*}
$$

Here $c_{c}$ has already been introduced as the complex rigidity. Note that the complex rigidity depends on the strain amplitude $a$ by virtue of eqs. (7.54) and (7.46) and also that the strain amplitude depends upon $x$ and is not known a priori.

Equation (7.66) may be considered a linear equation with varying coefficient $c_{c}(x)$. Prima facie, this interpretation seems to be useless as it is impossible to find a general closed form solution of eq. (7.66) for arbitrary $c_{c}(x)$. There exist, however, two cases in which this approach leads to such solutions.

1. Assume that $a=a(x)$ and $c_{c}=c_{c}(x)$ are slowly varying functions of $x$. In this case, an effective approximate solution of eq. (7.66) may be obtained by means of the Steklov-Liouville method [173]. Another name for this method is the WKB-method [48]. Using this method, we introduce the new variables

$$
\begin{equation*}
U=c_{c}^{-1 / 4} v(y), y=\int_{0}^{x} \sqrt{\frac{m}{c_{c}}} d x \tag{7.67}
\end{equation*}
$$

and equation (7.66) takes the form

$$
\begin{equation*}
\frac{d^{2} v}{d y^{2}}+\left(\omega^{2}-c_{c}^{-1 / 4} \frac{d^{2}}{d y^{2}} c_{c}^{-1 / 4}\right) v=0 \tag{7.68}
\end{equation*}
$$

Provided that the rigidity $c_{c}$ changes rather slowly along the rod, the second term in the parentheses can be neglected, and eq. (7.68) is easily integrated, to give

$$
\begin{equation*}
v=D e^{-i \omega y}+F e^{i \omega y} \tag{7.69}
\end{equation*}
$$

where $D$ and $F$ are some integration constants.
In order to ensure that the solution remains bounded as $x \rightarrow \infty$, we put $F=0$. Returning to the original variables yields

$$
\begin{equation*}
u=D c_{c}^{-1 / 4} e^{-i \omega y} e^{i \omega t} \tag{7.70}
\end{equation*}
$$

Evaluation of the strain due to the assumption of slowly varying $c_{c}$ gives

$$
\begin{equation*}
\varepsilon=i \omega D \sqrt{m} c_{c}^{-3 / 4} e^{-i \omega y} e^{i \omega t} \tag{7.71}
\end{equation*}
$$

The square of the strain amplitude is easy to obtain

$$
\begin{equation*}
a^{2}=\omega^{2} D^{2} m\left|c_{c}\right|^{-3 / 2} e^{2 \omega \operatorname{Im} y} \tag{7.72}
\end{equation*}
$$

As a matter of fact, this is an integral equation for $a$, which reduces to a differential equation by means of taking a logarithmic derivative of the both sides of eq. (7.72), to give

$$
\begin{equation*}
a^{\prime}=-\frac{a \omega \operatorname{Im} \sqrt{m / c_{c}}}{1+\frac{3}{4} \frac{a}{\left|c_{c}\right|} \frac{\partial\left|c_{c}\right|}{\partial a}} \tag{7.73}
\end{equation*}
$$

The assumption on a slow change of $a$ has been made above. As seen from eq. (7.73) this is possible if the imaginary part of $c_{c}$ is small compared to its real part, i.e.

$$
h \ll q .
$$

This fact allows us to use the following asymptotic formulae

$$
\begin{equation*}
\left|c_{c}\right|=q, \quad \operatorname{Im} \sqrt{\frac{m}{c_{c}}}=-\frac{h}{2 q} \sqrt{\frac{m}{q}} \tag{7.74}
\end{equation*}
$$

Thus eq. (7.73) takes the form

$$
\begin{equation*}
a^{\prime}=-\frac{a h \sqrt{m \omega^{2}}}{2 q^{3 / 2}\left[1+\frac{3}{4} \frac{a}{q} \frac{\partial q}{\partial a}\right]} \tag{7.75}
\end{equation*}
$$

This coincides with eq. (7.64), so the method of slowly varying rigidity does not yield a new result.
2. The second method should be referred to as an inverse method. Its essence is as follows, cf. [123]. Given a particular dependence

$$
\begin{equation*}
c_{c}=c_{c}(x), \tag{7.76}
\end{equation*}
$$

for which eq. (7.66) has a relatively simple closed form solution. Satisfying the boundary conditions renders the following dependence

$$
\begin{equation*}
a=a(x) . \tag{7.77}
\end{equation*}
$$

By means of the latter equation we eliminate $x$ from (7.76) and obtain an expression

$$
\begin{equation*}
c_{c}=c_{c}(a) \tag{7.78}
\end{equation*}
$$

A particular form of dependence (7.78) helps us to guess the character of nonlinearity $Q$.

Equations of the method of slowly varying waves have also been derived by Mironov in [107] where a two-frequency wave was studied. These equations were obtained by means of a modification of the Mitropolsky method. Provided that only a single-frequency wave is studied, they take the form of (7.63) and (7.64).

It is worth noting that the original equations for the wave parameters $a, \varphi, B$ and $\psi$, e.g. eqs. (7.49), (7.55) and (7.66), are suitable not only for the analysis of slowly varying waves, but also for waves whose parameters admit a rapid change along the rod. Some examples of such waves can be found in the next Section.

### 7.3 Propagation of vibration in plastic media

In the present Section the laws of propagation of stationary vibration in plastic bodies with various constitutive equations are studied. A rigidplastic material with linear hardening, an elastoplastic material with a linear hardening, and an elastoplastic material with an arbitrary hardening law, but a monotonic convex loading curve, are analysed consequently. The latter problem presents some interest in the theory of internal damping in materials under intensive stress.

### 7.3.1 Rigid-plastic materials with linear hardening

Let the constitutive equation have the form, cf. [121]

$$
\begin{equation*}
Q=c \varepsilon+H \operatorname{sgn} \dot{\varepsilon} . \tag{7.79}
\end{equation*}
$$

One can easily recognize the deformation law of a rigid-plastic material with linear hardening and the Bauschinger effect being taken into account.

The linearisation factors are as follows

$$
\begin{equation*}
q=c, h=H_{0} / a, H_{0}=4 H / \pi \tag{7.80}
\end{equation*}
$$

Equations (7.49) take the form

$$
\begin{gather*}
c a^{\prime \prime}-c a\left(\varphi^{\prime}\right)^{2}+H_{0} \varphi^{\prime \prime}+m \omega^{2} a=0,  \tag{7.81}\\
H_{0}\left(\varphi^{\prime}\right)^{2}+2 c a^{\prime} \varphi^{\prime}+c a \varphi^{\prime \prime}=0 . \tag{7.82}
\end{gather*}
$$

Although we have not succeeded in constructing a general solution with four integration constants, we have obtained a solution which has two integration constants and satisfies conditions (7.50). This solution has the form

$$
\begin{equation*}
a=a_{0}-\beta x, \varphi=\varphi_{0}+\alpha x . \tag{7.83}
\end{equation*}
$$

Direct substitution into (7.81) and (7.82) shows that the constants $\alpha$ and $\beta$ have the following values

$$
\begin{equation*}
\alpha=\left(\frac{m \omega^{2}}{c}\right)^{1 / 2}, \beta=\frac{\alpha H_{0}}{2 c} . \tag{7.84}
\end{equation*}
$$

The constants $a_{0}$ and $\varphi_{0}$ are still arbitrary and must be determined from the boundary condition at $x=0$.

Solution (7.82) is valid only for those values of $x$ for which $a>0$, i.e.

$$
\begin{equation*}
0<x<x_{*}=a_{0} / \beta \tag{7.85}
\end{equation*}
$$

For $x>x_{*}$ it should be taken that

$$
\begin{equation*}
a=0, \varphi=\varphi^{*}=\varphi_{0}+\alpha x_{*} \tag{7.86}
\end{equation*}
$$

A direct substitution of the latter solution into the system of eqs. (7.81) and (7.82) shows that this system is satisfied. Besides, the solutions (7.83) and (7.86) meet.

Inserting the obtained expressions for amplitude and phase into (7.83) we get the following expression for the deformation

$$
\varepsilon=\left[\begin{array}{ll}
\left(a_{0}-\beta x\right) \cos \left(\omega t-\varphi_{0}-\alpha x\right), & 0<x<x_{*},  \tag{7.87}\\
0, & x>x_{*}
\end{array}\right.
$$



FIGURE 7.4. Strain amplitude $\varepsilon$ versus distance $x$.

This dependence for $t=$ const is shown in Fig. 7.4.
Let the first equation in (7.43) be the boundary condition at $x=0$. Satisfying it by means of a linearised expression for force $Q$, we obtain the following values for the integration constants

$$
\begin{equation*}
a_{0}=\frac{1}{c} \sqrt{B_{0}^{2}-H_{0}^{2}}, \varphi_{0}=\arctan \frac{H_{0}}{a_{0} c} . \tag{7.88}
\end{equation*}
$$

It follows from this equation that the constructed solution makes sense only if the amplitude of the force in cross-section $x=0$ is larger that $H_{0}$. From a physical perspective, this means that force $B_{0}$ must exceed the yield stress $H$ in the law (7.79). If force $B_{0}$ is smaller than $H$, then no motion in the rod occurs.

Displacement in this problem is obtained by integration of the equation for deformation (7.87), to give

$$
\left[\begin{array}{ll}
u=-\frac{a_{0}-\beta x}{\alpha} \sin \left(\omega t-\varphi_{0}-\alpha x\right)+  \tag{7.89}\\
+\frac{H_{0}}{2 \alpha c}\left[\cos \left(\omega t-\varphi_{0}-\alpha x\right)-\cos \left(\omega t-\varphi_{0}-\alpha x_{*}\right)\right], & x<x_{*} \\
u=0, & x>x_{*}
\end{array}\right.
$$

It is seen that in the region near the driven end the displacement is a superposition of running and standing waves. For $x>x_{*}$ there is no wave motion.


FIGURE 7.5. Rheological model for elastoplastic material with a linear hardening.

The region of wave motion $x_{*}$ is obtained by substitution of eqs. (7.88) and (7.84) into (7.85) and is given by

$$
\begin{equation*}
x_{*}=\frac{2 \sqrt{B_{0}^{2}-H_{0}^{2}}}{H_{0}}\left(\frac{c}{m \omega^{2}}\right)^{1 / 2} \tag{7.90}
\end{equation*}
$$

The lower the material hardening and the higher the frequency of vibration the smaller is the zone of motion. Further, decreasing the yield stress $H$ or increasing the amplitude $B_{0}$ enlarges the region of motion.

In addition, $x_{*} \rightarrow 0$ as $c \rightarrow 0$. Hence, in a rod made of a rigid-plastic material without hardening the vibration localizes in cross-section $x=0$, where the source of vibration is located.

### 7.3.2 Elastoplastic materials with linear hardening

Let the rod's material be an elastoplastic material with a linear hardening law, see [121]. For developed plastic deformations the rod behaviour is governed by the following system of equations

$$
\begin{equation*}
Q=c \varepsilon+c_{1}\left(\varepsilon-\varepsilon_{1}\right), c_{1}\left(\varepsilon-\varepsilon_{1}\right)=H \operatorname{sgn} \dot{\varepsilon}_{1} . \tag{7.91}
\end{equation*}
$$

Here $\varepsilon_{1}$ denotes plastic strain in the element $H$ of the rheological model, cf. Fig. 7.5.

Function $\operatorname{sgn} \dot{\varepsilon}_{1}=1$ for a positive velocity of plastic strain and $\operatorname{sgn} \dot{\varepsilon}_{1}=$ -1 for a negative velocity. Let us agree that if the velocity of plastic strain is zero, then sgn $\dot{\varepsilon}_{1}$ takes on that value from the interval $[-1,1]$ which is prescribed by the second equation in (7.91). Under such a definition of the function $\operatorname{sgn} \dot{\varepsilon}_{1}$ the system of equations (7.91) is applicable for modelling the processes of loading and unloading of the rod, both with plastic de-


FIGURE 7.6. A typical diagram of cyclic deformation.
formations and without them, the Bauschinger effect being automatically taken into account.

A typical loop of a cyclic deformation of material is depicted in Fig. 7.6.
Analysis of eqs. (7.91) leads to the following conclusions. When plastic deformation is absent the rod rigidity is $c+c_{1}$. A plastic deformation begins when the tensile force achieves the value of $H\left(c+c_{1}\right) / c_{1}$, the hardening being determined by parameter $c$.

The system of equations (7.91) is an example of the constitutive equations which cannot be represented in a functional form (7.42). The method of harmonic linearisation can be applied directly to eq. (7.91). Following this method, we put

$$
\begin{equation*}
\varepsilon_{1}=b \cos (\omega t-\psi) \tag{7.92}
\end{equation*}
$$

where $b$ and $\psi$ are the amplitude and phase of plastic strain, respectively. Next, the nonlinear function in (7.91) is approximated by a linear one

$$
\begin{equation*}
H \operatorname{sgn} \dot{\varepsilon}_{1} \approx \frac{H_{0}}{b \omega} \dot{\varepsilon}_{1}, H_{0}=\frac{4 H}{\pi} . \tag{7.93}
\end{equation*}
$$

Inserting this approximation into (7.91) we find the following expressions for $\varepsilon$ and $Q$ in terms of $\varepsilon_{1}$

$$
\begin{equation*}
\varepsilon=\varepsilon_{1}+\frac{H_{0}}{c_{1} b \omega} \dot{\varepsilon}_{1}, Q=c \varepsilon_{1}+\left(\frac{c}{c_{1}}+1\right) \frac{H_{0}}{b \omega} \dot{\varepsilon}_{1} . \tag{7.94}
\end{equation*}
$$

Differentiating the equation of dynamics (7.40) with respect to $x$ and using eqs. (7.41) and (7.94), we obtain an equation for the plastic strain

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}\left[c \varepsilon_{1}+\left(\frac{c}{c_{1}}+1\right) \frac{H_{0}}{b \omega} \dot{\varepsilon}_{1}\right]-m \frac{\partial^{2}}{\partial t^{2}}\left[\varepsilon_{1}+\frac{H_{0}}{c_{1} b \omega} \dot{\varepsilon}_{1}\right]=0 . \tag{7.95}
\end{equation*}
$$

Substituting the expression for $\varepsilon_{1}$ due to (7.92) into (7.95) and combining coefficients in sine and cosine, we arrive at the following system of two differential equations for the amplitude and phase of plastic strain

$$
\begin{array}{r}
c\left[b^{\prime \prime}-b\left(\psi^{\prime}\right)^{2}\right]+H_{0}\left(\frac{c}{c_{1}}+1\right) \psi^{\prime \prime}+m \omega^{2} b=0 \\
-c\left[b \psi^{\prime \prime}+2 b^{\prime} \psi^{\prime}\right]-\left(\frac{c}{c_{1}}+1\right) H_{0}\left(\psi^{\prime}\right)^{2}+\frac{m \omega^{2} H_{0}}{c_{1}}=0 \tag{7.97}
\end{array}
$$

This system of equations has a solution

$$
\begin{equation*}
b=b_{0}-\beta x, \psi=\psi_{0}+\alpha x \tag{7.98}
\end{equation*}
$$

where $b_{0}$ and $\psi_{0}$ are integration constants, and $\alpha$ and $\beta$ are easily obtained by substitution of (7.98) into the system of equations (7.96) and (7.97). These are given by

$$
\begin{equation*}
\alpha=\left(\frac{m \omega^{2}}{c}\right)^{1 / 2}, \beta=\frac{H_{0} \alpha}{2 c} \tag{7.99}
\end{equation*}
$$

Solution (7.98) makes sense only in that part of the rod where the amplitude $b$ is positive, i.e. only for $x$ satisfying the following inequality

$$
\begin{equation*}
0<x<x_{*}=b_{0} / \beta \tag{7.100}
\end{equation*}
$$

For $x>x_{*}$ one must take

$$
\begin{align*}
& b=0, \psi=\psi_{*}+\gamma\left(x-x_{*}\right) \\
& \psi_{*}=\psi_{0}+\alpha x_{*}, \gamma=\left(\frac{m \omega^{2}}{c+c_{1}}\right)^{1 / 2} \tag{7.101}
\end{align*}
$$

Direct substitution of solution (7.101) into the system of equations (7.96) and (7.97) shows that these equations are satisfied. In addition, the solutions (7.98) for $0<x<x_{*}$ and (7.101) for $x>x_{*}$ meet. Indeed, at $x=x_{*}$ the amplitude and phase of the plastic strain are continuous. By virtue of (7.94) the total strain and the force in the rod are continuous as well. Therefore, the plastic strain is equal to zero for $x>x_{*}$. The solution constructed satisfies the Sommerfeld radiation condition at infinity, as $\psi^{\prime}>0$ as $x \rightarrow \infty$.

Let us determine the integration constants and find the main variables of the problem, namely the total strain $\varepsilon$ and the displacement $u$. A convenient way to do this is to transform to a complex exponential form in eq. (7.92)

$$
\begin{equation*}
\varepsilon_{1}=b e^{i(\omega t-\psi)} \tag{7.102}
\end{equation*}
$$

which is allowed since eqs. (7.94) are linear in $\varepsilon_{1}$. It goes without saying that only the real parts of (7.102) and others have a physical meaning.

Inserting (7.102) into (7.94) yields the equations

$$
\begin{align*}
& Q=\left[c b+i H_{0}\left(\frac{c+c_{1}}{c}\right)\right] e^{i(\omega t-\psi)}  \tag{7.103}\\
& \varepsilon=\left(b+i \frac{H_{0}}{c_{1}}\right) e^{i(\omega t-\psi)}
\end{align*}
$$

Using the first equation in (7.103) and the first boundary condition in (7.43) at $x=0$, we easily obtain the amplitude and phase of the plastic strain in the plastic zone

$$
\begin{equation*}
b_{0}=\frac{1}{c}\left[B_{0}^{2}-H_{0}^{2}\left(\frac{c+c_{1}}{c}\right)^{2}\right]^{1 / 2}, \psi_{0}=\arctan \frac{H_{0}\left(c+c_{1}\right)}{c c_{1} b_{0}} \tag{7.104}
\end{equation*}
$$

The solution obtained is seen to be meaningful only if the amplitude of the external force satisfies the following inequality

$$
\begin{equation*}
B_{0}>H_{0}\left(c+c_{1}\right) / c_{1} \tag{7.105}
\end{equation*}
$$

This inequality is a condition of initiation of plastic deformations in the rod. This condition is an approximate one and differs from the exact condition only in an inessential factor $4 / \pi$ in $H_{0}$.

As seen from the second equation (7.103) the strain amplitude is

$$
\begin{equation*}
a=\left(b^{2}+H_{0}^{2} / c_{1}^{2}\right)^{1 / 2}, \tag{7.106}
\end{equation*}
$$

or accounting of an exact expression for $b$

$$
\left[\begin{array}{ll}
a=\left[\left(b_{0}-\beta x\right)^{2}+H_{0}^{2} / c_{1}^{2}\right]^{1 / 2}, & 0<x<x_{*}  \tag{7.107}\\
a=H_{0} / c_{\mathbf{1}}, & x>x_{*}
\end{array}\right.
$$

It follows from these equations that the strain amplitude decreases from its maximum value at $x=0$ to the value of $H_{0} / c_{1}$, and then remains constant and is equal to the maximal elastic strain.

Let us determine the displacement $u$. To this end, we insert expressions for $b$ and $\psi$ from (7.98) and (7.101) into (7.103), and integrate over $x$ taking into account the continuity of $u$ at $x=x_{*}$ and the radiation condition as $x \rightarrow \infty$. The result is

$$
\left[\begin{array}{ll}
u=\left(i \frac{b}{\alpha}-\frac{H_{0}}{c_{1} \alpha}-\frac{\beta}{\alpha^{2}}\right) e^{i(\omega t-\psi)}+ &  \tag{7.108}\\
{\left[\frac{H_{0}}{c_{1}}\left(\frac{1}{\alpha}-\frac{1}{\gamma}\right)+\frac{\beta}{\alpha^{2}}\right] e^{i\left(\omega t-\psi_{*}\right)},} & x<x_{*} \\
u=-\frac{H_{0}}{c_{1} \gamma} e^{i(\omega t-\psi)}, & x>x_{*}
\end{array}\right.
$$



FIGURE 7.7. The total strain $\varepsilon$ versus $x$.

The parameters which appear in this equation have been determined above. As seen from (7.108) a wave of constant amplitude is outgoing at infinity for $x>x_{*}$. For $0<x<x_{*}$ the rod vibration is a superposition of propagating and standing waves, where the amplitude of the running wave decreases with increasing distance from the source of vibration.

Let us draw some conclusions. The cross-section $x=x_{*}$ is a border between a part of the rod with plastic deformation and a part with pure elastic deformation. An expression for $x_{*}$ is obtained by substitution of the expressions for $b_{0}$ (7.104) and $\beta$ and $\alpha$ (7.99) into (7.100)

$$
\begin{equation*}
x_{*}=\frac{2}{H_{0}}\left[B_{0}^{2}-H_{0}^{2}\left(\frac{c+c_{1}}{c}\right)^{2}\right]^{1 / 2}\left(\frac{c}{m \omega^{2}}\right)^{1 / 2} \tag{7.109}
\end{equation*}
$$

Thus, the higher the material hardening is and the lower the mass per unit length and vibration frequency are, the larger the zone of plastic strain is. In particular, when the rod material is ideal-plastic $(c=0)$, then as follows from (7.109) $x_{*}=0$, i.e. the plastic strain zone is localised in that cross-section to which the vibration source is attached.

It should be noted that the plastic strain zone is a region of the most intensive vibration, i.e. a zone of large displacements. In the elastic zone the amplitude of vibration is minimal and due to (7.108) does not depend upon the shaker force but depends on the properties of the rod material and frequency (see equation for $\gamma$ ), namely the higher the frequency, the lower the amplitude of vibration.

Figure 7.7 displays schematically the total strain versus $x$ at an arbitrary time instant. The plastic strain zone $\left[0, x_{*}\right]$ is seen to be a sequence of pieces of plastic strain of alternating sign. A number of these pieces is equal to the number of extrema of $\varepsilon_{1}$. The latter is easy to obtain from eq. (7.92)
and is given by

$$
\begin{equation*}
n=\frac{1}{\pi}\left(\psi_{*}-\psi_{0}\right) \tag{7.110}
\end{equation*}
$$

Substituting expressions for $\psi_{*}$ and $\psi_{0}$ into (7.110) yields

$$
\begin{equation*}
n=\frac{2}{\pi H_{0}}\left[B_{0}^{2}-H_{0}^{2}\left(\frac{c+c_{1}}{c}\right)^{2}\right]^{1 / 2} \tag{7.111}
\end{equation*}
$$

If the excitation amplitude $B_{0}$ exceeds considerably the yield stress and the material hardening is not very large, the second term in the square brackets may be neglected as being small. This gives

$$
\begin{equation*}
n=\frac{2 B_{0}}{\pi H_{0}} \tag{7.112}
\end{equation*}
$$

One sees that the number of pieces may be considerable. This fact complicates construction of an exact solution since one has to deal not only with a sequence of waves of loading and unloading ([155] and [164]) but also with an unknown a priori initial strain distribution as the problem is periodic in time.

Another approximate solution of the problem under consideration has been reported in [25]. The method of equivalent linearisation has been used to construct the solution, cf. [27]. As the methods of equivalent linearisation and harmonic linearisation coincide it may seem that the solution of [25] should coincide with the above solution. However this does not occur for a number of reasons. Firstly, a linearisation of the second equation was not used in (7.91), but an equivalent linearisation of the constitutive law $Q=Q(\varepsilon)$ depicted in Fig. 7.6 was utilized in [25]. Secondly, in contrast to the exact solution obtained here, a linearised equation was solved in [25] approximately by the method of slowly varying waves. The formulae derived in [25] turned out to be more complicated. Although similar to eq. (7.107), they predict a nearly linear decrease in the strain amplitude as $x$ increases.

Thirdly, in [25] the amplitude tends asymptotically to the maximal amplitude of elastic waves, and any quantitative discrepancy between the solutions is negligible. There is, however, an important qualitative difference between the solutions, namely, for any sufficiently large $x$ the amplitude in [25] is very close to the maximal amplitude of elastic waves, but it exceeds this maximal amplitude. This means that plastic strains take place in any cross-section even if the distance from the source of vibration goes beyond any limit. This fact contradicts the present solution which allows plastic strains only in a finite region $0<x<x_{*}$. This contradiction raises the question of which solution is closer to reality. Since two approximate and quantitatively close solutions are compared, the problem cannot be solved by means of their comparison. In order to answer the question some exact solutions must be considered.

Historically, periodic elastoplastic waves in rods were first studied by Lensky [95]. A semi-infinite rod with a deformation curve of Fig. 7.6 and a periodic loading at its end was analysed. It was shown that this problem reduced to a system of seven differential-functional equations. It was pointed out that there was no steady-state periodic solution for a jump loading. A periodic solution proved to exist only for a rod of finite length excited at the second end by a periodic load with a specially chosen period in such a way that no reflected waves occur. The paper gives, however, no direct answer on the posed question about the size of the zone of plastic strains.

The same problem has been analysed in [116]. The study was limited to the case in which the excitation slightly exceeds the limit of the plastic stress. An exact solution was constructed by means of the inverse method for a piecewise-linear serrated load. It turned out that the plastic strains were localised in a finite region adjoining the loaded end. Further, elastic waves propagated along the rest of the rod. This corresponds exactly to the conclusions of the present approximate analysis.

Note in passing that a number of exact solutions on cyclic loading of elastoplastic rods of finite length with piecewise-linear characteristics have been reported, of. [72], [73] and [74]. Paper [72] is of most interest to the present investigation. A closed form solution was derived there under very restrictive assumptions. The external force was assumed to be a rectangular sinusoid with amplitude equal to the yield stress of the material. The Bauschinger effect was also ignored and the period of external excitation was specially chosen in such a way that a resonance occurred.

### 7.3.3 Elastoplastic materials with an arbitrary hardening law

Consider an elastoplastic material with a rheological equation (2.3). This material has been studied in detail in Chapter 2. The laws of vibration propagation in a rod made of this material have been investigated in [127]. Apparently

$$
\begin{equation*}
Q=F \sigma \tag{7.113}
\end{equation*}
$$

where $F$ is a cross-sectional area of the rod.
As shown in Chapter 2 a harmonic linearisation of the nonlinearity in the constitutive equation and the complex form of the variables lead to eq. (2.26), which due to (7.113), gives

$$
\begin{align*}
& Q=c_{c} \varepsilon, c=E F, n=4 / \pi \\
& c_{c}=c\left[1-\int_{0}^{1}\left(1-\eta^{2}-i \eta \sqrt{1-\eta^{2}}\right) p\left(\frac{a \eta}{n}\right) \frac{a}{n} d \eta\right] . \tag{7.114}
\end{align*}
$$

Substituting the expression for the complex rigidity given by (7.114) into (7.75) and retaining only terms of the first order in effects of plastic
deformation yields

$$
\begin{equation*}
a^{\prime}=-\frac{\omega a}{2} \sqrt{\frac{m}{c}} \int_{0}^{1} \eta \sqrt{1-\eta^{2}} p\left(\frac{a \eta}{n}\right) \frac{a}{n} d \eta \tag{7.115}
\end{equation*}
$$

Integration of this equation gives $a=a(x)$. Inserting this into the previous equations one can investigate the laws of vibration propagation of interest.

For a power function of defects distribution (2.28), equation (7.115) takes the form

$$
\begin{equation*}
a^{\prime}=-\frac{\omega g}{2} \sqrt{\frac{m}{c}} a^{\alpha+1} \tag{7.116}
\end{equation*}
$$

where $g$ is given by (2.30). Integrating (7.116) we obtain

$$
\begin{equation*}
a=a_{0}\left(1+\frac{\omega \alpha g}{2} \sqrt{\frac{m}{c}} a_{0}^{\alpha} x\right)^{-1 / \alpha} \tag{7.117}
\end{equation*}
$$

It is seen that vibration occupies the whole rod decaying from the value $a=a_{0}$ at $x=0$ to zero. The following peculiarity of the vibration field is of interest. For large values of $x$ we can neglect the value of unity in the parentheses of (7.117) to obtain

$$
\begin{equation*}
a<\left(\frac{\omega \alpha g}{2} \sqrt{\frac{m}{c}} x\right)^{-1 / \alpha} \tag{7.118}
\end{equation*}
$$

The strain amplitude at the loaded end $a_{0}$ is absent in this equation. Hence, it indicates an upper limit of vibration at any point. This limit does not depend upon on the power of the vibration source. Figure 7.8 displays the curves $a=a(x)$, due to eq. (7.117), for various $a_{0}$. The upper curve with a shading corresponds to an universal hyperbola

$$
\begin{equation*}
a=\left(\frac{\omega \alpha g}{2} \sqrt{\frac{m}{c}} x\right)^{-1 / \alpha} \tag{7.119}
\end{equation*}
$$

In accordance with inequality (7.118), all curves $a=a(x)$ lie beneath the hyperbola (7.119) approaching it at large $x$. Therefore, the intensity of vibration does not depend on the power of the source provided that the latter exceeds some level. In particular, it means that the amplitude of the excitation cannot be reliably determined by measurements from the far field of elastoplastic vibration.

### 7.3.4 A viscoelastoplastic material

Consider now a more complicated rheological model of a material which is depicted in Fig. 7.9. The model consists of the elastoplastic element of


FIGURE 7.8. The strain amplitude $a$ versus $x$. The upper curve is an universal hyperbola due to eq. (7.119).

Fig. 2.1 in parallel with a generalised viscoelastic element. The latter is introduced as an adequate description of the energy dissipation in a material under small strain amplitudes. An influence of the viscoelastic element becomes insignificant at large amplitudes since the energy dissipation is determined by the effects of plastic deformations in the elastoplastic element. A similar rheological model has been applied in [9] to the description of vibration in complex structures. The elastoplastic part of the model describes material damping and interface friction between the structural members during their relative motion, while the dashpot models a linear resonant absorption of vibration by secondary systems, see the example of Section 8.2 for details.

Repeating the derivation of the previous part of this Section we find that the strain amplitude $a(x)$ decreases and is governed by the following ordinary differential equation

$$
\begin{equation*}
a^{\prime}=-\gamma \sqrt{\frac{m}{c}} a^{\alpha+1}-\beta a \tag{7.120}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=\frac{\omega g}{2} \sqrt{\frac{m}{c}}, \beta=\frac{\omega f}{2} \sqrt{\frac{m}{c}} . \tag{7.121}
\end{equation*}
$$

Here $f$ characterises energy dissipation due to viscosity, where

$$
f=f(\omega)
$$

The other variables coincide with those of the previous part.


FIGURE 7.9. The rheological model of a viscoelastoplastic material.
The integral of eq. (7.120) is given by

$$
\begin{equation*}
a(x)=a_{0}\left[1+\frac{1}{\beta}\left(e^{\alpha \beta x}-1\right)\left(\beta+\gamma a_{0}^{\alpha}\right)\right]^{-1 / \alpha} \tag{7.122}
\end{equation*}
$$

where $a_{0}$ is the strain amplitude at $x=0$.
As seen from eq. (7.122), vibration occupies the whole rod decaying from the value $a=a_{0}$ at $x=0$ to zero.

The vibration distribution has the same qualitative feature as in the previous example. Indeed, increase of the strain amplitude at $x=0$ leads to an increase in the amplitude $a$ at any $x$. However, this increase at a given $x$ has a limit which is formally obtained from eq. (7.122) as $a_{0} \rightarrow \infty$

$$
\begin{equation*}
a_{*}(x)=\left[\frac{\beta}{\gamma\left(e^{\alpha \beta x}-1\right)}\right]^{1 / \alpha} \tag{7.123}
\end{equation*}
$$

Hence, the following inequality holds

$$
\begin{equation*}
a(x)<a_{*}(x) \tag{7.124}
\end{equation*}
$$

which is similar to inequality (7.118).
Again this indicates the existence of an upper limit of vibration which does not depend on the power of the source of vibration, but is a function of frequency, the rod parameters, and the distance from the source.

The effect of vibration saturation observed in the two last examples may be explained as follows. As the power of the source of vibration increases, the density of vibrational energy increases in the cross-sections near the loaded end. The energy dissipation in this zone increases even more intensively. This results in an absorption of vibration in a region adjoining the loaded end, while the vibrational energy in the remote cross-sections increases negligibly.

### 7.4 Vibration in a rod with power law elastic and dissipative characteristics

The goal of this Section is to show that the nonlinear effects discovered in the previous Section, namely, vibration saturation (7.3.2, 7.3.3 and 7.3.4) and a finite distance which the vibration travels down the $\operatorname{rod}$ (7.3.1) occur in the non-plastic rods, too.

### 7.4.1 First example

Let the governing equation for a rod have the hypothetical form, cf. [126]

$$
\begin{equation*}
Q=k_{1}|\varepsilon|^{\kappa} \operatorname{sgn} \varepsilon+k_{2}|\dot{\varepsilon}|^{\mu} \operatorname{sgn} \dot{\varepsilon} \tag{7.125}
\end{equation*}
$$

The linearisation factors are as follows

$$
\begin{equation*}
q=\alpha a^{\kappa-1}, h=\beta a^{\mu-1} \tag{7.126}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha=k_{1} \frac{2^{\kappa+2}}{\pi} \mathrm{~B}\left(\frac{\kappa+1}{2}, \frac{\kappa+1}{2}\right) \\
& \beta=k_{2} \omega^{\mu} \frac{2^{\mu+2}}{\pi} \mathrm{~B}\left(\frac{\mu+1}{2}, \frac{\mu+1}{2}\right) \tag{7.127}
\end{align*}
$$

$B$ being the Eulerian beta-function.
In order to solve the problem we make use of the method of slowly varying parameters since the other methods of Section 7.2 do not provide us with a closed form solution.

Inserting expressions (7.126) into eqs. (7.63) and (7.64) we arrive at the following equations

$$
\begin{equation*}
a^{\prime}=-\gamma a^{s+1}, \varphi^{\prime}=\sqrt{\frac{m \omega^{2}}{\alpha}} a^{(1-\kappa) / 2} \tag{7.128}
\end{equation*}
$$

Their integration due to the boundary conditions yields

$$
\begin{gather*}
a=a_{0}\left(1+s \gamma a_{0}^{s} x\right)^{-1 / s}  \tag{7.129}\\
\varphi=\frac{\alpha}{\beta} \frac{3 \kappa+1}{\kappa-\mu}\left(a_{0}^{(\kappa-\mu) / 2}-a^{(\kappa-\mu) / 2}\right)+\varphi_{0} \tag{7.130}
\end{gather*}
$$

Here $a_{0}$ and $\varphi_{0}$ are the values of $a$ and $\varphi$ at $x=0$, respectively. The other denotations are

$$
\begin{equation*}
\gamma=\sqrt{\frac{m \omega^{2}}{\alpha}} \frac{2 \beta}{\alpha(3 \kappa+1)}, s=\frac{1+2 \mu-3 \kappa}{2} . \tag{7.131}
\end{equation*}
$$

Let us next consider some particular cases.

Let $s<0$, i.e.

$$
\begin{equation*}
3 \kappa>2 \mu+1 \tag{7.132}
\end{equation*}
$$

As follows from (7.129) the amplitude of vibration vanishes at $x=x_{*}$, where

$$
\begin{equation*}
x_{*}=\frac{a_{0}^{-s}}{\gamma|s|} . \tag{7.133}
\end{equation*}
$$

Equation (7.129) is meaningless for $x>x_{*}$. On this account, it should be taken that the strain is equal to zero for $x>x_{*}$.

Let us consider now $s>0$, i.e.

$$
\begin{equation*}
3 \kappa<2 \mu+1 \tag{7.134}
\end{equation*}
$$

The solution (7.129) is then valid for any $x$. In particular, the following inequality holds

$$
\begin{equation*}
a<\left(\frac{1}{s \gamma x}\right)^{1 / s} \tag{7.135}
\end{equation*}
$$

expressing a condition of vibration saturation.
Finally, let $s=0$, i.e.

$$
\begin{equation*}
3 \kappa=2 \mu+1 \tag{7.136}
\end{equation*}
$$

Passing to the limit at $s \rightarrow 0$ renders the result

$$
\begin{equation*}
a=a_{0} e^{-\gamma x} \tag{7.137}
\end{equation*}
$$

This particular case shows that an exponential decay of vibration is possible not only in a linear elastic rod with linear damping, but also in a nonlinear case.

### 7.4.2 Second example

Consider now a particular case of dependence (7.125), namely $\kappa=\mu$. The complex rigidity is then given by

$$
\begin{equation*}
c=(\alpha+i \beta) a^{\mu-1} \tag{7.138}
\end{equation*}
$$

It turns out that this particular case can be analysed more accurately, i.e. without utilization of the assumption of a slowly varying amplitude. It is possible to do by means of the inverse method outlined in Section 7.2. Assume [123]

$$
\begin{equation*}
c=c_{0}(1+\gamma x)^{2} \tag{7.139}
\end{equation*}
$$

where $c_{0}$ is a complex value while $\gamma$ is a real value. Insertion of the complex rigidity (7.139) into eq. (7.66) leads to the Euler equation

$$
\begin{equation*}
(1+\gamma x)^{2} U^{\prime \prime}+2 \gamma(1+\gamma x) U^{\prime}+\frac{m \omega^{2}}{c_{0}} U=0 \tag{7.140}
\end{equation*}
$$

A solution which satisfies the kinematic boundary condition (7.43) takes the form

$$
\begin{equation*}
U=A_{0}(1+\gamma x)^{n} \tag{7.141}
\end{equation*}
$$

where $n$ is a root of the quadratic equation

$$
\begin{equation*}
n^{2}+n+\frac{m \omega^{2}}{c_{0} \gamma^{2}}=0 \tag{7.142}
\end{equation*}
$$

By using eq. (7.141) we find the strain amplitude

$$
\begin{equation*}
a(x)=\left|\frac{d U}{d x}\right|=a_{0}(1+\gamma x)^{s} \tag{7.143}
\end{equation*}
$$

where

$$
\begin{equation*}
s=\operatorname{Re} n-1, a_{0}=A_{0}|\gamma n| \tag{7.144}
\end{equation*}
$$

Eliminating $x$ from (7.139) by means of (7.143), we obtain the following dependence for $c$ on $a$

$$
\begin{equation*}
c=D a^{2 / s}, \quad D=c_{0} a_{0}^{-2 / s} \tag{7.145}
\end{equation*}
$$

Choosing appropriate values of $s$ and using the previous equations we can construct the solution of the problem under consideration.

The question of the boundary condition at infinity is, as yet, unanswered. To do this, we have to consider two cases subject to the sign of $\gamma$.
a) $\gamma>0$. In order to satisfy the Sommerfeld radiation condition it is necessary to require a solution that decays as $x \rightarrow \infty$. For this reason, $n$ is that root of the quadratic equation (7.142) which has a negative real part. From the first equation in (7.144) we see that $s$ satisfies the following inequality

$$
\begin{equation*}
s<-1 \tag{7.146}
\end{equation*}
$$

b) $\gamma<0$. In order to ensure that the solution (7.141) is bounded at $x=x_{*}=1 /|\gamma|$ it is necessary to take that root of the quadratic equation (7.142) which has a positive real part. By virtue of eq. (7.144) we get

$$
\begin{equation*}
s>-1 \tag{7.147}
\end{equation*}
$$

If it is the case the displacement amplitude $U$ vanishes at $x=x_{*}$, i.e. for $x \geq x_{*}$

$$
\begin{equation*}
U \equiv 0 \tag{7.148}
\end{equation*}
$$

Equation (7.66) is satisfied by this solution for any dependence $c=c(a)$, apparently for the dependence (7.145). Further, this solution meets the solution constructed for $x \leq x_{*}$ in displacement and force.

Thus, for $s>-1$ we have $\gamma<0$ and

$$
U=\left[\begin{array}{ll}
A_{0}(1+\gamma x)^{n}, & x \leq x_{*}  \tag{7.149}\\
0, & x \geq x_{*}
\end{array}\right.
$$

Comparing eqs. (7.138) and (7.145) we conclude that

$$
\begin{equation*}
\frac{2}{s}=\mu-1, c_{0}=(\alpha+i \beta) a_{0}^{\mu-1} \tag{7.150}
\end{equation*}
$$

Further, by means of eq. (7.144) we obtain

$$
\begin{equation*}
n=\lambda+i \nu, \lambda=\frac{\mu+1}{\mu-1} \tag{7.151}
\end{equation*}
$$

In order to find $\nu$ we substitute $n$, due to (7.151), and $c_{0}$, due to (7.150), into eq. (7.142) to obtain

$$
\begin{equation*}
\lambda^{2}+\lambda-\nu^{2}+(2 \lambda+1) i \nu+\frac{m \omega^{2}(\alpha-i \beta) a_{0}^{1-\mu}}{\gamma^{2}\left(\alpha^{2}+\beta^{2}\right)}=0 \tag{7.152}
\end{equation*}
$$

This equation with complex coefficients possesses real roots only for a specially chosen $\gamma$. These roots must satisfy the following equation

$$
\begin{equation*}
\nu^{2}-\frac{\alpha}{\beta}(2 \lambda+1) \nu-\lambda^{2}+\lambda=0 \tag{7.153}
\end{equation*}
$$

where $\gamma^{2}$ is given by

$$
\begin{equation*}
\gamma^{2}=\frac{\beta m \omega^{2} a_{0}^{1-\mu}}{\gamma(2 \lambda+1)\left(\alpha^{2}+\beta^{2}\right)} \tag{7.154}
\end{equation*}
$$

As $\gamma^{2}$ must be positive, $\nu$ is that root of eq. (7.153) which has the same sign as the value of $(2 \lambda+1)$.

To obtain the strain amplitude $a_{0}$ at $x=0$ we use the second equation in (7.144). After the substitution of the obtained values of $\gamma$ and $n$ into it we obtain the following equation

$$
\begin{equation*}
a_{0}^{1+\mu}=\frac{\lambda^{2}+\mu^{2}}{\nu(2 \lambda+1)} \frac{\beta m \omega^{2}}{\left(\alpha^{2}+\beta^{2}\right)} A_{0}^{2} \tag{7.155}
\end{equation*}
$$

Inserting this expression for $a_{0}$ into eq. (7.154) and taking account of the fact that $\gamma$ and $\lambda$ have opposite signs, we obtain

$$
\begin{align*}
\gamma & =\left(\Gamma A_{0}\right)^{-1 / \lambda} \operatorname{sgn}(-\lambda) \\
\Gamma & =\left(\lambda^{2}+\mu^{2}\right)^{1 / 2}\left[\frac{\beta m \omega^{2}}{\nu(2 \lambda+1)\left(\alpha^{2}+\beta^{2}\right)}\right]^{(1-\lambda) / 2}, \tag{7.156}
\end{align*}
$$

which give an expression for $\gamma$ in terms of the main parameters of the problem.

Let us consider some possible particular cases.
a) $\mu<1$. According to eq. (7.151), $\lambda<0$ and

$$
\begin{equation*}
2 \lambda+1<0, \nu<0, \gamma>0 \tag{7.157}
\end{equation*}
$$

An expression for the displacement is obtained by substituting (7.141) into (7.65). Accounting for $n$, due to (7.151), we find

$$
\begin{equation*}
u=\frac{A_{0}}{(1+\gamma x)^{|\lambda|}} \cos [\omega t-|\nu| \ln (1+\gamma x)] \tag{7.158}
\end{equation*}
$$

Hence, a propagating heterogeneous wave travels down the whole rod in this case. The amplitude of the wave obeys the law

$$
\begin{equation*}
A(x)=\frac{A_{0}}{(1+\gamma x)^{|\lambda|}} \tag{7.159}
\end{equation*}
$$

Omitting the value of unity in the parentheses and using the expression for $\gamma$ due to (7.156) leads to the inequality

$$
\begin{equation*}
A(x)<\frac{A_{0}}{\Gamma x^{|\lambda|}} \tag{7.160}
\end{equation*}
$$

which is the known property of vibration saturation.
b) $\mu>1$. In accordance with the equations of this Section we have

$$
\begin{equation*}
\lambda>0, \nu>0, \gamma<0 \tag{7.161}
\end{equation*}
$$

The displacement is then given by

$$
u=\left[\begin{array}{ll}
A_{0}(1-|\gamma| x)^{\lambda} \cos [\omega t+\nu \ln (1-|\gamma| x)], & 0<x<x_{*}  \tag{7.162}\\
0, & x>x_{*}
\end{array}\right.
$$

The coordinate of the border of the motion zone has the following expression

$$
\begin{equation*}
x_{*}=\left(\Gamma A_{0}\right)^{1 / \lambda} \tag{7.163}
\end{equation*}
$$

The border of the motion zone enlarges as the vibration amplitude of a shaker $A_{0}$ increases.

The results obtained confirm completely the general conclusions which were drawn at the beginning of the Section.

The material of this Section is a specific particular case of a viscoelastic material. Another particular case has been studied in [4]. The rheological equation has been written there by utilizing an inheritance integral, where terms up to second order in strain were retained. A solution of the vibration problem in a semi-infinite rod has been obtained by means of the method of slowly varying waves.

### 7.5 Propagation of vibration in a nonlinear dissipative rod of finite length

The methods of Section 7.2 fail to analyse the vibration in a rod of finite length. One of the most general methods, namely the method of slowly varying amplitude is not applicable in this case. This follows from the fact that in this linear problem, the strain amplitude can change as fast as the solution itself. Consequently, the basic assumption of the method is not fulfilled. Other, more sophisticated methods, like the method of equations (7.49) or the inverse method cannot be used either since it is impossible to construct solutions with a sufficient number of integration constants. Further, it is not expedient to return to the modal analysis (as used in Chapter 6) as the solution becomes cumbersome at higher frequencies. It appears that the only way out of this situation is to use a slight modification of the method of harmonic linearisation.

As in the method of harmonic linearisation, the nonlinear function (7.42) is approximated by a linear one

$$
\begin{equation*}
Q(\varepsilon, \dot{\varepsilon}) \approx q \varepsilon+\frac{h}{\omega} \dot{\varepsilon} \tag{7.164}
\end{equation*}
$$

The linearisation factors are found by minimising the square of error inherent in approximation (7.164)

$$
\begin{equation*}
\int_{x}^{x+\Delta x} \int_{0}^{T}\left[Q(\varepsilon, \dot{\varepsilon})-q \varepsilon-\frac{h}{\omega} \dot{\varepsilon}\right]^{2} d t d x=\min _{q, h} \tag{7.165}
\end{equation*}
$$

due to harmonic deformation (7.44)

$$
\varepsilon=a(x) \cos [\omega t-\varphi(x)] .
$$

Contrary to the standard method of harmonic linearisation an additional averaging over the spatial coordinate is introduced here. An averaging scale should be sorted out in such a way that some smooth functions $q(x)$ and $h(x)$ will be obtained even for an oscillating function $a(x)$. This is important for the forthcoming integration of equations obtained after the linearisation since it allows us to apply the effective method of slowly varying parameters.

Realising requirement (7.165) and assuming that $q$ and $h$ vary insignificantly in the averaging interval we obtain

$$
\begin{equation*}
q=\frac{\int_{x}^{x+\Delta x} q^{*}(a) a^{2} d x}{\int_{x}^{x+\Delta x} a^{2} d x}, h=\frac{\int_{x}^{x+\Delta x} h^{*}(a) a^{2} d x}{\int_{x}^{x+\Delta x} a^{2} d x}, \tag{7.166}
\end{equation*}
$$

where $q^{*}$ and $h^{*}$ are the linearisation factors, cf. eq. (7.46)

$$
\begin{aligned}
& q^{*}(a)=\frac{1}{\pi a} \int_{0}^{2 \pi} Q(a \cos \kappa,-a \omega \sin \kappa) \cos \kappa d \kappa \\
& h^{*}(a)=-\frac{1}{\pi a} \int_{0}^{2 \pi} Q(a \cos \kappa,-a \omega \sin \kappa) \sin \kappa d \kappa
\end{aligned}
$$

It is seen from (7.166) that $q$ and $h$ tend to $q^{*}$ and $h^{*}$ as $\Delta x \rightarrow 0$ and then the advantage of the approach disappears. On the other hand, it is not advisable to take a large value of $\Delta x$ because the information about $a(x)$ is lost. The question of selection of the averaging scale will be discussed in detail later on. However, it is essential to realize that this choice ensures that $q$ and $h$ are slowly varying factors.

In what follows we make use of the complex rigidity

$$
\begin{equation*}
c_{c}=q+i h, \tag{7.167}
\end{equation*}
$$

which, due to eqs. (7.166) is given by

$$
\begin{equation*}
c_{c}=\frac{\int_{x}^{x+\Delta x} a^{2} c_{c}^{*}(a) d x}{\int_{x}^{x+\Delta x} a^{2} d x}, c_{c}^{*}(a)=q^{*}(a)+i h^{*}(a) \tag{7.168}
\end{equation*}
$$

We see from this equation that $c_{c}$ is a functional of $a$.
By means of approximation (7.164) and eqs. (7.40) and (7.41) we arrive at eq. (7.47). Separating the variables by means of (7.65) we obtain eq. (7.66)

$$
\left(c_{c} U^{\prime}\right)^{\prime}+m \omega^{2} U=0
$$

Since the complex rigidity is a slowly varying function of the coordinate it is reasonable to apply the Steklov-Liouville method or the WKB-method to solve the above equation. This method, due to (7.67) and (7.69), gives the following approximate solution

$$
\begin{equation*}
u=c_{c}^{-1 / 4}\left[D_{1} \cos \omega y(x)+D_{2} \sin \omega y(x)\right] e^{i \omega t} \tag{7.169}
\end{equation*}
$$

Let us satisfy the boundary conditions. Let the end of the rod $x=0$ be free and the end $x=L$ be subject to a harmonic force of frequency $\omega$ and amplitude $B_{0}$. Satisfying the boundary conditions, evaluating the strain and neglecting the terms of higher order we obtain

$$
\begin{equation*}
\varepsilon=B_{0} c_{c}^{-3 / 4}(x) c_{c}^{-1 / 4}(L) \frac{\sin \omega y(x)}{\sin \omega y(L)} e^{i \omega t} \tag{7.170}
\end{equation*}
$$

By means of this expression we easily find the strain amplitude

$$
\begin{equation*}
a^{2}=\frac{B_{0}^{2}}{\left|c_{c}(x)\right|^{3 / 2}\left|c_{c}(L)\right|^{1 / 2}} \frac{\cosh \beta(x)-\cos \gamma(x)}{\cosh \beta(L)-\cos \gamma(L)} \tag{7.171}
\end{equation*}
$$

where the following notation has been introduced

$$
\begin{equation*}
2 \omega y(x)=\gamma(x)-i \beta(x) \tag{7.172}
\end{equation*}
$$

It is evident that $\gamma$ and $\beta$ depend also on frequency, however this argument is not shown since the frequency is fixed. Argument $x$ may take either a current value or $x=L$ as is seen from (7.171).

The physical background to the problem suggests that the assumption of a slowly varying $c_{c}$ is fulfilled if the material damping is not large. Use of the corresponding asymptotics leads to the following approximate results

$$
\begin{equation*}
\left|c_{c}\right|=q, \gamma=2 \omega \int_{0}^{x} \sqrt{\frac{m}{q(x)}} d x, \beta=\omega \int_{0}^{x} \sqrt{\frac{m}{q(x)}} \frac{h(x)}{q(x)} d x \tag{7.173}
\end{equation*}
$$

which are valid up to values of the first order in $h / q$. It is seen from these equations that the inequality

$$
\begin{equation*}
|\beta(x)| \ll|\gamma(x)| \tag{7.174}
\end{equation*}
$$

holds for $h \ll q$.
Inserting the amplitude (7.171) into (7.166) and averaging over $x$ we obtain a system of integral equations for two unknown functions $q$ and $h$. After $q$ and $h$ have been found, the solution of the problem can be reconstructed by means of the above equations.

Let us briefly consider the question of averaging over $x$. As it has been pointed out, this averaging should be performed in such a way that its result would be a slowly varying function of the spatial coordinate. The presence of trigonometric functions causes a rapid change in $a$, while other functions vary slowly. Indeed, the rigidity $c(x)$ varies slowly due to the above assumption. Further, $\cosh \beta(x)$ varies slower than $\cos \gamma(x)$ because $\beta(x)$ is asymptotically small compared to $\gamma(x)$ due to (7.174). Therefore, an averaging must be performed over parameter $\gamma$. While averaging one must try to keep the averaging interval as small as possible in order to get a detailed dependence $q$ and $h$ on $x$.

One or more waves of oscillation of amplitude $a$ exist in the rod when $\gamma(L)>2 \pi$. In this case the period of this oscillation should be chosen as a minimal averaging interval. In other words, the averaging over $\gamma$ must be performed within the interval $[0,2 \pi]$. This interval, however, can be halved because of the cosine function. If $\gamma(L)<\pi$ then no full half-wave of oscillation of amplitude $a$ exists within the length of the rod. In this case, the averaging must be performed over the length of the rod, or, in other
words, over the following interval of $\gamma[0, \gamma(L)]$. This allows eq. (7.166) to be written in the following form

$$
\begin{equation*}
q=\frac{\int_{0}^{\Pi} a^{2} q^{*}(a) d \gamma}{\int_{0}^{\Pi} a^{2} d \gamma}, h=\frac{\int_{0}^{\Pi} a^{2} h^{*}(a) d \gamma}{\int_{0}^{\Pi} a^{2} d \gamma} \tag{7.175}
\end{equation*}
$$

where $\Pi$ denotes the averaging interval

$$
\begin{equation*}
\Pi=\min [\pi, \gamma(L)] \tag{7.176}
\end{equation*}
$$

The result of evaluating the integral in the denominator of (7.175) is

$$
\begin{equation*}
\frac{1}{\Pi} \int_{0}^{\Pi \mathrm{I}} a^{2} d \gamma=\frac{B_{0}^{2}}{q^{3 / 2}(x) q^{1 / 2}(L)} \frac{\cosh \beta(x)-\sin (\Pi) / \Pi}{\cosh \beta(L)-\cos \gamma(L)} \tag{7.177}
\end{equation*}
$$

Evaluation of the integrals appearing in the numerators of (7.175) is not possible in general, since they depend essentially on the character of the nonlinearity.

Consider now a rod made of the elastoplastic material analysed in Chapter 2 . By virtue of (2.29) its complex rigidity is given by

$$
\begin{equation*}
c_{c}^{*}=c\left(1-r a^{\alpha}+i g a^{\alpha}\right), c=E F, \tag{7.178}
\end{equation*}
$$

where $E$ is the Young's modulus and $F$ is the cross-sectional area. We then obtain

$$
\begin{equation*}
q^{*}=c\left(1-r a^{\alpha}\right), h^{*}=c g a^{\alpha} . \tag{7.179}
\end{equation*}
$$

Inserting these expressions into (7.175) gives

$$
\begin{gather*}
q=c\left[1-r \int_{0}^{\Pi} a^{2+\alpha} d \gamma\left(\int_{0}^{\Pi} a^{2} d \gamma\right)^{-1}\right]  \tag{7.180}\\
h=c g \int_{0}^{\Pi} a^{2+\alpha} d \gamma\left(\int_{0}^{\Pi} a^{2} d \gamma\right)^{-1} \tag{7.181}
\end{gather*}
$$

The first of these equations may be simplified by means of the second one, to give

$$
\begin{equation*}
q=c(1-\mu h / c), \mu=r / g \tag{7.182}
\end{equation*}
$$

Let $\gamma(L)>\pi$. Then $\Pi=\pi$. Substituting the amplitude (7.171) into (7.181) leads to an integral which is reduced to the first Laplace integral for the Legendre functions, cf. [93]

$$
\begin{equation*}
\mathrm{P}_{\nu}(z)=\frac{1}{\pi} \int_{0}^{\pi}\left[z+\left(z^{2}-1\right)^{1 / 2} \cos \gamma\right]^{\nu} d \gamma \tag{7.183}
\end{equation*}
$$

Using the substitution

$$
z=\operatorname{coth} \beta
$$

we transform eq. (7.183) to the following form

$$
\begin{equation*}
\frac{1}{\pi} \int_{0}^{\pi}(\cosh \beta-\cos \gamma)^{\nu} d \gamma=\sinh ^{\nu} \beta \mathrm{P}_{\nu}(\operatorname{coth} \beta) \tag{7.184}
\end{equation*}
$$

which is required to evaluate the integral in (7.181). The result of this evaluation is as follows

$$
\begin{equation*}
\frac{h}{c g}=\left[\frac{B_{0}}{q^{3 / 4}(x) q^{1 / 4}(L)}\right]^{\alpha} \frac{\sinh ^{1+\alpha / 2} \beta(x) \mathrm{P}_{1+\alpha / 2}(\operatorname{coth} \beta(x))}{[\cosh \beta(L)-\cos \gamma(L)]^{\alpha / 2} \cosh \beta(x)} \tag{7.185}
\end{equation*}
$$

Introducing the non-dimensional variables

$$
\begin{equation*}
\rho=\frac{h}{c}, \kappa=2 \omega L \sqrt{\frac{m}{c}}, \zeta=\frac{\kappa}{2} \frac{x}{L} \tag{7.186}
\end{equation*}
$$

and using expression (7.182), we rewrite eq. (7.185) in the following form

$$
\begin{equation*}
\frac{\rho}{g}=\left[\frac{B_{0} / c}{(1-\mu \rho)^{3 / 4}\left(1-\mu \rho_{1}\right)^{1 / 4}}\right]^{\alpha} \frac{\sinh ^{1+\alpha / 2} \beta \mathrm{P}_{1+\alpha / 2}(\operatorname{coth} \beta)}{\left[\cosh \beta_{1}-\cos \gamma_{1}\right]^{\alpha / 2} \cosh \beta} \tag{7.187}
\end{equation*}
$$

For small $\rho$ the parameters in the latter equation have the following asymptotic representations

$$
\begin{equation*}
\beta=\int_{0}^{\zeta} \rho d \zeta, \beta_{1}=\int_{0}^{\kappa / 2} \rho d \zeta, \gamma_{1}=\kappa+\mu \beta_{1} . \tag{7.188}
\end{equation*}
$$

Further, $\rho_{1}$ is the value of $\rho$ at $x=L$ or, due to (7.186), at $\zeta=\kappa / 2$. Equation (7.187) is the required nonlinear integral equation for the unknown function $\rho=\rho(\zeta)$. After this equation has been solved, $q$ is obtained by means of (7.182). Determination of the variables of interest now presents no problem.

Let us analyse eq. (7.187). Putting $\zeta=0$ in it yields

$$
\begin{equation*}
\frac{\rho_{0}}{g}=\left[\frac{B_{0} / c}{\left(1-\mu \rho_{0}\right)^{3 / 4}\left(1-\mu \rho_{1}\right)^{1 / 4}}\right]^{\alpha} \frac{D}{\left[\cosh \beta_{1}-\cos \gamma_{1}\right]^{\alpha / 2}} \tag{7.189}
\end{equation*}
$$

where

$$
D=\lim _{\beta \rightarrow 0} \sinh ^{1+\alpha / 2} \beta \mathrm{P}_{1+\alpha / 2}(\operatorname{coth} \beta)=\frac{2^{3(1+\alpha / 2)}}{\pi} \mathrm{B}\left(\frac{3+\alpha}{2}, \frac{3+\alpha}{2}\right)
$$



FIGURE 7.10. Dependence $\rho$ versus $\zeta$ for $\alpha=1$.
B being the Eulerian beta-function.
Dividing both sides of eq. (7.187) by the corresponding sides of eq. (7.189) we get

$$
\begin{equation*}
\frac{\rho}{\rho_{0}}\left(\frac{1-\mu \rho}{1-\mu \rho_{0}}\right)^{\frac{3}{1 \omega}}=\frac{\sinh ^{1+\alpha / 2} \beta}{D \cosh \beta} \mathrm{P}_{1+\alpha / 2}(\operatorname{coth} \beta) \tag{7.190}
\end{equation*}
$$

The latter equation may be easily reduced to an ordinary differential equation by taking a logarithmic derivative. As the Cauchy problem for this equation has an unique solution, there exists a unique function $\rho=\rho(\zeta)$ for each value $\rho_{0}$. This function can be obtained, for example, by means of the method of successive approximations using integral equation (7.190). The solutions are displayed in Fig. 7.10 for $\alpha=1$.

Let us now study eq. (7.189). Solving it for $\gamma_{1}$ gives

$$
\begin{equation*}
\gamma_{1}=\kappa+\mu \beta_{1}=2 \pi n \pm \arccos \left[\cosh \beta_{1}-\frac{A}{\rho_{0}^{2 / \alpha}\left(1-\mu \rho_{0}\right)^{3 / 2}\left(1-\mu \rho_{1}\right)^{1 / 2}}\right] \tag{7.191}
\end{equation*}
$$

where

$$
\begin{equation*}
A=(g D)^{2 / \alpha}\left(\frac{B_{0}}{c}\right)^{2}, n=1,2,3, \ldots, \infty \tag{7.192}
\end{equation*}
$$

Equation (7.191) allows us to make some conclusions about the relationship between $\rho_{0}$ and $\kappa$, where $\kappa$ is the non-dimensional frequency of vibration. Positive values of $\kappa$ appear only when the following inequality holds

$$
\begin{equation*}
-1 \leq \cosh \beta_{1}-\frac{A}{\rho_{0}^{2 / \alpha}\left(1-\mu \rho_{0}\right)^{3 / 2}\left(1-\mu \rho_{1}\right)^{1 / 2}} \leq 1 \tag{7.193}
\end{equation*}
$$



FIGURE 7.11. Dependence $\rho_{0}$ versus $\zeta$.

This inequality gives, in the plane of the parameters $\kappa$ and $\rho_{0}$, some domain in which the whole curve (7.191) is located. Given the integrals of eq. (7.190) the boundaries of this domain are easily obtained. These are depicted in Fig. 7.11 by lines I-I and II-II ( $A$ is taken to be $3.4 \cdot 10^{-4}$ ). The above domain lies between these lines. It is also possible to get an approximate closed form expression for these boundaries. Figure 7.10 plots the dependences $\rho=\rho(\zeta)$ only for those values of parameters which satisfy inequality (7.193). With great accuracy we can take $\rho=\rho_{0}=$ const. Then, equation (7.188) gives

$$
\begin{equation*}
\beta_{1}=\rho_{0} \kappa / 2 \tag{7.194}
\end{equation*}
$$

and the boundaries (7.193) are given by the following equation

$$
\begin{equation*}
\kappa=\frac{2}{\rho_{0}} \arg \cosh \left[\frac{A}{\rho^{2 / \alpha}\left(1-\mu \rho_{0}\right)^{2}} \pm 1\right] \tag{7.195}
\end{equation*}
$$

where plus corresponds to the line I-I and minus corresponds to the line II-II.

Consider the curves

$$
\begin{gather*}
\gamma_{1}=\kappa+\mu \beta_{1}=2 \pi n  \tag{7.196}\\
\gamma_{1}=\kappa+\mu \beta_{1}=2 \pi n-\pi \tag{7.197}
\end{gather*}
$$

These can be easily plotted in the plane $\rho_{0}$ and $\kappa$ by using the integrals of eq. (7.190). It is also possible to derive an approximate closed form expression for $\kappa$. By means of the approximate equality (7.194) we find, respectively

$$
\begin{equation*}
\kappa=\frac{2 \pi n}{1+\mu \rho_{0} / 2}, \kappa=\frac{2 \pi n-\pi}{1+\mu \rho_{0} / 2} . \tag{7.198}
\end{equation*}
$$

These curves are also shown in Fig. 7.11. The first group of these curves, denoted by $C$ is analogous to the backbone curves in nonlinear vibration theory.

The domain between the lines I-I and II-II is cut into sections by curves (7.196) and (7.197). As seen from eq. (7.191) only one branch of curve (7.191) is located within each section passing through the points where curve (7.196) crosses I-I and curve (7.197) crosses II-II.

An actual construction of curve (7.191) within each section is easily performed by the method of successive approximations using the following scheme

$$
\begin{equation*}
\kappa=2 \pi n-\mu \beta_{1} \pm \arccos \left[\cosh \beta_{1}-\frac{A}{\rho_{0}^{2 / \kappa}\left(1-\mu \rho_{0}\right)^{3 / 2}\left(1-\mu \rho_{1}\right)^{1 / 2}}\right] \tag{7.199}
\end{equation*}
$$

To this end, one must choose a value of $n$ and a sign in the latter equation which corresponds to the section under consideration. Next, some values of $\kappa$ and $\rho_{0}$ from this section should be taken and $\beta_{1}$ and $\rho_{1}$ should be computed by means of the integrals of eq. (7.190). Substituting these values into the right hand side of eq. (7.199) we obtain a more accurate value of $\kappa$ corresponding to the chosen $\rho_{0}$ etc. The process converges very quickly and one or two approximations are sufficient in most cases. The results of such computations are shown in Fig. 7.11. This completes construction of the dependences $\rho_{0}$ versus $\kappa$ for the case $\gamma_{1}>\pi$.

Let us consider now the case $\gamma_{1}<\pi$. Then $\Pi=\gamma(L)$. Note that this case consists of very low frequencies, i.e. $\kappa$ is small. As $\rho$ is small, $\beta$ and $\beta_{1}$ are small too, i.e. $\beta \ll 1$ and $\beta_{1} \ll 1$ and therefore $\cosh \beta \approx 1$ and $\rho \approx \rho_{0}$. Accounting for this fact and inserting $a^{2}$, due to (7.171), into (7.181) we obtain by virtue of (7.182), (7.186) and (7.188)

$$
\begin{equation*}
\rho=\rho_{0}=g\left[\frac{B_{0}}{c\left(1-\mu \rho_{0}\right)}\right]^{\alpha} \frac{\frac{1}{\kappa} \int_{0}^{\kappa}(1-\cos \gamma)^{1+\alpha / 2} d \gamma}{(1-\cos \kappa)^{\alpha / 2}[1-(\sin \kappa) / \kappa]} \tag{7.200}
\end{equation*}
$$

The integral in this equation cannot be evaluated in terms of elementary functions, but can be computed digitally. Then, eq. (7.200) yields the required relation between $\rho_{0}$ and $\kappa$ for $\kappa<\pi$. The curve (7.200) at $\kappa=\pi$ and the curve (7.189) meet as value of $\beta$ is small for this value of $\kappa$. By means of (7.200) it is easy to analyse the behaviour of the curve $\rho_{0}(\kappa)$ for small $\kappa$. Using the asymptotic equations for trigonometric functions we obtain

$$
\begin{equation*}
\rho_{0}\left(1-\mu \rho_{0}\right)^{\alpha}=g\left(\frac{B_{0}}{c}\right)^{\alpha} \frac{3}{3+\alpha} . \tag{7.201}
\end{equation*}
$$

Thus, the curve does not pass through the origin of the coordinates.
The construction of the entire curve $\rho_{0}(\kappa)$ is now completed. Utilizing it for a given value of frequency, we obtain $\rho_{0}$ and then $h=c \rho$. The vibration parameters will be found by means of the above equations. For example, the average squared strain at $x=0$ due to (7.177) is given by

$$
\begin{equation*}
a_{a v}^{2}=\frac{B_{0}^{2}}{q^{3 / 2}(x) q^{1 / 2}(L)} \frac{1-(\sin \Pi) / \Pi}{\cosh \beta(L)-\cos \gamma(L)} . \tag{7.202}
\end{equation*}
$$

In the case of $\gamma(L)>\pi$ this formula yields

$$
\begin{equation*}
a_{a v}^{2}=\frac{\left(B_{0} / c\right)^{2}}{\left(1-\mu \rho_{0}\right)^{3 / 2}\left(1-\mu \rho_{1}\right)^{1 / 2}} \frac{1}{\cosh \beta_{1}-\cos \gamma_{1}} \tag{7.203}
\end{equation*}
$$

where the previous notation was used. Combining this equation with (7.189) we obtain

$$
\begin{equation*}
a_{a v}=\left(\frac{\rho_{0}}{g D}\right)^{1 / \alpha} \tag{7.204}
\end{equation*}
$$

In the present example $\alpha=1$. Hence, in this case the diagram of Fig. 7.11 gives us the dependence $a_{a v}(\kappa)$ up to the scale of the ordinate axis.

Consider now the case $\gamma(L)<\pi$ which is the case of low frequencies. Thus, $\beta \ll 1$ and $\cosh \beta \approx 1$. Equation (7.202) is transformed to the following form

$$
\begin{equation*}
a_{a v}^{2}=\frac{\left(B_{0} / c\right)^{2}}{\left(1-\mu \rho_{0}\right)^{2}} \frac{1-(\sin \kappa) / \kappa}{1-\cos \kappa}, \kappa<\pi \tag{7.205}
\end{equation*}
$$

As $\kappa \rightarrow 0$ we have the equality

$$
\begin{equation*}
a_{a v}=\frac{B_{0} / c}{\left(1-\mu \rho_{0}\right) \sqrt{3}} \tag{7.206}
\end{equation*}
$$

from which, by means of (7.201), we find

$$
a_{a v}=\frac{\rho_{0}}{g D} \frac{D(3+\alpha)}{3 \sqrt{3}}
$$

At $\alpha=1$ this gives

$$
a_{a v}=0.97 \frac{\rho_{0}}{g D}
$$

which actually coincides with eq. (7.204). Exact agreement between these curves also takes place at another values of $\kappa$. Hence, the entire curve $\rho_{0}(\kappa)$ is similar to the curve $a_{a v}(\kappa)$. The resonance curve also bends off to the left, which is well-known phenomenon for mechanical systems with internal damping. In this example this effect is not considerable and does not cause any multiple-valued amplitude-frequency characteristics.

Other amplitude-frequency dependences may be plotted by analogy.
Let us consider how close a mode of resonant vibration is to a mode of free elastic vibration. As shown in Section 7.1 this difference is determined by the value of $\cosh \beta_{1}-1$. For the extreme left peak this value is 0.04 while for the extreme right peak it is 0.25 . In other words, the difference is negligible at low frequencies, but it is essential for the extreme right peak.

Note, finally, that the construction of the whole amplitude-frequency dependence is done by utilizing an uncomplicated transcendental equation. This is an advantage of the method of harmonic linearisation over other methods of nonlinear mechanics used for the analysis of vibrations in systems with distributed parameters.

The problem of longitudinal vibration of elastoplastic rods subject to a harmonic distributed loading has been considered in [61]. The case in which the loading curve is a cubic parabola was studied there. While constructing an approximate solution it was assumed that the motion of the rod was nearly harmonic. A vibration mode of the vibrating rod was sought in the form of a expansion in terms of the normal modes of the free elastic rod. The Galerkin method was used to obtain the parameters of the expansion. The amplitude-frequency characteristic was computed in the frequency domain for only the first three resonance peaks. It was shown that the influence of the higher modes of free elastic vibrations on the first resonance is very small. Substantial numerical difficulties associated with the solution of the equations obtained by Galerkin's method have been reported.

Vibrations in a half-wavelength rod, i.e. a rod of length equal to half the wavelength of the travelling wave, with amplitude-dependent losses have been studied in [92]. The losses were computed using an elastic mode of forced vibration of the rod. Then, by means of the WKB-method, the vibration mode for the rod with losses was obtained. In such a way, the frequency domain near the first resonance was investigated.

### 7.6 Propagation of random vibration in a rod with nonlinear properties

Consider a longitudinal vibration in a rod with a nonlinear constitutive equation. Let us write down the equations of the rod motion

$$
\begin{equation*}
Q^{\prime}-m \ddot{u}=0, \quad \varepsilon=u^{\prime}, \quad Q=Q(\varepsilon, \dot{\varepsilon}) . \tag{7.207}
\end{equation*}
$$

As before we assume that $Q$ is an odd function of its arguments. Assume that the rod has a finite length $L$, one end $(x=0)$ being free and the other end ( $x=L$ ) being subject to a force $p(t)$. The latter is assumed to be a stationary random function of time with a zero mean value.

It is known that the stated problem has no exact solution. In what follows we offer its approximate solution by means of the method of statistical lin-
earisation, cf. [124]. According to this method, the third nonlinear equation (7.207) is replaced by an approximated linear equation

$$
\begin{equation*}
Q \approx h_{1} \varepsilon+h_{2} \dot{\varepsilon} \tag{7.208}
\end{equation*}
$$

The linearisation factors are conventionally chosen from the condition that the linear function (7.208) optimally approximates the original nonlinear relation due to the criterion of minimising the mean-square error. These factors are as follows, see [141]

$$
\begin{align*}
& h_{1}=\frac{1}{\sigma_{1}^{2}} \iint_{-\infty}^{\infty} Q(\varepsilon, \dot{\varepsilon}) \varepsilon w(\varepsilon, \dot{\varepsilon}) d \varepsilon d \dot{\varepsilon}  \tag{7.209}\\
& h_{2}=\frac{1}{\sigma_{2}^{2}} \iint_{-\infty}^{\infty} Q(\varepsilon, \dot{\varepsilon}) \dot{\varepsilon} w(\varepsilon, \dot{\varepsilon}) d \varepsilon d \dot{\varepsilon}
\end{align*}
$$

Here $\sigma_{1}$ and $\sigma_{2}$ are the standard deviations of strain and its velocity in cross-section $x$, respectively, and $w(\varepsilon, \dot{\varepsilon})$ denotes a joint probability density function. As the distribution law for $\varepsilon$ and $\dot{\varepsilon}$ is unknown until the whole problem is solved, we assume a normal distribution [141], i.e.

$$
\begin{equation*}
w(\varepsilon, \dot{\varepsilon})=\frac{1}{2 \pi \sigma_{1} \sigma_{2}} \exp \left(-\frac{\varepsilon^{2}}{2 \sigma_{1}^{2}}-\frac{\dot{\varepsilon}^{2}}{2 \sigma_{2}^{2}}\right) \tag{7.210}
\end{equation*}
$$

Equations (7.209) and (7.210) indicate that the linearisation factors depend on the still unknown root-mean-squares of strain and its velocity, i.e.

$$
\begin{equation*}
h_{i}=h_{i}\left(\sigma_{1}, \sigma_{2}\right) \tag{7.211}
\end{equation*}
$$

Combining eq. (7.208) and the first two equations in (7.207) we obtain a single equation for the displacement

$$
\begin{equation*}
\left(h_{1} u^{\prime}+h_{2} \dot{u}^{\prime}\right)^{\prime}-m \ddot{u}=0 \tag{7.212}
\end{equation*}
$$

This is the governing equation for longitudinal vibrations in a rod for the Kelvin-Voigt material. It should, however, be kept in mind that its coefficients depend on the unknown characteristics of the final solution $\sigma_{1}$ and $\sigma_{2}$. It is assumed that $\sigma_{1}$ and $\sigma_{2}$ are time-independent as the steady-state vibrations are analysed.

Applying the spectral decomposition of the load on the end $x=L$

$$
p(t)=\int_{-\infty}^{\infty} e^{i \omega t} V(\omega) d \omega
$$

and looking for a steady-state solution of eq. (7.212) by the method of separation of variables, we arrive at the integral canonical representation of the displacement

$$
\begin{equation*}
u=\int_{-\infty}^{\infty} e^{i \omega \tau} \Phi(\omega, x) V(\omega) d \omega \tag{7.213}
\end{equation*}
$$

where function $\Phi$ is governed by the following equation

$$
\begin{equation*}
\left(c_{c} \Phi^{\prime}\right)^{\prime}+m \omega^{2} \Phi=0, c_{c}=h_{1}+i \omega h_{2} \tag{7.214}
\end{equation*}
$$

As before, $c_{c}$ is referred to as the complex rigidity. Assuming slow variations of $\sigma_{1}$ and $\sigma_{2}$ and thus slow variations of $c_{c}(x)$, we will construct the solution of eq. (7.214) by the Steklov-Liouville method described above. The solution is given by

$$
\begin{align*}
\Phi & =-\frac{\cos \omega y(x)}{\omega \sqrt{m}\left[c_{c}(x) c_{c}(L)\right]^{1 / 4} \sin \omega y(L)} \\
y & =\int_{0}^{x} \sqrt{\frac{m}{c_{c}(x)}} d x \tag{7.215}
\end{align*}
$$

In order to satisfy the boundary conditions, the derivatives of $c_{c}$ with respect to $x$ have been neglected as they are asymptotically small compared to $\omega c_{c} / a$.

Substituting (7.215) into (7.213) renders the following canonical integral representation for $\varepsilon$ and $\dot{\varepsilon}$

$$
\begin{align*}
\varepsilon & =\int_{-\infty}^{\infty} e^{i \omega \tau} \Psi(\omega, x) V(\omega) d \omega \\
\dot{\varepsilon} & =\int_{-\infty}^{\infty} i \omega e^{i \omega \tau} \Psi(\omega, x) V(\omega) d \omega \tag{7.216}
\end{align*}
$$

where

$$
\begin{equation*}
\Psi(\omega, x)=\frac{\sin [\omega y(x)]}{c_{c}^{3 / 4}(x) c_{c}^{1 / 4}(L) \sin [\omega y(L)]} \tag{7.217}
\end{equation*}
$$

By means of (7.216) due to the standard technique, we find the variations of $\varepsilon$ and $\dot{\varepsilon}$

$$
\sigma_{1}^{2}=\int_{-\infty}^{\infty}|\Psi(\omega, x)|^{2} S(\omega) d \omega
$$

$$
\begin{equation*}
\sigma_{2}^{2}=\int_{-\infty}^{\infty} \omega^{2}|\Psi(\omega, x)|^{2} S(\omega) d \omega \tag{7.218}
\end{equation*}
$$

Expressions (7.218) are actually equations for functions $\sigma_{1}$ and $\sigma_{2}$. The unknown functions $\sigma_{1}(x)$ and $\sigma_{2}(x)$ appear in the integrands on the right hand sides nonlinearly as $y$ is an integral over $x$. Therefore, equations (7.218) form a system of two nonlinear integral equations. After this system has been solved one can easily find the statistical characteristics of the vibrational field by means of the above formulae. On this account, the main problem at the moment is to solve the system of integral equations (7.218). In the most general case, it can be solved only numerically, say by the method of successive approximations. Below we will consider some cases which enable approximate analytical solutions. In order to find an analytical solution of (7.218) a maximal simplification of this system is desirable. By means of the notation

$$
\begin{equation*}
2 y(x)=A(x)-i \omega B(x), \tag{7.219}
\end{equation*}
$$

the square of the absolute value of $\Psi$ is written in the form

$$
\begin{equation*}
|\Psi|^{2}=\left|c_{c}(L)\right|^{-1 / 2}\left|c_{c}(x)\right|^{-3 / 2} \frac{\cosh \left[\omega^{2} B(x)\right]-\cos [\omega A(x)]}{\cosh \left[\omega^{2} B(L)\right]-\cos [\omega A(L)]} \tag{7.220}
\end{equation*}
$$

The assumption of a slowly varying complex rigidity $c_{c}$ has been used. For physical reasons, it is clear that slowly varying $\sigma_{1}$ and $\sigma_{2}$, as well as a slowly varying complex rigidity $c_{c}$ (which depends on $\sigma_{1}$ and $\sigma_{2}$ ), are possible only for not too large values of damping. This means that the imaginary part in eq. (7.219) is small compared to the real part for each frequency of the load spectrum. This allows us to use the following approximate equations

$$
\begin{equation*}
\left|c_{c}\right|=h_{1}, A(x)=2 \int_{0}^{x} \sqrt{\frac{m}{h_{1}}} d x, B(x)=\omega \int_{0}^{x} \sqrt{\frac{m}{h_{1}}} \frac{h_{2}}{h_{1}} d x \tag{7.221}
\end{equation*}
$$

These are valid with an accuracy up to the first order of smallness.
The second simplification is more restrictive. When the damping is small, expression (7.212) is a rapidly changing function of frequency with sharp peaks (they would be resonance peaks if the system were linear). For this reason it is necessary to average $|\Psi|^{2}$ over a frequency band of the order of the distance between adjacent peaks and then integrate as equations (7.218) require. Averaging as in Section 7.1 we obtain

$$
\begin{equation*}
|\Psi|_{a v}^{2}=h_{1 L}^{-1 / 2} h_{1 x}^{-3 / 2} \frac{\cosh \left[\omega^{2} B(x)\right]}{\sinh \left[\omega^{2} B(L)\right]} \tag{7.222}
\end{equation*}
$$

Here and in what follows, the subindex denotes the value of the argument, e.g. $h_{1 x}=h_{1}(x)$ and $h_{1 L}=h_{1}(L)$. Inserting eq. (7.222) into (7.218) we obtain a simplified version of the system of integral equations

$$
\begin{align*}
& \sigma_{1 x}^{2}=\int_{-\infty}^{\infty}|\Psi(\omega, x)|_{a v}^{2} S(\omega) d \omega, \\
& \sigma_{2 x}^{2}=\int_{-\infty}^{\infty} \omega^{2}|\Psi(\omega, x)|_{a v}^{2} S(\omega) d \omega . \tag{7.223}
\end{align*}
$$

The above averaging procedure assumes the spectral densities of the load to be smooth.

Let us next consider some particular cases.

1. Let the argument of the hyperbolic functions be small for the main frequencies of the frequency spectrum of the load. Using the asymptotic formulae we arrive at the system of equations which predicts that $\sigma_{1}$ and $\sigma_{2}$ are constant. The equations for their determination are

$$
\begin{align*}
\sigma_{1}^{2} h_{1}^{2} B(L) & =\int_{-\infty}^{\infty} \frac{S(\omega)}{\omega^{2}} d \omega, \\
\sigma_{2}^{2} h_{1}^{2} B(L) & =\int_{-\infty}^{\infty} S(\omega) d \omega . \tag{7.224}
\end{align*}
$$

2. Another important limiting case is that in which the argument of the hyperbolic function is large. Utilizing the corresponding asymptotic formulae in (7.222), the system (7.223) becomes

$$
\begin{align*}
\sigma_{1 x}^{2} & =\int_{-\infty}^{\infty} e^{\omega^{2}[B(x)-B(L)]} \frac{S(\omega)}{h_{1 L}^{1 / 2} h_{1 x}^{3 / 2}} d \omega, \\
\sigma_{2 x}^{2} & =\int_{-\infty}^{\infty} e^{\omega^{2}[B(x)-B(L)]} \frac{\omega^{2} S(\omega)}{h_{1 L}^{1 / 2} h_{1 x}^{3 / 2}} d \omega . \tag{7.225}
\end{align*}
$$

It is instructive to note that exactly this system of equations is obtained when a semi-infinite rod $-\infty<x<L$ subject to a random load at $x=L$ is considered. From a physical point of view, the transition from the system (7.225) to a new system (7.218) means neglecting the reflection at the free end of rod.

The first difficulty that arises when one tries to solve the system (7.225) is an evaluation of the integral over frequency. For some classes of spectral density of the load such evaluation is possible in a general form. For instance, if

$$
\begin{equation*}
S(\omega)=D|\omega|^{s} e^{-\rho \omega^{2}}, s>0, \rho>0, D>0 \tag{7.226}
\end{equation*}
$$

then the evaluation reduces to a known integral

$$
\begin{equation*}
\int_{0}^{\infty} z^{s-1} e^{-p z^{2}} d z=\frac{1}{2} p^{-s / 2} \Gamma\left(\frac{s}{2}\right) \tag{7.227}
\end{equation*}
$$

with $\Gamma$ being the Eulerian gamma-function. In this case, the system of equations (7.225) takes the form

$$
\begin{align*}
{\left[\frac{\sigma_{1 x}}{\sigma_{1 L}}\left(\frac{h_{1 x}}{h_{1 L}}\right)^{3 / 4}\right]^{-4 /(s+1)} } & =\left[\frac{\sigma_{2 x}}{\sigma_{2 L}}\left(\frac{h_{1 x}}{h_{1 L}}\right)^{3 / 4}\right]^{-4 /(s+3)}= \\
& =1-\frac{B(x)-B(L)}{\rho} \tag{7.228}
\end{align*}
$$

The left equation in (7.228) links $\sigma_{1 x}$ and $\sigma_{2 x}$, while the right equation in (7.228) yields the following differential equation

$$
\frac{\partial}{\partial \sigma_{2 x}}\left[\frac{\sigma_{2 x}}{\sigma_{2 L}}\left(\frac{h_{1 x}}{h_{1 L}}\right)^{3 / 4}\right]^{-4 /(s+3)} \frac{d \sigma_{2 x}}{d x}=-\frac{1}{\rho} \frac{d B(x)}{d x}
$$

The function on the right hand side of this equation is a known function of $\sigma_{1 x}$ and $\sigma_{2 x}$ due to the last formula in eq. (7.221). The boundary values $\sigma_{1 L}$ and $\sigma_{2 L}$ must be obtained directly from the system (7.225) at $x=L$

$$
\begin{equation*}
\sigma_{1 L} h_{1 L}=\sigma_{p}, \sigma_{2 L} h_{1 L}=\sigma_{\dot{p}} \tag{7.229}
\end{equation*}
$$

where $\sigma_{p}$ and $\sigma_{\dot{p}}$ are referred to as the root-mean-squares of load and its rate, respectively.

For a rod's material with the constitutive equation

$$
\begin{equation*}
Q=k \varepsilon+r|\dot{\varepsilon}|^{\mu} \operatorname{sgn} \dot{\varepsilon}, k, r, \mu>0 \tag{7.230}
\end{equation*}
$$

we have

$$
\begin{align*}
h_{1} & =k, h_{2}=d \sigma_{2}^{\mu-1}, \frac{d B}{d x}=\gamma \sigma_{2}^{\mu-1} \\
d & =\frac{r}{\sqrt{\pi}} 2^{(1+\mu) / 2} \Gamma\left(1+\frac{\mu}{2}\right), \gamma=\left(\frac{m}{k}\right)^{1 / 2} \frac{d}{k} \tag{7.231}
\end{align*}
$$

In this case equation (7.228) is as follows

$$
\begin{equation*}
\frac{4}{s+3}\left(\frac{\sigma_{2 x}}{\sigma_{2 L}}\right)^{-1-4 /(s+3)} \frac{1}{\sigma_{2 L}} \frac{d \sigma_{2 x}}{d x}=\frac{\gamma}{\rho} \sigma_{2 x}^{\mu-1} \tag{7.232}
\end{equation*}
$$

Its solution takes the form

$$
\begin{equation*}
\sigma_{2 x}=\sigma_{2 L}\left[1+\frac{(s+3) \gamma \lambda}{4 \rho} \sigma_{2 L}^{\mu-1}(L-x)\right]^{-1 / \lambda}, \lambda=\mu-1+\frac{4}{s+3} \tag{7.233}
\end{equation*}
$$

This expression enables some general conclusions on the character of the vibrational field to be drawn. For definiteness consider a semi-infinite rod $-\infty<x<L$. It follows from (7.233) that vibration occupies the entire rod for $\lambda>0$, whereas for $\lambda<0$ the distance which vibration propagates down the rod is

$$
\begin{equation*}
(L-x)_{*}=\frac{4 \rho}{(s+3) \gamma|\lambda|} \sigma_{2 L}^{1-\mu} \tag{7.234}
\end{equation*}
$$

The rest of the rod does not move. When $\lambda=0$ the vibration decays exponentially.

These conclusions are approximately valid for a rod of finite length provided that a considerable decrease of $\sigma_{2}$ is observed along the length $L$. Regretfully, the general case in which the arguments of the hyperbolic functions can also take intermediate values cannot be analysed analytically. The reason for this is a difficulty in integrating over frequency.
3. There exists, however, one particular case in which this integral can be approximately evaluated in a general form. This is the case of a narrow band loading in which the system of equations (7.223) takes the form

$$
\begin{equation*}
\sigma_{1}^{2}=|\Psi(\Omega, x)|_{a v}^{2} \sigma_{p}^{2}, \sigma_{2}^{2}=\Omega^{2}|\Psi(\Omega, x)|_{a v}^{2} \sigma_{p}^{2} \tag{7.235}
\end{equation*}
$$

where $\Omega$ is a central frequency of the load and $\sigma_{p}$ is the standard deviation of the load. The frequency spectrum of the load must be broad enough to ensure that the above frequency averaging takes place. The frequency averaging should include a few resonance peaks of the amplitude-frequency characteristic of the rod.

The system of equations (7.235) may be rewritten as follows

$$
\begin{equation*}
\sigma_{2}=\Omega \sigma_{1}, \sigma_{1}^{2}=|\Psi(\Omega, x)|_{a v}^{2} \sigma_{p}^{2} \tag{7.236}
\end{equation*}
$$

The second equation in (7.236) gives $\sigma_{1}$ provided that $\sigma_{2}$ is eliminated by means of the first equation.

An analysis of the vibrational field due to eq. (7.236) is relatively simple. A homogeneous field of vibration can be investigated by the methods of the first part of this Section, whilst an essentially inhomogeneous field can be investigated by the methods of the second part of the Section. An intermediate case, namely a case of a weakly heterogeneous field of vibration has not yet been studied. For this reason we begin with the latter case.

It is hardly possible to obtain an exact solution of the integral equation (7.236) in this intermediate case. Thus we should look for an approximate analytical solution. It is known that if the character of the solution can be predicted, the direct methods give satisfactory results. One of the direct methods, namely the collocation method is applied in what follows.

Let us consider the possible character of solution of (7.236). As $\sigma_{1}$ is a standard deviation it is necessarily non-negative and $\sigma_{1}=$ const for a homogeneous field. If the vibration field is weakly heterogeneous, then $\sigma_{1}$
changes slightly decreasing with the distance from the loaded end. It is rather evident that the following dependence

$$
\begin{equation*}
\sigma_{1 x}=\sigma_{1 L} e^{-b(1-x / L)} \tag{7.237}
\end{equation*}
$$

is a rather good approximation to the vibrational field provided that its parameters $\sigma_{1 L}$ and $b$ are properly chosen. Let us determine them from the condition that the solution (7.237) satisfies equations (7.236) only at two points, namely at the rod ends. We then obtain

$$
\begin{equation*}
\sigma_{1 L}^{2}=|\Psi(\Omega, L)|_{a v}^{2} \sigma_{p}^{2}, \sigma_{10}^{2}=|\Psi(\Omega, 0)|_{a v}^{2} \sigma_{p}^{2} \tag{7.238}
\end{equation*}
$$

Because both sides of these equations contain $\sigma_{1 x}$, due to (7.237), we conclude that (7.238) presents a system of algebraic or transcendental equations for $\sigma_{1 L}$ and $b$.

It is clear that the constructed approximate solution can describe well homogeneous and weakly inhomogeneous vibrational fields. However, this approximation is not suitable to deal with an essentially heterogeneous field of vibration. On the other hand, the approach of the second part of this Section works well in this case. Applying this approach yields the following equation

$$
\begin{equation*}
\sigma_{1 x}^{2}=\frac{\sigma_{p}^{2}}{h_{1 L}^{1 / 2} h_{1 x}^{3 / 2}} e^{\Omega^{2}[B(x)-B(L)]} \tag{7.239}
\end{equation*}
$$

By taking the logarithmic derivative of both sides of this equation we reduce it to the following differential equation

$$
\begin{equation*}
\left[\frac{\partial}{\partial \sigma_{1 x}} \ln \left(\sigma_{1 x}^{2} h_{1 x}^{3 / 2}\right)\right] \frac{d \sigma_{1 x}}{d x}=\Omega^{2} \frac{d B(x)}{d x} \tag{7.240}
\end{equation*}
$$

While differentiating with respect to $\sigma_{1 x}$ one should keep in mind that $\sigma_{2 x}$ is dependent on $\sigma_{1 x}$ due to the first equation in (7.236).

The first condition in (7.229) is the boundary condition for (7.240) since it is valid for any spectral density of the load.

Thus, all possible cases of heterogeneity of the vibration field have been analysed.

Let us consider an example. Let a material with the rheological equation (7.230) be taken. The system (7.238) is written down as follows

$$
\begin{align*}
\left(\frac{k \sigma_{1 L}}{\sigma_{p}}\right)^{2} & =\operatorname{coth}\left\{\gamma L \Omega^{\mu+1} \sigma_{1 L}^{\mu-1} \frac{1-e^{-b(\mu-1)}}{b(\mu-1)}\right\} \\
\left(\frac{k \sigma_{1 L} e^{-b}}{\sigma_{p}}\right)^{2} & =1 / \sinh \left\{\gamma L \Omega^{\mu+1} \sigma_{1 L}^{\mu-1} \frac{1-e^{-b(\mu-1)}}{b(\mu-1)}\right\} \tag{7.241}
\end{align*}
$$

This can be transformed to a simpler form

$$
\begin{equation*}
R=\left(1-e^{-4 b}\right)^{-1 / 4}, e^{2 b}=\cosh \left\{(B R)^{\mu-1} \frac{1-e^{-b(\mu-1)}}{b(\mu-1)}\right\} \tag{7.242}
\end{equation*}
$$



FIGURE 7.12. Dependence $R(b)$ for some values of $\mu$.
by introducing the following notation

$$
\begin{equation*}
R=\frac{k \sigma_{1 L}}{\sigma_{p}}, B=\frac{\sigma_{p}}{k}\left(\gamma L \Omega^{\mu+1}\right)^{1 /(\mu-1)} \tag{7.243}
\end{equation*}
$$

The dependencies $R=R(b)$ and $B=B(b)$, due to eqs. (7.243), are plotted in Figs. 7.12 and 7.13 and are marked by a sign " 1 ".

In this case the differential equation of the heterogeneous field (7.240) is given by

$$
\begin{equation*}
\frac{d \sigma_{1 x}}{d x}=\gamma \frac{\Omega^{\mu+1}}{2} \sigma_{1 x}^{\mu} \tag{7.244}
\end{equation*}
$$

Its solution is

$$
\begin{equation*}
\sigma_{1 x}=\sigma_{1 L}\left[1+\frac{\mu-1}{2} \gamma \Omega^{\mu+1} \sigma_{1 L}^{\mu-1}(L-x)\right]^{-1 /(\mu-1)} \tag{7.245}
\end{equation*}
$$

where $\sigma_{1 L}$ is determined from the boundary condition (7.229).
This expression is suitable only for those values of $x$ that ensure a positive and real right hand side of eq. (7.245). For $\mu>1$ it is suitable for any $x$. If $\mu<1$ then solution (7.245) becomes zero for a certain $x=x_{*}$, and makes no sense for $x<x_{*}$. For this reason, we must take $\sigma_{1 x}=0$ for $x<x_{*}$ because this solution satisfies eq. (7.244) and meets the solution (7.245) for $x>x_{*}$. We depict the solution of (7.245) in Figs. 7.12 and 7.13 in the planes of $b-R$ and $b-B$, respectively. Firstly, the boundary condition (7.229) gives

$$
\begin{equation*}
R=1 \tag{7.246}
\end{equation*}
$$

Further, let the heterogeneity degree $b$ be the logarithm of the ratio of the standard deviation of strain at $x=L$ (the cross-section where the load is applied) to that at $x=0$ (the free end). This definition of the heterogeneity
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degree is in agreement with approximation (7.237). According to formula (7.245) we have

$$
\begin{equation*}
b=\frac{1}{\mu-1} \ln \left[1+\frac{\mu-1}{2} \gamma \Omega^{\mu+1} \sigma_{1 L}^{\mu-1} L\right] \tag{7.247}
\end{equation*}
$$

By means of (7.243) this result is expressed in the following form

$$
\begin{equation*}
B=\frac{1}{R}\left\{\frac{2}{\mu-1}\left[e^{b(\mu-1)}-1\right]\right\}^{1 /(\mu-1)} \tag{7.248}
\end{equation*}
$$

Figures 7.12 and 7.13 show the dependences $R=R(b)$ and $B=B(b)$ due to eqs. (7.246) and (7.248) for two typical values of $\mu$, and are denoted by $" 2$ ". As follows from (7.248) for $\mu<1$ and large values of $b$, the value of $B$ is nearly constant and is given by

$$
\begin{equation*}
B=\left(\frac{2}{1-\mu}\right)^{1 /(\mu-1)} \tag{7.249}
\end{equation*}
$$

Note that the value of $B$ is proportional to the load $\sigma_{p}$. Consider a case in which the load is lower than the load corresponding to the limit in (7.249). By virtue of eqs. (7.243), (7.246) and (7.249) this requirement is equivalent to the following inequality

$$
\begin{equation*}
\frac{1-\mu}{2} \gamma L \Omega^{\mu+1} \sigma_{1 L}^{\mu-1}>1 \tag{7.250}
\end{equation*}
$$

Equation (7.245) shows that in this case vibration does not reach the free end, i.e. $\sigma_{10}=0$. Hence, an infinitely large heterogeneity degree corresponds to this case.

As mentioned above, in the case of a weakly heterogeneous field of vibration (say $b<1$ ) it is necessary to use curve 1, whereas in the case of an essentially heterogeneous field (say $b>1$ ) we must take curve 2. It is worth mentioning that curves 1 and 2 converge naturally. Therefore the entire range of possible values of $b$ is covered.

Note that the curve $\mu=2$ is typical for the family of curves $\mu>1$ while the curve $\mu=0$ is typical for the family $0 \leq \mu<1$. Accounting for this fact, we may draw the following conclusions.

Firstly, a unique vibration field is obtained for each $\sigma_{p}$.
Secondly, for $\mu>1$ increasing $\sigma_{p}$ leads to an increase of the heterogeneity degree, whereas for $\mu<1$ this results in its decrease.

What remains is to explain the relevance of this analysis to the problem of vibration in elastoplastic bodies.

First of all, the rheological equation (7.230) reduces to the equation for rigid-plastic material for $\mu=0$.

Secondly, by means of (5.61) it is easy to show that for a narrow band process the complex rigidity of the Ishlinsky material is given by

$$
\begin{equation*}
c=k\left(1-\delta \sigma_{1}^{\alpha}+i \beta \sigma_{1}^{\alpha}\right), k=E F, \tag{7.251}
\end{equation*}
$$

where $\delta$ and $\beta$ are some constants which depend upon the material properties only and $F$ is the cross-sectional area. Comparing (7.251) with the second equation (7.214), and accounting for the first equation in (7.236) shows that in this case

$$
\begin{gather*}
\mu=1+\alpha, \gamma=\frac{k \beta}{\Omega^{\alpha+1}}  \tag{7.252}\\
h_{1}=k\left(1-\delta \sigma_{1}^{\alpha}\right) \tag{7.253}
\end{gather*}
$$

Since the effect of plastic strains is usually small one can neglect the second term in the parentheses in (7.253) and take

$$
\begin{equation*}
h \approx k \tag{7.254}
\end{equation*}
$$

Then, inserting (7.252) and (7.254) into the equation of the third part of this Section, we obtain the solution of the problem of propagation of narrow band vibration in an elastoplastic rod. The value $\mu=2$ corresponds to the case $\alpha=1$, which is typical for the theory of internal friction.

## 8

## Propagation of vibration in media with complex structure

### 8.1 On a model of the medium with complex structure

The laws of vibration decay with distance from the source of vibration were investigated in the previous Chapter. The character of the decay turned out to be essentially dependent on the rheological properties of the material. There exists, however, another important factor which influences the decay character, which is the dynamical structure of the medium. The analysis of media with complex structure has attracted much attention. The simplest among the media with complex structure is the Cosserat medium, its modern description being given in [91] and [117]. The Mindlin medium with a microstructure, see [106], is more sophisticated. Of extreme complexity is the multipolar mechanics developed by Green and Rivlin [45].

An essential feature of the above mentioned theories is the concept of a material point. Classical continuum mechanics deals with media of ordinary structure, that is a material point possesses three translational degrees of freedom. In contrast to this, a point in the Cosserat theory has all of the degrees of freedom of a rigid body, i.e. six degrees of freedom. In the Mindlin theory of a medium with microstructure each point possesses the degrees of freedom of a classical solid with a uniform strain, i.e. 12 degrees of freedom. In the multipolar mechanics a point is governed by $n$ kinematic parameters, where $n$ is finite but can be arbitrarily large. In what follows we consider one of the simplest media of such sort.

We postulate a carrier medium and assume that it is governed by the Lamé equation of the classical theory of elasticity

$$
\begin{equation*}
(\lambda+\mu) \nabla \nabla \cdot \mathbf{u}+\mu \Delta \mathbf{u}-\rho \ddot{\mathbf{u}}+\mathbf{K}=0 \tag{8.1}
\end{equation*}
$$

where $\rho$ is the mass density, $\lambda$ and $\mu$ are the Lame moduli of elasticity, $\mathbf{u}$ is the vector of displacement of points in the carrier medium, and $\mathbf{K}$ is the intensity of external volumetric forces.

A set consisting of an infinite number of isotropic non-interacting oscillators with continuously distributed eigenfrequencies is attached to each point of the carrier medium. The equation of motion of a generic oscillator with an eigenfrequency $k$ is as follows

$$
\begin{equation*}
m(k) \ddot{\mathbf{v}}_{k}+c(k)\left[1+R_{k}(\partial / \partial t)\right]\left(\mathbf{v}_{k}-\mathbf{u}\right)=\mathbf{Q}_{k} \tag{8.2}
\end{equation*}
$$

Here $\mathbf{v}_{k}$ is the vector of absolute displacement of the oscillator mass and $\mathbf{Q}_{k}$ is an external force acting on the oscillator mass. The value of $m(k) d k$ is equal to the mass of the oscillators having the eigenfrequencies in the interval $(k, k+d k)$ per unit volume. Thus, the total mass density of the oscillators attached to the carrier structure is given by

$$
\begin{equation*}
m=\int_{0}^{\infty} m(k) d k \tag{8.3}
\end{equation*}
$$

The static rigidity of an oscillator suspension is denoted in eq. (8.2) by $c(k)$ which is given by

$$
\begin{equation*}
c(k)=k^{2} m(k) \tag{8.4}
\end{equation*}
$$

The term with $R_{k}(\partial / \partial t)$ is introduced in eq. (8.2) in order to take into account the energy dissipation in the oscillator suspension. It will be shown below that this account of damping is absolutely necessary for obtaining physically meaningful results. Account of the damping will be achieved by means of two rheological models, namely a viscoelastic model and a model of an elastoplastic material. In the first case, $R_{k}(\partial / \partial t)$ denotes an operator of viscoelasticity while in the second case it is a hysteretic operator. The term with $R_{k}(\partial / \partial t)$ is assumed to be small for any oscillator motion in both cases.

It is now necessary to take into account the effect of the oscillators' suspension on the carrier medium. The force of this interaction per unit volume is given by

$$
\begin{equation*}
\mathbf{F}=\int_{0}^{\infty} c(k)\left[1+R_{k}(\partial / \partial t)\right]\left(\mathbf{v}_{k}-\mathbf{u}\right) d k \tag{8.5}
\end{equation*}
$$

As this force is a volumetric force it must be added to eq. (8.1). Thus, the system of equations which governs the dynamics of the medium takes the following form

$$
\begin{align*}
& (\lambda+\mu) \nabla \nabla \cdot \mathbf{u}+\mu \Delta \mathbf{u}-\rho \ddot{\mathbf{u}}-\int_{0}^{\infty} m(k) \ddot{\mathbf{v}}_{k} d k+\mathbf{K}+\mathbf{Q}=0,  \tag{8.6}\\
& m(k) \ddot{\mathbf{v}}_{k}+c(k)\left[1+R_{k}(\partial / \partial t)\right]\left(\mathbf{v}_{k}-\mathbf{u}\right)=\mathbf{Q}_{k} .
\end{align*}
$$

The vector $\mathbf{Q}$ is equal to the external volumetric force acting on the oscillators

$$
\begin{equation*}
\mathbf{Q}=\int_{0}^{\infty} \mathbf{Q}_{k}(k) d k \tag{8.7}
\end{equation*}
$$

The boundary conditions for the introduced medium coincide with those of the classical theory of elasticity because they are prescribed only for the carrier medium.

The proposed model is useful for describing the vibration propagation in such mechanical structures as industrial buildings, vessels, airplanes, spacecraft etc. because all of these structures possess a primary structure and secondary systems attached to the primary structure. In the framework of the method proposed, the properties of the primary structure are described by the equations of elasticity theory. The suspended oscillators reflect the frequency properties of the secondary systems attached to the primary structure. This model allows us to determine the global properties of the vibration field of complex structures without unnecessary details of the structure and its vibrational field.

A one-dimensional variant of the theory, i.e. a rod with complex structure is of considerable interest for practical applications. Assuming that a generalised uniaxial stress state is realised in the rod, we obtain the dynamical equations by means of the conventional methods of elasticity theory

$$
\begin{align*}
& E u^{\prime \prime}-\rho \ddot{u}-\int_{0}^{\infty} m(k) \ddot{v}_{k} d k+K+Q=0,  \tag{8.8}\\
& m(k) \ddot{v}_{k}+c(k)\left[1+R_{k}(\partial / \partial t)\right]\left(v_{k}-u\right)=Q_{k},
\end{align*}
$$

where $E$ is the Young's modulus of the carrier structure, and $u$ is an axial displacement of the points of the carrier structure.

Equations (8.8) without volumetric forces $K, Q_{k}$ and damping have been first derived by Slepyan [168]. Wave propagation in an anisotropic medium with complex structure was studied in [7], while the governing equations for a Cosserat rod of complex structure were reported in [8]. The latter model allows one to simulate longitudinal, bending and torsional vibration in extended complex structures in the framework of the same approach.

### 8.2 One-dimensional vibration in the medium with complex structure

Consider a rod with complex structure. Let its length be $L$ and assume that the oscillators' suspension is viscoelastic, i.e. $R_{k}(\partial / \partial t)$ is an operator of viscoelasticity. Assume that the end $x=0$ is free, while the second end $x=L$ is subject to a harmonic force of frequency $\omega$ and unit amplitude. The boundary conditions are therefore as follows

$$
\begin{equation*}
x=0, u^{\prime}=0 ; x=L . E u^{\prime}=e^{i \omega t} . \tag{8.9}
\end{equation*}
$$

It is not difficult to find a steady-state solution of eqs. (8.8) for $K=0$ and $Q_{k}=0$ satisfying the boundary conditions (8.9). In particular, the accelerations of the carrier medium and the oscillators are

$$
\begin{equation*}
\ddot{u}=\Phi(\omega, x) e^{i \omega t}, \ddot{v}_{k}=\Psi_{k}(\omega, x) e^{i \omega t} \tag{8.10}
\end{equation*}
$$

where the frequency characteristics $\Phi$ and $\Psi_{k}$ are given by

$$
\begin{equation*}
\Phi=\frac{\omega^{2} \cos \lambda x}{E \lambda \sin \lambda L}, \Psi_{k}=\Phi\left[1-\frac{\omega^{2}}{k^{2}\left(1+i \psi_{k}\right)}\right]^{-1} . \tag{8.11}
\end{equation*}
$$

The parameters which appear in the latter equations are

$$
\begin{align*}
\lambda^{2} & =\frac{\omega^{2}}{E}\left[\rho+\int_{0}^{\infty} \frac{c(k) d k}{k^{2}-\omega^{2} /\left(1+i \psi_{k}\right)}\right] \\
\psi_{k} & =-i R_{k}(i \omega) \tag{8.12}
\end{align*}
$$

with $\psi_{k}$ being a complex function of frequency.
The form of the distribution of vibration amplitude along the rod is of paramount interest. The square of the vibration amplitude of the carrier structure $A^{2}$ and oscillators $b_{k}^{2}$ have the following expressions

$$
\begin{equation*}
A^{2}=|\Phi(\omega, x)|^{2}, b_{k}^{2}=A^{2}\left|1-\frac{\omega^{2}}{k^{2}\left(1+i \psi_{k}\right)}\right|^{-2} \tag{8.13}
\end{equation*}
$$

Introducing the real and imaginary parts of $\lambda$

$$
\begin{equation*}
\lambda=\mu-i \kappa \tag{8.14}
\end{equation*}
$$

we can rewrite $A^{2}$ in the following form

$$
\begin{equation*}
A^{2}=\frac{\omega^{4}}{E^{2}|\lambda|^{2}} \frac{\cosh (2 \kappa x)+\cos (2 \mu x)}{\cosh (2 \kappa L)-\cos (2 \mu L)} \tag{8.15}
\end{equation*}
$$

Analysis of the numerator in this equation leads to the conclusion that parameter $\kappa$ determines the vibration decay with distance from the vibration
source, whereas parameter $\mu$ determines the number of wave lengths along the rod. Analysis of the denominator shows that the lower the value of $\kappa$, the higher are the resonance peaks. The density of the resonance peaks of the amplitude-frequency response function is determined by the value of parameter $\mu$.

Let us next prove that the vibration decay does not depend primarily on the oscillators' damping and that it remains finite even for vanishingly small damping. To this end, it is sufficient to show that the expression for $\lambda^{2}$ remains complex when $\psi_{k} \rightarrow 0$. For the sake of simplicity we assume that the damping properties of all oscillators coincide, i.e. $\psi_{k}=\psi$ does not depend upon parameter $k$ but can depend on the excitation frequency $\omega$. Then, in order to ensure decaying free vibrations of each oscillator when the carrier medium does not vibrate it is necessary to require that $\operatorname{Re} \psi>0$ for $\omega>0$. Due to the oddness of the function $\operatorname{Re} \psi$ this means that $\operatorname{Re} \psi<0$ for $\omega<0$.

Let us introduce a complex function

$$
\begin{equation*}
z=\omega /(1+i \psi)^{1 / 2} \tag{8.16}
\end{equation*}
$$

Let us agree that we take that branch of the radical in (8.16) which takes on the value of +1 for $\psi=0$. The imaginary part of $z$ is then negative for any frequency $\omega$ except $\omega=0$. Hence, as $\psi \rightarrow 0$ the complex function $z$ approaches the real axis from the lower half-plane of the complex variable $z$. By using the newly introduced variable $z$ in (8.16) we rewrite eq. (8.12) as follows

$$
\begin{equation*}
\lambda^{2}=\frac{\omega^{2}}{E}\left[\rho+\frac{1}{2 z} \int_{-\infty}^{\infty} \frac{c(|k|) d k}{k-z}\right] \tag{8.17}
\end{equation*}
$$

In the Cauchy integral $z$ always lies in the lower half-plane. As $\psi \rightarrow 0$ the complex variable $z$ approaches the real axis, along which the integration (8.17) proceeds. In accordance with the Sokhotsky-Plemelj formula [110] and [169], we obtain the following limit in eq. (8.17) as $\psi \rightarrow 0$

$$
\begin{equation*}
\lambda^{2}=\frac{\omega^{2}}{E}\left[\rho+\frac{1}{2 \omega}\left(-\pi i c(|\omega|)+\text { v.p. } \int_{-\infty}^{\infty} \frac{c(|k|) d k}{k-\omega}\right)\right] \tag{8.18}
\end{equation*}
$$

Here the principal value of the integral is to be taken.
As the imaginary part in (8.18) does not vanish, the coefficient of the spatial decay has a finite value even for vanishingly small damping in oscillators, and is determined by the dependence of the oscillators' suspension on their eigenfrequencies. This effect is typical only for the model which accounts for the complex structure of the medium, i.e. existence of the suspended oscillators. From a physical point of view, the effect can be explained by the fact that the suspended oscillators act as dynamic absorbers.

Note that the account of damping in the oscillators is needed to determine their vibrational amplitudes. The second formula in (8.13) indicates that the amplitude of the oscillators $b_{k}$ becomes unbounded at $\psi=0$.

Another sophisticated analysis shows that the result (8.18) remains valid as $\psi_{k} \rightarrow 0$, with $\psi_{k}$ depending not only on the frequency $\omega$ but also the eigenfrequency $k$.

Let us illustrate our analysis by a particular example. Let

$$
\begin{equation*}
m(k)=A\left(\beta^{2}+k^{2}\right)^{-1}, \psi_{k}=\psi \tag{8.19}
\end{equation*}
$$

where $A$ and $\beta$ are positive parameters and $\psi_{k}=\psi$ does not depend upon parameter $k$. Substitution of eq. (8.19) into (8.3) and evaluation of the integral yields

$$
\begin{equation*}
m=A \pi(2 \beta)^{-1} \tag{8.20}
\end{equation*}
$$

This result allows us to remove the parameter $A$ from the forthcoming equations, retaining only $m$ and $\beta$. Inserting now eq. (8.19) into (8.4) and (8.12) gives

$$
\begin{equation*}
\lambda^{2}=\frac{\omega^{2}}{E}\left[\rho+\int_{0}^{\infty} \frac{A k^{2} d k}{\left(\beta^{2}+k^{2}\right)\left[k^{2}-\omega^{2} /(1+i \psi)\right]}\right] \tag{8.21}
\end{equation*}
$$

Evaluating the integral by means of residue calculus we arrive at the following final result

$$
\begin{equation*}
\lambda^{2}=\frac{\omega^{2}}{E}\left[\rho+m\left(1+\frac{i \omega}{\beta \sqrt{1+i \psi}}\right)^{-1}\right] \tag{8.22}
\end{equation*}
$$

The structure of this formula completely confirms the analysis of this Section. Further, it shows a weak dependence of $\lambda$ on $\psi$ for realistic, i.e. not very considerable, values of $\psi$.

This example is remarkable for another reason. If one puts $\rho=0$ and $\psi=0$ in eq. (8.22), then

$$
\begin{equation*}
\lambda^{2}=\frac{\omega^{2}}{E} \frac{m}{1+i \omega / \beta} \tag{8.23}
\end{equation*}
$$

Exactly the same expression for the wavenumber can be obtained for the problem of linear longitudinal vibrations in a rod of the Kelvin-Voigt material, cf. [14], i.e. a rod with a finite value of damping. Therefore, the medium under consideration possesses the following interesting peculiarity. Though the medium is "built" from high-quality elements, such as an ideally elastic carrier medium and slightly damped oscillators, it behaves like a medium of ordinary structure with considerable damping.

At first glance, this conclusion seems to be paradoxical. However, a careful analysis shows that the energy dissipation has a finite value even for
small values of damping in oscillators which is explained by considerable amplitudes of vibrations for the resonating oscillators.

The problem of vibration in a rod subject to a random load is important for practical reasons. Its solution is easy to obtain by the methods of Section 7.1.

In particular, the dispersion of acceleration of the carrier medium and the dispersion of acceleration of the oscillators are as follows

$$
\begin{align*}
D_{\ddot{u}} & =\int_{-\infty}^{\infty}|\Phi(\omega, x)|^{2} S(\omega) d \omega  \tag{8.24}\\
D_{\ddot{v}_{k}} & =\int_{-\infty}^{\infty}\left|\Psi_{k}(\omega, x)\right|^{2} S(\omega) d \omega \tag{8.25}
\end{align*}
$$

where $S(\omega)$ denotes the spectral density of the stress in the cross-section $x=L$, while $\Phi$ and $\Psi_{k}$ are given by eqs. (8.11).

Special attention should be given to the limiting case of asymptotically small damping. As explained above, the imaginary part of $\lambda$ does not vanish as $\psi_{k} \rightarrow 0$, thus function $\Phi(\omega, x)$ remains bounded at all frequencies. Therefore, an asymptotic expression for integral (8.24) is

$$
\begin{equation*}
D_{\ddot{u}}=\int_{-\infty}^{\infty}|\Phi(\omega, x)|_{\psi_{k} \rightarrow 0}^{2} S(\omega) d \omega . \tag{8.26}
\end{equation*}
$$

The subindex in the integrand means that the limiting expression of $\lambda$ due to (8.18) as $\psi_{k} \rightarrow 0$ is to be used, while evaluating $\Phi$ from eq. (8.11). It is important to note that the asymptotic expression (8.26) does not depend upon the friction law in the oscillators' suspension at all. Nonetheless, equation (8.26) predicts an intensive decay of vibration with distance from its source.

Let us study an asymptotic representation of integral (8.25) for small values of damping. Inserting $\Psi_{k}$, due to (8.11), we obtain

$$
\begin{equation*}
D_{\ddot{v}_{k}}=2 \int_{0}^{\infty} \frac{|\Phi(\omega, x)|^{2} S(\omega)\left|k^{2}\left[1+i \psi_{k}(\omega)\right]\right|^{2}}{\left|k^{2}\left[1+i \psi_{k}(\omega)\right]-\omega^{2}\right|^{2}} d \omega \tag{8.27}
\end{equation*}
$$

The principal contribution to this integral as $\psi_{k} \rightarrow 0$ is seen to be due to the frequency $\omega=+k$. On this account we have asymptotically

$$
\begin{equation*}
D_{\ddot{v}_{k}}=2 k^{4} S(k)|\Phi(k, x)|_{\psi_{k} \rightarrow 0}^{2} \int_{0}^{\infty} \frac{d \omega}{\left|k^{2}\left[1+i \psi_{k}(\omega)\right]-\omega^{2}\right|^{2}} . \tag{8.28}
\end{equation*}
$$

The integral in this equation has already been evaluated. By means of (6.23) and (6.24) we find

$$
\begin{equation*}
2 \int_{0}^{\infty} \frac{d \omega}{\left|k^{2}\left[1+i \psi_{k}(\omega)\right]-\omega^{2}\right|^{2}}=\frac{\pi}{k^{3} \operatorname{Re} \psi_{k}(k)} \tag{8.29}
\end{equation*}
$$

Thus, the result is

$$
\begin{equation*}
D_{\ddot{v}_{k}}=\frac{\pi k S(k)}{\operatorname{Re} \psi_{k}(k)}|\Phi(k, x)|_{\psi_{k} \rightarrow 0}^{2} \tag{8.30}
\end{equation*}
$$

It is worth noting the physical interpretation of this asymptotic expression which is that the vibration of an oscillator with an eigenfrequency $k$ depends only on its own damping at frequency $k$ and does not depend on the damping of the other oscillators.

Let us briefly consider the following important simplification of eq. (8.26). If the spectral density of the load is a smooth function of frequency, then to simplify the calculations it is necessary to perform, in eq. (8.26), an averaging $|\Phi|^{2}$ by analogy with Section 7.1. The result of this averaging is

$$
|\Phi(\omega, x)|_{a v}^{2}=\frac{\omega^{4}}{E^{2}|\lambda|^{2}} \frac{\cosh (2 \kappa x)}{\sinh (2 \kappa L)}
$$

and eq. (8.26) is replaced by the simpler expression

$$
D_{\ddot{u}}=\int_{-\infty}^{\infty}|\Phi(\omega, x)|_{a v, \psi_{k} \rightarrow 0}^{2} S(\omega) d \omega
$$

In the particular case of a load with a frequency band covering 2 or 3 resonance peaks we obtain approximately by analogy with Section 7.1 from the latter two equations

$$
\begin{equation*}
\sigma_{i u}=\frac{\omega^{2}}{E|\lambda|} \sqrt{\frac{\cosh (2 \kappa x)}{\sinh (2 \kappa L)}} \sigma . \tag{8.31}
\end{equation*}
$$

Here $\sigma$ is the root-mean-square of the stress at the end $x=L, \sigma_{\ddot{u}}$ is the root-mean-square of acceleration in a cross-section $x$, and $\omega$ is the central frequency of the load.

Let us proceed to considering an elastoplastic suspension. The structure of expressions (8.26) and (8.30) essentially simplifies this transition. It seems evident that eq. (8.26) is immediately applicable since it does not depend on damping at all. A formal analysis, based on the method of statistical linearisation, leads to the same conclusion.

Let us study the vibration of oscillators. First, it is necessary to consider the equations which govern the vibration of oscillators with an elastoplastic
suspension. Restricting our consideration to a one-dimensional variant of the model of a medium with complex structure we assume that each oscillator consists of a massless rod with a lumped mass at its end. Assuming that the mass of the oscillator moves in the longitudinal direction only, and using the general complex exponential form of Section 5.2 , we write the governing equation for the oscillator in the following form

$$
\begin{equation*}
m(k) \ddot{v}_{k}+c(k)\left[1+R_{k}\right]\left(v_{k}-u\right)=0 \tag{8.32}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{k}=-\frac{2(1+\nu)}{3} \int_{0}^{1} \frac{p_{k}\left(\frac{\Gamma_{k}}{n} \eta\right) \frac{\Gamma_{k}}{n} d \eta}{1+i \omega \varphi_{k}(\eta)} \tag{8.33}
\end{equation*}
$$

Here $\Gamma_{k}$ is the root-mean-square of intensity of shear strain in the suspension rod, while $\varphi_{k}$ is an auxiliary function which is the solution of eq. (5.49)

$$
\begin{equation*}
1-\eta^{2}=\int_{-\infty}^{\infty} \frac{S_{k}(\omega)}{\Gamma_{k}^{2}} \frac{d \omega}{1+\left(\omega \varphi_{k}\right)^{2}} \tag{8.34}
\end{equation*}
$$

Here $S_{k}(\omega)$ is the spectral density of strain in the suspension of the oscillator with eigenfrequency $k$. Equation (8.32) has the same form as eq. (8.8) provided that we use the complex exponential form and put $Q_{k}=0$ in the latter equation. Hence, to determine the vibration level we may use eq. (8.30) in which

$$
\begin{equation*}
\psi_{k}=-i R_{k} \tag{8.35}
\end{equation*}
$$

It should, however, be kept in mind that, in this particular case, $\psi_{k}$ depends upon an unknown variable $\Gamma_{k}$ as indicated by eq. (8.33). Before we proceed to determining $\Gamma_{k}$ let us note that $\Gamma_{k}$ differs from the root-mean-square $\sigma_{k}$ of the elongation $v_{k}-u$ only by a known factor. For this reason

$$
\begin{equation*}
\Gamma_{k}=\lambda_{k} \sigma_{k}, \lambda_{k}=\frac{1+\nu}{\sqrt{3} L_{k}} \tag{8.36}
\end{equation*}
$$

where $L_{k}$ is a length of the oscillator suspension.
The spectral density of shear is easy to find by means of eq. (8.32) and is given by

$$
S_{k}(\omega)=\frac{\lambda_{k}^{2}}{k^{4}\left|1+i \psi_{k}\left(\omega, \Gamma_{k}\right)\right|^{2}} S_{\ddot{v}_{k}}
$$

or by virtue of (8.25)

$$
S_{k}(\omega)=\frac{\lambda_{k}^{2}\left|\Psi_{k}(\omega, x)\right|^{2} S}{k^{4}\left|1+i \psi_{k}\left(\omega, \Gamma_{k}\right)\right|^{2}} .
$$

Inserting these values into the expression for $\Gamma_{k}$ and eq. (8.34), and evaluating the asymptotic representations of the corresponding integrals for small $\psi_{k}$, gives

$$
\begin{gather*}
\Gamma_{k}^{2}=\frac{\pi \lambda_{k}^{2} S(k)}{k^{3} \operatorname{Re} \psi_{k}\left(k, \Gamma_{k}\right)}|\Phi(k, x)|_{\psi_{k} \rightarrow 0}^{2}  \tag{8.37}\\
1-\eta^{2}=\frac{1}{1+\left(k \varphi_{k}\right)^{2}} . \tag{8.38}
\end{gather*}
$$

Equation (8.37) enables the unknown parameter $\Gamma_{k}$ to be determined. In particular, one can see that $\Gamma_{k}$ depends on $x$, this dependence being determined by function $|\Phi|^{2}$. The latter characterizes the distribution of the vibration amplitude of the carrier medium driven harmonically at the eigenfrequency of the oscillator.

An important observation should be noted. Equation (8.38) looks like an equation for the harmonic vibration at frequency $k$. Then, the asymptotic representations (8.37) and (8.30) contain the damping at frequency $k$ only. Substitution of solution (8.38) into eq. (8.33) at $\omega=k$ yields the following result

$$
\begin{equation*}
R_{k}=-\frac{2(1+\nu)}{3} \int_{0}^{1}\left(1-\eta^{2}-i \eta \sqrt{1-\eta^{2}}\right) p_{k}\left(\frac{\Gamma_{k}}{n} \eta\right) \frac{\Gamma_{k}}{n} d \eta \tag{8.39}
\end{equation*}
$$

This value characterizes the damping in the suspension of an oscillator under harmonic vibration. There is nothing surprising in this result as it is known that an oscillator with asymptotically small damping subject to a broad band load experiences a narrow band vibration with a central frequency coinciding with its eigenfrequency. In this case, the problem of determining $\Gamma_{k}$ from eq. (8.37) offers no great difficulty, and can be solved as has been done in Section 6.2.

### 8.3 On application of the theory of media with complex structure

It has been already pointed out that the equations of the theory of media with complex structure may be used for the analysis of vibration in such complex dynamical systems as vessels, spacecraft, submarines etc. In many cases a one-dimensional model turns out to be sufficient as the above structures are extended structures, and therefore the structure can be modelled in the form of a homogeneous rod vibrating longitudinally. However, there is a problem which impedes practical applications, namely it is not clear how to prescribe the parameters of a hypothetical rod with complex
structure in order that this rod can simulate the vibrational behaviour of the real structure. Some parameters are easy to prescribe. It is natural to accept that the length $L$ and the cross-sectional area $F$ of a real structure coincide with those of the model. It is reasonable to require that the axial rigidity of the real structure must coincide with that of the model. This leads to the following equality

$$
\begin{equation*}
c=E F \tag{8.40}
\end{equation*}
$$

which gives the Young's modulus of the model.
In addition, the average mass per unit length of the real structure and the model coincide, i.e.

$$
\begin{equation*}
M=F(\rho+m) . \tag{8.41}
\end{equation*}
$$

The total mass density of the model $\rho+m=\rho_{0}$ is easily determined from this equation.

However, considerable difficulties arise when prescribing functions $c(k)$ and $m(k)$ which characterize the spectral properties of the secondary systems of the real structure. Since this problem cannot be solved theoretically, it is necessary to consider some experimental data of the vibrational field in the real structure. The question of what kind of experimental data is needed for this aim is very difficult and is not discussed here in detail. Only the practically important case of a relatively rigid suspension is considered here. The following modification of formula (8.12) appears to be useful

$$
\begin{equation*}
\lambda^{2}=\frac{\omega^{2}}{E}\left[\rho_{0}+\int_{0}^{\infty} \frac{\omega^{2}}{1+i \psi_{k}} \frac{m(k) d k}{k^{2}-\omega^{2} /\left(1+i \psi_{k}\right)}\right] \tag{8.42}
\end{equation*}
$$

where $\rho_{0}$ is a total mass density

$$
\begin{equation*}
\rho_{0}=\rho+m \tag{8.43}
\end{equation*}
$$

If the suspension of each oscillator were absolutely rigid, the second term in the square brackets would be equal to zero. This term is small compared to the first term provided that the frequency $\omega$ is not very high and the rigidity of the oscillator suspension is high, but finite. This leads to the following asymptotic expression for $\lambda$

$$
\begin{equation*}
\lambda=\frac{\omega}{a}\left[1+\frac{\omega^{2}}{2 \rho_{0}} \int_{0}^{\infty} \frac{m(k) d k}{k^{2}\left(1+i \psi_{k}\right)-\omega^{2}}\right] \tag{8.44}
\end{equation*}
$$

where $a$ is the velocity of elastic wave propagation

$$
\begin{equation*}
a=\sqrt{E / \rho_{0}} \tag{8.45}
\end{equation*}
$$

In the limiting case of vanishing damping $\psi_{k} \rightarrow 0$ this expression takes the form

$$
\begin{equation*}
\lambda=\frac{\omega}{a}\left\{1+\frac{\omega^{2}}{2 \rho_{0}}\left[-\frac{\pi i m(|\omega|)}{2 \omega}+\text { v.p. } \int_{0}^{\infty} \frac{m(k) d k}{k^{2}-\omega^{2}}\right]\right\} \tag{8.46}
\end{equation*}
$$

This allows us to obtain the following asymptotic equations for the real and imaginary parts of $\lambda$ and its absolute value

$$
\begin{equation*}
\mu=\frac{\omega}{a}, \kappa=\frac{\omega}{a} \eta,|\lambda|=\frac{\omega}{a}, \tag{8.47}
\end{equation*}
$$

where $\eta$ is a non-dimensional factor

$$
\begin{equation*}
\eta=\frac{\pi \omega m(|\omega|)}{4 \rho_{0}} \tag{8.48}
\end{equation*}
$$

Therefore, two of three parameters in eq. (8.15) are obtained explicitly, while the last one $\eta$ (or $\kappa$ ) requires experimental data for its identification. The most suitable experiment to this aim is a test of a broad band excitation in the frequency domain which covers several eigenfrequencies of the longitudinal vibration. The results of such tests are usually available in the form of diagrams of the vibration level versus axial coordinate of the structure. Equation (8.31) is the most suitable one for approximation of these diagrams. By means of this equation we find a ratio of the vibration levels in a current cross-section $x$ and in the loaded one $x=L$, and then remove $\kappa$ by means of (8.47). The result is

$$
\begin{equation*}
\frac{\sigma_{u ̈}(x)}{\sigma_{\ddot{u}}(L)}=\sqrt{\frac{\cosh \left(\frac{2 L}{a} \omega \eta \frac{x}{L}\right)}{\cosh \left(\frac{2 L}{a} \omega \eta\right)}} . \tag{8.49}
\end{equation*}
$$

Comparing the latter equation for various values of $\eta$ with the corresponding experimental curves one gets a possibility to find $\eta$ at each frequency. Typical for complex structures values of $\eta$ lie in the interval $\eta=0.15 \div 0.3$.

After all parameters of the model have been identified the model can be used in technical calculations. Let us point out a few possible applications of the model.

1. Prediction of vibration in a structure due to known characteristics of pulsation of its engine or its propellant.
2. Choice of a shaker force which is required to excite a given field of vibration in the structure.
3. Determining the parameters of vibration and external excitation while testing not the entire structure but its large structural components.

### 8.4 Theory of vibroconductivity

Equations (8.31) and (8.30) show that an averaged spectral density of acceleration in the carrier medium is given by

$$
\begin{equation*}
S=\frac{\omega^{4}}{E^{2}|\lambda|^{2}} \frac{\cosh 2 \kappa x}{\sinh 2 \kappa L} S_{p} \tag{8.50}
\end{equation*}
$$

where $S_{p}$ is the spectral density of the load acting at the end $x=L$ of the rod with complex structure.

It has been proved above that eq. (8.50) is not sensitive to the character of the damping in the oscillator suspension.

It is easy to prove that function (8.50) is a solution of the following boundary-value problem

$$
\begin{align*}
& 0<x<L, \frac{d^{2} S}{d x^{2}}-(2 \kappa)^{2} S=0,  \tag{8.51}\\
& x=0, \frac{d S}{d x}=0,  \tag{8.52}\\
& x=L, \frac{d S}{d x}=\frac{2 \kappa \omega^{4}}{E^{2}|\lambda|^{2}} S_{p} . \tag{8.53}
\end{align*}
$$

This boundary-value problem coincides with the problem of thermal conductivity in a one-dimensional object with a distributed heat sink, one end of the structure $(x=0)$ being thermally insulated, while the other $(x=L)$ being subject to a thermal flux into the object. This leads to the idea that the found thermal analogy can be used to describe the propagation of high frequency vibrations in complex structures. This analogy is referred to as the theory of vibroconductivity. From a theoretical point of view, the very possibility of such a description cannot cause any objection since there is an analogy between thermal motion and high frequency vibration. From a practical point of view, this approach is useful as it leads to very simple solutions of particular problems.

An analogy between the vibrational and thermal problems has been pointed out in the papers of American authors [29], [30], [34], [39], [98], [102], [103], [111], [160], [161] and [186] in which it was shown that the problem of random vibration propagation in a rather broad class of mechanical systems reduces to a scheme of the heat transfer problem. However, the vibroconductivity equation was never derived in these papers. It was first derived for an isotropic object in [131], and was generalised to an anisotropic object in [10].

The boundary-value problem for the theory of vibroconductivity can easily be stated, cf. [131] and [10]. In the volume $V$, the following equation

$$
\begin{equation*}
\mathbf{r} \in V, \quad \nabla \cdot(\mathbf{K} \cdot \nabla S)-\alpha S=\gamma \frac{\partial S}{\partial t} \tag{8.54}
\end{equation*}
$$

must hold. On the boundary of the object we pose the Neumann boundary condition

$$
\begin{equation*}
\mathbf{r} \in O, \mathbf{N} \cdot(\mathbf{K} \cdot \nabla S)=F \tag{8.55}
\end{equation*}
$$

where $F$ is an external flux of vibration and $\mathbf{N}$ is an exterior unit normal.
Assume the following representation for the vibroconductivity tensor $\mathbf{K}$

$$
\begin{equation*}
\mathbf{K}=\sum_{n=1}^{3} \mathbf{i}_{n} \mathbf{i}_{n} K_{n} \tag{8.56}
\end{equation*}
$$

where $i_{n}$ are the unit vectors of the principal axes of the vibroconductivity tensor and $K_{n}$ are the vibroconductivity factors of the principal axes of the vibroconductivity tensor. Factor $\gamma$ should be termed a vibrocapacity, and, finally, $S$ should be referred to as a quasi-temperature. Equation (8.54) differs from a classical equation of thermal conductivity in the term proportional to the quasi-temperature. This term plays the part of a vibration sink. In the original mechanical problem, this terms characterizes the spatial decay of vibration with distance from a vibration source.

The governing equation and the boundary conditions have been written down. However, it is necessary to have knowledge of the vibroconductivity factors $K_{n}$, the vibrocapacity $\gamma$ and the factor of spatial decay $\alpha$. Generally speaking this should be achieved under some special test conditions. The most suitable tests to this aim are those in which the quasi-temperature varies along one of the anisotropy directions, e.g. along axis $x_{n}$. Assume that cross-section $x_{n}=0$ is insulated, while a vibration flux $F_{n}$ is prescribed in the cross-section $x_{n}=L$. We consider first the stationary problem. The boundary-value problem (8.54) and (8.55) takes the form

$$
\begin{aligned}
0 & <x_{n}<L, \frac{d}{d x_{n}}\left(K_{n} \frac{d S}{d x_{n}}\right)-\alpha S=0 \\
x_{n} & =0, \frac{d S}{d x_{n}}=0 \\
x_{n} & =L, \frac{d S}{d x_{n}}=F_{n}
\end{aligned}
$$

In the case of a homogeneous structure the solution is as follows

$$
\begin{equation*}
S=\frac{F_{n}}{K_{n} \sqrt{\alpha / K_{n}}} \frac{\cosh \sqrt{\alpha / K_{n}} x_{n}}{\sinh \sqrt{\alpha / K_{n}} L} S_{p} \tag{8.57}
\end{equation*}
$$

This theoretical dependence predicts an essential reduction of the quasitemperature $S$ as $x_{n}$ decreases. Experimental data of vibrations have exactly this character. In this sense, the theory of vibroconductivity agrees well with the observed vibrational phenomena. Comparing the theoretical dependence (8.57) and the corresponding experimental curve we can find $\alpha / K_{n}$. If $F_{n}$ can be experimentally measured then parameter $K_{n}$ can be
found. By performing this one-dimensional experiment for all orthotropic axes and processing the data using the above strategy, we obtain the values of $K_{n}$ and $\alpha$. The problem of identifying these parameters can now be considered to be solved.

The question still remains as to what are $S$ and $F_{n}$ ? These are to be measured experimentally, but nothing has been said about them so far. The posed question is the main problem of the theory of vibroconductivity. An answer can be given with the help of the results of an "imaginary experiment", i.e. results of a theoretical analysis of a particular complex dynamical structure, provided that the results are obtained by means of an available method of vibration theory. Comparison of these results with the result of the theory of vibroconductivity allows us to answer the question on the mechanical meaning of the quasi-temperature $S$ and the load $F$, as well as give the theoretical formulae for parameters $\alpha$ and $F_{n}$.

Let us consider eq. (8.50) as an appropriate solution from the vibration theory, however, we will write it for an arbitrary axis of anisotropy

$$
\begin{equation*}
S_{n}=\frac{\omega^{4}}{E_{n}^{2}\left|\lambda_{n}\right|^{2}} \frac{\cosh 2 \kappa_{n} x}{\sinh 2 \kappa_{n} L} S_{p n} \tag{8.58}
\end{equation*}
$$

Here $E_{n}$ is the Young's modulus for the direction $\mathbf{i}_{n}, S_{n}$ is the averaged spectral density of the vibration acceleration, and $S_{p n}$ is the spectral density of the load at $x_{n}=L$.

Comparing (8.57) and (8.58) we conclude that these equations have the same character of functional dependence. Quantitatively coinciding results are obtained provided that

$$
\begin{gather*}
\sqrt{\alpha / K_{n}}=2 \kappa_{n}  \tag{8.59}\\
\frac{S K_{n}}{F_{n}} \sqrt{\frac{\alpha}{K_{n}}}=\frac{S_{n} E_{n}^{2}\left|\lambda_{n}\right|^{2}}{\omega^{4} S_{p n}} \tag{8.60}
\end{gather*}
$$

Combining them we obtain

$$
\begin{gather*}
K_{n}=\frac{\alpha}{\left(2 \kappa_{n}\right)^{2}}  \tag{8.61}\\
S=S_{n} \frac{2 \kappa_{n} E_{n}^{2}\left|\lambda_{n}\right|^{2}}{\alpha \omega^{2}} \frac{F_{n}}{\omega^{2} S_{p n}} . \tag{8.62}
\end{gather*}
$$

Recall the following expressions for $\lambda_{n}$ and $\kappa_{n}$ due to eqs. (8.12) and (8.14)

$$
\begin{gather*}
\lambda_{n}^{2}=\frac{\omega^{2}}{E_{n}}\left[\rho+\int_{0}^{\infty} \frac{c(k) d k}{k^{2}-\omega^{2} /\left(1+i \psi_{k}\right)}\right]  \tag{8.63}\\
\lambda_{n}=\mu_{n}-i \kappa_{n} \tag{8.64}
\end{gather*}
$$

We introduce the following non-dimensional parameters

$$
\begin{gather*}
\bar{\lambda}^{2}=\frac{1}{\rho_{0}}\left[\rho+\int_{0}^{\infty} \frac{c(k) d k}{k^{2}-\omega^{2} /\left(1+i \psi_{k}\right)}\right]  \tag{8.65}\\
\bar{\lambda}=\bar{\mu}-i \bar{\kappa} \tag{8.66}
\end{gather*}
$$

and the velocity of the elastic waves along the axis $x_{n}$

$$
\begin{equation*}
a_{n}=\sqrt{\frac{E_{n}}{\rho_{0}}} \tag{8.67}
\end{equation*}
$$

where $\rho_{0}$ is the total mass per unit length of the object.
By means of these denotations we obtain

$$
\begin{equation*}
S=S_{n} a_{n} \frac{2 \omega \bar{\kappa} \rho_{0}^{2}|\bar{\lambda}|^{2}}{\alpha} \frac{F_{n}}{\omega^{2} S_{p n}} \tag{8.68}
\end{equation*}
$$

As the ratio $F_{n} / S_{p n}$ may depend only on the parameters of external excitation and frequency $\omega$ we take

$$
\begin{equation*}
F_{n}=\omega^{2} S_{p n} \tag{8.69}
\end{equation*}
$$

Let us analyse the first quotient in eq. (8.68) which is seen to be independent on $n$. Let us equate it to unit, then

$$
\begin{gather*}
S=S_{n} a_{n},  \tag{8.70}\\
\alpha=2 \omega \bar{\kappa} \rho_{0}^{2}|\bar{\lambda}|^{2} \tag{8.71}
\end{gather*}
$$

and, then due to eq. (8.61),

$$
\begin{equation*}
K_{n}=a_{n}^{2} \frac{\rho_{0}^{2}|\bar{\lambda}|^{2}}{2 \omega \bar{\kappa}} \tag{8.72}
\end{equation*}
$$

Thus, eqs. (8.71) and (8.72) determine the factor of spatial decay and vibroconductivity factors $K_{n}$, respectively.

Let us proceed to eq. (8.70) and answer the following question: what is an expression for $S$ in the three-dimensional case which reduces to eq. (8.70) in the one-dimensional case? Assuming that it is a linear function of $S_{n}$ we easily find

$$
S=\sum_{n=1}^{3} a_{n} S_{n}
$$

Therefore, the part of the quasi-temperature is played by a weighted frequency-averaged value of spectral densities of vibrational accelerations
along the orthotropic axes, the coefficients being the corresponding velocities of sound. Hence, each frequency component of vibration requires its own "temperature", meaning that there is a difference between vibrational and thermal problems.

The spectral density of the stress which is normal to the border $x=x_{n}$ appears in eq. (8.69). Hence, in the general case, eq. (8.69) must be replaced by the following one

$$
F=\omega^{2} S_{p N}
$$

where $S_{p N}$ denotes the spectral density of the external normal stress (we assume that any tangential load is absent).

Therefore, an expression for the external load in the theory of vibroconductivity is obtained. The vibrocapacity $\gamma$ remains undetermined. In order to find it we consider a non-stationary problem of vibroconductivity for one of the orthotropic directions. The vibroconductivity equation, the boundary and initial conditions for a semi-infinite object $x_{n} \geq 0$ driven at $x_{n}=0$ is given by

$$
\begin{aligned}
x_{n}>0, & t>0
\end{aligned} \quad K_{n} \frac{d^{2} S}{d x_{n}^{2}}-\alpha S=\gamma \frac{\partial S}{\partial t}, ~ 子 \quad-K_{n} \frac{d S}{d x_{n}}=F_{n}, ~ \begin{array}{ll}
x_{n}=0, & t>0 \rightarrow 0 \\
x_{n} \rightarrow \infty, & t>0 \\
x_{n} \geq 0, & t=0, \quad S=0
\end{array}
$$

where the load $F_{n}$ is assumed to be time-independent.
The formal solution of this problem is taken from [63] or [10]

$$
\begin{align*}
S= & \frac{F_{n}}{2 K_{n}} \int_{x_{n}}^{\infty}\left\{\exp \left(-\sqrt{\frac{\alpha_{n}}{K_{n}}} x_{n}\right)\left[1-\Phi\left(\frac{x_{n}-2 t \sqrt{\alpha K_{n}} / \gamma}{2 \sqrt{t K_{n} / \gamma}}\right)\right]+\right. \\
& \left.+\exp \left(\sqrt{\frac{\alpha_{n}}{K_{n}}} x_{n}\right)\left[1-\Phi\left(\frac{x_{n}+2 t \sqrt{\alpha K_{n}} / \gamma}{2 \sqrt{t K_{n} / \gamma}}\right)\right]\right\} d x_{n} \tag{8.73}
\end{align*}
$$

with $\Phi(z)$ being the probability integral.
Recall an asymptotic property of the probability integral for large values of the argument $|z| \gg 1$

$$
\begin{equation*}
\Phi(z) \approx \operatorname{sgn} z \tag{8.74}
\end{equation*}
$$

or more exactly

$$
\begin{equation*}
|\operatorname{sgn} z-\Phi(z)| \ll \exp \left(-z^{2}\right) \tag{8.75}
\end{equation*}
$$

Analysis of eq. (8.73), together with the asymptotic representations (8.74) and (8.75), shows that the value of the integral is asymptotically small if

$$
x_{n} \gg 2 t \sqrt{\alpha K_{n}} / \gamma .
$$

On the other hand, the integral has a finite value if

$$
x_{n} \ll 2 t \sqrt{\alpha K_{n}} / \gamma
$$

Hence, a zone of rapid increase of the quasi-temperature is localised near the cross-section

$$
x_{n}=2 t \sqrt{\alpha K_{n}} / \gamma
$$

which means that this zone progresses with the following velocity

$$
\begin{equation*}
v=2 \sqrt{\alpha K_{n}} / \gamma \tag{8.76}
\end{equation*}
$$

In the analogous mechanical problem, the wave travels with velocity $a_{n} / \bar{\mu}$ where $\bar{\mu}$ is given by eq. (8.64). Equating these velocities yields an equation for $\gamma$

$$
2 \sqrt{\alpha K_{n}} / \gamma=\frac{a_{n}}{\bar{\mu}}
$$

From this equation we obtain due to eqs. (8.72) and (8.71)

$$
\begin{equation*}
\gamma=2 \bar{\mu} \rho_{0}^{2}|\bar{\lambda}|^{2} \tag{8.77}
\end{equation*}
$$

Therefore, the vibrocapacity is determined. It does not depend upon $n$, which conforms to the general idea of the approach.
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spectral representation, 156, 160, 181
spherical shell, 126, 135, 219
spherical tensor, 34
spin tensor, 18,30
spring, 47
St. Venant-Tresca yield criterion, 46
statistical linearisation, 157
strain deviator, 107
strain of shape change, 20
stress deviator, 24
stress function, 140, 143, 145, 212
temperature, 26
temperature gradient, 27
the Hooke's law, 121
thermodynamic process, 28
three-dimensional stress state, 105
torsional rigidity, 142
traction, 23
uniaxial stress state, 88
velocity, 15,17
vibration decrement, 103, 131, 190
vibroconductivity, 289
viscoelastic material, 57
viscoelastoplastic material, 57
viscous material, 41
volumetric force, 278,279
vorticity, 18
wave load, 208
white noise, 156, 181, 199
yield criterion, 44
yield stress distribution, 96, 173
Young's modulus, 279

# Springer and the 

## environment

At Springer we firmly believe that an international science publisher has a special obligation to the environment, and our corporate policies consistently reflect this conviction.
We also expect our business partners paper mills, printers, packaging manufacturers, etc. - to commit themselves to using materials and production processes that do not harm the environment. The paper in this book is made from low- or no-chlorine pulp and is acid free, in conformance with international standards for paper permanency.

## Springer

