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Our mind is frail as our senses are; it would
lose itself in the complexity of the world if
that complexity were not harmonious; like
the short-sighted, it would only see details,
and would be obliged to forget each of these
details before examining the next because it
would be incapable of taking in the whole.
The only facts worthy of our attention are
those which introduce order into this
complexity and so make it accessible to us.

H. Poincaré, Science and Method



Preface

There are about 500 books on variational principles. They are concerned mostly with
the mathematical aspects of the topic. The major goal of this book is to discuss the
physical origin of the variational principles and the intrinsic interrelations between
them. For example, the Gibbs principles appear not as the first principles of the
theory of thermodynamic equilibrium but as a consequence of the Einstein formula
for thermodynamic fluctuations. The mathematical issues are considered as long as
they shed light on the physical outcomes and/or provide a useful technique for direct
study of variational problems.

The book is a completely rewritten version of the author’s monograph Variational
Principles of Continuum Mechanics which appeared in Russian in 1983.  have been
postponing the English translation because I wished to include the variational prin-
ciples of irreversible processes in the new edition. Reaching an understanding of this
subject took longer than I expected. In its final form, this book covers all aspects of
the story. The part concerned with irreversible processes is tiny, but it determines the
accents put on all the results presented. The other new issues included in the book
are: entropy of microstructure, variational principles of vortex line dynamics, vari-
ational principles and integration in functional spaces, some stochastic variational
problems, variational principle for probability densities of local fields in composites
with random structure, variational theory of turbulence; these topics have not been
covered previously in monographic literature. Other than that, the scope of the book
is the same though the text differs considerably due to many detailed explanations
added to make the level of the book suitable for graduate students.

Grass Lake, Michigan V.L. Berdichevsky
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Introduction

A variational principle is an assertion stating that some quantity defined for all pos-
sible processes reaches its minimum (or maximum, or stationary) value for the real
process. Variational principles yield the equations governing the real processes. The
equations following from a variational principle possess a very special structure.
The major feature of this structure is the reciprocity of physical interactions: action
of one field on another creates an opposite and, in some sense, symmetric reaction.
All equations of microphysics possess such a structure. Perhaps this is the most
fundamental law of Nature revealed up to now.

Macrophysics operates with the averaged characteristics of microfields. The
variational structure of microequations affects the structure of macroequations. In
particular, for equilibrium processes, the variational structure of microequations
brings up the classical equilibrium thermodynamics. In the case of non-equilibrium
reversible processes the variational structure of microequations yields a variational
structure of macroequations. The governing equations of irreversible processes also
possess a special structure. This structure, however, is not purely variational.

The above-mentioned explains the fundamental role of the variational princi-
ples in modeling physical phenomena. If the interactions between various fields
are absent or simple enough, then one does not need the variational approach to
construct the governing equations. However, if the interactions in the system are
not trivial (e.g. nonlinear and/or involving high derivatives, kinematical constraints,
etc.) the variational approach becomes the only method to obtain physically sensible
governing equations.

Another important use of the variational principles is the direct qualitative and
quantitative analysis of real processes which is based solely on the variational
formulation and does not employ the governing equations. Such analysis is very
advanced for solids while for fluids the major developments are still ahead.

The book aims to review the two above-mentioned sides of the variational
approach: the variational approach both as a universal tool to describe physical
phenomena and as a source for qualitative and quantitative methods of studying
particular problems. In addition, a thorough account of the variational principles

Xvii



Xviii Introduction

discovered in various branches of continuum mechanics is given, and some gaps are
filled in.!

The book consists of three parts. Part I presents basic knowledge in the area,
including variational principles for systems with a finite number of degrees of
freedom, “the derivation of thermodynamics from mechanics,” a review of basic
concepts of continuum mechanics and general setting of variational principles of
continuum mechanics. Part I also contains an exposition of the direct methods of
calculus of variations. The major goal here is to prepare the reader to understand
and to speak the “energy language,” i.e. to be able to withdraw the necessary infor-
mation directly from energy without using the corresponding differential equations.
An important component of the energy language is the ability to work with energy
depending on a small parameter. A way to do that (variational-asymptotic method)
is discussed in detail. Another important component, duality theory, is also covered
in detail. The variational-asymptotic method and duality theory are widely used
throughout the book. Part II gives an account of variational principles for solids and
fluids. Part III is concerned with applications of variational methods to shell and
plate theory, beam theory, homogenization of periodic and random structures, shal-
low water theory, granular media theory and turbulence theory. The consideration
of random structures is preceded by a review of stochastic variational problems.
Some interesting variational principles that are beyond the main scope of the book
are placed in Appendices. The details of some derivations that can be skipped with-
out detriment for understanding of further material are also put in the appendices.
By publisher’s suggestion, the book is published in two volumes with volume 1
containing the first two parts of the book.

It is assumed that the reader knows the basics of calculus and tensor analysis.
The latter, though, is not absolutely necessary as all tensor notations used are briefly
outlined. Part I was used by the author as notes for the course Fundamentals of
Mechanics, some chapters of Parts II and III were used in courses on elasticity
theory and advanced fluid mechanics. Every effort was made to unify the notation
for the broad range of the subjects considered. The notation is summarized at the
end of each volume.

! Following the tradition, variational principles are named after their author; the references are
given in Bibliographical Comments at the end of the book. Most of the variational principles with
no name attached appeared first in the previous edition of this book.
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Chapter 1
Variational Principles

1.1 Prehistory

Mechanics is a branch of physics studying motion. The history of mechanics, as
well as the history of other branches of science, is a history of attempts to explain
the world by means of the smallest possible number of universal laws and gen-
eral principles. The most successful and fruitful attempts stem from the idea that
the observable events are extreme in their character and that the general principles
sought are variational, i.e. they assert that certain parameters obtain their maximum
or minimum values in realizable physical processes.

This idea seems to endow Nature with some goal and appeared a long time ago.
Aristotle (384-322 B.C.) claimed in his Physics, which served as the major source
for natural philosophers for over 2000 years, that in all its manifestations, Nature
follows the easiest path that requires the least amount of effort. However, this idea
is, perhaps, even older. As Euler mentioned [99], “.. It seems, Aristotle borrowed
this dogma from his predecessors rather than invented it independently.” It was
a long way from Aristotle’s vague assertion to a precise quantitative formulation.
The major breakthrough occurred in the seventeenth century along with other key
advances in mathematics and physics.'

The figures whose contributions are most closely related to our considera-
tion have been Galileo (1564—1642), Descartes (1596—1650), Fermat (1601-1665),
Newton (1643-1727), Leibnitz (1646-1716), R. Hooke (1635-1703) and
J. Bernoulli (1667-1748).

Galileo discovered the universal features of motion which formed the experi-
mental basis of Newtonian mechanics: acceleration of a falling body does not de-
pend on its mass; pendulum vibration frequency does not depend on the mass of
the pendulum; a falling body passes distances proportional to the second power
of time. Galileo also introduced the two principles which later became the cor-
nerstones of Newtonian mechanics: the invariance of the laws of mechanics with
respect to change of inertial frames, and the inertia principle — motion of a body

I'As B. Russell put it, we would live in a quite different world if in the seventeenth century 100
scientists were killed in their childhood.

V.L. Berdichevsky, Variational Principles of Continuum Mechanics, 3
Interaction of Mechanics and Mathematics, DOI 10.1007/978-3-540-88467-5_1,
© Springer-Verlag Berlin Heidelberg 2009



4 1 Variational Principles

which does not interact with other bodies will remain uniform indefinitely in an
unbounded space. Note that both principles, being in complete accord with the
spirit of Euclidian geometry, were purely a mind game: they cannot be checked
experimentally because there are neither isolated bodies nor inertial frames, not to
mention that one can hardly justify the unboundedness of our space. Galileo was
also known for his experiments with telescopes and astronomical observations. Here
is Lagrange’s appreciation [168] of Galileo’s achievements:

... To discover the satellites of Jupiter, the phases of Venus, the spots on the Sun, etc., one
needs only a telescope and a power of observation, but an exceptional genius is needed
to establish the laws of Nature for phenomena which were in everyone’s plain sight, but,
nevertheless, escaped the attention of philosophers.

Another giant of the seventeenth century, Descartes, introduced the analytical
approach to geometry and emphasized the method of orthogonal coordinates which
allows one to study geometrical objects in terms of equations. Thus, for example, an
ellipse, considered before Descartes as a cross-section of a cone, becomes a solution
of an algebraic equation of second order.

Newton formulated the basic laws of dynamics and created the theory of grav-
itation. In particular, he introduced the concept of mass, a characteristic of bod-
ies which is different from weight; discovered the key dynamic law: mass X
acceleration = force; gave the general formulation of the principle of the par-
allelogram of forces, and formulated the law of action and reaction.?

Discovery of the laws of mechanics is inseparable from development of the dif-
ferential calculus by Leibnitz and Newton.

And, finally, it was Fermat who set up the beginning of the story which is the
subject of this book.

One of the topics widely discussed at the time was reflection and refraction of
light. It was known for centuries that the beam of light hitting a mirror at some angle
«a reflects from the mirror at the same angle (Fig. 1.1).

C

Fig. 1.1 The law of light
reflection

2 Interestingly, all the laws of statics were known to Archimedes (287-212 B.C.). It took about 19
centuries before the next step was made.



1.1 Prehistory 5

Fig. 1.2 The law of light
refraction B
«
Ay C > hy  media 2
B, medial
hl aq
A

It was also established experimentally that if a beam of light falls on the interface
of two transparent media at some incidence angle «; from the side of medium 1, it
penetrates into medium 2 at a different angle, o, (Fig. 1.2).

sin o
It is remarkable that, for any two media 1 and 2, the ratio L remains the

S1n oy

same for all incidence angles «;:

sin o

- = n = constant. (1.1)
sin oy

This ratio, n, depends only on the materials (for example water and air, or glass
and air). Moreover, the ratio remains the same if the direction of light is reversed:
the beam of light falling on the interface from the side of the medium 2 at angle o,
penetrates the medium 1 at the angle «; determined by the formula (1.1). This law
was established by working up the experimental data by Snell in 1621.

The challenge for theoreticians was to find some underlying reasons for the pecu-
liar behavior of light. The first attempt was made by Descartes. Descartes envisioned
light as a set of small elastic balls and attempted to derive the diffraction law from
the laws of elastic collisions. He obtained the correct answer. Descartes’ derivation
assumed, however, that light propagates in a denser medium, say, water, faster than
in a less dense one, like air. Experimental verification of such features was beyond
the technical possibilities at the time: methods for determining the speed of light
appeared much later.

The proposition about faster light propagation in a denser medium seemed quite
questionable for Fermat, and he attempted to consider diffraction from another per-
spective. As the basis for his derivation, he used the following postulate: Nature
takes the easiest and most accessible paths. However, what is the measure of “easi-
ness of path”? The simplest candidate is the length of the path. Consider whether it
works in the reflection phenomenon.

Let light go from point A to point B reflecting from the mirror at some point
(Fig. 1.3). Let C be the point for which the incidence angle is equal to the reflection
angle. Consider two light trajectories, one reflects from the mirror at the point C,
another at some point C’. The length of the path AC’B is greater than the length
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Fig. 1.3 The principle of B
minimum distance

of the path ACB. To see that, we® introduce the mirror image of point B, point B’
Obviously, the lengths of lines ACB’ and AC’'B’ are equal to the lengths of lines
ACB and AC’B, respectively. Since the line AC B’ is straight, the length of AC’B’ is
greater than the length of ACB’, and, correspondingly, the length of AC’B is greater
than that of ACB. We arrived at the simplest example of a variational principle: light
moving from point A to a mirror and then to point B chooses a trajectory such as to
minimize the distance traveled.

This example contains the two major “entries” of any variational principle: the set
of admissible trajectories, in this case all lines connecting the starting point A with
the reflection point C and the destination point B, and the quantity to be minimized,
in this case the length of the trajectory. Note that the minimizing trajectory is highly
sensitive to the choice of admissible paths. If, for example, we choose as admissible
all the paths connecting the point A and the point B, then the minimizing trajectory
is the straight line connecting A and B which is not the correct answer for the initial
physical problem.

The principle of minimum distance works for reflection, but does not work for
refraction: if point B is on the other side of the interface plane, then the minimum
distance corresponds to the straight line, i.e. @] = &, in contradiction to the exper-
imental observations.

Fermat suggested that the experimentally observed refraction law corresponds to
the principle of minimum time: light moving from point A to point B chooses the
trajectory for which the travel time is minimum.

Let us derive the Snell law (1.1) from the Fermat principle. To proceed, we have
to introduce the speeds of light in both media, c¢; and ¢;, and distances from points
A and B to the interface, #; and h, (Fig. 1.2).

We are looking for point C such that the travel time from A to B is minimum.
In each medium, 1 and 2, the trajectory of light is straight, because, for constant
velocity, minimum travel time between two points, A and C or C and B, corresponds
to the paths with minimum lengths, i.e. to the straight segments AC and CB. Let Ay
and By be the orthogonal projections of points A and B onto the interface. Denote

3 Here and in what follows “we” means “the reader and the author.”
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the distances AoC and AgBy by x and a, respectively. The distance x is unknown
while the distance a is given. The travel time from A to B is a function of x:

\/h%—l—)ﬂ \/h%—i—(a—x)z
+ .
C1 (65

f )=

We consider this function on the segment [0, a] and seek the value of x which
delivers the minimum value to this function. Note that the second derivative of f (x),

cfo ok h
= 3
dx? a (hf+x%)°> o (h1 +(a — x)z)

3
2

is positive. Therefore, f (x) is a convex function* and has the form shown in Fig. 1.4.

f(@)

Fig. 1.4 Qualitative
dependence of the travel time
on the position of point C a x

It is seen that f (x) has only one minimum. This minimum is achieved at the

d
point x where /@) =0, i.e.
X a—x
- =0. (1.2)
ciy/ht+x2 ey /hi+(a—x)?
The ratio _ is equal to sin ;. Similarly, a7t = sinay.

,/h%—i—xz cz,/h%—i—(a—x)2

Equation (1.2) becomes

sin o sin oy
= . (1.3)

€1 2

4 Here we rely on the reader’s knowledge of calculus. The notion of a convex function and its
relations to variational problems will be discussed in detail later in Chap. 5.
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Equation (1.3) yields the Snell law (1.1) because, as expected, ¢; and ¢, depend
only on the material properties. Equation (1.3) also contains additional information:
the material constant n can be expressed in terms of the speeds of light in both
media:

n=—. (1.4)

It was established experimentally that n ~ (.75 if the first medium is water and
the second medium is air. This is why we see stones at the bottom of the river closer
than they are in reality (Fig. 1.5).

&%)
air

water

/041

I
|

Fig. 1.5 Refraction in water 7
and air A A

According to (1.4), the speed of light in water is about 3/4 of that in air. This
contradicts the Descartes claim that the speed of light is greater in denser media.

Descartes’ conclusion was supported by Leibnitz. Like Fermat, he based his
consideration on a variational principle. But he suggested that Nature chooses the
easiest path defined as a path of least resistance. The resistance to light propagation
is different in different media. Leibnitz introduced the notion of “difficulty” which
is equal to the product of time and resistance, and postulated that light chooses the
trajectory for which the sum of all difficulties is minimum. Eventually, he arrived
at the Snell law. According to Leibnitz, the denser the medium, the greater its re-
sistance. This fact, he argued, yields a greater velocity of light in denser media: the
dispersion of light is smaller, hence the beam of light is more compressed along
its way, and, similar to water in a narrow river-bed, moves faster. Apparently, he
envisioned the light flux as a flow of some medium.

It became clear much later that in this controversy Fermat was right.

Successful applications of the variational ideas to optics encouraged the search
for analogies in mechanics. In 1696, in Leipzig journal Acta Eruditorum, Johann
Bernoulli published the following note:

Two points, A and B, are given in a vertical plane (see Fig. 1.6). Find the trough AMB,
which minimizes the travel time of a body moving from point A to point B by the force
of its own weight. To arouse the interest of amateurs in such matters and to encourage
their enthusiasm in attempting to obtain the solution, I will say that solving this problem
is not a pure intellectual speculation deprived of any practical application whatsoever, as it
may seem. Actually, this problem is of great practical interest and not just in the subject
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Fig. 1.6 Bernoulli’s problem A l T

of mechanics, but also in other disciplines, which may seem unbelievable. By the way
(I am mentioning the following fact in order to avert a possible misjudgment), although
the segment A B is the shortest distance between points A and B, the time it takes for the
body to travel this distance is not the shortest possible, and there exists the (minimum time)
curve AMB well known to geometers. I will disclose what this curve is if, during the course
of the year, nobody else announces the answer.

Bernoulli sent his solution to Leibniz, in order for Leibniz to publish it in a year.
This, as Leibnitz put it, “such wonderful and hitherto unheard problem” which “en-
tices by its beauty just as the apple enticed Eve,” attracted the attention of many
scholars. In particular, it is believed that some anonymous solutions were given by
Jacob Bernoulli and Isaac Newton. The notorious curve turned out to be a cycloid,
a curve “well known to geometers.”

Bernoulli’s problem is much more difficult than Fermat’s problem since the func-
tion to be minimized depends on the curve connecting the points A and B, i.e. on
an infinite number of variables. Such functions are now called functionals.

If y = y (x) is the equation of the curve connecting points A and B, then the time
of motion along this curve, 7, depends only on the function y (x). One writes

I=1(y(x))

and says that [ is a functional of y (x). In Bernoulli’s problem,

I(y(X))=/

0

(1.5)

where g is the acceleration of gravity.

To see that, we note that motion of the body is frictionless; therefore, the total
energy of the particle is conserved. Energy is the sum of kinetic energy K and
potential energy U. Kinetic energy is the mass m times half of the squared velocity,

dx\? dy o .
I + ) Since the point moves along the curve y = y (x),
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m dx\? dy 2 rdx\? m dy 2\ /dx\?
2 dt dx dt 2 dx dt
The potential energy is (remember that the positive direction of the y-axis is
down, therefore the smaller y the bigger U)

U = —mgy.

Initial value of energy, K + U, is zero; therefore at all times

m 1+ dy 2\ [dx\? _0
2 dx ar) ~"E T

Hence,
dx
- = 1.6
o (1.6)
The travel time is
!

dx
I= [ . (1.7)

o dr

Formula (1.5) follows from (1.7) and (1.6).
The functional (1.5) must be minimized on the set of curves y (x) which satisfy
the following conditions:

y(0) =0, y() = ys. (1.8)

The first condition fixes the choice of the origin, the second prescribes the
y-coordinate of the given point, B.

The solutions obtained at the time did not provide a general method of inves-
tigating this type of problem. It was found 50 years later by a student of Johann
Bernoulli, Leonard Euler, who laid down the cornerstones of modern calculus of
variations.

In addition to the constraints (1.8) the admissible functions y(x) should obey
some other restrictions which we have not mentioned explicitly yet. For example,
the integrand in (1.5) contains the derivative dy/dx, and therefore the admissible
function must be differentiable at least.

If we accept for consideration all non-negative functions y(x) with piecewise
continuous derivatives, then the integral (1.5) makes sense. Note that for some func-
tions, e.g., quadratic functions, y(x) = const x2, the integral is equal to +o00. Such
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functions are automatically sorted out because we seek the minimum value of the
functional (1.5).

The insights of Fermat and Bernoulli imparted a new importance to the ques-
tion of whether some goal parameter obtains its minimum in realizable motion of
bodies or, in the language of the time, whether the body, moving from one point to
another chooses such a way that the payment, if the body is to pay for its motion, is
minimized.

1.2 Mopertuis Variational Principle

The first formulation of the variational principle in mechanics was made by Pierre
Mopertuis in 1744. According to Mopertuis’ principle, in real motion, the product
of the mass of the body, its speed and the distance it has traveled, is minimum. This
quantity,

I = muvs, (1.9)

Mopertuis, following Leibniz, called action.

An important testing ground for Mopertuis was the law of collision of elastic
balls. Let us first show that Mopertuis’ principle yields the correct law of reflection
of a rigid ball from the wall when the ball moves along the normal line to the wall.
To emphasize an analogy with the Fermat principle, we consider a trajectory of the
ball in the two-dimensional space-time plane (see Fig. 1.7).

If at the instants + = 0 and ¢+ = O the ball was at the points A and B, and
correspondingly, 41, h, are the distances from these points to the wall, and 7. is the
time of the collision, then the action is

Fmm™ oy 4mT2 (1.10)
= m-— m . .
e
t
h B
0 2
.

C

Fig. 1.7 Reflection of the ball
from the wall hl

N
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Note that the initial and final positions of the ball and the total time of motion
0 are assumed to be given, so action [ is a function of one variable, #., I = I (¢.).
Function 7 (¢,) is defined on the segment [0, 8]. The second derivative of this func-
tion,

d*1 h? h?
- =2m—tom—2
a2~ 0 -1

c

is positive. Thus, the function, 7 (¢.), is convex and has only one minimum. The
minimum is achieved at the point where the first derivative of I (¢.) vanishes, i.e.

h? h3
—m—21 —l—m—z2 =0
tc (e_tc)

This equation means that the velocity of the ball after the collision, , 18

h c
equal to the velocity of the ball before the collision, t—l, in full compliance with the
experimentally established law of elastic collisions. The reader may check that the

correct law of elastic collisions follows from Mopertuis’ principle for an inclined
collision with a flat wall (Fig. 1.8a) or a collision with a curved wall (Fig. 1.8b).

B C
B
Fig. 1.8 Elastic collision of A A
the ball with a flat and a
curved wall a b

Collision with a curved wall is actually a more delicate problem. It turns out that
multiple collision points are possible, and some collision points could correspond
to the maximum value of action.

To clarify this issue, consider the following model problem. Let points A and B
be inside a circular billiard table of radius R (see Fig. 1.9). The coordinates of points
A and B are (—a, b) and (a, b), respectively. The point of possible reflection from
the wall is denoted by C, as before. Point C has coordinates (R cos ¢, R sin¢). The
action is a function of two variables: collision time 7, and angle ¢:

(Rcos<p+a)2 + (Rsing —b)2 n (Rcos g —a)2+(Rsin<p —b)2
m .
t. 0—1

I(IC’(p) =m
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Fig. 1.9 Circular billiard Y
table

All other parameters of the action, m, R, a, b and the motion time 6, are assumed
to be given. Function 7 (7., ¢) is defined for 0 < 7. < 6 and 0 < ¢ < 2m. For each
given ¢, the function I (¢., ¢) has a unique minimum with respect to 7. (check). For
each given t., I (z., ¢) is periodic and smooth with respect to ¢. Therefore, if it has a
minimum with respect to ¢, it must have a maximum with respect to ¢ as well. The
graphs of the function of ¢ min,, /(¢ ¢), are shown in Fig. 1.10 for two choices of
(a,b):a/R=0.3,b/R=0.3 (upper curve) and a/R = 0.8, b/ R = 0.3 (bottom curve).
It is seen that the point ¢ = 7/2, which apparently fits the law of elastic collisions,
can be a point of minimum (left graph) and a point of maximum (right graph).

Mopertuis proclaimed the variational principle the general law of Nature and the
most fundamental proof of the existence of God.

The mathematical context to the Mopertuis principle was imparted by Euler. In
particular, Euler realized that the Mopertuis principle is applicable only to infinitely
small segments of the path, ds, and in order to obtain the action for the whole
path, one needs to sum the actions of all segments. Therefore, the action should

be written as
I = / muvds

. S
or, since v = —, as
dt

n

I = /mvzdt.

4]

The quantity being integrated is equal to the kinetic energy up to factor 2 (Leibniz
called the kinetic energy the living force, as the opposite of pressure — the dead
force).
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Fig. 1.10 Function

min,, [ (t, ¢) of ¢ for two
values of (a,b) :a/R = 0.3,
b/R = 0.3 (upper curve),
a/R=0.8,b/R =0.3
(bottom curve). The point

¢ = m/2 can be a point of
minium (left) and a point of
maximum (right)

In the 1750s the letters claimed to have been written by the late Leibniz were
published, from which one may conclude that Leibniz knew about the extreme prop-
erties of action. Besides, it was asserted that the action can achieve in a real process
not only some minimum, but also maximum value. This publication provoked great
controversy which, in turn, raised some philosophical, moral and priority issues. It
was a rare event when a purely scientific issue became a matter of public interest.
Philosophers, writers, kings and their courts, took part in heated debates. One of the
echoes of these debates reached us in the form of Voltaire’s pamphlet “Histoire du
docteur Akakia et du natif de Saint-Malo” (1752).

Finally, the following point of view crystallized: for some motions, the action
reaches its minimum value, while for the others it may have the maximum value; or,
in the language of the time, “Nature is a thrifty mother, who manages with the least
possible, if she can do so; but, if not, she pays honestly and as much as possible, so
as not to be reputed a miser”.’

Although it was understood from the very beginning that action may have either
minimum, maximum or stationary value, historically the term “principle of least

5 From a letter by Kraft to Euler (1753).
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action” gained a foothold. We will follow the tradition and use this term, though
one should bear in mind that in some cases the term “principle of stationary action”
might be more appropriate.

1.3 Euler’s Calculus of Variations

The discovery of the least action principle made obvious the necessity of a technique
to deal with the so-called integral functionals,

I(x(t))—jL(x(t) dx t)dt (1.11)
= ,E, . .

fo

This technique was developed by L. Euler. The first question to answer was: if X (¢)
is the minimizing function of the functional (1.11), which equation must it obey?
The key role in establishing such an equation is played by the variation, 6/, of the
functional /. To define §1, consider infinitesimally small variations, 8x (¢), of some
function, x (¢), and the difference,

IT(x()+0x@)—1(x(@). (1.12)

The difference (1.12) in which one keeps only terms of the first order with respect

to dx (t) and neglects all terms of higher orders is called the variation §/ of the
functional 7 (x (¢)). The variation §/ is a functional of two arguments, x (#) and

8x (). To underline that §7 is a functional of two functions, x (¢) and §x (¢), one
also uses the notation

81 =1'(x(1),68x). (1.13)
Here the prime emphasizes the similarity with usual derivative.
Since all the terms of higher orders are omitted in the difference (1.12), §1 de-
pends on §x linearly, i.e. for any two functions éx; and §x»,
I'(x (1), 8x1 4 8x2) = I' (x (1), 8x1) + I' (x (1), 6x2) (1.14)
and for any number 2,
I'(x (), A8x) = Al (x (1), 8x). (1.15)
Functions, x (¢) , may be subject to some constraints. Then dx (¢) are not arbitrary

because X () + dx must obey the constraints. Functions x (¢) and §x obeying the
constraints are called admissible.
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If X (¢) is the minimizing element of the functional, 7 (x (¢)), then the variation
of the functional, I (x (#)), computed at the function, X (#), must vanish for any
admissible variations, §x (1),

81 =1'(¥(1),8x) = 0. (1.16)

Indeed, assume the opposite: §/ # 0 for some dxy # 0. Then, there is éx;, for
which 81 < 0:if I’ (X (1), 8xp) < 0, we put §x; = 8xo; if I’ (X (¢), 5xp) > 0, we
put §x; = —&xo and, due to linearity of 8/ with respect to dx, I' (X (¢),x;) =
I' (% (t), —38x9) = —1' (X (t), 8x0) < 0. For sufficiently small §x1, I (¥ (¢) + 8x;) —
I (X (¢)) &~ 61, and §I being negative means that the value of the functional 7 (x (7))
on the function X (¢) 4+ §x; is smaller than that on the function X (¢). We arrive at a
contradiction. Hence, (1.16) holds true. This equation is sometimes called the Euler
equation for the functional /.

Let us find the variation of the functional (1.11). Since

IT(x()+8x () —1(x @)=

_ tlL 5 d 5 J []L dx J
_/ (x(t)+ X,E(x(t)-‘r x),t) t—/ (x(t),E,t> t

fo fo

1

= [ (L 5x, & 5 L > Vg
_/( <x(t)+ X,E(x(l)-‘r x),t)— (x(t),z,t)) t,

to

computing of 4/ is reduced to keeping the linear terms with respect to éx in the
integrand. We have

i

51 / OL 5o OLddxy (1.17)
= —8x + —— . .
ox ox dt

fo

Here and in what follows dot denotes the time derivative.
Now we have to draw the consequences from (1.11),

t

51—/] OL o EdOXN 1) (1.18)
AT = :

fo

Consider first a simpler issue: let for some function A (¢) and for any continuous
function 8x (¢)

4

fA(t)Sx (t)dt = 0. (1.19)

fo
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What can one say about the function A (#)? If the function A (¢) is continuous
then

A()=0. (1.20)

This is obvious: if at some point t*, A (t*) £ 0, then A (¢) is not zero and does
not change its sign in some small vicinity, V, of the point ¢*. Choosing 8x (¢) zero
outside V' and positive inside V we obtain

n

/A(r)(Sx (t)dt =/A(r)8x (t)dt.

Iy 1%

This integral is not equal to zero because A () §x (t) does not change the sign
inside V, and we arrive at a contradiction with (1.19).

The statement made is called the main lemma of calculus of variation.

We may strengthen the main lemma: Equation (1.20) remains valid if we narrow
the admissible functions §x () in (1.19) by the functions §x vanishing at any finite
number of points of the segment [7y, #;] including the end points. Indeed, from the
previous reasoning A () = 0 at all points excluding the points where §x (¢) = 0. By
continuity, A (f) = 0 on the entire segment [#y, #,].

This extension of the main lemma yields an important consequence: if

/ A (1) 8x (1)dt + Bodx (o) + B1dx (1) = 0, (1.21)

fo
for any function éx (¢), then
A@)=0, Bp=0, B =0. (1.22)

Indeed, considering (1.21) for §x (ty) = éx (f;) = 0, we obtain from the exten-
sion of the main lemma, that A (f) = 0. Then, from (1.21) for arbitrary 8x (f) and
8x (1),

Bodx (tp) + B1ox (1) = 0. (1.23)
Setting first 6x (¢;) = 0 and 8x (#) arbitrary, we find from (1.23) that By = 0. This
equation along with (1.23) yield, for arbitrary §x (¢;), B; = 0.

If we have a number of functions, A; (¢), ..., A, (t) and a number of variations,
Sx1(t),...,8x,(t),and

/(A1 Oéx1 () +...+A,(@)dx,())dt =0, (1.24)
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for any choice of functions éx; (¢), ..., dx, (¢), then
A1(t)=0,...,A,(1)=0. (1.25)

This statement can be derived from the main lemma: first we set éx, = ... =
8x, = 0. Then (1.24) transforms to (1.19), and we obtain A; = 0. Putting
8x3 = ...=0x, = 0 we transform (1.24) to the equation

/Az (1) 6x, (t)dt = 0.

fo

Hence, A; (t) = 0. Continuing this procedure, we obtain (1.25).
Formally, (1.18) has the form (1.24) with

oL oL déx
A1 = —, 5)61 = 8)6, A2 = —, 5)(2 = —.
ax ax dt
We cannot conclude, however, that dL /dx and 0L /dx are zero, because the varia-
tions §x and déx /dt are not independent: for the prescribed §x; = §x, the variation
8x, = déx/dt is determined completely.
To put (1.18) into the form suitable for the application of the main lemma we
integrate the second term by parts

1

oL oL déx
/ O gy 4 2L AN 4
ox ox dt

fo
1

oL d (JL d oL
= —dx+— | —b6x ) —0x——)dt = (1.26)
ox dt \ ox dt dx
fo
1
JL d oL oL oL
= — — — — | éxdt + —bx — —6&x =0.
dx  dt ox ax |-, D P,

Since the function éx (¢) is arbitrary, from (1.26) we obtain for the minimizing
function the ordinary differential equation

oL d oL
— — —— =0, (1.27)
ox  dt ox
and the boundary conditions
oL oL
- =0, — =0. (1.28)
a'x =h a'x =ty
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If 9L /dx does depend on x, (1.27) is an equation of second order. Supplementing
this equation with the two boundary conditions (1.28), we obtain a sensible bound-
ary value problem.

Equations (1.27) and (1.28) are called Euler equations of the minimization prob-
lem. Their equivalent form is the equation I’ (X (t), §x) = 0.

The admissible functions in variational principles may obey some kinematic con-
straints. For example, the values of the admissible functions at the ends, #, and ¢,
can be given:

x (o) = xo, x(t1) = xy. (1.29)
Then, since the varied functions, x (¢) + éx (¢), must obey the same conditions,
X (fp) + 8x (to) = x0, x (f1) + dx (1) = x1,
the variations must vanish at the ends:
8x(tp) =0, dx(t)=0.

The last two terms in (1.26) become zero, and the only consequence of (1.26) is
(1.27). It must be accomplished with the two boundary conditions (1.29). We have
again a sensible boundary value problem. We observe here a general feature of the
variational approach: in a generic case, the number of equations it provides is as
many as necessary to solve the problem.

The integral functional of many functions, x; (¢), ..., x, (¢),

i

1(x1<t>,...,xn<z)>=/L(xl,...,xn,xl,...,xn,rmr,

fo

is considered similarly. We have

1

. aL IL déx;
81 = —x;i + ——— ) dt =
Z/(&X,‘ * +6X,' dt )
i=1 o
1
. L d IL aL 1"
= Z / <— — ——) Sx;dt + |:—_8x,':|

Py 0x; dt 0x; 0x; f
= o

If x; (¢) are the minimizing functions, then they satisfy the equation

— ———=0. 1.30
0X; dt 0x; ( )
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A few words about terminology. When dealing with functions of a finite number
of variables, f (xi,...,x,), it is convenient to use a geometrical language consid-
ering xp, ..., x, as coordinates of a point x in some n-dimensional space. Accord-
ingly, every time when it cannot cause confusion, we suppress indices and write
f (x) instead of f (xi,...,x,) or f(x;). We keep the notation f (xi,...,x,) or
f (x;) only if it is worth emphasizing that f is a function of many variables. The
major feature of the x-space used is the linearity of the space: for any number A

and the point x, the space contains the point Ax (its coordinates are Axj, ..., Ax,),
and for any two points x" and x” the space contains their sum x" +x” (if x, ..., x,,
and x{, ..., x, are the coordinates of the points x" and x”, respectively, then, by
definition, the coordinates of the point x” + x” are x| + x{, ..., x, + x,).

Similarly, considering a functional 7 (x (¢)), it is convenient to think of its
argument as a point in some space of functions. The space of functions (or func-
tional space) is linear because for each number A and each function x () the func-
tion, Ax (¢), is defined, and for each two functions, x; (¢) and x, (¢), the functions
x1 (t) + x5 (¢) is defined. In accordance with such a view, the point of the functional
space at which 6/ = 0 is called the stationary point of the functional, and the value
of the functional at this point the stationary value. We will also use the following
notation: the point of maximum of the functional 7(x (¢)) is marked by “hat”, X (¢),
the point of minimum by the “check” sign, X (f), and the stationary point by the

. X . .. .
cross sign, x (¢). Of course, the points of minimum and maximum are also the sta-

tionary points, and the notation X is used if we seek a stationary point or if we are
not certain about the type of the stationary point.

1.4 Lagrange Variational Principle

The development of the least action principle was completed by Lagrange. To
present his final version of the principle in modern terms we first consider the notion
of generalized coordinates.

The construction of any mathematical model of a mechanical system begins with
a description of its kinematics, i.e. a description of all possible configurations. To do
this, one has to specify a set of numbers, ¢y, ..., g,, which determine the configu-
ration of the system. Then motion of the system is described by functions of time ¢,
q1(t), ..., gn(t). “To know motion” means “to know the functions g;(¢), ..., g,(¢).”
The n-dimensional space Q of points ¢ with coordinates ¢y, ..., g, is called the
configuration space , or Q-space. The coordinates, g, ..., g,, are called the gen-
eralized coordinates if they are independent in the sense that any curve in Q-space
represents some motion. The number # is called the number of degrees of freedom.

Example 1° The position of a particle on a line is given by one number ¢ — the
coordinate of the point on the line. The motion of a particle is described by the

6 Examples are numbered separately within each section.
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function ¢(z). The coordinate space is the line. If the particle moves between two
walls with coordinates 0 and a, the admissible values of g are the numbers between
0 and a (Fig. 1.11).

wall wall
Fig. 1.11 Particle moving 0 a
along the line between the
two walls

Example 2. The position of a pendulum (Fig. 1.12a) in a plane is given by one
number, ¢, the angle between the rod and the vertical axis. So, the pendulum is
a system with one degree of freedom. The angle ¢ can take any value between 0 and
25. Two values of g, 0 and 2, correspond to the same position of the pendulum.
Combining these two points of the segment, one gets a circle, so one can say that the
Q-space is a circle. The Cartesian coordinates of the position of the pendulum x, y
are not generalized coordinates because they are dependent: they obey the equation
X2+ y2 = ¢2, where ¢ is the length of the rod.

Fig. 1.12 Generalized

0, 2n
q 0 s
coordinate and Q-space for a

pendulum a b Y

Example 3. Each position of a double pendulum (Fig. 1.13) in a plane is specified by
two angles, g; and ¢;. This is an example of a system with two degrees of freedom.
Each angle can have any value between O and 27, and the Q-space is a square
(Fig. 1.14a).

The points on the segments O A (by O we denote the origin) and BC with the
same ¢, coordinate correspond to the same position of the pendulum. Combining
these two segments, one gets a cylinder (Fig. 1.14b); the position of the pendu-
lum corresponds to the points on the lateral surface of the cylinder. The points
on the top and the bottom circles of the cylinder in Fig. 1.14b also correspond to
the same g, positions of the pendulum. Combining these circles one gets a torus
(Fig. 1.14c¢). There is a one-to-one correspondence between points of the torus and
positions of the pendulum. One can say that the Q-space of the double pendulum
is the torus. Any motion of the double pendulum is displayed by a curve on the
torus.
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Fig. 1.13 Generalized
coordinates for a double
pendulum q1

q2

Example 4. A particle in three-dimensional space is, obviously, a mechanical system
with three degrees of freedom. The generalized coordinates gy, g2, g3 coincide with
the Cartesian coordinates of the particle in space. N particles in three-dimensional
space form a system with 3N degrees of freedom.

Consider a mechanical system which is described by a finite number of general-
ized coordinates ¢q, . . ., g,. The set of coordinates ¢; (i = 1, ..., n) will be denoted
by g. Each motion of the system corresponds to a trajectory g = ¢ (¢) in the config-
urational space Q.

Inertial properties of the system are characterized by a function of ¢ and ¢,
K (g, q), which is called kinetic energy. By definition, in an inertial observer’s
frame, the kinetic energy is one-half of the sum of the products of the masses and
squared velocities of all parts of the mechanical system. Usually, velocities depend
on ¢; linearly, and kinetic energy is quadratic with respect to ¢;:

1 .
K= > mijgig;. (1.31)
i,j

q>
ot B A,B
C @
0 2t G 0,C
a b (o}

Fig. 1.14 Q-space of a double pendulum; small circles and squares mark the points in Q-space
which correspond to the same position of the pendulum and should be identified
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Kinetic energy may be considered as a primary characteristic of mechanical sys-
tems. Then masses can be defined, as was suggested by H. Poincaré, as coefficients
of this quadratic form. Formula (1.31) is valid only in inertial frames. In all further
considerations, the observer’s frame is assumed to be inertial. The corresponding
results in non-inertial frames are obtained by change of coordinates.

In the Lagrange variational principle, it is not essential that K is a quadratic form,;
kinetic energy can be any positive-valued function K (g, ¢) homogeneous of second
order with respect to g. Homogeneity means that for any A,

K (g, +4) =K (q,q). (1.32)

Homogeneous functions of the second order obey the identity

. 0K .
Y G =2K(q.9). (1.33)
; 99

This identity follows from (1.32) by differentiation of (1.32) with respect to A and

setting & = 1. Obviously, quadratic forms obey both (1.32) and (1.33).
Formulas (1.31) and (1.33) can be written shorter if we employ notation from
tensor analysis: repeated indices in a formula implies summation over these indices.
This convention allows us to drop the summation sign in (1.31) and (1.33) to write

P . 0K .
K = >Mijdidj» Clia—q.i =2K(q,q). (1.34)

Summation over repeated indices is always assumed throughout the book.

Another notation from tensor analysis which we will employ is the use of low
and upper indices. The reader who is not familiar with tensor analysis may assume
that quantities with upper and lower indices coincide, for example, ¢! = g,. This
is always true in Cartesian coordinates. The differences appear only in curvilinear
coordinates. The summation rule in invariant’ form requires the summation to be
taken over repeated one upper and one low indices. For example, an invariant form
of the first Equation (1.34) is

|

K = Em,-jq’qj. (135)

The reader may ignore these nuances and identify the quantities with upper and

low indices until Chap. 3, where an adequate treatment of continuum mechanics

requires the invariant tensor language. We also prefer to write all the equations for

mechanical systems with a finite number of degrees of freedom in an invariant form.

Internal interactions in a mechanical system are characterized by its internal en-

ergy, a function U (q). For any isolated system the law of conservation of energy
holds:

7 1.e. independent of the choice of the coordinate system.
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K (g,q)+ U (q) = E = const. (1.36)

Consider two points, gg and ¢, in the configurational space Q and the trajecto-
ries, ¢ = g (t), which begin at a point g at time #y and end at a point g; at time #;
(see Fig. 1.15):

q () =qo0. q(t)=q. (1.37)

We denote the set of such trajectories by M.

The law of conservation of energy (1.36) does not put constraints on the possible
trajectories: for any trajectory, g (¢), connecting the points go and ¢, one can require
that (1.37) holds. This equation will determine the rate of passing the trajectory, and,
thus, the time, ¢, of arrival at the point g;.

Indeed, according to (1.32), we can write

. K(q.,dq)
K((g,g) = —.
(.9 i
Therefore, for a given constant E,
VK (q,d
ar = YK d9) (1.38)
vE-=U(q)

and the time of arrival at the point ¢ is determined by the integral over the trajectory
going from g to g:
¢ [Kq.dg)
t = 1o+ f 2%9.49)
E—-U(q)
q0
Accordingly, the arrival time at the point g is

41

Fig. 1.15 Admissible
trajectories in the
configurational space Q

o
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q1
. | K(g,dq)
ll—to+/ —E—U(q).
40

The arrival time depends on the trajectory.
Let us introduce action as the time integral of kinetic energy:

1

I =/K(q,q) dt. (1.39)

o

Lagrange variational principle. The true motion is a stationary point of the action
functional (1.39) on the set M narrowed by an additional constraint: energy is
conserved along each path.

Note that in the Lagrange variational principle the time at which the system ar-
rives at the point ¢, is not fixed. This time is determined by the trajectory. The arrival
time is varied when one varies the trajectory.

We will see that the equations, determining the true trajectory, are

— = =0, 1.40
dqt  dt ag’ ( )

where L is the difference of kinetic and potential energies,
L=K-U. (1.41)
The left hand side of (1.40) is usually denoted by the symbol,

SL 9L d oL

which is called the variational derivative of the function L (¢, ¢, t) , while L (¢, ¢, t)
is called Lagrange function or Lagrangian.

The equations of the type (1.40) are the basic equations of classical mechanics.
They are called Lagrange equations.

The derivation of (1.40) from Lagrange variational principle is given in
Appendix D. Equation (1.40) will be obtained further from the Hamilton variational
principle which requires fewer technicalities.

The principle of least action was not explained very clearly in Lagrange’s An-
alytical Mechanics. As Jacobi pointed out in his Lectures on Dynamics [140],
“This principle is presented in almost all textbooks, even in the best ones, like
Poisson’s, Lagrange’s and Laplace’s, in such a way that, in my opinion, it is be-
yond comprehension.” The derivation given in Appendix D was published 3 years
after Lagrange’s death by Rodrigues [257]. The obscurities instigated Hamilton,
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Ostrogradsky, Jacobi, and Poincaré to examine the subject further. This brought up
a number of modifications of the principle of least action.

1.5 Jacobi Variational Principle

Jacobi proposed to eliminate time from the variational principle by means of the
energy equation. Indeed, using relation (1.38), one can write the action functional
in the form

4 q1

I =/Kdt =//E—U(q)\/K(q,dq). (1.42)
q0

to

Here integration is taken over a path connecting the points gy and g;. We arrive at
Jacobi variational principle. The true motion is the stationary point of functional
(1.42) on the set of all trajectories which begin at point qy and end at point q| and
which satisfy the law of conservation of energy (1.36).

The action functional taken in the form (1.42) does not depend on the rate with
which the path is passed. The rate is controlled by the energy equation.

The Jacobi principle takes an especially beautiful form in the case when internal
energy does not depend on g. Then, up to a constant factor,

q1

1= / V2K (@, dq),

q0

(the factor 2 is put in for convenience). For a quadratic function, 2K (¢, q) =
8ij(@)q'q’, and

q1
I = /\/gij (q9)dq'dq’.
q0

If one measures distances in Q-space by means of kinetic energy form, i.e. the
squared distance between the points ¢ and ¢ +dg is set equal to g;; (¢) dg'dq’, then
the principle of least action states that true motion corresponds to geodesic lines in
Q-space, i.e. the shortest paths connecting the points gp and g .

1.6 Hamilton Variational Principle
Hamilton put the principle of least action in the form which is used nowadays most

widely. He noticed that it is not necessary to take into account the law of conserva-
tion of energy if the action functional is taken in the form
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1

I = /L(q,q,t)dt. (1.43)

L(q’qvt) = K(qu,l)—U(q’f)-

It turns out that energy will be conserved automatically due to Euler equations
for the functional (1.43) if K and U do not explicitly depend on time. An advantage
of this modification of the least action principle is the possibility to consider time
fixed and to avoid the energy constraint (1.36) on the trajectories.

Hamilton variational principle. The true motion is the stationary point of the
functional (1.43) on the set of all paths beginning at point qy and instant ty and
ending at point q; at instant t,.

Somewhat later, and independently of Hamilton, Ostrogradsky arrived at the
same statement.

Hamilton variation principle yields the dynamical equations of mechanics (1.40):
this follows from (1.30). Consider these equations for the above-mentioned examples.

Example 1 of Sect. 1.5% (continued) Denote the mass of the particle by m. Then

K = S mg?
= —mq" .
5 md

Potential energy contains only the particle-wall interaction energy; denote it by
D.(g)- So,
| N
L= qu — ®.(gq). (1.44)
Substituting (1.44) into (1.40) we get the equation of particle motion:

d®, (q) _

0. (1.45)

If the function ®,(g) is of the form shown in Fig. 1.16a, i.e. it is equal to zero
on the segment [e, a — €] and grows to infinity in the vicinities of the points ¢ = 0
and g = a, then (1.45) describes elastic collisions of the particle and the walls.
That means, by definition, that the particle, moving toward a wall with velocity v,
has the velocity —v after collision. Indeed, (1.45) admits the reduction of the order:
multiplying it by g we have

d (1 )

Ezmg?+d.9)) =

dt<2mq+ (q)) 0
or

1
5 mg® + ®.(q) = E (1.46)

8 The section number is mentioned only when we refer to the examples from a different section.
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oo oo
/ P.(q)
P(q) .(q)
- FE
0 £ a-c a q ac B
a b

Fig. 1.16 Particle-wall interaction energy

where E is a constant, depending on the initial conditions. Consider a particle, mov-
ing toward the wall ¢ = a (¢ > 0). When ¢ is outside the particle-wall interaction
region, ®.(¢) = 0, and, as follows from (1.46), the velocity of the particle is con-
stant. As soon as the particle comes into the interaction zone [@ — ¢ < g < a], the
particle velocity begins to change. As the particle penetrates the interaction zone,
the interaction energy grows and, as follows from (1.46), the velocity decreases. At
point B on Fig. 1.16b, where the interaction energy ®, is equal to the initial energy
of the particle E, the velocity ¢ is equal to zero in accordance with (1.46). However,

this point is not an equilibrium point because, as follows from (1.45), the accelera-
d®; (q)

tion ¢ is not equal to zero at B. Since < 0 at B, the particle starts moving

in the opposite direction. The particle’s velocity grows because ®.(g) decreases;
and, when the particle escapes the interaction zone, the velocity becomes equal to
the initial velocity with the opposite sign. So, the function ®,(g) really describes an
elastic collision. In the limit ¢ — 0, function ®, (¢) becomes the function

0 if0<g<a
D(q) = Lo=1= (1.47)
400 ifg<0or g>a

Every time we use this function we should bear in mind a smoothed function
®.(¢) with a parameter &, which is much smaller than any characteristic length of
the problem. Note that the functions ®.(g) and ®(q) depend on the position of the
wall a. If one of the walls moves, a depends on time. Then, the potential energy
and, thus, the Lagrange function explicitly depend on time.

If the particle is attached to a spring, and the spring is stress-free when g = ¢y,
then

1 2
Ulg) = Ek(q —qo),
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k being the spring rigidity. The Lagrange function of the particle on a spring is

L= tmi - 2k( )’
= —m —_ = — ,
3 q ) q — 40

and the Lagrange equations of motion (1.40) transform to the usual dynamical equa-
tion of an oscillator:

mq + k(g — qo) = 0.

Now we proceed to a less elementary case.

Example 2 of Sect. 1.5 (continued) Let us find the Lagrange function of a pendulum.
We refer the motion of the pendulum to Cartesian coordinates (x, y), shown in
Fig. 1.17. Assume that the rod is massless and the mass m is concentrated at the
end of the rod. If x(¢), y(¢) are the coordinates of the mass point, then the kinetic
energy is

K =-m(i*+y?). (1.48)

From Fig. 1.17 we have
x =4{sing, y=4{£cosq. (1.49)
Let us suppose that the length £ can also change with time; this corresponds, for
instance, to the case of a mass on a rope, which could be pulled up through a hole

(Fig. 1.18). The dependence of ¢ on time is supposed to be given. Differentiating
(1.49), we get

x={sing+Llcosq g, y=4~cosq—~Lsing q. (1.50)

Substituting (1.50) into (1.48), we find the kinetic energy:

K = %m (¢ + 4% . (1.51)

Fig. 1.17 To calculation of
the kinetic energy of a
pendulum Yy
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Fig. 1.18 The case when /
depends on time I

| |4 /]

Suppose that gravity is the only force acting on the pendulum. The gravitational
potential energy is equal to the product of the mass m, the gravity acceleration con-
stant g, and the height of the mass above some fixed level. One can choose the
bottom position of the pendulum as the level of zero potential energy. Then, it is
seen from Fig. 1.17 that

U=mgl —~Lcosq).

So,

1 ., 1
L= zmez + zmezqz —mgl(1 — cosq). (1.52)

The Lagrange equation of motion takes the form

d 2. .
= (mE q) + mglsing = 0. (1.53)

The variation of the first term in (1.52) is zero because £(¢) is given.
If £ is constant, then (1.53) is reduced to the equation of a “mathematical pendu-

’

lum’:
.. g .
q—i—zsmq =0. (1.54)

Note that (1.54) does not contain the mass of the pendulum. This yields the
remarkable feature of pendulum vibrations: the frequency of vibration does not
depend on the pendulum mass. This property was first experimentally observed by
Galileo and was a cornerstone of Newtonian mechanics.

If £ is not constant, then an additional “force” enters the governing equation:

. 8 . N4
q+ 7 sing = qu'

It is quite cumbersome to obtain these equations from the “force concept.”
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Example 3 of Sect. 1.5 (continued). The reader can check that the double pendulum
has the following Lagrange function:

my+my 5., ny
L= TZILII +7

+(my +my)gly cos g + magls cosqs.

0343 + mal1€2G1G2 cos(qr — qa)

The notation is shown in Fig. 1.19; ¢;, £, are assumed constant.

Fig. 1.19 Notation for the
double pendulum

Example 4 of Sect. 1.5 continued. The Lagrange function of a particle in a box is
. . .
L=3m (82 437 +27) — Dx) — D(y) — D),

where @ is the function (1.47). The set of N particles with masses my, ..., my has
the Lagrange function

Ly (PP
L= gmy (3 37+ 2) o gmy (8 455+ 23) - (1.55)

—®(x)) — P(y) — P(z1) — - - — Pxy) — P(yn) — Plzy).

Note that the particles interact in this case only with the walls, and two or more
particles are allowed to be at the same space point. The model of spherical particles
with some finite radius a, experiencing elastic collisions, is more realistic. In this
case one has to include in (1.55) the particle-particle interaction energy:

> W(|ry — rgl).

a<pf

Here, Greek indices run through the values 1, 2, ..., N; r, is the position vector of
the center of the «th sphere, |r,| is the length of the vector, r,, and the function ¥
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is shown in Fig. 1.20a. As before, in dealing with function W, one should bear in
mind a smoothed function ¥, (Fig. 1.20b) and consider the limit ¢ — 0. In some
physical models an attraction of particles at long distances is added (Fig. 1.20c).

Vo . v

T 19 T r

2a 2a 2a N

a b c

Fig. 1.20 Particle-particle interaction energy

For Hamilton, the formulation of the variational principle was a by-product of the
study on integration of dynamical equations. He considered the action functional as
a function of initial and final points of the trajectory, I = I (qi, q2), and derived
the partial differential equation for / (q;, g») which is equivalent to dynamical equa-
tions. This construction was used later by Schrodinger in motivations for the basic
equation of quantum mechanics.

1.7 Hamiltonian Equations

The equations of mechanics (1.40) form a system of n ordinary differential equa-
tions of second order. Usually, it is more convenient to deal with a system of 2n
ordinary differential equations of first order. Let us put the equations of motion
(1.40) into this special form.

First, consider the systems with one degree of freedom and the Lagrange function

I,
L= qu - U(g).

The equation of motion (1.40) is the second-order equation

aU (q) _0

% (1.56)

d( 7+
—m
dt 1
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To rewrite it as a system of two equations of first order, one has to introduce a new
required function, the momentum p = mgq. Then (1.56) can be written as a system
of two ordinary differential equations of the first order,

To make a similar transformation in the general case we introduce the new un-
known functions, the momenta, by the relations

L (q*, 4", 1
pi = M (1.57)
aq’
Suppose that we can solve (1.57) with respect to gy:
ko pkg i
q" = A%q", pi, 1) (1.58)

If L is a quadratic function of ¢, then (1.57) is a system of linear equations with
respect to g, and velocities, g, depend on momenta p linearly. This is the usual case.
There are, however, mechanical systems for which L is not a quadratic function of
velocities (see Sects. 9.6 and 9.7). Therefore, we proceed without the assumption
that (1.57) is a linear system of equations.

Using (1.58) one can rewrite Lagrange equations (1.40) as a system of the first-
order equations,

dL(q,q.1)

" (1.59)

q*=Aq.p.1), k=
q=A(q,p.1)

It is implied that the expression of ¢ in terms of p and g is substituted in the second
equation (1.59).

It turns out that equations (1.59) take an especially elegant form if they are written
in terms of a function of the variables p and ¢, defined by the relation

H(p,q.t) = pi¢' — L(q". ", 1). (1.60)

To calculate H one has to substitute in the right-hand side of (1.60) the expressions
of ¢ in terms of p and ¢ (1.58), found from (1.57). The function H obtained in
this way is the Legendre transformation of the Lagrange function with respect to
the generalized velocities ¢g;; the Legendre transformation is considered in detail in
Chap. 5.
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The functions A; can be written in terms of function H in a simple form:

_9H(p.q.1)

- k
g-=A
9 pr

(1.61)

Indeed, differentiating (1.60) with respect to p; and taking into account that ¢;
in the right-hand side of (1.60) are functions of p and ¢ found from (1.57), we have

oH agt AL a4’
g 2 (1.62)
9Pk Ipx  9q' Ipk
The two last terms in (1.62) are equal, due to (1.57), and we see that (1.61) holds
true. Similarly, differentiating (1.60) with respect to g; we obtain

oL oH
agk gk’

So, the equation of motion can be rewritten in the form
= -’77 =

(1.63)
9P aq

These equations and function H were introduced by Hamilton [123]. They are
called the Hamiltonian equations and Hamilton function (or Hamiltonian).

If the Lagrange function is the difference between the kinetic energy K and the
potential energy U, and K is quadratic with respect to ¢;, then H can be interpreted
as the total energy:

H=K+U. (1.64)

The reader is invited to check (1.64).
The derivative of the Hamiltonian function with respect to time along a trajectory
of the system can be found by using (1.63) and is equal to

dH _ qu.k-I—ﬁp'k-i—ﬂ _ aH(p,q,t).
dt ag* 3 px ot ot

(1.65)

As follows from (1.60), the partial derivatives of H and L are linked as

OH(p,q. 1) _ _9L(g,q.1)
ot ot '

The explicit dependence of H and L on time appears if some external objects act
on the system (such as in Example 2 where this dependence is due to the change of
£ with time). If the system is isolated and does not interact with its surroundings,
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H and L do not depend on time explicitly. Then (1.65) transforms into the law of
conservation of energy:

dH (p(1), q(1))

T =0 or H(p(t),q(t)) = E = const. (1.66)

Example 5 of Sect. 1.5 (continued). The Lagrange function of the pendulum is

1 2.2
L= Eml g~ — mgl(l — cos q).

Therefore, the generalized momentum, p, is given by

p=— =ml*q. (1.67)
dq

From (1.60) we find the Hamilton function

2

14
2ml?

H(p,q)=pg—L= + mgl(1 — cos q). (1.68)
The Hamilton function is the total energy (the sum of the kinetic and potential ener-
gies). The equations of motion in Hamiltonian form are

, oH i . 0H  p
= ——— = —mglsing, = —=—.
p ” glsing, 4 =-"=""5

If I changes with time due to external action, the Hamilton function depends on
time explicitly through /.

Poincaré constructed a different version of the least action principle, in which the
action functional is defined on the trajectories in the phase space — the space of gen-
eralized coordinates ¢', ..., ¢" and momenta py, ..., p,. To obtain the expression
for the action functional one can plug in (1.43) function L determined from (1.60):

|

I = f (pid'—H(p, @))dr. (1.69)

fo

It is easy to check that the stationary points of functional (1.43) are also the
stationary points of functional (1.69) on the set of all functions ¢ (¢), p (¢) which
satisfy the conditions ¢q (fy) = qo, q (t;) = ¢q,. Requiring the variation of functional
(1.69) to vanish yields the Hamiltonian equations.
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The functional

1

A:/piqid[,

o

is sometimes called the shortened action.

In physics, the methods of derivation of equations using functional (1.43) and
functional (1.69) are called the Lagrangian and Hamiltonian formalisms, respec-
tively.

Both versions of the least action principle enjoyed the most popularity, and in
current literature, the versions of Lagrange and Jacobi are rarely encountered.

1.8 Physical Meaning of the Least Action Principle

Forces vs energy. Usually, the laws of mechanics are formulated in an alternative
way using the notion of force. To discuss the differences, consider motion of a par-
ticle of mass m. In Cartesian coordinates x’, i = 1, 2, 3, motion of the particle is
described by the dependence of its coordinates on time: x' = x' (¢). According to
Newton’s second law, mass times acceleration of the particle is equal to the force,
F', acting on the particle:

d?x' (1)
m-——— =

o =F (1.70)

The right-hand-side of this equation, force, represents the external action on the
particle. If there are no external actions, the right-hand-side of (1.70) is zero. This
fact has important consequences. First, (1.70) incorporates Galileo’s principle: an
isolated particle moves with constant velocity. Second, the frame of reference used
in writing (1.70) is inertial; an inertial frame is a frame of reference in which motion
of a free mass is uniform.

From an experimentalist’s point of view, (1.70) is nothing but a definition of
force. To find the force one has to measure the mass of the particle and its accelera-
tion, then the force is their product. Remarkably, in many cases, the force determined

in this way turns out to be a universal function of the position of the particle, x, and
i

its velocity, d_xt Then (1.70) becomes an ordinary differential equation of second
order. It allows one to find motion if the initial position and initial velocity of the
particle are given. The possibility to prescribe arbitrarily initial position and initial
velocity is another remarkable feature of our world (consider, for example, throwing
a stone: one can choose any starting point and any velocity, then the further path
of the stone is determined uniquely). The force is not necessarily a function of x’
and x': it may depend on the entire prehistory of motion (e.g. a body sinking in
water; see Sect. 13.3).
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Compare (1.70) with the Lagrange equation,

— — ——=0. (1.71)
oxt  dt ox?

We set Lagrange function to be the difference between kinetic and potential energy:

L (1.72)
2" ar o '

By x, as usual, we denote the set of three coordinates, x', x> and x*. The governing
dynamic equation (1.71) takes the form

d*x; (1) U (x,1)
m = — —.
dt? dx!

We see that the force corresponding to the Lagrange equation is always potential:

U (1)

E =
ax!

(1.73)

Such a property may seem to be too strong a constraint on possible forces encoun-
tered in Nature. The striking feature of our world is that all physical laws do follow
the potentiality rule at the microlevel. At least until now no experimental evidence
has been found to contradict (1.73) (see also further comments in Sect. 2.6). Per-
haps the principle of least action brings an adequate theory of micromotion. At
the macrolevel some additional (dissipative) terms may appear in (1.73). Further
discussion of this issue is given in Chap. 2.

Admitting that (1.73) holds we state that energy always exists. Then one can
eliminate forces from consideration and discuss the physical properties of the sys-
tem directly in terms of energy. This is a way which is accepted in modern physics.

Reciprocity of interactions. Existence of energy puts very strong constraints on
possible interactions in the system. We discuss these constraints for two examples.

Consider a two-dimensional motion of a mass particle attached to a set of springs
(Fig. 1.21). We choose the origin of the Cartesian coordinate system (x, y) at the
equilibrium position of the particle. Let the deviations of the particle from the equi-
librium position, x and y, be small. Then the potential energy of the system, U, may
be expanded over x and y in the vicinity of the point x = y = 0. Let us ignore terms
of the third and higher degrees in x and y:

1 1
U=Uy+ax+ayy+ Ekxe + kyyxy + zkyyz. (1.74)
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Fig. 1.21 Sketch for the first Yy
example

Then the forces acting on the particle in the axis directions, F, and F), are

F,=— (ax + kyx +kxyy) ’ (1.75)
Fy=— (ay + kyyy +kyy)'

Note right away the feature which will be used further without mention: linear rela-
tions between forces and displacements correspond to the quadratic dependence of
energy on displacements.

Since the particle position x = y = 0 is equilibrium, force must be zero at
x =y =0.Thus, a, = a, =0, i.e. the linear terms in energy are zero. The additive
constant U, does not affect the equations of motion. Due to this, one usually says
that energy is defined up to a constant. This is true for the case under consideration.
Later on we will encounter the situation where an additive constant may play an
important role (see Sect. 7.4). So, forces are linked to displacements by the relations

F, = —kyx — kyyy, (1.76)
Fy = —keyy —kyy.

Such types of relations are usually called constitutive equations. The coefficients in
(1.76) are called rigidities of the system.

The term —k,x in (1.76) describes the force making the particle move to the
equilibrium position: if x > 0, the force —k, x is negative; if x < 0, the force —k,x
is positive; this, of course, assumes that the coefficient k, is positive. The force —k,y
has a similar meaning. The most important for our discussion are the interaction
forces —k,,y and —k,,x. The force —k,,y is the force in the x-direction caused by
the vertical deflection of y. The force —k,,x is the force in the y-direction caused
by the horizontal deflection of x. In general, these two forces may be expected to
have different rigidities, say, —k; y and —k,x. The existence of energy implies that k|
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Fig. 1.22 Sketch for the Yy
second example

must be equal to k,. Remarkably, this is a well-supported experimental fact provided
that all springs can be considered as purely elastic.

The existence of energy brings more sophisticated constraints on the admissible
constitutive equations in a nonlinear situation. Consider, for simplicity, the case of
the system which is symmetric with respect to the reflection x — —x, like the
system shown in Fig. 1.22. Due to the symmetry, energy U must be an even function
of x: the system gains the same energy as the particle is deflected in the x-direction
for x or —x. The rigidity k,, must be zero for all such systems. Let us write down
energy keeping the terms of the third order. There are four terms of the third order:
x3, x?y, xy? and y*. The terms x> and xy? cannot appear due to the evenness of
energy with respect to x. The term y* brings a small correction to the quadratic term
y2. Thus, the only interesting effect may be expected from the interaction term x2y.
So,

Lo, 1, 2
U = Ekxx + Ekyy + Ax“y. (L.77)
For forces, we have
Fy = — (kix + 2Axy), (1.78)

Fy=— (Ax2 + kyy) .

We see that the deflection in the x-direction causes a vertical force proportional
to the squared deflection, while the deflection in the y-direction causes a horizontal
force proportional to the product of the deflections in both directions. Moreover,
the rigidity in the horizontal force is twice that in the vertical force. It would be
hard to anticipate such a peculiar behavior of the system staying entirely within the
force concept; it is caused only by the existence of energy. Remarkably, constitutive
equations of the form (1.78) are supported experimentally in a similar phenomenon
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of the torsion-extension interaction in isotropic elastic beams, the so-called Poynting
effect.

Inertial reciprocities. Accepting Lagrange equations as the basic governing equa-
tions of mechanics assumes more than just the existence of energy. We, in fact,
claim the existence of the Lagrange function. The Lagrange function contains the
complete information on the physical properties of the system. The special form
of Lagrange equations (1.71) indicates that another kind of reciprocity appears if
mass depends on generalized coordinates. Such a situation is encountered, for ex-
ample, for rigid bodies moving in ideal fluids (see Sect. 13.3). In this case, Lagrange
function coincides with the total kinetic energy of the system, which is the sum of
kinetic energy of the rigid body and kinetic energy of fluid. The latter is proportional
to squared velocity of the body; the coefficient, called the attached (or apparent)
mass of the body, depends on the geometry of the flow region and, thus, on the
position of the body. Consider, for example, a body moving toward (or away from)
the wall (Fig. 1.23). Kinetic energy of the body is %mo(dy /dt)*. Kinetic energy
of the fluid motion caused by the motion of the body is proportional to (dy/dt)?.
The coefficient, %ma, depends on the distance between the body and the wall, y:
my = my(y), my(y) being the attached mass.

\/

Fig. 1.23 Sketch for the third
example

The Lagrange function of the system is

dy\?
:_(m0+m”(y))(dt> ;

The dynamical equation (1.71) takes the form

d dy ldm,(y) :
5 0o () G = 5 <dt) _o.

We see that the force acting on the body is quite peculiar:



1.8 Physical Meaning of the Least Action Principle 41

d dy\ | ldm,(y) (dy\’
F=—— a _— - | = =
i (m ) dt)+2 dy (dt

d®y  1dm, (y) (dy>2

T T2 dy \ar

It requires quite an effort to obtain this relation without the variational approach.

Action and reaction. Consider two bodies, A and B, with masses m 4 and mp. The
bodies move in unbounded space. We model the bodies by point masses and denote
their coordinates by x’ and y’, respectively. The bodies interact, and therefore the
potential energy of the system is a function of x’ and y' : U = U(x', y), while the
Lagrange function is

To determine the interaction forces between the bodies, we write down the dy-
namical equations of the system:
xt U, y') d?y' U (', yh)
magr = =g g ==
Here F', is the force acting on the body A from the body B, and F},, the force
acting on B from A. In general, these two forces are different.
Assume that the translation of both bodies for an arbitrary vector, ¢’, does not
change the potential energy:

UG+ y +c) = U,y (1.79)
Then the potential energy is a function of only the difference, x' — y’ (it is enough
to set ¢! = —y' in (1.79), then U(x', y') = U(x' — ¥, 0)). Denote this function by
D(Z') :
U’y y') = o' =y
Plugging this relation into the formulas for the forces we obtain
F éA =—F /QB’
i.e. the force acting on the body B from the body A is equal in magnitude and
opposite in direction to the force acting from the body B on the body A. This is the

interaction law suggested by Newton. We see that this law has a simple underlying
cause in the energy terms.
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Meaning of the term ‘“Hamiltonian structure”. Hamiltonian form of the gov-
erning equations implies quite essential features of physical interaction. We need,
however, make one important addition to the definition of the terms “Hamiltonian
form” and “Hamiltonian structure.” If these terms are understood “naively” as a
way to write a system of ordinary differential equations in the form of Hamiltonian
equations,’ then a system possessing a Hamiltonian structure is not a special one
because any system of ordinary differential equations can be written in Hamiltonian
form. Indeed, consider a system of ordinary differential equations:

dg
d—qtzQ’(q), i=1,....n (1.80)

Let us introduce the additional required functions, p; (), and determine p; (¢)
from the equations,

dpi 90" (9)
— =D

1.81
dt aq' ( )

Equations (1.80) and (1.81) form a Hamiltonian system of equations with the Hamil-
tonian,

H(p.q) = p0*(q).

This emphasizes that the term “Hamiltonian structure” must also include fixing
the phase space of the system. By Hamiltonian structure of a mechanical system
we mean that the mechanical system is characterized by certain generalized coor-
dinates, ¢, and certain generalized momenta, p, and their dynamics is governed by
Hamiltonian equations. Stating that, we imply that the characteristics chosen, p and
q., are linked by the “Hamiltonian reciprocities.”

Lagrange function vs energy. Lagrange function is the difference of kinetic energy
and potential energy,

L=K-U.

Such a difference appears only in the least action principle and is not encountered
in other relations of classical mechanics. This causes some perplexity: what meaning
could one associate with minimization of the time integral of L? Here is an excerpt
from Principles of Mechanics by H. Hertz [130]:

9 Hamiltonian form of the equations is also often understood as a formal structure based on Pois-
son’s brackets. Such a structure captures the features of differential equations related to integra-
bility. We do not dwell on these issues here because they are not used further in the book. The
corresponding theory can be found in [5, 328].
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... The Hamilton principle ... does not only make the present events dependent on the
future outcome, supposing the existence of intentions in Nature, but, which is worse, it
supposes the existence of meaningless intentions. The integral, the minimum of which the
Hamilton principle requires, does not have any simple physical meaning; what is more,
Nature’s purpose in achieving the minimum in a mathematical expression or making the
variation of this expression equal to zero seems unintelligible. . ..

An answer to the question on “Nature’s intention” was found after the creation of
the relativity theory. If a particle with the rest mass m is considered in a force field
creating the potential energy U (g), then the total energy of the particle is moc? +
U (q), c being the speed of light. Let ¢ be the observer’s time. Then the proper
particle time #* is linked to the observer’s time by the relation

U2
dt* = /1 — —dt.
C2

Consider the integral of total energy over the proper time,

1

2
I = /(’”OC2 + U (g)dt* = / (moc* + U (q)) V1= U—zdt_
C

fo

If we take into account that

v U(q)
- <<,

c moc

<< 1,

and keep only the leading terms in the integrand,

2 2
2 v 2 U(q) v
U 1——~= 14+ —= 1—-— )=
(moc® + U (9)) / 3~ moc ( + m0c2>( 262)

I’I’l()U2

~ moct + U (q) — R

then, after neglecting the additive constant moc?, we get the Lagrange function (with
an opposite sign).

The quantity moc® + U (q) is the rest energy of the particle. Therefore, the ac-
tion has a clear physical meaning: it is a sum over the particle’s proper time of the
quantity which is the total rest energy of the particle. The “strange” expression for
the Lagrange function as the difference of the kinetic and the potential energies is
the Newtonian limit in the observer’s frame.

Nonlocal nature of the least action principle. Another perplexity is caused by the
nonlocal character of the least action principle: the particle trajectory is selected by
prescribing the initial and final positions of the particle instead of initial position
and initial velocity, as is done in the usual form of Newtonian mechanics. Here is an
excerpt from H. Poincaré [242]:
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...There is something unacceptable to the intellect in the way the least action principle is
phrased. To reach one point from another, a molecule not acted upon by any forces but con-
strained to a surface will move along the geodesic line, i.e. along the shortest possible path.
This molecule is moving as though it knows the point where it is supposed to go, foresees
the time it will take to reach that point taking one or another path, and then chooses the
most appropriate one. The way the principle is stated presents the molecule as an animated
being exercising free will. It is clear that it would be better to rephrase the formulation of
the least action principle by less striking on, in which, as philosophers say, the final goals
do not seem to be replacing the actual causes.

Perhaps, nonlocality of the least action principle has its roots in quantum me-
chanics. In quantum mechanics all particle trajectories are possible. The key char-
acteristics of the particle motion is the probability of transition from one point to
another. A link between this probability and Lagrange function was found by R.
Feynman. He considered the quantity

1
b (a0, 2 )dr
(1, qistqo)= Y. e (1.82)

all trajectories

where & is Plank’s constant, '? the sum is taken over all possible trajectories connect-
ing the initial position of the system gy and the final position g;. Of course, some
technical difficulties must be overcome in order to provide a mathematical meaning
of such a sum. It turns out that ®, as a function of #; and g, obeys the Schrodinger
equation , while |®|? is the probability of transition of the system from the state ¢ at
instant #( to state g at instant ¢;. If the magnitude of the action is much larger than 4,
then the major contribution to the sum (1.82) is provided by the trajectory on which
action is stationary (one can apply the method of stationary phase to the sum). Such
a case corresponds to classical (non-quantum) motion of the system. Quantum laws
become essential if the action is of the order of /. Plank’s constant is very small;
therefore, motion of all systems with a large mass (in particular macroscopic bodies)
is governed by the least action principle.

Minimum action vs stationary action. The most important outcome of the least
action principle is that the governing equations possess a very special form which we
will call the Hamiltonian structure. From this perspective, it is not essential whether
the action functional has a minimum value or a stationary value; only the structure
of the governing equations matters. In the formulation of the variational principle,
one can always choose the final time, #;, close to the initial time, #y. Then, as will
be seen in Sect. 8.1, in typical cases the action functional is minimum on the true
trajectory for systems with a finite number of degrees of freedom. Therefore, the
term “least action principle” is precise for sufficiently small #; — 7.

10 Note that Plank’s constant has the dimension of action = dimension of energy x time; thus, the
expression in the exponent is dimensionless.



Chapter 2
Thermodynamics

2.1 Thermodynamic Description

In some cases, mechanical systems with many degrees of freedom admit a simpler
description using a small number of parameters. Consider, for example, modeling of
a gas in a vessel. The vessel is closed with a piston to which some force P is applied.
The force compresses the gas (Fig. 2.1). The gas is envisioned as a system of a large
number of rigid balls representing its molecules. The balls move inside the vessel
colliding elastically with the walls and the other balls. Usually one is not interested
in knowing the molecule motion. It is of interest to determine how the volume oc-
cupied by the gas depends on the applied force. This is a typical “thermodynamic”
question: one is concerned with some integral characteristics of the system and the
relations between them. The characteristics used for the reduced description of the
system are called thermodynamic parameters. Traditionally, thermodynamics is pre-
sented as a field which is logically and conceptually independent of mechanics. In
such treatments, the central notion of thermodynamics, entropy, remains vague; and
achieving an understanding of thermodynamics is a similar process to that in quan-
tum mechanics, where, by Feynman’s words, “to understand” means “to get used to
and learn how to apply.” In fact, thermodynamics may be derived from mechanics.
Such a derivation makes clear the notions used and provides the conditions which
are necessary for the basic thermodynamical laws to be true. “The mechanical view”
on thermodynamics is outlined in this chapter. We focus only on the basic ideas and
skip a derivation if it is lengthy. For more details the reader is referred to [46, 50].

The reason why some universal thermodynamic relations may exist was uncov-
ered by Boltzmann and Helmholtz: the rate of change of the thermodynamic pa-
rameters is much smaller than the rate of change of the generalized coordinates
and momenta of the system. In the system of enclosed gas forced by the piston, a
thermodynamic description is possible if the piston velocity is much smaller than
the average molecule velocity. If the velocity of the piston is on the order of the
average molecule velocity, thermodynamic description fails: the relation between
the force and the gas volume becomes dependent on the details of the molecule
motion.

The gas-piston system may be viewed as a mechanical system consisting of the
balls and the piston. Mass of the piston is much greater than the molecule masses:

V.L. Berdichevsky, Variational Principles of Continuum Mechanics, 45
Interaction of Mechanics and Mathematics, DOI 10.1007/978-3-540-88467-5_2,
© Springer-Verlag Berlin Heidelberg 2009
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Fig. 2.1 Gas under piston J/ P
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this is the reason why the coordinate of the piston, y, changes slowly.! In case of
elastic collisions, the system is Hamiltonian. One may say that the thermodynamic
description of the system “gas under piston” corresponds to elimination of the fast
degrees of freedom from the governing Hamiltonian equations. In fact, this situation
is generic: classical thermodynamics is a theory of slow variables for a Hamiltonian
system which governs micromotion.

Thermodynamics is concerned with systems possessing at least two well sep-
arated time scales and, thus, characterized by fast and slow variables. Thermody-
namic theory is a theory of slow variables for such systems — this was a major
Boltzmann’s insight. One can say that thermodynamic equations are the equations
that are obtained by elimination of fast variables from the governing equations.

Why should macromotion obey the first and second laws of thermodynamics?
Clearly, this must be caused by some special features of microdynamics. It turns
out that these features are ergodicity, mixing and the Hamiltonian structure of the
underlying microdynamics. The meaning of the terms ergodicity and mixing is dis-
cussed in the next section. The absence of ergodicity or Hamiltonian structure would
prevent the existence at macrolevel temperature and entropy. The absence of mixing
would yield the violation of the second law.?

We call the laws of thermodynamics obtained by elimination of fast degrees of
freedom from Hamiltonian equations primary thermodynamics. The characteristic
features of primary thermodynamics are the appearance of two new slow variables,
temperature and entropy, and the dissipation of energy of slow variables (the total
energy of fast and slow variables is conserved in isolated systems).

The first and the second laws of thermodynamics are the constraints which must
be obeyed by any macroscopic theory. There are additional independent constraints,

U fact, the slow change of y is accompanied by fast oscillations of small magnitude due to the
collisions of the piston with the molecules. In thermodynamic description, these oscillations can
be neglected. They are studied in the theory of thermodynamic fluctuations (Sect. 2.4).

2 These statements will be rectified further in one respect: in fact, to have the laws of thermody-
namics on macrolevel, the microequations might possess slightly more general structure than the
Hamiltonian one.



2.2 Temperature 47

which are sometimes called the third law of thermodynamics, Onsager’s reciprocal
relations (they are considered further in Sect. 2.6). Are there other constraints of a
similar level of universality? Yes, there are. It turns out that, if dissipation is negli-
gible, the governing equations of some slow variables must possess a Hamiltonian
structure. That indicates the existence of quite peculiar “Hamiltonian reciprocities”
in macrophysical interactions.

The dissipative equations of primary thermodynamics can also possess two well
separated time scales. Elimination of fast degrees of freedom in primary thermo-
dynamics yields the equations of secondary thermodynamics. If the fast variables
in primary thermodynamics perform some chaotic motion then, after elimination of
fast degrees of freedom and transition to the secondary thermodynamics, two new
slow variables appear, “secondary entropy” and “secondary temperature.” It is quite
plausible that the secondary entropy possesses the features which are similar to the
features of the usual thermodynamic entropy.

We touch upon all these issues in this chapter and further in Chap. 17.

2.2 Temperature

If a mechanical system is governed by Hamiltonian equations, and its motion is
sufficiently chaotic, one can introduce the notion of temperature. First, the term
“sufficiently chaotic” must be explained.

Consider a Hamiltonian system with Hamiltonian H(p, g). Function H(p, q)
does not change in the course of motion; its value is called the energy of the system.
Let energy have the value E. Any trajectory of the system lies on a surface in phase
space defined by the equation

H(p,q)=E.

This surface is called an energy surface. It is assumed that energy surfaces bound
finite regions in phase space.

The system is called ergodic if (almost) any trajectory covers the entire energy
surface. That means the following. Let a trajectory start at some point A. Consider
a point B with some vicinity of this point A B. For ergodic systems, sooner or later,
the trajectory will pass through the vicinity, A B, of the point B for any choice of
B and AB (Fig. 2.2). Since AB can be chosen as small as we wish, the trajectory
will be passing closer and closer to B. The time of the next passage can, however,
be very large. Such a behavior is observed for almost any trajectory in the sense
that the set of points A for which trajectories behave differently has zero area on
the energy surface. For example, there might be periodic trajectories on the energy
surface of an ergodic Hamiltonian system, but the area covered by such trajectories
is zero.

Intuitively, ergodicity is a feature of chaotic motion. There is another feature of
chaotic motion, mixing. To define mixing one has to view the trajectories of the
Hamiltonian system on an energy surface as the trajectories of particles of some
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Fig. 2.2 A sketch for the
definition of ergodicity;
shadowed region is AB

media. One can put an ink spot on the energy surface and observe its evolution in
the course of motion (Fig. 2.3). If the spot tends to cover densely the entire energy
surface, the system is called mixing. It turns out that every mixing system is ergodic.
Ergodic systems are not necessarily mixing. Equilibrium thermodynamics discussed
in Sects. 2.2-2.5 holds true for ergodic systems. In order the laws of nonequilibrium
thermodynamics to be true the underlying Hamiltonian system must be also mixing.
The notion of temperature and entropy is based on ergodicity only.

Consider the time average of some function, ¢(p, q), of generalized coordinates
and momenta along a trajectory p(¢), g(¢):

2
) = tim & [0 (p@a0ar
0
H(p.q)=E H(p.g)=E

AB
a b

Fig. 2.3 A sketch for the definition of mixing: an initial small spot AB is being spread by the
phase flow to cover densely the entire energy surface

As was discovered by Boltzmann, for ergodic systems this time average is the
same for (almost) all trajectories on the same energy surface. Moreover, this time
average can be computed without knowing the particular trajectory by the formula
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= | . q)dpdg
(@) = H(p,q)<E
5 ) dpdg
H(p,q)<E

(2.1)

n

Here dp = dp; ...dp,, dq =dq"...dq".

This formula was proven with mathematical rigor by Birkhoff and Khinchine,
and is called usually the Birkhoff-Khinchine theorem.

Plugging in (2.1) various functions ¢(p, ¢) and computing the integrals on the
right hand side, one can find their time averages. Functions p; %, ey pN:p—HN are
of special interest: for systems with the Hamiltonian
pi Pi

+...+—NN+U(q) (2.2)

H(p,q) = —L
(P, q) 2, m

they are (doubled) kinetic energies of each degree of freedom. Evaluation of the in-
tegrals from (2.1) for these functions is simple and yields the so-called equipartition

law :
oH oH
op1 dIpn

Indeed, let us find < P1 %) . Consider the integral,

oH
p1-—dpdq
ap1
H(p.q)<E
Using the step function
1 x>0
O(x) = - 24
() {O x <0 4

we can write this integral as an integral over the entire phase space,
oH
pi—0(E — H(p, q))dpdg.
ap

Therefore,

)

oH oH
— —dpdg = ——0'(E — H(p, ¢))dpdq,
°F / plaplpq /Plapl ( (p, 9))dpdq

H(p,q)<E

where 6’(x) is the derivative of the step-function (the derivative, 6’(x), is equal to the
3-function, but this is not essential at the moment). The integrand can be written as
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oH d
p1—O0(E —H(p,q)) = —p1—0(E — H(p,q))
ap1 (9[71

9
= ) (p6(E—H(p,q9)+0(E—H(p,q)) . (2.5)

The integral of the first term in the right hand side over the entire phase space is
equal to zero due to the divergence theorem and vanishing of 6 (E — H (p, q)) at
infinity (H (p, g) > E at infinity). Therefore,

9

oH
3E / pla—dpdq= / 6(E — H(p, q))dpdg. (2.6)
P1

H(p.q)<E

The result (2.6) does not depend on the choice of a particular component of mo-
menta, py, ..., p,, and the same answer we get for integrals of pg%, s Pn g/’;
Then the equipartition law follows from (2.1) and (2.6)

For the systems with Hamiltonians (2.2) equipartition law means that the aver-
aged values of kinetic energies of all degrees of freedom are the same. The common
value (2.3) is denoted by 7" and called absolute temperature. We drop the adjective
and call it temperature because no other temperatures will appear in our considera-
tion.

The integral in the right hand side of (2.6) is called the phase volume,

I'(E) = /O(E—H(p,q))dpdqz / dpdg.
H(p,q)<E

The denominator in (2.1) is the derivative of the phase volume, dI'(E)/dE,
which will also be denoted for brevity I'g(E).

Finally, temperature can be expressed explicitly in terms of the phase volume
I'(E):

I'(E)

= B dE" 2.7)

As follows from (2.7), temperature has the dimension of energy. Traditionally,
temperature is measured in degrees. The two numbers are linked by Boltzmann’s
constant k: if 7 ° is the value of temperature in degrees Kelvin, then

T =kT".

The constant & is very small:

k=138 x 10" erg/deg.
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Fig. 2.4 A sketch of energy p
surface for a two-temperature
system

i.e. one degree Kelvin corresponds to energy of about 1071 gcm?/s?. Temper-
ature becomes on the order of unity if measured in electron-volts. (1 eV is the
energy which an electron gains accelerating between the points with the differ-
ence of electric potential equal to 1V; this energy is very small due to the small
mass of an electron). Room temperature corresponds to about 1/40 eV. Energy
units for temperature are convenient in all theoretical treatments and will be used
here; Boltzmann’s constant appears only at the stage of comparing theory and
experiments.

Ergodicity is necessary to introduce temperature. If the system is not ergodic,
temperature may not exist. For example, consider the system for which the energy
surface contains two parts such that trajectory started in one part always remains
in that part (see Fig. 2.4). For such systems, formula (2.1) does not hold, and the
equipartition law is not true. Under some additional conditions, one may say that
the system has two temperatures corresponding to each part of the energy surface,
but such a situation is beyond the scope of classical thermodynamics.

Ergodicity yields immediately irreversibility of macromotion. This is seen from
the equipartition law. Consider, for example, the gas-piston system. Let the piston
be given some initial velocity. After some time, the equipartition of energy sets up
in the system. This means that the average kinetic energy of the piston is equal to
the average kinetic energy of a molecule. Since the mass of the piston is much larger
than the mass of molecules, the velocity of the piston becomes very small, i.e. the
piston comes to rest. This clearly demonstrates the irreversible character of piston’s
motion in spite of reversibility of the underlying microdynamics.

2.3 Entropy

Entropy is a characteristic of slow processes in ergodic Hamiltonian systems.?

3 The term “entropy” is widely explored now in many different senses. What we mean here by
entropy is, precisely, the thermodynamic entropy introduced by Clausius. The meaning of Clausius’
entropy for ergodic Hamiltonian systems was determined by J.W. Gibbs and P. Hertz.
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To explain what entropy is, consider first the gas-piston system. Let the position
of the piston, y, be changed slowly by some “hard device.” This means that we
prescribe the function, y(¢). Changing y we do some work. Therefore energy of the
system changes. To find the dependence of energy on time we note that Hamiltonian
of the system,

2 2
P+ B U@, gy, 2.8)

H s 4, -
(p.q,y) o o

depends explicitly on time through the dependence of potential energy on y. The
energy rate is

dE _ dH(p.q.y) _0Hdp;  oH dq' L Hdy 4H(p.q.y)dy

= : = . (29
dt dt ap; dt aq' dt dy dt dy dt

The two terms in (2.9) are canceled due to Hamiltonian equations (1.63). The
derivative d H /9y has the meaning of force which one has to apply in order to make
the piston move along the path y(¢).*

If we know the trajectory of the systems, p(t), g(¢), we could find the energy at
time ¢ by integrating (2.9):

t

E(r) — E(1) =/

fo

dH(p(1), q(7), (7)) dy(f)dr
ay(1) dr

(2.10)

In principle, one obtains different values of energy at time ¢ for different trajecto-
ries p(t), g(7) and different piston paths y(7). Remarkably, for ergodic Hamiltonian
systems and a slow change of the parameter y, the final value of energy depends only
on the final value of the parameter y, the initial values of energy, £y = E(#;) and the
initial value of the parameter y, yo = y(#p), and depends neither on the trajectories,
p(t), g (r), nor on the path, y (7):

E(t) = function(y(¢), yo, Eo). (2.11)
Moreover, the dependence of the final value of energy, E (f), on yy and Ej
is “degenerated”: the parameters yy and E, enter (2.11) only through a combina-

tion S(Ey, yo), where S(E, y) is some function which is determined uniquely by
Hamilton function H(p, q, y) :

E (1) = E(y(?), So (Eo. 0))- (2.12)

4 For the gas-piston system the factor dH(p, g, y)/dy does not depend on p due to (2.8), but this
is not essential in our reasoning and we proceed in a more general setting.
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Derivation of (2.12) is quite simple. First, we note that on the right hand side of
(2.10) dy/dt changes slowly. Therefore, d H/dy may be substituted by its average
over the energy surface H(p, ¢, y(t)) = E(1),

[ oH\ d
E() — Eto) = / <5>£dr,

fo

or, after differentiation with respect to z,

dE =<8H>d_y 2.13)

dr ~ \ay[dt
The average value (9H/dy) can be computed using the Birkhoff-Khinchine
theorem (2.1) as

J oH
— [ ——dpdq
oH IE pip.g.n=e 9Y
8_ = 3 . (2.14)
Y [ dpdq

IE H(p.q.y)<E
Introducing the phase volume bounded by the energy surface H(p, g, y) = E,
I'(E,y)= / dpdq = /G(E — H(p.q, y))dpdgq, (2.15)
H(p.q.»)<E
and differentiating (2.15) with respect to y we find

ol'(E, y) _ aH(p,q, y)d

—[9’(E — H(p.q,y)) pdq
dy dy
0 dH(p.q,y)
=z 0(E — H(p,q,y)————dpdq (2.16)
dy
9 dH(p, q,
_ -2 / M4 i
oE dy
H(p.q.y)<E
From (2.14) and (2.16)
oH ol (E, v)/d
o\ _ _(E. y)/oy 2.17)
dy oI'(E, y)/0E
Plugging (2.17) into (2.13) we obtain
oL(E,y)dE OoT(E,y)d
(E,y)dE (E.y)dy _, 2.18)

oE  dt ay dt



54 2 Thermodynamics

Hence, the phase volume does not change in time, which is also true of any
function of the phase volume, S(I).
Let us specify function S(I') by the condition that

aS(T(E 1
SSAUE. ) _ 1 (2.19)
OE T
Since
dSM(E,y)) _ dS o
OE T dT oE’

and according to (2.7), T = I'(aT'/0E)~", we obtain for S(I') the differential
equation

as 1
ar 1’
the only solution of which is
S(E,y) =1InI'(E, y) + const. (2.20)

This function is called thermodynamic entropy.
Entropy does not change in the process under consideration. Hence,

S(E, y) = So, So = S(Eo, yo)- (2.21)

If T > 0, then 0S/0E > 0 and we can solve (2.21) with respect to E. We see
that energy is determined by the current value of y, while the initial values of energy
and y enter in this dependence only through the combination Sy = Sy(Ey, yo), i.e.
we arrive at (2.12).

In terms of entropy, equation (2.17) for the force, (0 H /dy) , takes the form

<3H> — _rBEY (2.22)

ay ady

Obviously, our derivation remains valid if the system has a number of slow

parameters, yl, ..., y"™. In this case, y in all previous equations denotes the set
y = (y', ..., y™) while (2.22) is replaced by the equation
oH J0S(E,
Y pISE ) (2.23)
ayH ay*
where p runs through values 1, ..., m.

Equations (2.19) and (2.23) link temperature, 7, and generalized forces,
(0H /ay*), with the slow characteristics of the system, £ and y*. They are called
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constitutive equations. The constitutive equations are specified as soon as entropy
is known as a function of E and y*. For a given Hamiltonian of the system,
H(p,q,y), one can determine the phase volume computing the integral (2.15),
and then find entropy S (E, y) from (2.20).

Constitutive equations (2.19) and (2.23) take a simpler form in the terms of
function E(y, S) :

IE(y, S oH IE(y, S
7= EG:D - [H)  OEQ, S) (2.24)
S ayH ayH
Indeed, the equation
SES, ), y)=S (2.25)

must be an identity for all values of parameters S and y. Differentiating (2.25) with
respect to S and y*, we obtain

asaE(S,y)_1 dS OE(S,y)  aS
O0E 9S 7 9E oyn ayh

—=0. (2.26)

Equations (2.24) follow from (2.19), (2.23) and (2.26).

It is worthing emphasize that, if the system were not ergodic or the parameters y
were not slow, then the energy at time ¢t computed from differential equation (2.9)
depends on the initial values of the generalized coordinates and momenta py, qo,
and the entire trajectory y(t), T < f. Therefore, the constitutive equations obtained
do not make sense.

Formulas (2.12), (2.19), (2.21), (2.23) and (2.24) are valid for any ergodic Hamil-
tonian system no matter how many degrees of freedom it has. For example, one
can speak of entropy and temperature of a pendulum, which has just one degree
of freedom. In this case the energy surfaces are closed curves in the phase space
(for sufficiently small E). Each trajectory covers the entire energy surface, thus the
system is ergodic. Assuming for definiteness that the length of the pendulum is a
slow parameter, one can find entropy of the pendulum from (1.68): in the limit of
small energies, S = In(E/I/g) + const.

Example. Let us find entropy of a gas occupying volume V. We model the gas by
a Hamiltonian system of N rigid spheres of radii a and of equal masses m. Each
ball has three translational degrees of freedom, so the total number of degrees of
freedom, n, is 3N. Hamilton function is a sum of kinetic energy K and particle-
particle and particle-wall interaction energy U:

H=K+U,
2

pi p
A+ U=U@g, ... q). (2.27)
2m 2m

K =
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Interaction energy is zero if particles do not overlap with each other and the wall,

otherwise it is equal to infinity. The question of ergodicity of such a system is not
elementary. We proceed assuming that the system is ergodic. We have to find

I'= dpdgq.

H(p.q.y)<E

of two integrals:

Since H = 400 if any two particles overlap or a particle overlaps with the wall
and, otherwise, H = K and does not depend on ¢, the phase volume is the product

r=r,gr, I,= f dp, T, = / dq.
H(p)<E

(2.28)

admissible g

The integral, I',, is the volume of the sphere of the radius +/2mE in
n-dimensional space. If R is the radius of a sphere in n-dimensional space, its
volume is

n/2
Vn(R) = Cana Cn T

I'(s) being the I'-function. For an integer s, I'(s) = (s — 1)! So,

I, =c,2mE)".

(2.29)
The integral, I';, can easily be found in the limit when the ball radius tends to

zero. In this limit one may neglect overlapping of the balls and take into account
only the positions of the balls inside the volume V. Then
r,=v".

(2.30)
Dropping additive constants we obtain for entropy from (2.20), (2.28), (2.29) and
(2.30):

3
S =In(EN?yNy=N <§lnE +In V> .

(2.31)
One can find temperature from (2.19) and (2.31) as

1 as 3N

T 9E 2E

(2.32)
Determining energy in terms of temperature from (2.32), we arrive at the familiar
constitutive equation of the perfect gas:
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E= % NT. (2.33)

An important consequence of formula (2.31) is an unbounded growth of entropy
when the gas volume increases. Such a behavior of entropy changes if a force, P,
acts on the piston. Then the Hamiltonian of the system acquires an additional term:?

H=K+U + Py. (2.34)

Calculation of entropy of the system (2.34) is reduced to the previous one for the
system (2.27) by changing E to E — Py :

3
S:N(EIn(E—Py)+an).

Taking into account that V is a linear function of y: V = y(}, () being the area
of the piston, and dropping unessential constants, we obtain

3
S(E,y) = Nn [5 In(E — Py) + ln(yQ):|

P Py\*"?
= NlIn Yy 1——y + const.
E E

A graph of the entropy per particle, S/N, as a function of the dimensionless
distance y* = Py/E is shown in Fig. 2.5.

The remarkable feature of this graph is that entropy reaches its maximum value.
The point where entropy is maximum corresponds to the equilibrium state of the
system the reader is invited to check this fact. It turns out that this property of en-
tropy, reaching its maximum value at equilibrium, is generic. The physical origin of
this property is explained in Sect. 2.5.

So far we have considered the case when all external forces act only on slow
variables as is seen from the energy equation (2.9). Such processes are called adia-
batic. If there are some external forces, F;, acting on the fast coordinates, g;, then
the energy equation gets the additional term

5 Formula (2.34) becomes obvious if one writes first the energy of the entire system “gas+piston”
endowing the piston with some mass M :

Y2
H=K+U+P —,

+U+ Py+ i
where Y is the momentum of the piston. In (2.34) we dropped the kinetic energy of the piston
which is negligible because, due to the equipartition of energy over all degrees of freedom, near
equilibrium it is on the order of kinetic energy of one molecule, K /N. The sign + at Py corresponds
to the negative direction of the force acting on the piston for P > 0 (indeed, the Lagrange function
of the piston corresponding to the Hamilton function chosen is L = %M y2— Py, thus My = —P).
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SN

*

Y

Fig. 2.5 S/N, as a function of the dimensionless distance between the piston and the bottom,
y'=Py/E

dE _ oH dy" | aH
dt — oy+ dt aq!

i

Averaging over time and taking into account that £ and y change slowly, we have

dE—<aH>diﬂ+d—Q d—Q—<aHFf>. (2.35)

dr ~ \oyr[ dt  dr’ dr  \dgi

The additional work of external forces denoted by d Q is called heat supply. Heat
supply causes entropy to change. The process is called quasi-equilibrium, if the
constitutive equations (2.28) remain valid for d Q # 0. Then, we have from energy
equation (2.35)

OE(y, S)dy" | 9E(y, $)dS _ <ﬂ> dyr 40 (2.36)

ayr  dt S dt  \oy*| dr  dt’

The first terms on both sides of (2.36) cancel out due to (2.24), and (2.36)
becomes a link between entropy, temperature and heat supply:

dQ ds
T (2.37)

Ifd Q # 0, entropy may either increase or decrease depending on whether energy
is pumped to the system (d Q > 0) or taken from the system (dQ < 0).

Comparing the two characteristics of the system, energy and entropy, one may
say that energy is a more fundamental one: energy makes sense for any system while
entropy can be introduced only for slow processes in ergodic systems.

We have seen that the Hamiltonian structure of the equations of micromechanics
yields the laws of equilibrium thermodynamics. One may wonder how important
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it is that the equations of micromechanics are Hamiltonian. In other words: could
non-Hamiltonian equations of microdynamics yield the equations of classical equi-
librium thermodynamics? It turns out that the class of such equations is indeed
slightly wider than the class of Hamiltonian equations (see Appendix E).

2.4 Entropy and Probability

Slow parameters y fluctuate near the equilibrium values. For example, in the system
“gas under piston” the distance between the piston and the bottom, y, varies slightly
due to the collisions of the piston with the molecules. One may wonder what is the
probability density of y, f(y)? The answer was found by Einstein: the probability
density of slow variables fluctuating near the equilibrium values is determined only
by the equilibrium properties of the system, namely, by the function S(E, y), and is
given by the formula

() = const 5=, (2.38)

Formula (2.38) has an asymptotic nature and holds for systems with a very large
number of fast degrees of freedom, n. There is a generalization of this formula for
systems with any finite n [43, 46].

According to (2.38), the most probable values of y are the values for which
entropy takes its maximum value. Since entropy is usually proportional to the
number of fast degrees of freedom (for a gas this is seen from (2.31)) which is
large, maximum is very sharp and, in fact, the slow variables just fluctuate slightly
around the equilibrium values.

2.5 Gibbs Principles

Gibbs suggested use of the maximum property of entropy as the first principle in
any modeling of thermodynamic equilibrium.

The first Gibbs principle. In a state of thermodynamic equilibrium, the entropy S
of an isolated system attains its maximum on all possible states of the system with a
given energyE.

The Gibbs principle differs considerably from the variational principles of ana-
Iytical mechanics. In mechanics, only the particle positions are subject to change,
but in the Gibbs principles virtually all characteristics of equilibrium are varied.
In the consideration of phase equilibrium, for example, the interphase surface and
the masses of both phases are subject to change. An example of the application of
the Gibbs principles to the equilibrium of elastic media will be given in Sect. 7.4.
Consider here another example.

Let us show that temperatures of two contacting systems are equal if the systems
are in thermodynamical equilibrium and isolated from the environment. Denote
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entropies and energies of the systems by E;, S;, and E,, S>. Thermodynamical

properties of the systems are determined by the functions S;(E;) and S>(E,). The
total entropy of the two systems, by our assumption, is

S(Ey, E2) = Si1(E1) + S2(Eo). (2.39)
Systems are in contact and may exchange energies: heat may flow from one sys-

tem to another. The total energy must not change in such a process because the
systems are isolated from the environment:

E\+ E,=E. (2.40)
The total energy E is supposed to be given. In equilibrium, the entropy (2.39)
must be maximum on the set of all possible values E;, E; obeying the con-

straint (2.40). The condition of thermodynamical equilibrium may be obtained, for
example, by eliminating the variable E,

S = S1(E1) + S2(E — Ey),
and differentiating entropy with respect to E;. We get

dSi(E1)  dSy(Er)
dE,| dE, Ey—E—E,

=0

or

as claimed. Similar result holds for many systems in contact. The first Gibbs princi-
ple can be put in another form which is often used:
The second Gibbs principle. In the state of thermodynamic equilibrium, the energy
E(y, S) of an isolated system attains its minimum on all states of the system with a
given value of entropy S.

The two Gibbs principles are equivalent except in some degenerate cases.

2.6 Nonequilibrium Processes

Consider an isolated system characterized by a number of slow variables, y', ..., y".
There are some equilibrium values of y; the system remains in the state with such
values of y indefinitely. If the initial values of y differ from the equilibrium val-
ues, the slow variables evolve approaching the equilibrium values. The theory of
nonequilibrium processes aims to establish equations describing this evolution. In
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this section we discuss the situation when the governing equations of the evolution
to equilibrium are ordinary differential equations.

Clausius found from phenomenological reasoning that entropy of an isolated sys-
tem may not decrease in the path to equilibrium. This is the so-called second law of
thermodynamics. For Hamiltonian systems this feature of entropy was established
by Kubo [163]. Hamiltonian systems possess such a feature if the phase flow is mix-
ing. In summary, the first and the second laws of thermodynamics are observed only
for one reason: the equations governing micromotion are Hamiltonian and mixing.®
If micromotion is not Hamiltonian or mixing, one can construct examples showing
that the first and/or the second laws are violated.

The governing equations of nonequilibrium thermodynamics are purely phe-
nomenological. They must obey the constraint of the second law: if the system is
isolated, its entropy may not decrease. To construct the evolution equations one
usually chooses as the main idea that entropy has a maximum value at equilibrium.
Then the simplest system of equations warranting the approach to equilibrium is

n
DT punyy 5E-Y)

, 2.41
dt ayY ( )

where D"*'(y) is some positive semi-definite matrix. Indeed, entropy of the system
grows along each trajectory y(t) of the system (2.41):

dS(E,y(®) _ 9S(E, y)DW(y)aS(E, y) > 0. (2.42)
dt Ayt ayV

We assumed here that the system is isolated, so the energy remains constant.
According to (2.42), D"*'(y) have the meaning of dissipation coefficients, i.e. the
coefficients controlling the entropy growth.

If y(¢) are close to the equilibrium values, one can use a linearized version of
(2.41). To write down the linearized equations (2.41) we accept that the equilib-
rium corresponds to the zero values of y. Then, expanding S in a Taylor series with
respect to y in vicinity of equilibrium, we have

1
S = const — Ea,wy"y”,

where a,,, is a non-negative symmetric matrix. In linear approximation the coeffi-
cients D"V are some constants, D*¥ = D"”(0). The governing equations take the
form a system of linear differential equations,

dy*

— D" (O)ay, . 2.43
7 O)any (2.43)

6 Up to some refinements of this statement like that made at the end of Sect. 2.3, which, most
probably, are of little physical significance.



62 2 Thermodynamics

Equations (2.41) are more a concept than a “Law of Nature”: in modeling the
evolution to equilibrium, one may try equations of the form (2.41), but, in fact, the
physically adequate dynamical equations may have a different form: all one must
not violate is the evolution of entropy to its maximum value.

Are there other constraints to the governing equations, which are additional to the
first and the second laws of thermodynamics? Yes, there are. They are caused by the
Hamiltonian structure of microdynamics. The first such constraint was discovered
by Onsager [236]: the dissipative coefficients, D#"(0), are not arbitrary. They must
obey the reciprocal relations

D"'(0) = D"™(0). (2.44)

Onsager’s reciprocal relations follow from reversibility of micromotion. The lat-
ter takes place if Hamilton function is an even function of momenta, p. There are
systems for which Hamilton function is not an even function, like, for example,
the systems under action of external constant magnetic field, B: Hamilton function
contains the terms of the form, p B, which change the sign if time is reversed . For
systems in a magnetic field, the coefficients D*¥ may also depend on the magnetic
field, and Onsager’s reciprocal relations are replaced by

D""(0, B) = D"“(0, —B).

Note that the coefficients of the linear differential equations (2.43), the product
of two symmetric matrices, are not necessarily symmetric.

Onsager’s reciprocal relations are independent of the first and the second laws of
thermodynamics. They are sometimes called the third law of thermodynamics.

There are also other constraints [44, 50]: if the slow variables are the coordinates
and momenta of the underlying Hamiltonian microdynamics, and the dissipation
is negligibly small, the equations of slow evolution must possess a Hamiltonian
structure with some effective Hamilton function, Heg (v, S),

dy" W dHi(y, S)

2.45
dt JyY ( )

Here w™” is the constant tensor defining the Hamiltonian structure

1l u=n+1l,v=p
o= -1u<nv=n+nu.
0 otherwise

The effective Hamilton function, Heg(y, S), can be calculated explicitly in terms of
the phase volume of the Hamiltonian system. This calculation shows that it has the
meaning of the total energy of the system. Entropy in (2.45) is a given constant. In
many models of continuum mechanics, the kinematic variables can be viewed as the
slow variables of the underlying Hamiltonian system. Therefore, if the dissipation is
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neglected, the governing dynamics is Hamiltonian, and the corresponding principle
of least action must exist.” This implies that only quite special interactions with spe-
cific “variational reciprocal relations” are possible in continuum mechanics. Most
considerations in this book are based on that point.

In general, if the dissipative terms are taken into account, then the slow evolution
is governed by the equations

M — ™ dHeg(y, S) . lDlW O Hege(y, S)

.S

dt ay T . 5) ayV

das 1 OHe(v, S) 0Hoge(y, S OHe(y, S

a5 _ L pwy s it (Y, S) 0 Hegr(y ), T — et (Y )' (2.46)
dt T2 Iyt dyv LN

In these equations, the dissipative processes are characterized by the dissipative
coefficients, D*¥ (y, S). The dissipative coefficients must be symmetric:

D" (y, S) = D"(y, S). (2.47)

Equation (2.47) may be viewed as an extension of Onsager’s relations to the
non-linear case.

Equations (2.46) form a system of ordinary differential equations for unknown
functions y*(¢t) and S(¢). The model is specified by the effective Hamiltonian,
H.i(y, S), and the dissipative coefficients, D*"(y, S). The effective Hamiltonian
is determined by the equilibrium properties of the system since it can be expressed
in terms of its phase volume. In contrast, the dissipative coefficients are the char-
acteristics of the nonequilibrium behavior; they describe the mixing properties of
the underlying Hamiltonian system. The dissipative coefficients are independent of
equilibrium properties: one may envision the systems with the same equilibrium
properties but different laws of evolution to equilibrium.

Energy of the system, Hex(y, S), is conserved in the course of evolution to
equilibrium:

Hee(y, S) = E = const, (2.48)

as it must be for an isolated system. Indeed,

dHew(y, S) _ dHeu(y, S) dy" N dHei(y, S)dS
dt T 9yr drt s dt’

(2.49)

and the right hand side of (2.49) vanishes due to (2.46).
The energy conservation allows us to reduce the order of the system. The re-
sulting equations take a simple form if expressed in terms of the function, S(E, y),

7 The fact that (2.45) holds for isolated systems is not a constraint in consideration of continuum
media: the isolation requirement just specifies the boundary conditions and does not affect the
differential equations.
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which is the solution of (2.48) with respect to S for a given E. For this function,
similarly to (2.26),

1 9S(E, y) IS(E,y) 1 dHew(y, S)
T oE dyr T ayr

Therefore, the governing differential equations become a system of m differential
equations of the first order:

dy* 1 IS(E, y)

— 1224

dr T Y 9S(E, y)J0E  ay

) 1 IS(E, y)
+D”(y,S(E,y))GS(E’y)/aE FICI

(2.50)

This system is determined by the functions, S(E, y) and D*'(y, S), while E is
considered as a given parameter.

An important process which is not covered by (2.46) or (2.50) is heat conduction.
In this case, the slow variables, y*, are the energies of small parts of the body;
they are not the coordinates or momenta of the underlying Hamiltonian system. The
equations of heat conduction also possess a special structure; the reader is referred
to [50] for consideration of this case and for further details regarding the derivation
of (2.46) and (2.50).

2.7 Secondary Thermodynamics and Higher Order
Thermodynamics

The special structure of thermodynamic equations, comprised of the existence of
energy and entropy, the equations of state and the constitutive equations and the
special form of equations of nonequilibrium thermodynamics, pertains only to the
equations governing the evolution of slow variables of a Hamiltonian system. Such
a theory may be called primary thermodynamics. It might happen that the equations
of primary thermodynamics also admit two well-separated time scales. One may
wonder what are the governing equations for the slow variables of the primary
thermodynamics or, in other words, which equations do we get after the elimi-
nation of the fast variables in the equations of primary thermodynamics. We call
the corresponding theory of slow variables of primary thermodynamics secondary
thermodynamics. There are two important examples of secondary thermodynamics:
plasticity theory and turbulence theory. Plasticity of crystalline bodies is caused by
motion of defects of crystal lattice, such as dislocations. The crystal lattice may
be viewed as a Hamiltonian system. The defects are the slow variables of this
Hamiltonian system. Therefore the governing dynamical equations for defects are
the subject of primary thermodynamics. Accordingly, macroscopic plastic behavior
of crystals and polycrystals is the subject of secondary thermodynamics. Another
example: turbulence theory. Equations describing fluid motion are the equations
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of primary thermodynamics. In the case of a chaotic fluid motion, turbulence, the
motion is characterized by fast and slow variables. Elimination of fast variables and
construction of the equations governing the slow variables is the major goal of tur-
bulence theory. For both examples of secondary thermodynamics, the development
of a theory of slow variables has not been completed yet. In particular, it is not
known whether the equations of secondary thermodynamics must possess a special
structure, as do the equations of primary thermodynamics. Most probably, there are
no statements of the same level of generality as for primary thermodynamics. In par-
ticular, in turbulence theory different flow geometries may yield quite different sys-
tems of equations for slow variables. One feature of secondary thermodynamics can
be quite general though. If the equations of primary thermodynamics exhibit chaotic
behavior, then a new entropy can enter the theory. As in primary thermodynamics, its
meaning is two fold: the new entropy characterizes fluctuations of the slow variables
and the information on the system lost in the elimination of fast degrees of freedom.
In the case of materials with random microstructures, this new characteristic called
entropy of microstructure is introduced and studied in Sect. 18.5—18.8. In contrast
to thermodynamic entropy, entropy of microstructure should decrease in an isolated
system.® This feature is caused by the appearance of attractors in the phase space:
the phase volume shrinks when the system approaches the equilibrium state.

One may envision the situations when a secondary thermodynamics model pos-
sesses two well-separated time scales. Then the elimination of the fast variables
yields the equations of tertiary thermodynamics, etc. What will be common for all
levels of thermodynamics is the existence of energy and entropy equations as long
as energy and entropy remain slow variables. Besides, thermodynamic entropy, once
appeared, will remain an increasing function for closed systems.

The existence of entropy is intimately related to the Hamiltonian structure of
microdynamics. Such a structure is guaranteed by the classical approximation in
quantum mechanics. However, if the quantum mechanics problem has two well-
separated time scales, the elimination of the fast variables may yield the dissipa-
tive equations already at the level of the quantum mechanics description. On the
next level, the classical mechanics description, one would have a system that is
not Hamiltonian but instead a system with dissipation. Presumably, entropy can
still be introduced, but such a consideration seems not have been pursued yet. The
continuum mechanics level of description will then correspond at least to secondary
thermodynamics.

8 An exception is the case of unstable systems. For such systems entropy of microstructure can be
generated without external actions.



Chapter 3
Continuum Mechanics

3.1 Continuum Kinematics

Continuum kinematics. A continuum is a system consisting of an infinite number
of particles. More precisely, a continuum is defined as a set of particles which is
in a one-to-one correspondence with a set of points of some region V in three-
dimensional space R3. Each particle can be assigned its “name”: the coordinates
of its counterpart in region V. We denote these coordinates by capital Latin let-
ters X!, X2, X3, in contrast to the coordinates of the observer’s frame, which are
denoted by x', x2, x3. The latter are called Eulerian coordinates, while the coor-
dinates X!, X2, X3 are usually referred to as Lagrangian coordinates or material
coordinates.
Positions of the particles at any instant ¢ are described by the functions

=2 (X X X0

We use the small Latin indices i, j, k,! for numbering Eulerian coordinates,
while for Lagrangian coordinates another group of indices, a, b, ¢, d is employed.
We will call these indices observer’s indices and Lagrangian or material indices,
respectively. The reason for such a distinctive notation will be explained later. So,
for the particle trajectories we write

xh=x" (X 1) 3.1
or, if the indices are suppressed,1
x=x(X,1).

Distinguishing the points of the continuum and assigning each one a “name,” X,
is a key point in the definition of continuum. For, if we do not identify particles, we

' We do not strictly maintain this order of the arguments throughout the book and, in cases when
the dynamic effects are of primary concern, we write x = x(t, X).

V.L. Berdichevsky, Variational Principles of Continuum Mechanics, 67
Interaction of Mechanics and Mathematics, DOI 10.1007/978-3-540-88467-5_3,
© Springer-Verlag Berlin Heidelberg 2009
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Fig. 3.1 Lagrangian and Eulerian coordinates

are not able to introduce such notions, as, say, velocity (defining velocity, one has
to say velocity of which object is considered).

Region Vis usually identified with the initial position of the continuum. The cur-
rent position of the continuum is denoted by V (Fig. 3.1). If we wish to emphasize
that the region V changes in time, we write V (¢) instead of V.

For a given observer’s space point x and a given instant ¢, one can consider (3.1)
as a system of three (non-linear) equations with respect to Lagrangian coordinates.
In principle, this system of equations can be solved, and one can write

X=X or X = X (x,0). (3.2)

Equations (3.2) show which particle arrives at the space point x at the time 7.

We will call the functions x(X, ) the particle trajectories, and, in case of statics,
when these functions do not depend on time, the particle positions. The inverse
functions, X (x, t) will be called the Lagrangian coordinate flow.

In addition to functions x (X, ), behavior of continuum may need to be charac-
terized by other functions u (X, t), some “internal degrees of freedom,” like temper-
ature, plastic deformations, concentration of chemical species, etc. Selection of the
proper set of characteristics is the first step in continuum modeling.

Tensor character of continuum mechanics equations. We have introduced two
coordinate frames, the observer frame with the Eulerian coordinates x!, and the ma-
terial frame with the Lagrangian coordinates X“. Even if Eulerian coordinates are
Cartesian, Lagrangian coordinates are, in general, curvilinear (Fig. 3.2). Therefore,
the technique of curvilinear coordinates appears naturally. Besides, all the relations
we consider must not depend on the choice of Eulerian and Lagrangian coordinates.
Thus, tensor analysis must be employed. In order to make the text approachable
for the reader who is not familiar with tensor analysis and the theory of curvilinear
coordinates, the following simplifications are made. First, the text is written in such
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Fig. 3.2 Curvilinear nature of
Lagrangian coordinates: V
material frame in the initial / \
and the current states [ ]

Initial state Current state

a way that all remarks concerning tensor character of the relations derived can be
omitted without detriment to understanding the key part of the material. Second,
though all equations in the book are written in a proper tensor form distinguishing
upper and lower indices, the reader may decline making a difference between upper
and lower Eulerian indices i, j, k, [, accepting that the observer frame is Cartesian.
Therefore, for example, one can identify x' (X, ¢) and x; (X%, ¢). Such identifica-
tion, however, cannot be made for quantities with Lagrangian indices; for example,
X% and X, must be treated as different quantities. If a quantity with Lagrangian
indices is used with upper and lower indices we always provide the link between
the two. Third, we use the Cartesian coordinates for the observer’s frame; therefore
the covariant derivatives do not appear, and the space derivatives with respect to
Eulerian coordinates are just d/dx’. The subsections concerned with the issues on
tensor features of continuum mechanics are furnished with the sign * which indi-
cates that the subsection can be omitted by an uninterested reader. The only tensor
notation which the reader is supposed to know is the summation convention over
repeated indices introduced in Sect. 1.4. One simple statement from tensor analysis,
the sum a"/b;; is zero if @'/ is symmetric and b;; is anti-symmetric, is also used.
Perhaps, the only part of the book where the knowledge of tensor analysis cannot
be avoided is the shell theory (Chap. 14) where the coordinate system on the shell
middle surface is inevitably curvilinear.

Distortion. Derivatives

s axt (X, 1)
“aT gxa

are called distortions (the term deformation gradient is often used as well). Deriva-
tives

X (x,t
xe = X000
Jax!
are called inverse distortions.
They obey the equations
X0 =68, x,X] =35, (3.3)

where &' is Kronecker’s delta: 8; = 1ifi = j and 8’ = 0if i # .
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The first equation (3.3) can be obtained from the identity
X (X (x,0), 1) =x", (34)

which expresses the fact that functions X (x, ¢) are solutions of (3.1). Differentiating
(3.4) with respect to x/ and using the chain rule, we obtain

ax' (X (x,0), 1) ox' (X (x,1),1)0X (x,1) dx!

iya _ 7 __ i'
oxi X4 P e Py

i.e. the first equation (3.3) holds. The second equation (3.3) is derived similarly from
the identity

X (x(X,0),t) = X"

Matrices will be denoted by double bars: Hx; H means the matrix with the compo-
nents x.. Equations (3.3) mean that the matrix HXf’ H is inverse to the matrix Hx}, ”
Indeed, let the upper indices number the columns, while the lower indices number
the rows. Then (3.3) can be written as

’

el - 151 = 118

O ol I B g

i.e. X{ are the components of the inverse matrix. This explains the term “inverse
distortion” for X¢.

Velocity. Time derivative when Lagrangian coordinates are kept constant is denoted
by d/dt and called material time derivative. By definition, the particle velocity is

; dx'(X, t)
V= —
dt

As has been mentioned, velocity cannot be defined if Lagrangian coordinates are
not introduced explicitly: v’ (X, t) is the velocity of the particle with the Lagrangian
coordinate X.

Velocity and distortion obey the compatibility relation

' dx 3.5)
axa  dr’ '

Inverse matrix. Let the determinant of matrix ‘

ai|.

a = det ”a;

9

be not equal to zero and ag-_l)i be the components of the matrix which is inverse to

the matrix ‘ a;
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Jai ] - a7 | = ]

To write this equation in the index form we accept a convention that the upper and
the lower indices are the numbers of the row and the column, respectively. Then
(=D

a; ~ obey to the system of equations

aa "V =5, (3.6)

Equations (3.6) may be considered as a system of n linear equations with respect to
a(_ll" assuming that a’} are given. It follows from (3.6) that aﬁ_l)’ obeys also to a
system of equations,

a;a(_lzk = 8?. 3.7

In equation (3.6) the lower index of a; is involved in summation; in equation (3.7)
the upper index does. Equations (3.7) is an index form of the matrix equation,

o] e = 15

To prove (3.7) one can first check that, due to (3.6),

(@a"" = 8hap = 0. (3.8)

(opening brackets in (3.8) we arrive at an identity, a;' — a;" = 0). Since det Hag
0, equation (3.7) follows from (3.8).

Metric tensor. The distance ds between the points with coordinates x’ and x’ 4 dx’
is, by definition,

#

ds® = gi;dx'dx’, (3.9)

where g;; = g;; are called the covariant components of metric tensor. Determinant
of the matrix H 8ij H is denoted by g :

g = det g - (3.10)
In Cartesian coordinates g;; are constant and equal to Kronecker’s delta §;; while
g=1

Contravariant components of metric tensor, g/, are, by definition, the compo-
nents of the matrix inverse to the matrix || 8ij ||

g g = 8.

In Cartesian coordinates, g/ = g;; = §;;.
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Similarly, the distance between the two material points X¢ and X¢ + dX“ is
ds® = gupd X“d X, (3.11)

where g, are the Lagrangian components of the metric tensor.
Comparing (3.9) and (3.11) and using the equality

dx' = xédX”,

we obtain the expression of the metric tensor in Lagrangian coordinates in terms of
distortion:

i ]
8ab = 8ijXgXj- (3.12)
Contravariant components of metric tensor in Lagrangian coordinates, g®°, are

the components of the inverse matrix to the matrix ||g,5|. The reader is invited to
check that

g =gUX{X", X! =g;g"xi. (3.13)
The Levi-Civita symbol. A system of numbers ¢;;x = efj = ¢7* where
ey =e3p=en =1, ey;=epn =e3=—1,

and all other ¢;j; are equal to zero is called the three-dimensional Levi-Civita sym-
bol. The Levi-Civita symbol is used for explicitly writing determinants and vector

products. For any tensor a’, the determinant of the matrix H

det |a}|| = eijualaral. (3.14)
Note also the following relations:

eijrajaga, = det |[a}| e, (3.15)

1 k lmn
]|| = 3'e,jka,a a e (3.16)

det ||a

In Cartesian coordinates the vector with the components e; jkaib-i is called the

vector product of the vectors with components a' and »/. An important role in
operations with vector products is played by the identities

eijie™ =887 — 88, eije’ =24, (3.17)

In Cartesian coordinates the Levi-Civita symbol coincides with the Levi-Civita
tensor, &;jx, defined in the next subsection.
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The Levi-Civita tensor®. It is easy to derive from (3.15) that the quantities &;jx
which are equal to ,/ge;x in coordinate systems of one orientation and to —,/ge;jk
in coordinate systems of the opposite orientation form the components of a covariant
tensor of the third order. This tensor is called the Levi-Civita tensor.

One can introduce two Levi-Civita tensors setting €3 = l or 153 = —l ina
dextral Cartesian coordinate system (i.e. at right handed orientation). Accordingly,
there are two ways to introduce a vector product. The two vector products differ by
a sign. In what follows, we assume €123 = ,/g in a dextral coordinate system.

Appearance of the Levi-Civita symbol in a theory indicates that left handed and
right handed coordinate systems are not equivalent.”

Note the relation for contravariant components of the Levi-Civita tensor:

ijk _ i’ jj kK _ i
el =8 8" 8 &injw = ——=€’". (3.18)

NG

The identities (3.17) yield the corresponding identities for the Levi-Civita tensor:
g™ =887 — 878, eijne't =261, (3.19)

In a Cartesian coordinate system, &;jx = /% = ¢;j;.

Formula for inverse matrix. We will employ a useful explicit formula for the com-
ponents of the inverse matrix in terms of the determinant a.

The determinant a is a certain function of the matrix components: a = a (a;)

The components of the inverse matrix a~" ’; are the derivatives of Ina:
1 da dlna

atbJ = - (3.20)

i i i
a ) )
aaj aaj

The reader can easily check the validity of (3.20) for two-dimensional matrices
by direct inspection. Since this formula will be used further on many occasions, we
give here its proof for 3 x 3 matrices; the proof in general case is similar. From
(3.14),

Hence,

Imn

2 The exceptions are the cases when &iji are contained in products such as g;;e"™" which are

invariant with respect to the sign change of &; .
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Here we used that summation of object, e;;x, which is anti-symmetric over ij , and

the tensor abas, which is symmetric over ij, is zero. Similarly,

——d =0.
aaa1 3

Therefore, the term 1/a da/da) obeys (3.7) with

( 1)1 1 da

i a aal

Other relations (3.7) are verified in the same way.

Jacobian of transformation from Lagrangian to Eulerian variables and related
formulas. Denote by A the Jacobian of transformation from Lagrangian to Eulerian
variables:

A = det || x|

The following useful consequences of (3.15) hold:

. 1
J .k avybyc
€ijkXgXp X, = Aegpe, €abe X X X, = Keijk’ (3.21)
abe i J ljk ijkyraybyc 1 abc
ePxix)xF = Ae e Xinszge .

Contracting the second equation (3.21) with xéxl{ we obtain:

1 i J
Ke,-jkxaxb. (322)

each/i =
Further contraction of (3.22) with ¢®° and use of the second formula (3.17)
yields

1
Xi =33 —eijixixf et (3.23)

The same result can be obtained from relation (3.20) by differentiation of
Jacobian,
1 9A

X{=—-—. 3.24
Y Aaxd (324)

An equivalent form of (3.23) is obtained by contraction of (3.23) with Levi-Civita
symbol, ¢/'/'*, and use of (3.17):

. 1 . .
c ijk _ ~ i J abc
Xpe'" = At
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Similarly to (3.23), distortion can be expressed in terms of inverse distortion:

k _ ; ijk yayb
X, = > det ”Xl“ ”e X; Xjeabc. (3.25)

Lagrangian components of metric tensor and Levi-Civita tensor. The determi-
nant of the matrix det||g,s|| will be denoted by g. According to (3.20), the con-
travariant Lagrangian components of metric tensor are related to g by the formula

1 92
g == 2 (3.26)
8 agab
For Lagrangian components of the Levi-Civita tensor we have
= : 1 :
Eabe = \/geabc, 8abc — ﬁeubc.
Note that
g = gA% (3.27)

Therefore formulas for Lagrangian components of the Levi-Civita tensor can be
written also as

1
=——e¢
JgA

The initial position/initial state. Consider the position of continuum at some initial
instant #y:

Eabe = /8heape, & abe, (3.28)

xh=x (X 1) =X (X). (3.29)

Lagrangian coordinates can be always chosen to coincide with the Eulerian co-
ordinates at the initial instant. Then the functions (3.29) become

(XY =x", ¥ (x)=x% £ (Xx)=Xx". (3.30)

Transformations of Lagrangian coordinates change functions (3.30). Therefore,
in order to maintain the ability to keep the invariance of all the relations with respect
to the transformations of the Lagrangian coordinates, we will describe the initial
position of the system by functions (3.29) of general form.

The components of the metric tensor in the initial state are

° of o] oab ij vaxb
8ab = 8ab (X, 10) = giji X}, 8% =g"X{X].

Here,
oi
TN W

All the initial values are furnished with the symbol °.
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Transformation from Eulerian to Lagrangian coordinates. Let f (x,?) be a
scalar function of Eulerian coordinates and time. From this function, two different
functions of Lagrangian coordinates, f (x (X),t) and f (x (X, 1), t), can be con-
structed. In what follows, if not noted otherwise, we use the second way, i.e. the
transformation from Eulerian to Lagrangian coordinates and back is done by means
of the particle trajectories x (X, t) and the Lagrangian coordinate flow X (x, 7).

Two groups of transformations*. Continuum mechanics equations have a tensor
character with respect to the two groups of transformation: the group of Eulerian
coordinate transformations,

Xt =x"(x)), (3.31)
and the group of Lagrangian coordinate transformations,
X" = X" (x. (3.32)

Now we can give a precise distinction between Eulerian indices which we
denoted by the group of letters i, j, k, [ and Lagrangian indices for which the let-
ters a, b, c,d were reserved. The group (3.31) causes the transformation of Eu-
lerian indices while the objects with Lagrangian indices are not affected by this
group and behave as scalars. Similarly, the group (3.32) yields the transformations
of the objects with Lagrangian indices leaving the objects with Eulerian indices
unchanged.

The examples are: velocity, v, a vector with respect to the group (3.31) and a
set of three scalars with respect to the group (3.32); the metric tensor g,, a set of
six scalars with respect to the group (3.31) and a tensor of the second order with
respect to the group (3.32); distortion x/, a set of three vectors with respect to the
group (3.31) and a set of three vectors with respect to the group (3.32).

Using the first letters of the Latin alphabet a, b, ¢, d for Lagrangian coordinates
is a tribute to the tradition of the nineteenth century to denote the three Lagrangian
coordinates by the first letters of the Latin alphabet a, b, c.

Juggling with indices. Indices are moved up and down by the following rule: For
an object with upper index, T, by definition,

T =g, T
Accordingly,
T =¢"T;.

Since we agreed to deal with Cartesian observer’s frame, g;; = g = §V, we
have T! = T;. Nevertheless, in order to have all the relations in tensor form, we
keep the metric tensor when necessary.
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For the objects with the Lagrangian indices, keeping the metric tensor while jug-
gling with the indices is always necessary because in Lagrangian coordinates we
have two different metric tensors, g,, and g,5, and, to avoid ambiguities, we have
to specify which one is used for juggling.

Strain measures. Distortion x}; (X, t) describes an affine deformation of an in-
finitesimally small element of the continuum in the neighborhood of a point X.
There are two ways of extracting strain from the distortion. Strain is a part of affine
deformation not affected by the rotation of the element. The first way uses the metric
tensor in the Lagrangian coordinate system. It is apparent that the tensor g,; mea-
suring the distances does not depend on the rotation of the material element. The
tensor

1

Eab = = (gab - éab) =

: (gi,-x;xg—gaab) (3.33)

N =

can be used as a measure of strain.

The second way of defining strain is based on splitting the matrix ”x(’l H into the
product of a symmetric positive matrix® with the components |x|,, and an orthogo-
nal matrix with the components A7,

xh = x| AP (3.34)
The orthogonality of the matrix || Al ” means that
gij)‘-ib)\-jc — ébc’ gbc)‘-ib)‘-jc — glj (335)

Formula (3.34) corresponds to presenting the affine deformation as a superpo-
sition of extensions in three directions and orthogonal rotation. Indeed, by rotating
coordinates one can put a symmetric matrix, |x|,, , into diagonal form. The fibers
directed along the axes of the new coordinate system (along the principal directions
of the tensor |x|,,) elongate or contract depending on whether the corresponding
eigenvalue of the tensor |x|,, is greater or smaller than unity. The final distortion
is obtained by rotation of the deformed fibers. Presentation of matrices in the form
(3.34) is called the polar decomposition.

Tensors |x|,;, and g, are related as

8ab = 8ijXix) = & X4 1XLpa - (3.36)

According to (3.36), g,» and |x|,, can be made diagonal by the same orthogonal
(with respect to the metric g,;) transformation.

Formula (3.36) provides a one-to-one correspondence between g, and |x|,, . In-
deed, if |x|,;, is known then g, is determined by (3.36). The principal coordinates of
tensors |x|,, and g, (the coordinates in which |x|,, and g, are diagonal) coincide

3 Positiveness of a symmetric matrix means that its eigenvalues are positive.
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according to (3.36). If g, is known, then, to find |x|,,, one makes an orthogonal
transformation which diagonalizes g,5. Since |x|,;, are diagonal in the same coordi-
nate system and the principal values are positive, we have (for g,, = 845)

lxlii = V&1, x|l = Vg2,  Ixls=83.

Since the tensor |x|,, is a “square root” of the metric tensor, it is called the
distortion modulus.

The tensor |x|,, depends on the distortion semilinearly, i.e. if the distortion is
multiplied by a positive constant, |x|,, acquires the same factor.

The tensor A”” can be expressed in terms of x as

Ab = x| Dba i
where |x|T P is the inverse of the tensor | x| 4p:

¢ X171 = 85
In the system of coordinates in which the tensor |x|,, is diagonal,

|(71)22 — 1 |x|(71)33 — 1

|(*1)11 _
= , .
|x]22 |33

_7 |x

|x
lx11q

Therefore, |x|,;, and A’ are uniquely determined in terms of the distortion x!.
Using the tensor |x|,;, we can construct a second strain measure:

Yab = 1Xlap — &ab- (3.37)
Note that

1Xlap = |Xlapli=s, = 8an-

This equality can be checked by transforming tensor ||, into its principal axes.
According to (3.36) and (3.37), the strain tensors &,5, and y,;, are related as

1
ocd
€ab = Yab + Eg‘ YacVbd- (3.38)
Strain measures &,, and y,; are useful if the deviations of g,, from their initial
values, g,, are small. Otherwise, it is more convenient to use g,, as the primary
characteristics of deformations.

A representation of three-dimensional orthogonal matrices. The matrix with the
components A, orthogonal in sense of (3.35), can be orthogonal in the usual sense
if it is multiplied by matrix || £} |, &/ = #/1/¢. Indeed from (3.35) we find that the
matrix ||a,- | H is inverse to itself:

aijakj = S,i oo = 8,{. (3.39)
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A characteristic feature of the orthogonal transformation in three-dimensional
space is that an orthogonal transformation keeps one line, the axis of rotation, im-
mobile. Denote the axis of rotation by C and the unit vector directed along it by c;.
Since the transformation does not change c;,

ijo..
a“c;=cC.

Due to the orthogonality of o’/ we can also write
ale; =l

The orthogonal transformation can be given by vector ¢; and the angle 6 of
counterclockwise (if observed from the end of ¢;) rotation around the line C. The
couples (c¢;, 0) and (—c;, —0) define the same transformation. The components of
the orthogonal matrix, o/, are expressed in terms of ¢/ and 6 as

o = cosOg + (1 —cosB)clc! — sinfe*ey. (3.40)

This can be checked by writing down (3.40) in an orthogonal coordinate system one
of the axes of which coincides with C.

Inversely, if the components of matrix a’/ are known, the angle 6 is found by
means of the formula

cosf = = (af — 1), (3.41)

| =

It follows from (3.40) by contraction over indices i, j. Then the vector ¢; is com-
puted by contracting (3.40) with ¢;;; and using (3.19); :

1

ij
— g,
2sing

Cy =

The analogous expression for the orthogonal matrix with the determinant equal
to —11is

o = cosOg — (1 +cosB)c'c! —sinbeFey. (3.42)

Space and time derivatives. The derivatives with respect to time with Eulerian co-
ordinates held constant will be denoted in several ways depending on convenience:

h=0),=0),=—.

Similarly, for spatial derivatives with respect to Eulerian coordinates we use the
notation

J
oxt
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while spatial derivatives with respect to Lagrangian coordinates are denoted as

)
X4

=9, = () a-
Obviously, for any function of Eulerian coordinates and time, u(x, t),

du du(x(X,1),t) Ou ou dx' u Lo u
— ==+ ——=—+Vv—.
dt dt ot axt dt ot dx!
The order of differentiation with respect to time and space coordinates, 9, and
d;, can be changed:

99 a0
axi ot ar ax'’
Similarly,
9 d _d 9
oXedr  droXe
However,

a d d 9 d 9 a 9

oxide 7 dtoxi® 9Xaar | 9t oXa

The operator 9, applied to the components of a tensor with Eulerian indices re-
sults in tensor components with a similar index structure. The same is true for the
operator d /dt applied to tensor components with Lagrangian indices.

The material time derivative of tensor components with Eulerian indices does not
yield a tensor. For example,

dx! a dx' L OV

di X4 di | 9xe | aggk

(3.43)

Quantities dx! /dt do not transform by tensor rules since they are expressed in terms
of partial (not covariant) derivatives of velocity.

The strain rate tensor. The components of the strain rate tensor in the Lagrangian
coordinate system are defined as

dgab
dt

€ab =

Differentiating (3.33) with respect to time, we get

vt
ey = <gijmx;> Y(@<ob). (3.44)
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By (a <> b) we denote the previous term in brackets with index a changed to b
and index b changed by a.
Equation (3.44) can be rewritten as

C (o o)
2eqp = x;xé (@ + @) . (3.45)

4

Contracting (3.45) with inverse distortions X;'X i? , we obtain the following ex-
pression for the strain rate tensor in the Eulerian coordinate system, ¢;; = XX i? Cab:

1 /ovt v/
eij = 0ivj = E <@ + g) . (3.46)
The parentheses in indices stand for symmetrization:

1
aij) =5 (aij +aji).-

Let us emphasize that the time derivatives of Eulerian components of the strain
tensor, &;; = X?stab, are not equal to ¢;; :
d&‘,‘ i

J
eij # —-.

Rigid motion. Consider the motion of the system when the distortion x! does not
depend on the Lagrangian coordinates. In this case, the particle trajectories are

x' =) + ol (1) X° (3.47)
Functions x' = r (¢) define the trajectory of the particle with the zero Lagrangian
coordinates.

The motion (3.47) is called homogeneous deformation. It is called rigid if the
distortion, x' = a!, is an orthogonal matrix, i.e.

gijolal = g, §Plal = gV, (3.48)

4 In curvilinear Euler’s coordinates one has to differentiate in (3.44) the metric tensor as well. That

yields an additional term <$£ x’x; in (3.45). Since

dgij (x* (X“, 1) _ 98 ko 98
dt dxk 7 gxk

where I} are Kristoffel’s symbols, (3.45) gets a tensor form

m m
= gmjrik + gmirj[\vv

2e. = x;x,’; (V;vj + V_/vi) .

where V; is the covariant space derivative in Eulerian coordinates.
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For g;j = 8ij, 8ab = dap, the matrix af, is orthogonal in the usual sense.
Note that the second equation (3.48) follows from the first one, and vice versa.

ab i sac k

Indeed, denote g°a’ o] by g . Contracting the first equation (3.48) with g“aX, we
get the relation g;; gikozé = oz’,j which, due to the non-degeneracy of the matrix || ol |,
implies that g;;g"% = 6;‘.. Therefore g'* = g~k = g% as claimed; similarly, one
can prove that the first equation (3.48) follows from the second one.

In rigid motion, according to the first equation (3.48), the strain tensor is equal
to zero. The inverse statement is also true, i.e. if the strain tensor is equal to zero at
every point of the continuum, the particle trajectories are given by formulas (3.47)
where o/, is an orthogonal matrix. Hence, the rigid motion can be defined as a motion
for which the distance between any two points of the continuum does not change
over time.

The continuum which performs only rigid motions is called a rigid body. The
velocities of the particles of the rigid body can be found by differentiating (3.47):

dozfl (1) odrt
e IXe oyt =—, 3.49
dt " dt ( )

V(X)) =u () +
Here u' is the velocity of the point with the zero Lagrangian coordinates.
Let us find the velocity field v' as a function of Eulerian coordinates. In order
to do this, we first need to express the Lagrangian coordinates in terms of Eulerian
coordinates from (3.47):

X (x' 1) = @) (x; —r; (1) (3.50)

It does not matter which metric tensor, %> or g%, is used to lift the index in o
because §*?=g" for a rigid motion. Substituting (3.50) into (3.49), we get

V() =l () 4+ o @) (x; — 1 (1) (3.51)

where we introduced the notation

ot = ol (1) % (3.52)
B dr’ '

Tensor @/’ is antisymmetric with respect to i, j. Indeed, differentiating the sec-
ond equation (3.48) with respect to ¢ and using the definition (3.52), we obtain

d o . .
7 (a;a,j]g’“h> =o'+’ =0.

Antisymmetric tensors of the second order, ", in a three-dimensional space are
in one-to-one correspondence with vectors, wy, such that

. . 1 .
o = ay,  wp = Eskija)”. (3.53)
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Relations (3.53) follow from (3.19). The vector

1 wda

Wk = §8ki jo DT

is called the angular velocity vector of a rigid body, w*/ the tensor of angular veloc-

ity, w'/dt the tensor of infinitesimally small rotation, and dg; = w;dt the angle of

infinitesimally small rotation. The kinematic relation (3.51) in terms of the vector
of angular velocity takes the form

(3.54)

v (xk, t) =u' (1) + My (xj —r; (t)) . (3.55)

Time derivative of Lagrangian coordinates. By the definition of the material time
derivative,

dx¢
=0. 3.56
yr (3.56)

If one plugs into (3.56) the dependence of X“ on Eulerian coordinates, one gets

dX“(t,x) _ dX“(,x(1,X)) _ 0X“(r,x) X dxl

dt dt ot axi dt
or
axXe . axe
! — =0. 3.57
ar TV on (3-57)

Equations (3.57) may be considered as a system of three linear equations with
respect to velocity. Contracting (3.57) with x; and using the first equation (3.3) we
obtain

;0X¢

(- 3.58
v X (3.58)

Equation (3.58) presents velocity in terms of time and space derivatives of the
Lagrangian coordinate flow X“(z, x) because x’ may be viewed as some functions
of the derivatives of X“(t, x), X{'.

Time derivative of the inverse distortion. Let us show that

dX< vt
L —_xa_" 3.59
dt b oxd ( )
Indeed, differentiating (3.57) with respect to xJ, we have
d 9X® .9 9X? vl ax“
2 i 2 - (3.60)

- v - - - -
Jdt dx/ dxt dx/ dxJ dx!

Since the sum of the first two terms in (3.60) is dX;f/dt, we arrive at (3.59).
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Invariant integration. In an Eulerian coordinate system, the volume element dV is
dV = Jgdx'dx*dx’ (3.61)
where g is the determinant (3.10). After the coordinate transformation, x — X,
dv = Jg|AldX'dXx*dXx?,
where A is the Jacobian of transformation. Since, due to (3.27),
Ve =zl (3.62)
the volume element in Lagrangian coordinates in the current state is
dV = /gdX'dx*dXx>. (3.63)
Similarly, in the initial state,

dV = /3dX'dx*dX?, & =det|gaml . (3.64)

It can be proved that dV and dV are scalars with respect to transformations
of Lagrangian coordinates which do not change the orientation of the coordinate

system.
Integrals

/ Pdv, / ddV

v 14

have the same form in all Lagrangian coordinate systems, X¢, if ® is a scalar with
respect to transformations of Lagrangian coordinates.
The following equality holds:

/ O /2dX'dX*dX> = / ®./gdx'dxdx>, (3.65)
14 14

where V is the region occupied by the system in the current state. Equation (3.65)
allows one to convert the integrals over Eulerian variables to the integrals over
Lagrangian variables and vice versa.

The continuity equation. Denote by p the mass density. Then the mass of the
material occupying the volume element dV is pdV. We assume that the mass of
each volume element does not change in the course of motion, i.e.

pdV = pydV, (3.66)
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where py is the mass density in the initial state. Then, from (3.63), (3.64), and (3.66),
it follows the so-called continuity equation in Lagrangian variables:

P& = pov/g. (3.67)

In the initial state, the mass density py and the metric tensor are some given func-
tions of X“. For given particle trajectories, one can find g; therefore, the continuity
equation can be considered as an equation allowing one to find the mass density, p,
if the continuum motion is known:

(3.68)
V&
In terms of the determinant of distortion, A, according to (3.62),
o 1
_ M _ (3.69)

o= .
V& 1Al

Hence, the mass density is a function of distortion, xj;. Further we assume that
A > 0, and the sign of the absolute value in (3.69) can be dropped: at the initial
state A > 0, and, in order to change the sign, A must become zero at some space
point; vanishing of A would mean a collapse of a material volume to a point or a
surface — we exclude such cases from consideration.

In many cases it is convenient to consider mass density as a function of Eulerian
coordinates. As such, mass density obeys the equation

dp '

— =0. 3.70
dt + pax’ ( )

To derive (3.70) we differentiate (3.69) with respect to time while keeping the
Lagrangian coordinates constant and use (3.24) and (3.43):

dp pov/& A dx! _ Jdxl L o vl

di - Jghaxi dt T ar

Fgxa axi’

The formula for mass density (3.68) may be considered as the solution of the
differential equation (3.70) for mass density.

Note the relation for the time derivative of the distortion determinant, A, which
follows from (3.69) and (3.70):

dA . Aavi

— =A—. 3.71
dt ox! ( )

Equation (3.66) allows one to convert easily the integrals of densities per unit
mass over the Eulerian variables into the integrals over the Lagrangian variables;
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for example, in the case of the internal energy density per unit mass, U, one can
write

/,oUdV = /poua'f/. (3.72)
v 1%
Derivative of the Jacobian with respect to parameters. Formula (3.71) is a special

case of a more general relation. Consider a coordinate transformation, X — x,
which depends of parameters y*, u =1, ...,m :

xi=x (X”, y“) .

Let A be the Jacobian of this transformation:

9 i
A = det = .
.G
Then
oA 0 ax'(X,
ay“ X=const ax! (:)y“
Indeed,
oA _0A ax) L 0 ax'(X,y) N axi(X,y)
ay“ X=const B axtfl ayﬂ B ' ax« ay“ B axi ayﬂ '

Some identities. Consider an arbitrary coordinate transformation, x = x(X). For
the Jacobian of this transformation an identity holds

——x/ =0. (3.74)

.0 1 -1 9A 9
[ Y A
“oxi A A2 gxi gxi P
__le b(?_x,i _lxb Hx};
CA oxd A 'oXxe
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The identity (3.74) yields another form of (3.71), which employs the Lagrangian
components of velocity, v = Xf’vi,

dA . IAV?
.G

(3.75)

Replacing in the identity (3.75) x by X and X by x and taking into account that
det||0X/dx| = 1/A, we obtain another identity,

J .6
( . A) =0. (3.76)
X4 \ ox!

Divergence form of (3.73). Note another form of equation (3.73):

a [0X¢
= — ( A) . (3.77)
X% \ dy*

It is obtained from (3.73) using the relation,

0A
ay*

X=const

axi(X,y)  ;0X%x,y)
_ — ,

oy Ty (3.78)

which follows from differentiation of the identity
¥ (xe (xk7 y).y) = i
with respect to y*. Plugging (3.78) in (3.73) we have

9A 9, 9Xe

b = —A—X .
ay/‘ X=const ax! aayl/«

Employing (3.74) we obtain

oA g 1 .90X“ ; 0 aX4 0 0X“

— =—-A——x, A=—x,— A=—

VM | ¥ —const axt A gym dxt gym dX® gym
as claimed.

An identity. In transformations of equations of continuum mechanics the following
identity proves to be useful:

apxs) _ P apov/®)
ax/ po/g 90X

(3.79)
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For homogeneous continuum, when py = const, and for Cartesian Lagrangian co-
ordinates in the initial state (with ¢ = 1), the identity (3.79) simplifies to

a(pxd) _

‘ 3.80
Py (3.80)

Formulas (3.79) and (3.80) are written in Cartesian coordinates x. In curvilinear
coordinates partial derivatives with respect to x’ must be replaced by covariant

derivatives.
Formula (3.79) follows from (3.68) and (3.74):

apxs 9 poy/Z 1,0 5
—a——ixé— / ,00\/§

axi T oxi A A Ya

Clap/E e a(pe/R)

A aXT g /B 9XC

An identity similar to (3.79) holds for the inverse distortion,

0 Lo 1 a(pov/3) ) 381

X% p ! ;0)00[ axi

To prove (3.81) we note that

J 1 0 1 1 0 1 1 J . 1 J .
—X?:xé——X?:— —px)— Xf’——Xf—pxé =——X{—px].
X4 p axJ p dx/ o 'ox/ p? ' oaxi

Plugging here (3.79) we arrive at (3.81). In homogeneous media referred to Carte-
sian Lagrangian coordinates,

a 1
—-X{ =0. (3.82)
X p

The divergence theorem. In this subsection, several versions of the divergence the-
orem that will be used later are introduced.

The divergence theorem is a multi-dimensional generalization of Newton’s for-
mula: for any function of one variable, f(x),

/ P = o)~ s,

This formula means that the integral of df/dx does not depend on the value of
f inside the integration region, it is determined only by the end values of f. The
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explanation of such a “paradoxical” feature is simple: the integral is the limit value
of a sum,

, b=a+ (n+ le.

/” df(x)dx _ Z fla+k+1De)— f(a +ke)£
. dx - = e

Writing down this sum in full,

2": fla+(k+1e)— fla+ke)

&

e= fla+e)— fla)+ fla+2e)— fla+te)
k=0
+...4+ fla+ m+ l)e) — f(a + ne)

we see that all the values of function f inside the integration region cancel out. It
turns out that a similar fact holds for multi-dimensional integrals. We formulate it
first for a bounded region V in three-dimensional space R3. Let (*(a¢ = 1, 2) be
some parameters on the surface 9V bounding the region V. The parametric equa-
tions of 9V are

x=re”).
The functions r' (¢%) are assumed to be piecewise differentiable. The coordinates
e L {2 are introduced in such a way that adding a third space coordinate, ;3, increas-
ing away from 9V in the outward direction yields a coordinate system, ¢!, ¢2, 3,
which has the same orientation as the coordinate system x', i.e. det||dx/d¢ || > O.
Consider the object

. , or’
J N J =
N; = ejjriry, 1y = aga”

(3.83)

which is defined on V. This object is “orthogonal” to 9V in the sense that the
contraction of N; with the tangent vectors r,, is zero:

N,' }’é = 0
It is directed outside of V.

Let some continuous differentiable functions O (i = 1, 2, 3) be defined on the
closed region V. Then, the following equation holds:

E10X ‘

/ rdxldxzarx3 = / Q' N;dc'de?. (3.84)
xl

\%4 A%

Equation (3.84) is called the divergence theorem.
We will also need the divergence theorem in the four-dimensional space-time. Let
V4 be aregion in space-time R4, which is swept by the motion of a three-dimensional
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Fig. 3.3 Motion of a t
three-dimensional region V3
in four-dimensional

space-time Q

Vi Ja=r(Ct)

region V3 in R3 (Fig. 3.3). Denote as before the parameters on the boundary, dVj,
of the region V3 by ¢!, ¢2. Then the “time” part of the boundary dV; of the region
V4 is described by the parametric equations

xizri (g‘l,g‘z,t), x4=t, (385)

where small Latin indices correspond to the projections on the space coordinate axes
and the index 4 marks the projection on the time axis. Denote the quantities defined
by (3.83) by N;, where r/, are derivatives of the function (3.85) with respect to ¢“.

For any continuous differentiable functions, (2, QF, in the closed region Vy, the
following equality holds:

a0 )

/ ( +— )dx'dxzdx3dt =
ot Ix!t

2

/ / — ) Nid¢'d?dt + / Qdx'dx*dx® | . (3.86)

fo d Vz

where r! = ar' /ot

{%=const”

Invariant form of the divergence theorem*. Equation (3.84) can be written in the
“invariant” form if we put in (3.84) ) = ,/gw', where o' are the components of
some vector field. In order to do that, we use the relation for the covariant® diver-
gence of the vector o',

. 19 i
Vi = L 9vE (3.87)
Jg ox!

5 The reader who is not familiar with the notion of covariant derivatives can find the necessary
definitions in Sect. 4.6.
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and the relation between N; and the unit normal vector n;,

Ni ZHiﬁ.

NG

where a is the determinant of the surface metric tensor (see Sect. 14.1, and, in par-
ticular, (14.7)). Introducing the invariant volume elements as dV = ﬁdxldxzdx3
and the invariant surface elements as dA = \/ad¢'d¢?, we can write (3.84) as

/v,-w"dv = fwinidA. (3.88)

Vv 2%

Emphasize that, despite its “tensor” appearance, (3.88) has a purely analytical
nature and is not related to notions of the covariant differentiation and/or metrics
that were used in (3.88).

Choosing o' = ¢, and 0> = @® = 0, we obtain from (3.88) in Cartesian
coordinates,
J
/—de:/WlldA.
dx!
v av

Similar relations hold for d¢/dx? and d¢/dx3. Thus,

P
X av = /gon,»dA. (3.89)
dx!

|4 aVv

If in (3.88) x' are interpreted as the Lagrangian coordinates X, g;; as the com-
ponents of the metric tensor in the initial state, g,,, and @' as the components of the
vector in the Lagrangian coordinate system, w“, then (3.88) becomes

/ V,0'dV = / i dA. (3.90)
1% av

Similarly, if g;; are interpreted as the components of the metric tensor in not the
initial but the current state, g5, then instead of (3.90) we get

/Vaa)”dV = /‘a)“nadA. (3.91)
v av

Let us introduce in planes t = const in Vj a spatial metric tensor, g;; (xk , t) ,
and substitute into (3.86):

O = /go, O = \/Ea)i,
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dV = Jgdx'dx*dx®, dA = Jad¢'de?,

where ' are the components of a spatial vector field. Then (3.86) takes the form

/(\/1_86(;;/— +Va))dth =

5]

1
://(wi_wrf)nidAdt+ fwdv . (3.92)

to dV3 Vi to

The quantity r/n; means the surface velocity component in the direction of the
normal to the surface.

Identifying in (3.92) the coordinates, x, with the Lagrangian coordinates, and the
metric tensor, g;;,with the initial metric tensor, 8,5, we get

do o ,\ e
E + Vaa) dvdt =

Vax[to,1]
n

1
=/f(wa_wr;*)ﬁad}1dt+ /wdf’/ : (3.93)

o gV; Vs f
The quantity r{'71, can be interpreted as the velocity of the boundary, Vs, of the
region V3 over the particles.
If in (3.92) the coordinates, x, are identified with the Lagrangian coordinates, X,
while g;; are set to be the current Lagrangian metric tensor, g4, then (3.92) becomes

/(fdtwf+Vw)dth

L

1
://(w”—wr,")nadAdt—l— /a)dV . (3.94)

fo 9V Vs %

Another useful form of the divergence theorem is obtained if one substitutes w
in (3.94) by pw. Then, using the continuity equation (3.67), one can write (3.94) as

/ do + V, 0% |dVdt
e @ —
p dt

Vy
I

1
://(w”—pwrl“)nadAdt—i— /,oa)dV . (3.95)

fo 9V Vs o
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In particular, when w® = 0, (3.95) takes the form

n

t
d
f pd—c;)dth — / f pwringdAdt + / padV | . (3.96)

Vi fo Vs Vs "

3.2 Basic Laws of Continuum Mechanics

Momentum equation. The second Newton law for one particle reads: the rate of
momentum, mv', is equal to the external force acting on the particle

d . .
—mv' = F'.
dt

What is an analogy of this law for a continuum? The answer is not self-evident and
for the classical continuum models is as follows.

Consider a piece of continuum, some region V in the space of Lagrangian coor-
dinates. For an observer, this piece occupies some moving region V (¢). It consists of
the same material particles. Momentum of an infinitesimally small piece of material,
dV, is, by definition, the product of the mass of the particle, pdV, and the particle
velocity, v’. We postulate that the momentum of the entire piece of continuum is the
sum of momenta of all its infinitesimally small parts:

momentum = f pvidV.

V()

Denote by F' the total force acting on the material in region V. Then we accept
the following continuum version of the second Newton law:

d . .

— ‘dV = F'. 3.97

7 /pv (3.97)
V(t)

The total force, F, can be split into the sum of the surface force and the body
force:

Fi = F;urface + Flfudy' (398)

Both forces are assumed to possess a force density:

;urface Z/fldA’ Fliady = /pgldv (399)
A% 14
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The body force per unit mass, gi, is a function of x and #; in most applications,
the only body force is gravity; the vector g’, the gravity acceleration, is constant.
The surface force per unit area, f', can depend not only on the space point of the
boundary and time, but also on the geometrical characteristics of the surface V.
The crucial assumption of classical continuum mechanics is that the surface force
density depends linearly on the normal vector to dV:

fi=a'n;, (3.100)

and “the coefficients” o/ are some functions of x and ¢ only. These coefficients are
called the stress tensor. The unit normal vector n; is directed, by our convention,
outside of the region V. Surface force density may depend on the geometry of the
surface in a more complex way as we will see later in Sect. 4.5, but for all classical
models formula (3.100) holds true.

In principle, the stress tensor may be non-symmetric, but it is assumed symmetric
in all classical models:

ol =0l (3.101)
Equations (3.97), (3.98), (3.99) and (3.100) constitutes the integral form of momen-
tum equation for classical models of continuum media.
Differential form of momentum equation. Let us show that (3.97), (3.98), (3.99)

and (3.100) are equivalent to the following equation:

dv _ Aot/ ol (3.102)
Par T oxs TP '

Consider the momentum equation (3.97). We would like to move the time deriva-
tive under the integral, but then some additional terms must appear because the

limits of integration depend on time. To get around this complication, we write the
integral in terms of Lagrangian coordinates by means of (3.66):

/puidV=/pov"df/. (3.103)
V() 1%

The limits of integration in the right hand side of (3.103) do not depend on time;
thus we can move the time derivative under the integral:

L[ wiav = [ 2 ai
—_— v = —_— .
dt P podt
V() v

Returning back to Eulerian coordinates by means of (3.66) we obtain
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d/ iqv / v’y (3.104)
— v = — dV. .
dt P pdt

Vi) V)

The total force (3.98) can also be written as a volume integral due to (3.100):

A do'td A
Fi= / <L n pg’) av. (3.105)
dx/
v
Here we used the divergence theorem. Equating (3.104) and (3.105) we have
/ dvi 909 e )av =0 (3.106)
Par " o P8 o '

v

Since the region V is arbitrary and all functions involved are assumed to be con-
tinuous, the integrand must be identically equal to zero, otherwise one can find a
region V for which the left hand side of (3.106) is not zero. We thus arrive at the
momentum equation (3.102).

Piola-Kirchhoff stress tensor. Stress tensor o/ is also called Cauchy’s stress ten-
sor. The projection of this tensor over the second index to Lagrangian coordinates
with a factor, pg/p,

pit = @O,in;g7
o
is usually called Piola-Kirchhoff stress tensor. The Piola-Kirchhoff stress tensor has
one observer’s and one Lagrangian index, i.e. it behaves as a triad of vectors under
transformation of observer’s frames and a triad of vectors under transformation of
Lagrangian frames. There is convention in tensor analysis to keep the same core
letter for the components of the tensor in different coordinate systems. Therefore,
one can write for Piola-Kirchhoff stress tensor

pia — @Uia
1Y
or
Oia — ﬁ ia
o

Note also here the relation between the Lagrangian and Eulerian components of
the stress tensor:

o = a’fo’X';.
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Momentum equation in Lagrangian coordinates. Momentum equation in La-
grangian coordinates takes a simple form if we use the Piola-Kirchhoff stress tensor®

dvi  9p'e
pPo—— =

= axa + pog'. (3.108)

Another form of this equation,

%xi(t, X) apie
00

h 3.109
52— gxa T8 ( )

emphasizes that the independent variables in this equation are Lagrangian coordi-
nates and time.

To derive (3.108) from (3.102) one can plug into (3.102) the expression of
Cauchy’s stress tensor in terms of Piola-Kirchhoff’s stress tensor,

j_ P
t
o p X

and use the identity (3.73).

Energy equation. Consider the total energy of material contained in some region
V(). As we discussed in Chap. 2, energy is a primary characteristic of a mechanical
system which always exists. Continuum is an approximate description for mechan-
ical systems consisting of a large number of material particles. Energy is defined
as the total energy of these particles. Total energy can be presented as a sum of the
kinetic energy of the macroscopic motion,

2
V
—dV
/pz
V(t)

and the remainder, which is called internal energy. The latter is assumed to have
some energy density. The internal energy density per unit mass is denoted by U. So,

6 Here we assume that the Lagrangian coordinates are Cartesian in the initial state, and § = 1.
Otherwise, the momentum equation is

P O (Var) + g, (3.107)

dt f 9Xe
or, in terms of the covariant derivative in the initial state,
i

dt

po—— = Vap™ + pog'.

Note that the covariant derivative V, “acts” only on the Lagrangian index of Piola-Kirchhoff tensor.
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2
totalenergy:/p%dV+/pUdV.
V() 140

The energy rate is caused by the work of external forces

d v? do
— —+U)dV=P+—. 3.110
7 p<2 + ) +— ( )
V()

Here P is the power of external forces (the work of external forces per unit time)

P = / aijnjvidA—}-/pgiv;dV, (3.111)
V(1) V()

and heat supply d Q is the work additional to the work of external forces. Heat sup-
ply is the work done on “microscopic degrees of freedom” as discussed in Chap. 2.

It is assumed in classical continuum models that the heat supply is due only to
some energy flux through the surface, and there is a heat supply surface density, g,
such that

dQ
= = dA. 3.112
i q ( )

2%

Moreover, the dependence of the heat supply surface density, g, on the geometry of
the surface is similar to (3.100):

q=—q'n;, (3.113)

where ¢’ are some functions of the space points and time. The vector ¢’ is called the
heat flux vector. The minus sign in (3.113) is caused by the convention that energy
should decrease if the vector ¢ is directed outside of the region V and increase
otherwise.

Combining (3.110), (3.111), (3.112) and (3.113) and repeating the reasoning that
yields the momentum equation in differential form (3.102) we obtain the energy
equation in differential form:

d (VL )2 29, (3.114)
— | = = . v — —. .
pdt 2 ax/ P& ax!

This equation may be simplified. Note that the momentum equation (3.102)
yields an equation for the kinetic energy rate: contracting (3.102) with v; we have

dv_ 200 g (3.115)
— = 0 V;. .
Par2 = o T P8
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Deducting (3.115) from (3.114) we obtain the equation for the internal energy rate:

du G 0v dg
— =0"— - —. 3.116
P dt ax/  ax! ( )
Entropy equation. If the processes in the system are sufficiently slow, one can
introduce S, the entropy of the system. We assume that entropy of the system is the
sum of entropies of all subsystems, i.e. the entropy density per unit mass, S, exists:

S = /,oSdV.
v

Entropy density has the dimension (mass)~! if the total entropy is taken as dimen-
sionless.

The second law of thermodynamics claims that for an isolated system the total
entropy does not decrease:

ds ds

— = —dV > 0. 3.117

dt /pdt - ( )
\%4

Every continuum model must obey this constraint.

3.3 Classical Continuum Models

All continuum models can be roughly split into two categories. The first is com-
prised of the models that have as the primary characteristics only the particle posi-
tions x(¢, X) and the entropy S(¢, X). Functions x(¢, X) and S(¢, X) are analogous
to the generalized coordinates of classical mechanics. Note that the “generalized
coordinates” of continuum mechanics include, in addition to the functions x(z, X),
which are a direct analogy of the particle coordinates in classical mechanics, an
additional “coordinate” S(z, X). The second type of model is formed by the mod-
els which have some additional primary characteristics like plastic deformations,
concentrations of chemical species, etc. We call these additional characteristics the
internal degrees of freedom. We consider first the models which do not have internal
degrees of freedom.

All classical continuum models are based on the assumption that internal energy
density, U, is a function of distortion and entropy density only:

U=U®x.,S). (3.118)
Function U(x!, S) specifies the physical properties of the media. To close the

system of three momentum equations (3.102) and energy equation (3.115), one
has to prescribe the constitutive equations which link the remaining unknowns in
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(3.102) and (3.115), ¢/ and ¢', with four functions x(z, X) and S(¢, X). Note
that mass density in (3.102) and (3.115) can be considered as a function of dis-
tortion according to the conservation of mass equation (3.69). The constitutive
equations for ¢/ and ¢’ cannot be taken arbitrarily: the second law of thermo-
dynamics (3.117) must be satisfied. If o/ and ¢’ were known, then, for models
with the internal energy (3.118), the rate of entropy can be found from the energy
equation (3.116):

oU dx!. N auds v dq (3.119)
e — —— =0 — —. .
ax! dt p&S dt ax/  dx!

a

The derivative dU /dS is absolute temperature

U, S)

T. 3.120
35S ( )

Equation (3.120) is just the definition of temperature. One may consider (3.120)
as an equation linking entropy and temperature and use temperature as the primary
unknown function instead of entropy. Then (3.120) will serve as an equation to find
entropy.

Note that the first term in the right hand side of (3.119) can be written in different
forms:

Gl VP a0V

e = o oy (3.121)

or

(3.122)

Let us use (3.121). Then from (3.119) the entropy rate is

dS_lp(a aU)avf 1 g’

Par T oy axi ) axe T axt’

The closing equations for p¢ and ¢’ must be such that for an isolated system the
total entropy does not decrease at any instant:

ds 1 aU\ ov' 1 4q°

/p—:/ Sl ) M gy >0 (3.123)
dt T po oxi ) oX* T ox’

14 v

Isolation of the system requires some special conditions at the boundary. In par-
ticular, the heat supply through the boundary must be zero:
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g'n; =0 at aV.

Integrating the last term of the integral in (3.123) by parts, we put the second law
of thermodynamics in the form

/ le oy +"a dv > 0. (3.124)
T po Pi=roar ) oxe T T '
\%4

The consequences of the inequality (3.124) depend on the further assumptions for
the stresses and the heat flux.

Heat conductivity. Consider first the case when the continuum does not move. Then
the only process remaining is the heat conduction. It is described by the equation

au aq’

—_—=—. 3.125

dt ax! ( )
To close this equation, we need the constitutive equation for the heat flux. It must

satisfy the second law of thermodynamics (3.124). Now (3.125) takes the form

0
/q ;—dv > 0. (3.126)
\%4

The simplest relation to obey this inequality is the Fourier heat conduction law:

9 1 3.127
4 =5 (3.127)
with some positive parameter, s, the coefficient of heat conductivity.
Let us choose the function U (X¢, t) as the independent thermodynamic variable,
and describe the thermodynamic properties of the material by the function § =
So (U) . Then the temperature is linked to U by the formula

I dSo(U)
= . 3.128
T dUu ¢ )

Equations (3.125), (3.128) and (3.127) form a closed system of equations for heat
conductivity.
Fourier law is often written in a slightly different form,

oT
rr
It has an advantage that the coefficient y = s/ T? only slightly depends on temper-
ature for many materials.
To demonstrate the importance of the inequality (3.126) consider an improve-
ment of heat conductivity theory suggested by Cattaneo. One can derive from the
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equations obtained that the heat propagates with an infinite velocity. To get rid of
this paradox, Cattaneo proposed to replace (3.127) by the equation

da; _ 2 1 3.129
G = (3-129)
The energy equation (3.125) along with equations (3.128) and (3.129) form a
closed system of equations. However, these equations contradict the inequality of
the second law of thermodynamics (3.126). Indeed, in Cattaneo’s theory, ¢’ and
U can be given independently for the initial instant since the energy equation and
the equation for ¢' (3.129) contain the first derivatives of ¢’ and U with respect to
time. By a specific choice of the initial values, the integrand in (3.126) and, hence,
the integral (3.126) can be made negative. Therefore, all the formulas of Cattaneo’s
theory cannot be left unchanged. The question arises whether it is possible to choose
such equations of state for entropy that entropy increases in an isolated system. The
negative answer to this question would mean that (3.129) is not consistent with the
laws of thermodynamics. It turns out that a modification of the equation of state
does exist. One has to change only the constitutive equation for entropy:

o ; I dSoU)
S=8SWU)— —qq', —=———.
0 (U) = 5419 T = dU
The reader can check that the total entropy of the system does increase. The negative
sign in the equation for the entropy has a clear meaning: the heat flux induces some
order, and the entropy density decreases.

Elastic body. Theory of elasticity is based on the assumption that p¢ and ¢’ may
depend only on distortion, entropy (or temperature) and temperature gradient.

Besides, these relationships are universal, i.e. they are valid for any values of x;',
T and 0T /dx'. Let us take first T = const. Then inequality (3.124) simplifies to

1p aU\ o'
— | p* = po— dv > 0. 3.130
/ . (P, £0 ale) ~xe > ( )

The momentum equation contains the time derivative of the velocity field. There-
fore, the initial data for velocity must be provided. The initial velocity field can be
chosen arbitrarily. Applying inequality (3.130) to the initial instant and using the
fact that p¢ and 9U/dx! do not depend on velocity field, we see that the expression
in parenthesis must vanish and thus

U
P =ro—- (3.131)
0x}

Otherwise, one can choose the velocity field in such a way that entropy rate is
negative (the reasoning is similar to that of the main lemma of calculus of variation
in Chap. 1). Since at the initial instant any distributions of distortion and entropy
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can be taken, and the dependence pf(x,f, S) is universal, (3.131) gives the required
constitutive equations for the stress tensor.

Consider now an arbitrary temperature field. Because of (3.131), inequality
(3.124) is now a constraint for the heat flux vector (3.126). Any dependence of
g' on the temperature gradient satisfying to (3.126) is possible, in principle. The
simplest is the Fourier law, which we write for the general anisotropic case as

o001

=pi—_, 3.132
q W T ( )

The heat conductivities, D'/, must be positive definite:
Di-iEiéj >0 forany §&;.

The heat conductivities may depend on temperature and distortion. It can be
shown that Onsager’s relations for heat conduction imply the symmetry of tensor
DY,

DY =D’

The momentum (3.108), energy (3.116), continuity (3.68) and constitutive equa-
tions (3.120), (3.131) and (3.132) form the closed system of equations for elastic
heat conducting body. The model is specified by prescribing the internal energy
U(x!, S) and the heat conductivities D'/

Stress-strain relations for elastic body. The constitutive equations (3.131) can be
further specified if we note that internal energy must be invariant with respect to
rigid rotations of an elastic body. If a body with the particle positions x/(¢, X) is
rotated, the new particle positions, x" (¢, X), are

x'(t, X) = o, X/ (1, X)

where oz; are the components of an orthogonal matrix. Therefore, the distortion in
the new position is

-y
Internal energy must be the same in both states for any orthogonal matrix oz; and

any initial distortion x’:
Ul(aix],S)=U(x].S). (3.133)

jra> a

One can show that to satisfy (3.133), function U may depend on distortion only
through the metric tensor g, = g;;x.x4, or, equivalently, through the strain tensor

Eab = %(gab - éab)~ Since
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9 . ‘
% = gi;80x) + g xk898 = x;89 + x;p0° (3.134)
a

we can write the stress-strain relations for elastic body (3.131) as

i — 202 i U (3.135)
= X, = Xy, .
u Po agub b po agub b

In a Eulerian frame, these relations take the form

. oo o U (eap, S
ol = ﬁpzaxé :px;xé (ab )

(3.136)
Lo d€ap

The stress components o/ and p’® change if the body is rotated. This does not
occur for Lagrangian components of the stress tensor,

w U, S)
o = —_—.

3.137
a&‘ab ( )

One comment on the meaning of the derivatives, dU (g,p, S)/9€4p 1S NOW in or-
der. Internal energy is a function of a symmetric tensor, &,, = €p,. Let, say, in a
two-dimensional space and for a Cartesian initial metrics, é‘”’ = 87 the internal
energy is

oab ocd 2 2 2
U= png®g“eacepa = ey + 2e7, + 3,).
Derivatives of this function over €;;, €12 and &5, are

104 10 510
— =2uern, — =4due, — =2uen.
ey den dex

We see that these derivatives do not form a tensor: there is an extra factor 2 in the
12-compontent. Therefore, we must define the derivatives in a different way. This
definition must be such that the equations for the differential of U.

remains true. To have the tensor relations, we will differentiate U(g,p) as if the
tensor &4, 1s not symmetric. We set €,, = €, only in the final formulas. The reader
is invited to check that such a rule yields the relations indeed.

Entropic elasticity. The stress-strain relations contain the internal energy as a func-
tion of strains and entropy. If the internal energy were known as a function of strains
and temperature then the form of the stress-strain relations would change. To dis-
cuss the corresponding changes, it is convenient first to write down the stress-strain
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relations in terms of entropy as the primary thermodynamic potential. Entropy is a
function of internal energy and strains,

S = S, ea). (3.138)

For a given dependence of internal energy on strain and entropy, U = U(&gp, S),
function (3.138) may be viewed as a solution of the equation

Ulew, S) = U.

Therefore, the derivatives of U(e,, S) and S(U, g,5) are linked. To find the corre-
sponding relationships, we differentiate the identity

U(gab! S(Us Eab)) = Uv (3.139)
with respect to &,5, and U :

aU(Sub’ S) aUu aS(U’ Sab) -0 aU(gub’ S) aS(U’ 8ab) _

dEup a8 dEup MY oU

1.

Hence,

aEab (98ab

’

0UEap, S) _ 98U, £a) aS(U,saw_(aU(eab,S))l_ 1 3140
N ou ES ST

In terms of the thermodynamics function S(U, €,5), the stress-strain relations take
the form

aS(U, g,
O*ab — _pTM.

3.141
Y ( )

Experiments show that some materials, such as rubbers or polymers, exhibit the
following feature: their internal energy is a function of temperature only and, prac-
tically, does not depend on strain:

U = Uy(T).

Equivalently, temperature is some function of internal energy:
T =To(U).

According to the second equation (3.140), in this case

ISW,eq) 1
oU  TyU)

(3.142)

The general solution of (3.142) is
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S, eap) = So(U) + S1(&ap). (3.143)

where So(U) is the solution of the ordinary differential equation

dSyU) 1
dU ~ TyU)’

Finally, for the stress-strain relations we have from (3.141) and (3.143)

381 (e4
ot = _ g 251CEar). (3.144)
d€ap

To see some qualitative peculiarities of such stress-strain relations, consider the
one-dimensional case when the stress and strain tensors have just one component,
o and . According to (3.144),

aS
o=—pT 8128).

Let the dependence of stresses on strains be linear, i.e.

1o
S = —=Ae”. (3.145)
2
Here A is the material rigidity, A > 0; the negative sign in (3.145) roots in Gibbs’
variational principle: in equilibrium, i.e. at ¢ = 0, entropy must be maximum. So,

o = pTAe.

We see that the rigidity of material increases if temperature is raised. This is opposite
to typical behavior of metals for which the rigidity decreases when temperature
rises.

Another outcome of our consideration is that the material properties are uniquely
defined only if the internal energy is given in terms of their “native arguments”, &,
and S. If one uses as an argument temperature instead of entropy, then an uncertainty
appears in the costitutive equations. The uncertainty can be fixed by providing an
additional information about entropy, like (3.140).

The class of elasticity models (3.143) is sometimes called entropic elasticity.

Ideal compressible fluid. The special case of an elastic body when the internal
energy depends on distortion through the mass density only,

U="U(,S), (3.146)

is called an ideal fluid. To derive the constitutive equations in this case we need the
relation
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dp
— = —pX/. (3.147)
ax}
It follows from (3.24) and (3.69):
a_p_ipox/g__,oo\/g%__ xe

axi  oxi JgA  JgA2oxi PR
Then, from (3.131) and (3.147) we find the components of Piola-Kirchhoft’s tensor,

aU(p, S
2005 ya

a — __
P =P,

and the components of the stress tensor in observer’s frame:

,0U(p. 5)

3.148
op ( )

ol =—pg’. p=p

The scalar p is called pressure.
The closed system of equations for an ideal, compressible, heat-conducting fluid
takes the form

dp  dpvt _
ot oxi
dv' ap
. = T + is
P dt ax P8
dU(p, S) ot ag’
—_—=—p— — —, 3.149
P dt axt  ox! ( )
J 1
P =
q axt T
=p— T=—F.
ap S
Function U(p, S) in (3.149) is assumed to be given. The special case,
Ulp, S) =ap” e/, (3.150)

where a, y and ¢, are some positive constants, and y > 1, is called a perfect gas.
The reader is invited to check that, for a perfect gas,

U=c¢T and p = pRT

where R = (y — 1)c,, is the so-called gas constant, and ¢, the heat capacity for
constant volume.



3.3 Classical Continuum Models 107

The constant a in (3.150) is nonessential: by changing a one only shifts entropy
by a constant. The model for an ideal gas contains two physical characteristics, ¢,
and y.

Incompressible ideal fluid. If “the fluid rigidity” with respect to the volume change
tends to infinity, then the variations of the density become negligibly small. One can
accept that in the first approximation the density is constant. Then the system of
(3.149) splits into two subsystems: the first serves to find velocities and pressure
(density p is a given constant),

vt

- =0, (3.151)
ox!
vl ap
p o - ox + P8is

and the second allows one to determine temperature distribution when fluid motion
is known from (3.151):

dU(S dq’ 9 1 dU(S
S _ 0L _dUS) (3.152)
dt ox! oxt T ds

Equations (3.151) are called Euler equations.

Viscous compressible fluid. For a compressible fluid internal energy is, as before,
a function of density and entropy. What changes is the assumption made regarding
the stress tensor: for viscous fluid the stress tensor depends on the velocity field.
Consider again the inequality of the second law of thermodynamics (3.124). We put
it in the form

1 iy aU(p,S) ;;\ ov; 91

— (o 4 p? ) L 44— — )4V > 0. 3.153
/(T(G T, g>8x1+ ax‘T> = (3.153)
|4

Let us define tensor T/ by the equation

ol — _pZ%gu 4 (3.154)
0

Tensor 7'/ is symmetric since o/ and g'/ are symmetric. Due to the symmetry of
t'/, the sum 7 dv; /dx’ can also be be written as

.. avi ..
i 27 i,
T Y =1"¢; (3.155)

where ¢;; is the strain rate tensor (3.46). So,

_tije +ql__ d[’ >0 3]56
T i axj T ’ ( ' )
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In principle, any dependence of ¥/ and ¢’ on e;; and the temperature gradient
which does not violate the inequality (3.156) is acceptable. The simplest one is a
linear dependence of t'/ on ¢;;:

i = Mgy, (3.157)

with a positive tensor u* (ui*e; ey > 0 for any e;;), and Fourier’s law for g’

(3.132). This case is called a Newtonian fluid.
For an isotropic Newtonian fluid,
T = Ae,’ig’j + 2M€ij. (3.158)
In general, one usually assumes that the dissipation, D, defined as
D=1t"e; +Tq ;T (3.159)
is a function” of ¢;; and T;"
D =D (e;. 0,T7"),

and the closing relations are

oD . oD
t=r—, Tqg' =X (3.160)
deij a(a;T")
Here X is the parameter determined from (3.159) and (3.160)
A 9D + 9D 0, T~! D (3.161)
—€;j —0; = . .
36,'_]' J Jd (aiT_l)

Newtonian fluids correspond to a quadratic function D. In this case, the parameter
A isequal to 1/2.

Incompressible viscous fluid. If the fluid is incompressible then, as for incompress-
ible ideal fluids, the determination of the temperature field separates from the deter-
mination of fluid motion. The closed system of equations for fluid motion consists
of four equations for four unknowns, velocity v’ and pressure p:

9 i
Y _o (3.162)

dx!

7 Dissipation may also depend on temperature and mass density, but this is not emphasized in the
notation.



3.3 Classical Continuum Models 109

Here A is Laplace’s operator:

92 92 92

Equations (3.162) are called Navier-Stokes equations.
Temperature is determined from the energy equation after velocity field has been
found from Navier-Stokes equations:

. d J 1
=2ue;;e’ — —x——. (3.163)
/ oxt ox; T

dU(S)
dt

The first term in the right hand side of (3.163) describes heating of fluid caused by
viscosity.

Plastic bodies. Among a wide class of continuum models with internal degrees of

freedom we consider the models of classical plasticity theory. They endow the mate-

rial with additional degrees of freedom — the tensor field of plastic deformation afl’;,).

Internal energy of a plastic body depends on elastic deformation sffb) = &4 — 8((5)),

plastic deformation sé’;) and entropy:

U=U (e 5. S). (3.164)

Following the same line of reasoning as for elastic bodies, we first determine the
entropy rate from the energy equation (3.116):

745 _( a0V \ dew oU U \ de??)  aq'
P =\ 7% ) ar T\ TP | Tar T
ab ab ab

and then write the inequality of the second law of thermodynamics as

1 . oU \dewy 1 oU U \de? a1
e — - a i—_|dv >o.
/H" pasff;) ar "7\ 5] aely) e a2

(3.165)

Consider, for simplicity, the cases when heat flux, qi, can be neglected. If the
tensor 0> does not depend on strain rates then it necessarily follows from (3.165)
that

U (8{(;2, en) S)

(e)
de

(3.166)

o =p
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The closing equations for plastic deformation are chosen in such a way that

oU au '\ de??
P =P | 20 (3.167)
de de,p t

If the internal energy does not depend explicitly on plastic deformations then
inequality (3.167) simplifies to

Denote the expression from (3.167) in parenthesis by 7?, so that

Tabzpﬂ_pﬂz ab_pﬂ (3.168)
38(8) ag(ﬁ) 38('0) ’ ’
ab ab ab
The dissipation in plastic flow is
T dS D ab :(p) -(p) dsc(llfz) (3 169)
_— = =T & s £ = —. .
p dt ab ab dt

If one assumes that the dissipation is a function of the plastic strain rate,?
— . (p)
D=0 ().
then, similarly to (3.160), one postulates that

oD

% = —.
-(p)
ae,,

(3.170)
The parameter A is determined from (3.169) and (3.170):

oD

A=D gD
aé(]’)
ab

If ¥/ and eg’ ) are the components of the tensors T and the plastic strain rate in an
Eulerian frame,

ij i J.ab (p) _ avb - (p)
T/ =x,x,T, e —Xinsab,

then, obviously,

8 Dissipation may depend on distortion as well.
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oD

(p)°
ae,.j

=

(3.171)

For metals, plastic deformation is usually incompressible and

gij egf ) = 0.
Therefore, dissipation depends only on the deviator part of the plastic strain rate

1
"(p) _ e(p) _ 2k

€ij i T3¢k 8ii-

One can then obtain from (3.171) that the trace of the tensor T/ is zero:

while the deviator part of the tensor 7, T/ =t/ — 1/3t}g"  is

oD

ae,’.ﬂ.” )

i —

The behavior of many metals is well described by the model

N\ 3+
D=k (e;§.">e’<l’)'-/) e (3.172)

It contains two material characteristics, k and m. The dimensionless parameter,
m, is usually very large. In the limit m — oo, this model transforms into the von

Mises model, where
D= k,/el/.(ip)e;(jp). (3.173)

For the von Mises model, A = 1, and

/(p)
.. €i4
T = —L . (3.174)

/ e;ﬁlr’l)e/(p)mn

It es.P ) # 0, i.e. the material is deforming plastically, then, from (3.174),

i =k (3.175)

Ly

This equation defines a surface in the six-dimensional space of variables T;;. The
plastic flow occurs only if the stresses lie on this surface.
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(

If there is no plastic deformation, e;j” ) = 0, then (3.174) contain an indetermi-

nacy of the type 0/0. The analysis of the non-degenerated model (3.172) shows that
for es”) = 0 the tensor 7/ lies inside the surface (3.175).
Usually, elastic deformation is much smaller than plastic deformation, and one
can equate the total and plastic strains. Accordingly, one can identify the total strain
(p)

rate e;; with the plastic strain rate, e;;". Then we obtain for von Mises dissipation:

D =k1/elfje”7. (3.176)

If, additionally, the internal energy depends only on elastic deformations, then

e/ij
/ /mn :
vV €mn€

Equations (3.176) and (3.177) characterize the material called an ideal plastic body.
A remarkable feature of the von Mises dissipation is the independence of the

total dissipation on the rate of the process. Namely, for the deformation path, ¢;; (¢),

starting at the strain state, 81-11-, and ending at the strain state, 81-2]-, the integral

o =1l =k

(3.177)

depends only on the path, ¢;; (), and does not depend on the rate with which this
path is passed. Such a feature is characteristic for many materials.

3.4 Thermodynamic Formalism

In this section we briefly describe what is called the thermodynamic formalism in
derivation of governing equations. For simplicity, we assume that continuum does
not move, and there is no heat conductivity. To incorporate continuum motion and
heat conduction one needs to complicate the treatment in accordance with what was
said in the previous section.
So, let the state of the continuum be characterized by some fields, u* (X, t),
» =1,...,m. For example, these could be plastic deformation (or plastic distor-
tion), concentrations of chemical species, etc. We assume that internal energy den-
sity is some function of u*, their spatial derivatives and entropy:
U=U@u”u%,S). (3.178)
This is a crucial assumption. In fact, when we have chosen some set of param-
eters to model the state of a material, we can never be sure a priori that energy is
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completely determined by these parameters, and there are no additional “hidden”
parameters which affect the value of energy. The validity of (3.178) can be checked
only experimentally either by direct measurements of energy, entropy and other
parameters involved or by inspecting the validity of the consequences of (3.175). To
make further relations simpler, we include the factor, py, in U, so, in this section U
means the internal energy per unit volume of the initial state.

Let V be some piece of the material. The energy of the material confined in
region Vis

E :/U(u%,uf;,s)dx"/. (3.179)
14
Let the material be adiabatically isolated. Then the first law of thermodynamics

states that the energy rate is equal to the power of external forces (recall that, as we
have just assumed, heat fluxes are neglected)

d
dt
Vo

U (u”,u”,S)dV = P. (3.180)

,a’

The structure of the power is controlled by the form of energy. We have seen
in Sections 3.2 and 3.3 that formula for the power (3.108) is consistent with the
assumption that energy density depends on the first derivatives of displacements.
Similarly, we set in the general case

d’/l% ° du% o
P = ¢ —n,dA w——dV. 3.181
/ T +/ 8 ar ( )
av v
Here o and g, are some “generalized stresses” and “generalized body force”.

Transforming the surface integral (3.181) into a volume integral by means of di-
vergence theorem, we write the first law of thermodynamics as

aU . U a -2 U al - Y
/[ES—I—((M—%—GQU%—g%)u +(@—a%)u’a]dV=O.

1%

Since the region V is arbitrary, this equation may be satisfied only if the integrand
is zero identically. Employing the notation, 7', for the derivative, U /S, we have

. 104 J
pol S + (8_ — 9,00 — g,{) u” + <— — oi) u” =0. (3.182)
u* ’

Let us rewrite (3.182) in the form,
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poTS = T, ™ + T u’, (3.183)

where we introduced the notation

ou oUu
'L'%E(")ao'ft—poau—%—l-g%, 'L'f( EO'JG{—,O()aM—%. (3184)
.a

The generalized forces,t,, and ., control the entropy rate and, thus, describe the

non-equilibrium features of the model. If 7., = 0 and 72 = 0 and U (1, u?, S)

a’

is given, then (3.184) form a closed system of equations for u#*. Remarkably, this
system of equations has a variational form:

U oUu
”au;; u*

Using the variational derivative,

sU U 5 oU
Su*  u* aauf;

’

we can write this system of equations as

sU

su= &

To obtain a closed system equations for #* in general case, one can, in addition
to specifying function U (u”, u’, S) , prescribe the dependence of .., tZ, and g,,
on u” and their derivatives. Then, eliminating o, from (3.184), we arrive at the

following system of equations for u* :

S W | La o (3.185)
T, = —+ i) = po— . .
P a :008’,{JZ P poauu 8

As to g,., usually, there are no “body forces” working on the change of the internal
parameters, u*, i.e. g,, = 0. We accept this in what follows.

The only constraint for the admissible dependencies of 72 and 7,, on ™ and their
derivatives is the condition that entropy does not decay (or dissipation, D, the right
hand side of (3.183) is non-negative):

D=tu”"+ rf(u’; > 0. (3.186)
It is often supposed that there exists a function of u*, u*, and uf;, D, such that

a

oD oD
T, = — —_—

= = ¢ = —.
=’ o oux

(3.187)
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Function D is called the dissipation potential. The potential law is not a “law of
Nature”, but rather a way to obtain a model with simply controlled mathematical
features.

In case of the potential law (3.187) the governing equations (3.185) take espe-
cially simple “variational” form:

sU 8D

=— . 3.188
Su* su* ( )
Here 6D /5u* is the variational derivative:
8D oD oD

sur  our  “our

The dissipative potential, D, is simply related to dissipation if D is a homoge-
neous function, i.e. for any A and some number, m,

D (a™, %) = A"D (a*, 0%) . (3.189)
According to Euler’s identity for homogeneous functions,

oD
wr—4uk—
ou* “ o’

« 9D _ D (%, i%).

the dissipative potential differs from the dissipation by the factor, m :

D =mD. (3.190)

In linear theory, D and D are quadratic functions and m = 2. For ideal-plasticity-type
models, m = 1.



Chapter 4
Principle of Least Action in Continuum
Mechanics

As we discussed in Sect. 2.6, for reversible processes the governing equations of
mechanics must have a Hamiltonian structure, and accordingly a principle of least
action must exist. In another extreme case, when the inertial effects and the internal
interactions described by the internal energy can be ignored, variational principles
also exist, but they are due to the special structure of the models rather than to the
laws of Nature. In this chapter we consider the principle of least action in continuum
mechanics of reversible processes and some related issues. The variational princi-
ples for dissipative processes are presented in the second part of the book along with
the other variational features of the classical continuum models.

4.1 Variation of Integral Functionals

Let a continuum be characterized by some functions w (xi, 1), x=1,....m, i =
1,2, 3. In what follows the number of the variables x’ is not essential; besides, time
does not play a special role. Therefore, we include time in the set of independent
variables and write u* = u”(x) assuming that x = {x',...,x"} is a point of
n-dimensional space. We write, for brevity, u(x) for the set {ul x),...,u™ (x)},
when this cannot cause confusion.

Let a functional, I(u), be given, i.e. there is a rule which allows one to compute
the number, / (1), for each u(x). The major example of such a functional for us is an

integral functional

u*

dxi’

1(u)=/L(x",u”,uj’)d”x, u” (4.1)

14

where V is some region in n-dimensional space of x-variables. For such function-
als, function L is called Lagrangian. The case when Lagrangian depends on higher
derivatives will be considered further in Sect. 4.4.

We assume that region V' is compact to avoid the technicalities caused by the
unboundedness of V; some peculiarities of the variational problems for an un-
bounded domain are considered in Sect. 11.7. All functions involved are assumed
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to be sufficiently smooth to make the derivation of the final equations meaningful.
In particular, the boundary dV of region V is piecewise smooth, and Lagrangian is
a smooth function of its arguments.

Physical reasoning to be considered later sets some constraints on the admissible
function u(x). A typical constraint is prescribing the values of u(x) at a piece of the
boundary, 9V, of the boundary 9V':

u(x)=uy(x) atoV,. 4.2)

Here u,(x) are the given boundary values of functions u(x).

The constraints specify the set of admissible functions u(x). We denote this set
by M. A description of the set M also includes the characterization of smoothness
of the admissible functions. In order for the integral (4.1) to be sensible, it is suf-
ficient to include in the set M the functions u(x) which are continuous along with
their derivatives in the closed region V. The physically important case of piecewise
differentiable functions will be treated in Sect. 7.4.

A variational principle usually states that the true process (or, in statics, the equi-
librium state) of a continuum is a stationary point of the functional /(u) on the set
M, i.e. variation of this functional, 51, vanishes for all admissible variations Su.

Let u(x) be a stationary point of the functional /() and u(x) = u(x) + du(x) be
a small disturbance of the function u(x). Keeping only the leading small terms in
the difference I(u + Su) — I(u), we find the variation of the functional, 7 (u),

oL oL
§I = / (—51/‘ + —— (du™) ,-) d"x. 4.3)
ou” 614"{ ’

Vv

Functions §u™ and (§u™) ; are not independent because (§u*) ; are completely
determined by du*. To put (4.3) in the form which contains only independent terms,
we integrate the second term in the integrand by parts:

oL d OJL d JL

81 = / —— —— | u¥+ — | —6ur ) |dV
u*  ox' ou’f axt \ ou*
v , i

Vv

Here d A is the area element at 9V, n; the unit normal vector at 0V and a notation
for the variational derivative of L is introduced,

SL oL 0 oL
I — 4.5)
Su* ou*  oIxt 6ufl-‘

Note that

Su=0 atadV,
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due to the boundary conditions (4.2). Therefore, the surface integral in (4.4) is, in
fact, an integral over 9V — 9V,,.

The terms in (4.4) are independent because the value of du” inside the region V
and at its boundary can be changed independently of each other.

Formula (4.4) is the sought expression for the variations of functional 7 (u) . We
will often encounter this expression in that or in a similar form. Further, the deriva-
tions will be given only in cases when they do not repeat the above one; otherwise,
only the result will be stated.

The main lemma of calculus of variations. For the case under consideration the
main lemma of calculus of variations takes the form: if

/ F i d"x =0, (4.6)
\%4

where F,, are some continuous functions of coordinates which are independent of
i, and u* are arbitrary smooth functions which are zero on the boundary oV of
region V, then

F,=0 inV.

This lemma can be proved in the same way as in Sect. 1.3.
Note the following consequence: if

/F%ﬁ”d”x—l—/f%ﬁ”d"_lx:(), (47)
Vv 1%

where F and f are continuous functions of coordinates which are independent of
i*, and u” are arbitrary smooth functions, then

F,=0 inV, f,=0 ondV. 4.8)

To obtain the first equation (4.8) one should consider functions #* which are
equal to zero at 9V; then the first equation (4.8) follows from the main lemma of
calculus of variations. Thus, the first term in (4.7) is zero. Then the second term in
(4.7) is also zero and, applying again the main lemma of calculus of variations, one
gets the second equation (4.8).

At the stationary point,

s8I =0. 4.9)

From (4.9), (4.4) and the main lemma of variational calculus it follows that the
stationary points of the functional (4.1) satisfy the equations

2 0 v, (4.10)
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and the boundary conditions

oL

ou’s

n;=0 ondV —aV,. 4.11)

Equations (4.10), (4.11) and (4.2) form a closed system of equations and bound-
ary conditions to find the stationary point. As has been already mentioned on a
similar occasion in Sect. 1.3, the remarkable feature of the variational approach is
that one always' gets a proper number of boundary conditions to solve the partial
differential equations (4.10).

Note that the inhomogeneous boundary conditions,

oL
(:)u_%ni = f% at oV — aVu,
Ni

where f,, are some prescribed functions at V. — dV,, are obtained if the surface

integral
/ fru”dA

aV—aV,

is added to the functional (4.1).

In our consideration, variations du(x) are the infinitesimally small disturbances
of the stationary point u. In calculus of variations one sometimes uses a slightly dif-
ferent language which proves to be useful for non-smooth variational problems. One
considers a curve in the functional space, u = u(¢), i.e. a set of functions, u (x, &),
smoothly depending on parameter ¢. The curve passes through the stationary point at
e = 0. Along this curve the functional becomes a function of one variable, I (u(g)).
The derivative of this function must vanish at the stationary point

d
—I(u(e)) =0 fore =0.
de
One can easily check that
Lty = 1 (uce), 2
—I(u(e)) = ue), — | .
de de

The notation I’ (u Z—';) is similar to that in (1.13); in the case under consideration

I’ (u, 8u) = §1. For infinitesimally small de, then one can set

! With the exception of some degenerated cases; further discussion of this issue the reader will find
in Sect. 5.5 in connection with the notion of “feeling the constraints.”
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_du

ou = —
de e=0

de. 4.12)

Various variations, du, correspond to different curves passing through the sta-
tionary point. The idea of considering the functional on some curves (or on some
surfaces) in the functional space is quite fruitful; in fact, the entire finite element
ideology is based on this concept. For the purpose of the derivation of equations for
the stationary point, the “variation language” is enough, and we will abide with it.

Energy-momentum tensor. For any function, L (x, u**, u’), the following iden-
tity holds:

9 (iu’f — L(S.j) = 0L ;L. (4.13)
dxs \ ox* ! dux !

Here 9, L are the partial derivatives of the function, L (xi, u>, uT), with respect
to x’, while 9/0x/ in the left hand side of (4.13) mean the “full derivative,” i.e. the
derivative taking into account the dependence of all functions involved, including
u” and u’%, on xt.

The identity (4.13) can be checked by direct inspection.

If the Lagrangian does not depend explicitly on the coordinates, i.e. L =
L (u", u’f), then any solution of Euler equations (4.10) also satisfies the equations

J oL ;
= (s —1s ) =0 (4.14)
dx/ 6uf; '

If index i runs through four values, three marking the spatial coordinates and one
the time, the corresponding equations are the momentum equations and the energy
equation, as the inspection shows for various models. The tensor

P/ = —ui—Ls (4.15)

is called the energy-momentum tensor. For some field variables, — Pl.j has the mean-
ing of the energy-momentum tensor.

The facts mentioned have a deep origin in the invariance of the action functional
with respect to translations, but we do not dwell on these issues here.

Now we turn to discussion of the principle of least action in continuum mechanics.

4.2 Variations of Kinematic Parameters

In this section the relations for the variations of key kinematic characteristics of the
continuum motion are summarized.
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Variation of velocity. If u* are some functions of Lagrangian coordinates and time,
u* = u* (X t), then the variations, éu*, were defined as derivatives with respect
to an auxiliary parameter &,

du” (X9, 1, ¢)

= ——~= de. (4.16)
de e=0

Therefore, the operator § commutes with the operators d/dt and 9/9X“. The
interchangeability of the operators é and d/dt implies that

o déx!
Sv' = ——.
dt

If §x' are considered as functions of the Eulerian coordinates and time, then

a8 L 08x!
= — —. 4.17
ar U ok 17
Variation of the Jacobian A. Using the equation for the components of the inverse
matrix (3.24) and the interchangeability of the operators § and 9/9X“, we have

A
sA= 8

i —

axi YT axi gxe | S0 gxa
a a

A i i
0 98x Axe 95x 4.18)

Consider now the variations of the particle trajectories, 8x' (X%, t), as functions
of the Eulerian coordinates. Then, the right hand side of (4.18) may be viewed as
the chain rule for differentiation of §x' with respect to x*:

98x! 9X? 98x! 98x!
AX? =A— =A—.
LoXxa dxi 9X@ dxi

Finally, for the variation of the determinant of the distortion we obtain

adx!

SA=AZT (4.19)
ax!

Variation of mass density. Taking the variation of (3.69), we find

0

Sp = ——6A.

P=7A
Using equation (4.19), we get

op=—p—-. (4.20)
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Variation of the strain tensor. From (3.33), we have

5 1(3 15( ; j) 1 i88x-f+88xi ; 4a1)
Eab = =08ab = = i XXy ) = =8&ij |\ Xy + ==X, ) - .
b= 08ab = 50 \8itats ) = 80\ XaTys T Gyt

Consider 8x’ in (4.21) as functions of Eulerian coordinates, and substitute
a8x' /aX by x*9sx' /ax*. Equation (4.21) take the form

1 4 N asxt 1, o
5851[7 = Egij ()CL]:Xé +x]1§xt{) Wi = Ex;x,f (8[8)61' —+ 8j6x,-) = x;xga(,- (SXJ‘).
4.22)

Variation of inverse distortion. The variations X{ are most easily found from the
definition of X¢ as the components of the inverse of matrix x_ . Taking the variation

of the equation x,{ Xf’ = 611 we get
x[8XP + XPsx] = 0. (4.23)

Let us contract (4.23) with X;‘ with respect to index j. Since xg X;‘ = &, the
equality (4.23) becomes

5X¢ = —XX!5x]. (4.24)

If we use the interchangeability of the operators § and 9, and consider §x/ as
functions of the Eulerian coordinates, we obtain

98x/
X4 = —X¢ (4.25)

7 dxi :
Variation of contravariant components of Lagrangian metrics. The contravari-
ant components of the metric tensor are the components of the inverse matrix to
the matrix ||g.pl| . Therefore, as in computation of inverse distortion, we vary the
equation g*?g,. = 8¢. Similarly to (4.24),

(Sgab — _gacgbdagcd — —Zgacgbd(SSCd. (426)

From the relations (4.26) and (4.22) we get
8g“" = X{ X" (9'5x 4 0/8x") . (4.27)

Variations of particle trajectories of a rigid body. The motion of the rigid body
is described by functions r () and ozfl (1) (see (3.47)). If there are no additional con-
straints on the motion, the functions r’ (¢) can change independently while functions
o (¢) change in such a way as to satisfy the orthogonality condition (3.48). Taking
the variation of the second relation (3.48), we get
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(et = sl + i =0, w2

Equation (4.28) means that infinitesimally small tensor 8¢’/ = a/“8¢ is anti-
symmetric with respect to indices i, j, but otherwise is arbitrary. The variation of
the particle trajectories is

8x' =8r' () + (x; —rj (1)) 8¢’ (4.29)

If the vector 8¢y corresponding to the antisymmetric tensor ¢/’ is defined as

1 ) o
Sgp = Seipde!, 8¢ = e g,

then (4.29) can be written as
8xt = 8r' + %8¢ (xp — i (1)) (4.30)

Note that ¢/ and 8¢; are some infinitesimally small quantities which are not
variations of any characteristics of motion. The tensor §¢"/ is analogous to the tensor
of an infinitesimally small rotation, and §¢; is analogous to an infinitesimally small
angle of rotation.

If variation § coincides with the time increment, d, along the real trajectory,
(4.29) and (4.30) transform to (3.51) and (3.55).

Variation of a function of Eulerian coordinates. Functions «#* can be considered
as functions of the Eulerian coordinates. Then the corresponding set of the trial
functions is u* (x, ¢, €). The quantity

_ o™ (x,t,¢€)
N ae

ou” de

£=0, x=const

is the variation with the Eulerian coordinates held constant; it is denoted by the
symbol 9. The variation § (for constant X“) and the variation d (for constant x) are
related as

el

i w” (x' (X% 1,6),1,¢) dgzau”+axi‘2“7. (4.31)

Su” = —
e

£=0,X=const

The operator 9 commutes with the operators d/dx’ and 9/d¢ and does not com-
mute with the operators /9 X“ and d/dt.

The formulas establishing the relations between dd/dt, d0/dX* and dd/dt,
990/9X“ are easily obtained by the means of (4.31). For an arbitrary function F,
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d d 0 d dsF J dF
0—F =6—F —6x'——F = — — §x' — =
d dt ox! dt dt oxt dt
d d OF 0 dF
= —9F + — [ 6x'— | — 6x'— ,
dt dt ox! ox' dt

Jd J .9 0
F=$§ —&x'— =
.G X4 ox! 9X¢
Jd Jd .9 .9 0
= F+ Sx'—F — 8x' —
& & ox! Jxt 0X¢

Here are some formulas for the variations when the Eulerian coordinates are held
constant.

Eulerian variation of velocity. Applying (4.31) we get

v oot

o' =8v —8 =—— . 4.32
v v * dxk dt * dxk (4.32)
Eulerian variation of mass density. Using (4.20) and (4.31), we get
9 ) 9 )
ap = dp — 8x’—e = —p0d;dx' — 8x’—p = —0; (pr’) . (4.33)
ax! ax!

Variation of Lagrangian coordinates. Writing the condition for the variation §
being equal to zero in the Lagrangian coordinates,

S9X“
XY =0X+6x'— =0,
ax!

we obtain, for the variation of the Lagrangian coordinates at constant x

X% = —XU8x', (4.34)

4.3 Principle of Least Action

Continuum mechanics aims to model the behavior of a large number of particles.
Dynamics of particles is governed by the principle of least action with the action
functional of the form

1
/ (Lagrange function) dt

to

In the continuum description, Lagrange function possesses a density, the Lagrangian, L,
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Lagrange function = / LdV (4.35)

14

where V is the region occupied by the continuum in the initial state. The summation
over particles is made in two steps: first, LdV is the total Lagrange function of
particles which are in the volume d \e/; second, summation over particles from dif-
ferent parts of the region V is replaced by integration over V. The latter procedure
assumes that the interaction between particles from different parts of the region V
is negligible, and the total Lagrange function is approximately equal to the sum of
Lagrange functions of small parts of the region V.

As in classical mechanics, L is the difference of kinetic and potential energies.
Denoting the kinetic and potential energies per unit mass by K and U, we have

L=py(K—-U). (4.36)

The classical continuum models correspond to the assumption that the key kine-
matic characteristics of motion are the particle trajectories, x' (X%, ¢), and en-
tropy, S,

1 .
K = v, U=U(x}.5). (4.37)

Internal energy for inhomogeneous media may depend on Lagrangian coordi-
nates, but we do not mention this explicitly.
Finally, the action functional is

I(x(X, t),S(t,X)):f/po (%vivi —U(x;,s)) dvdt. (4.38)

Iy y

The action functional can also be written as an integral over the current state, the
moving region, V (¢) . According to (3.72),

1 :/ / P (%vivi - U(x;,s)> dvdt. (4.39)

fo V(1)

Let the dissipation be negligible. Then in each particle, entropy, S, does not
change and becomes a certain function of Lagrangian coordinates, S = S (X),
known from the initial conditions. Thus, entropy drops out of the set of unknown
functions.

Suppose that, as in Hamilton variational principle, the initial and the final posi-
tions of the particles are prescribed:
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x(to,X):)(g(X), x(tl,X):)lc(X). (4.40)

Let us show that then the following variational principle holds.

Principle of least action. The true motion of continuum is a stationary point of the
action functional (4.38) on the set of all particle trajectories obeying the constraint
(4.40).

The action functional (4.38) has the form (4.1) with x and u replaced by (X, 1)
and x (X, t), respectively. Thus, we may apply the formulas of Sect. 4.1. If function
L is an arbitrary function of v’ and x/, v and x/ being derivatives of x’ (X, 7) with
respect to ¢t and X, then from (4.10),

d oL 9 oL

—— — = (4.41)
dr v ' 9Xe oxi
For the function
1 . )
L =po Eviv’ -U (x(’l, S)
these equations take the form
d d oUu
—V; = — 4.42
POV aX“'oOax;, (4.42)
or, recalling the definition of the Piola-Kirchhoff tensor (3.131),
d 0 (4.43)
—V; = <. .
PO = axali

For Cauchy’s stress tensor, 0"/ = %xi p'®, (4.43), as shown in Sect. 3.2, takes
the usual form of the momentum equations

dv do'l
—_— = 4.44
p dt axJ ( )
Constraints (4.40) vanish the variations of x (X, ¢) at the initial and finite times.
The variations of x (X, t) at the boundary of the body are arbitrary. Therefore, the
boundary conditions of Sect. 4.1, (4.11), read

ping =0 (4.45)
where 71, are the Lagrangian components of the unit normal vector of the surface
av.

These formulas can be derived directly from the principle of least action using
the relationships for variations from Sect. 4.2.
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To include boundary tractions, one has to add into the action functional the sur-
face integral

|

/ [ fi (X, 0)x' (X, 1)dAdt. (4.46)

fo gV

To take into account the body forces, the volume integral must be added:

/fpogi (X, 0)x' (X, 1)dVdr. (4.47)

R
Accordingly, (4.42) and (4.45) change to

d d oU 5

—V; = —— pp— i q°a= 7 atadV. 4.48

POV 8X“p08x1’1+pog pifa=fi a (4.48)
The origin of the additional terms (4.46) and (4.47) is apparent: on the microlevel,

the external forces act on the particles and cause the terms in Hamiltonian functions

like fiq'; (4.46) and (4.47) are the homogenized form of these contributions.

4.4 Variational Equations

In general, the equations of continuum mechanics cannot be obtained from a varia-
tional principle. But they can always be derived from a variational equation, i.e. the
statement that the variation of the action functional is equal not to zero but to some
functional, § A, which is a linear functional of variations:

51 = SA. (4.49)

Variational equations lose the major feature of the variational principle, the spe-
cial structure of the governing equations, because any equation can be obtained
from the variational equation, unless the possible functionals § A are somehow con-
strained. Indeed, let I be functional of a required function u, while § A has the form

A = / Féud"x.
14
Then it follows from the variational equation that

5L

— =F. 4.50
5 (4.50)
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Any equation for function u, G = 0, can be written in the form (4.50): it is enough
to set F' = G + 6L /éu. Therefore, the information on the admissible forms of the
functional § A is what actually defines the variational equation. Here is a brief review
of the suggestions made.

The principle of virtual displacements. Historically, the first variational equa-
tion was the “golden rule” of mechanics — the principle of virtual displacement.
Its formulation for a lever was given in Aristotle’s “Physics” (fourth century BC).
Further significant development of the principle was made by Stevin and Galileo.
The modern form of the principle was essentially obtained by Johann Bernoulli. The
formulation of the principle of virtual displacement for a system of material points
that is subject to some kinematical constraints is as follows. Let x(,) be the position
vector of particle s, F the force acting on particle s, and 5x(y) the infinitesimally
small displacements compatible with the constraints.” The constraints are assumed
to be “ideal”; this term will explained later. The system is in equilibrium if and only
if the total work of all forces on possible displacements is zero:

Z F) - 8X5) = 0. (4.51)

If there are no kinematic constraints, the assertion (4.51) is “trivial,” since it is
equivalent to equalities F(;) = 0. “Nontrivial” conditions arise as a result of con-
straints.

In the papers of the nineteenth century, the principle of virtual displacements was
also called the principle of virtual work or principle of virtual velocities or princi-
ple of virtual powers (the latter two terms are related to the possibility to replace
dX(s) by kinematically admissible velocities; up to an infinitesimally small factor,
the velocities take the same values as 6X)).

The d’Alambert principle and the energy equation for virtual displacements.
In dynamics, the variational equation (4.51) remains true if the inertial forces are
added to F(y):

> (Fi) — mea) - 8% = 0, (4.52)

N

where m ) is the mass and ay) is the acceleration of the particle s. Equation (4.52)
is called the d’ Alambert principle.

If there are no interactions between particles, (4.52) yields the second Newton’s
Law. In the presence of the interaction forces, (4.52) becomes “nontrivial.”

In the d’Alambert principle the inertial forces are in some sense as important
as the other forces: for the derivation of the basic equations one has to include
in the static equation one more force, the force related to the particle acceleration

2 The indices of non-tensor nature are put in parentheses.



130 4 Principle of Least Action in Continuum Mechanics

with respect to the inertial frame of reference. Note that in the co-moving frame of
reference, i.e. a non-inertial deforming frame where all the particles are at rest, the
Newton’s equations can be considered as equilibrium equations for the system of
forces including the inertial forces.

The d’ Alambert variational equation (principle) can be taken as the primary pos-
tulate of the mechanics of systems with a finite number of degrees of freedom.

L.I. Sedov suggested the idea that the variational equation of mechanics is, in
fact, the energy equation written for virtual displacements. Let us show how to
transform the d’ Alambert principle into the energy equation for virtual motions.

The quantity ZF(S)SX(S) apparently represents the work done by the external

forces through the virtual displacements, §x(5); we denote this quantity by §.4:
(3./4(6) = ZF(‘Y) . (SX(‘Y).
Consider the expression
dv
ma-6X = m—8X.

dt

Let us add and subtract the term mvdv in the right-hand side of this expression. Then

0.6 5 r ., + dv 5 SdX 2
ma-dx = —mv m—-6X —mv-6 —, vV =vVv
2 dt dt

Define the kinetic energy as

1
K= Z Em(J)Vé),

and functional §() as

dV(é dX(s)
80 = — s 8X(s 9V 60— ). 4.53
EX <m< rali DR (ON ORC (4.53)
Then the d’ Alambert principle takes the form
8K =8A9 +5Q. (4.54)

It is seen from (4.53) that the functional §{) has the following property: for real
motion it is equal to zero, i.e. replacing the admissible variation § by the increment
in the real process, d, causes §() to vanish, i.e.

89'5:d = 0
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For real motion the variational equation (4.54) becomes the energy equation,
dK = dA®.

Variational equation (4.54) can be considered as the first law of thermodynamics
for the virtual displacements in the case of a system with a finite number of degrees
of freedom. For the virtual displacements, the energy equation has an additional
contribution §{) which is not present in the equation for the real displacements.

Now we can explain the meaning of the term “ideal constraints” used in the
formulation of the principle of virtual displacements. As is apparent in (4.54), the
variational equation does not include the energy contribution from dissipation. In
this case the constraints are called ideal. For non-ideal constraints the variational
equation would contain the additional dissipation term.

A variational version of the first law of thermodynamics. Let us move on to the
consideration of the variational equation in the context of continuum mechanics. In
areal process, the equation of the first law of thermodynamics is

dE =dA® +dQ (4.55)

where E is the energy of the system, d. A is the work done by the external macro-
scopic forces, and dQ is the energy supply caused by heat and, possibly, by other
forms of energy.

If the increment d of the real process in (4.55) is replaced by an increment § of
the arbitrary admissible process,* (4.55) will, generally speaking, not hold. Denoting
the arising “discrepancy” by 8(), we can write

SE =38AY +5Q+ 8. (4.56)
Functional 8() is equal to zero for real variations,
3Q|s5—q = 0. (4.57)

If the functionals E, §.4©, §Q and 8() are defined, then (4.56) becomes the vari-
ational equation equivalent to the first law of thermodynamics for the admissible
virtual variations. Functional §E is by definition the variation of functional E.
Functional 8§ A is also easy to define: usually, d A is the linear functional
of increments du*, and therefore §.4) means the value of functional d.A® on
Su*.

3 Here and in what follows we will assume that the increments of the parameters in real processes
belong to the set of all admissible variations.
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Let d Q be the heat supply. In order to define functional § Q, we need to consider
the definition of § Q based on the second law of thermodynamics:

dQ = /pTdeV —dQ, (4.58)
14

where d Q' is the so-called uncompensated heat. In classical models d Q' is the linear
functional of increments du*. Therefore, the heat supply as defined by (4.58) is also
a linear functional of du*. Consequently, the heat supply for any admissible process
can be defined as the value of this functional at u**, and

80 = /pTc‘SSdV -89 (4.59)
4
Variational equation of the first law of thermodynamics becomes
SE =8AY + / pT8SdV — §Q + 8Q). (4.60)

\%

Note that in the variational statement of the first law of thermodynamics (4.60)
the second law of thermodynamics in the form (4.59) was used.

Sedov’s variational equation. In the variational equation (4.60) not all function-
als are independent: only some terms can be given, while others are determined
from (4.60). To distinguish the two kinds of terms, let us first set for definiteness

that
1 2
E = 1Y EU —+ U dV,

Vv

dsxt  dv; .
80:/,0 v,-—x——USx’ dv,
dt dt
v

and express the work done by external forces by the sum of surface and body forces:

SAQ =8 A, + 8AS,

surf*

Then the variational equation can be written as
LI d i © ©
S| p Suiv' = U)dVv — 7 pvidx'dV + 84, + A, -+
14 14

+/pTasdv —8Q =0.
|4
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Let us integrate this equation over an arbitrary interval [#, #;] . Using the notation

1
L—p(—v,v —U),

f 0

/ vi8x'dV -/rSAii)rf
4

to fo

= pT8SdV —8Q +8A5, |dt.
we get

1
6//Ldth+6W*+6W:O. 4.61)

fo

Variational equation (4.61) holds for an arbitrary volume V and an arbitrary time
interval [#, #1], and, therefore, is equivalent to the variational energy equation in the
“local” (for any time instant) form.

The functional 6 W is an integral over the boundary of a four-dimensional region
V X [ty, t;] of the linear combination of variations of the parameters involved.

The function L and the functional §W* are prescribed, while the functional §W
can be found from the variational equation (4.61).

The relation between functional SW* and the uncompensated heat §Q’ and the
postulates of thermodynamics of irreversible processes can be used to prescribe
SW.

It is clear that the variational equation (4.61) can be also interpreted as the second
law of thermodynamics for the virtual processes. Then, U should be considered
as an independent thermodynamic variable and S a known function of U and the
thermodynamical parameters. The energy equation completes the closed system of
equations.

The variational equation (4.61) has two distinctive features. First, it is writ-
ten not for the entire region occupied by the continuum, but for any arbitrary
part of this region; this makes the variational equation very close to the energy
equation. Arbitrariness of the region leads to the appearance of the functional
8W in the variational equation. This functional describes the interactions of the
piece of the material with its surroundings and is also determined by this equa-
tion. The calculation of §W corresponds to establishing the equations of state.
Second, the variational equation contains the contributions of irreversible pro-
cesses.

In essence, the variational equation (4.61) expresses in a compact form the laws
of thermodynamics if these laws are taken into account in construction of the func-
tional §W*.
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4.5 Models with High Derivatives

In classical continuum models, energy density depends on distortion, the first space
derivatives of x (X, r). If energy density depends on higher derivatives, the con-
tinuum acquires some new interesting features which we discuss in this section.
These features are common in statics and dynamics, therefore we focus here on
the static case. We consider a general setting when the state of continuum is
described by some field variables, u* (x), » = 1,...,m. We accept for sim-
plicity that the process is adiabatic, and entropy drops out from the set of re-
quired functions. The internal energy is assumed to be a function of u*, u’ and
uy;

U=U(u%,u’7 u”).

RARNY)

By U in this section we mean the energy per unit volume, therefore the total
energy is

ST

E:fU(u”,u}f u’f-)dV. (4.62)
4

Let is find the variation of energy. We have

oU oU asu” U 9%6u™
8E:/|:—8u”+— iy " }dV. (4.63)

ou* ou’f dx! 6uffj axiox/

Vv

To extract the independent variations in the integrand we do, as before, integra-
tion by parts. Integrating by parts the last term in (4.63) we have

aU SU 9su™ AU dsu”
515:/[ Su” + —— :|dV+/ n;dA. (4.64)

ou* Su’ ox! ou’. oxi
0 ,

ij
av J

Here 8U /8u’; is the variational derivative:

Integrating by parts the last term in the volume integral we obtain

SU AU asu”
/ 2= sun + —— " n. ) dA. (4.65)
Buf‘ au}fj Jx!

sU
SE = | —8u”™dV +
du* f

1% av

Here
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sU oU 9 U oU 9 oU 9> U

Su<  our  ox'Su¥  owr  ox'ouk - oxioxd ou’;

Now we see the most distinctive feature of the models with high derivatives: in
addition to the usual work of surface forces on variations du*, some new surface
forces appear, which work on the gradient of variations. The variations in the surface
integral are still dependent, and we need to make an additional transformation to
define the surface forces uniquely. To put the surface integral to a suitable form we
split the gradient, 9/9x" into the sum of normal derivative and tangent derivatives.
Let x! = r’ (£%) be the parametric equations of the surface, 9V, £% being the param-
eters on the surface; Greek indices run through the values 1, 2. Then ro"l = or' /9E”
are the components of the two tangent vectors. We introduce two other vectors, 77,
by the relation

r’ 7 = 8 —nin; Iz
The explicit formulas for r* are given further (see (14.5) and (14.15)). Then the

following decomposition of the gradient holds true:

d a d ad d
—_—= rlfx— + n;—, — =n;—. (466)
ax! g on on dxt

Its derivation is given in Sect. 14.1 (see (14.17)).
Note that for a smooth surface and smooth two-dimensional vector, v¥, the di-
vergence theorem has the form

/vf;dA :/v“vads (4.67)

P [

where a semi-colon in indices denotes covariant surface derivative (its definition is
given in Sect. 14.1), v, is the normal unit vector to the curve, 92, which is tangent
to 3, and s is the arc length along 93..

If the surface 2 is a closed smooth surface, and v® a smooth vector field on 3,
then , as follows from (4.67),

/ v dA = 0. (4.68)
3
Using (4.66) and (4.68) we can rewrite (4.65) as

28
SE = /—a ”dV+/<P su + 0, 2 )dA (4.69)
on

A%
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where

sU oUu oUu
P,.=—n; — ( rf’nj) , 0. nin;. (4.70)

i u7; du;
Obviously, §u* and d6u**/dn are independent of 9 V.

For adiabatic processes variation of energy must be balanced with the work of
external forces, §A :

SE = 8A. 4.71)

Equation (4.69) suggests that the work of external forces should have the form

9su”
8A=/F%8u”dv+f<f%8u”+g% 6” )dA. 4.72)
n
14

A%

The work contains additional “higher order” surface forces, g,.. If the external
“body forces,” F,,, and “surface forces,” f,, and g,., are given we obtain from (4.71)
a closed system of equations and boundary conditions for > :

sU
— =F, inV, (4.73)
Su*

sU au U

i =\ i | = fe. mnj=g. ondV

(Su’i 8u,ij ] au,,.j

There are three major differences from the equations of classical continuum mod-
els. First, the equations are of higher order, and, therefore, require more boundary
conditions. Second, in classical continuum models the surface forces work only on
infinitesimally small displacements. In models with the second derivatives an ad-
ditional surface force appears which works on normal derivatives of infinitesimally
small “displacements,” d6u**/dn. Third, as we see from (4.73), the “usual surface
force,” f,., depends on the surface derivatives of the normal and tangent vectors,
and, thus, on the geometry of the surface. In classical continuum models, the sur-
face force is linear with respect to the normal vector of the surface (see (3.100)).
In models with high derivatives it is not linear and depends on curvatures of the
surface. An example of models with high derivatives, theory of elastic plates and
shells, will be considered in Chap. 14.

4.6 Tensor Variations

In derivation of the governing equations from the least action principle we did
not use the tensorial nature of the characteristics involved. Remarkably, if the
Lagrangian is a scalar and its arguments are tensors, the resulting governing
equations automatically have the tensor form. This section explains that point, and,
additionally discusses an alternative way of deriving the governing equations based
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on the notion of tensor variations. We begin with a reminder of the basic facts of
tensor analysis.

Basic vectors. Consider in a Euclidian three-dimensional space a coordinate sys-
tem with coordinates, x’. This system is, in general, curvilinear. Let r (x) be the
position vector of the point x. Then the basic vectors of the coordinates system, e;,
are defined as

Jar
e = —

=—. 4.74
o 4.74)

The scalar products of the basic vectors are the covariant components of the
metric tensor,

8ij = € - ej. (475)

while the components of the matrix inverse to || 8ij || are the contravariant compo-
nents of the metric tensor, g/ . The basic vectors with upper indices are introduced
by the formula

e =ge;. (4.76)
An alternate definition of e’ follows from (4.76) and (4.75):

e -e =5/ 4.77)
If the point x is shifted to x + dx, the basic vectors get the increments de;. The

increments are proportional to the shift, dx. Expanding the increments over the basic
vectors, one can write

de; =Tdx/e. (4.78)

The coefficients Ff.‘i are called Christoffel’s symbols of the coordinate frame. It
follows from (4.74) and (4.78) that Christoffel’s symbols are symmetric over low
indices:

k k
I =T
The expression for Christoffel’s symbols in terms of metric tensor can be found

by differentiating (4.75) and solving the resulting system of equations with respect
to Christoffel’s symbols. One gets:

1 agmi agm' agi'
Fk km J J
i Zg <8xf + dxt axm ) “479)
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Contracting (4.79) over j, k and using the equality

lag
g 0gi;

’

which follows from (3.20), we obtain an important identity:

F!,Zia_gZLM (4.80)
Voo 2gaxt Jg axt '

Differentiating (4.77), one obtains for the differentials of e :
de' = —T};dx/e" (4.81)

Tensors. Consider a new coordinate system, x” = x" (x7) . It is convenient to mark
a new coordlnate system by putting the prime sign not at the root letter, but at the
index: x' = x' ( 7) . The basic vectors of new coordinate system, e;, differ from
e;. From (4.74),

or ar ox’
6 =—=——. (4.82)
dx? ax/ 9xi
Accordingly,
axt ax’
o = e ’ e N i— .
$i — 8 axi axJ

One can check by direct inspection that, for the inverse matrix,

gi’j' _ ax 6x/

axt axJ
and

i/ ox’
e —g” e, = —¢.
ox!

i

The set of functions T"1 "'ik _ form the components of a tensors, if in any coordinate

i .
system, X' , the new components T U obey the equality
_ ol Lell | eln = T~ lk Ji o em
T = le,. jCip €8 N X T ..e;e .elm,
Covariant derivatives. Consider the tensor T = T]’ll , ;k e, ...e, e .. e Bydef-

inition, the result of an infinitesimal parallel transport of T from pomt x +dx to
point x is the tensor T = T(x 4+ dx) in which the basic vectors e; (x +dx) and
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e/ (x 4 dx) are replaced by e; (x)+Fk dx'e; (x), el (x)— F dx’e (x), respectively
and only the infinitesimally small terms of the first order are retained. Covariant
derivatives V; T " .k are defined by the equation

T-Tx)=V, Tj’l1 j’ke e el eindx'

Hence, for example, for vector T'e;, we have

; 8T
i i k
ViT! = o + T T
Lagrangian covariant derivatives. Lete,, e’ and é,, € be the basic vectors of the
Lagrangian coordinate system in the initial and current states:

o

e, =x'e, e =X, & =ie, & =X'e,
and I'y, and I}, be the respective Christoffel’s symbols:

de, =T¢,dX"., de’ =-T%dX"e,
dé, =1¢,dXx",, d&* = —T9dxbe.

Christoffel’s symbols I, and fflb can be expressed in terms of g, and g, by
means of formulas analogous to (4.79). Also note that I'{, can be written in terms
of the particle trajectories as

. a%x! ¢
Fb_l“” abek+WXi‘ (483)

It is seen from (4.83) that I';, are not zeros even if Christoffel’s symbols of
observer’s frame, Fl ;» are zeros.
Consider quantities with the Lagrangian indices, 7”. Using T?, we can construct

two vectors:
T = Tbe, and T = T"8,.

Accordingly, we may introduce two operators of covariant differentiation, V, and
Va:

T . T
aX” = a eb7

In the case of tensors of higher orders, the number of possibilities to define co-
variant differential growth drastically. We will use the covariant derivatives V, and
V, corresponding to the differentiation of the tensor
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Ty eq, ..ege’ eP and T Ty ey, 880 e,

For the operator V,,, the parallel transport occurs by means of Christoffel’s sym-
bol I'¢,, while for V, by means of I',. In particular,

0T, o 0T, o
b b b ] b b b ]
V" = L AT T VT = T

Covariant derivatives of metric tensors with respect to the corresponding parallel
transport, as one can check by direct inspection, are zero:

Vaghe =0, Vaipe =0, Vg =0. (4.84)

Differentiating the tensors with both Eulerian and Lagrangian indices, we will
include the parallel transport over each index. For example,

i

. ax .
Vpx, = —i—F’kx xb I xt.

Using (4.83), one can check by inspection that
VbXQ =0.

Time derivatives. The tensor time derivative for the constant Lagrangian coordi-
nates, d/dt, is defined as follows. Let u;”‘ ‘1 be the components of a tensor where

2 stands for some set of the Lagrangian indices. Define V* as

V* = u;]"‘j"‘e e el e,

Derivatives dV* /dt transform as a tensor with Lagrangian indices . To calcu-
late dV* /dt we note that

% = %vk =T evf, C;—e; = —Ijev™.
Hence,
avz=
dr
iy...0y
= —du/‘lltllm + M;Tllljmlnl_‘;kvk +...— jﬂlh:nl] ljmkl}k € ... eikej' . ej'” =
dujn

= ——¢€;, ...€ ejl ...ej’".
dt 1 Lk
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It follows from the last equality that d ”;ﬂl/,:n /dt are the components of a tensor.
For example, the tensor time derivative of the distortion is
dxi  dx! , ' , ;
d: = _dta + Tixlvf = xk p + T xkol = xbwf.

The usual rules for differentiation of sums and products hold for d/dt. In differ-
entiation of the contractions, like ¢;', the derivatives d /dt and d /dt coincide:

da; . dbt da; dbt d .
iy 4o S =S4 g D = Z (1), (4.85)

L (@b) = @ _da
dt dt dt dt dt

dt

Tensor A, . Christoffel’s symbols I'¢, and fg , are not tensors. The difference AS, =

Fjl' — FZ , 18 a tensor. It follows from the formula

c

1 o o .
ab = Eng (ngad + Vagpa — Vdgah> . (4.86)

The covariant derivative V, can be expressed in terms of the covariant deriva-
tive V, and tensor A{,. For example, for the covariant derivatives of a vector the
corresponding relation is

V., T" =V, T + Ab T°.

The tensor A{, can be expressed in terms of gradients of the strain tensor &g, :
from (4.86) and (4.84)

Ay, = g (%bgad + Vaepa — %d%b) . (4.87)

Here tensor g can be considered as a function of ., and &,5.

Direct tensor notation. This is a widely used notation when, for example, for a
vector, one writes v, implying that v =v’e;. Unfortunately, the attractive simplicity
of the direct notation is accompanied by some shortcomings. Dealing with the com-
ponents of a vector we do not know the vector. This is emphasized by the formula
v =v'e; : to prescribe a vector one needs to specify both the components, v’, and the
frame, e;. For the same components of, say, the strain tensor (4.2), one can define
three different tensors,

e = epe’el, &) = £,,0°8", &3 = g,pe"8.

We are interested in the dependence of energy on the components of the strain
tensor, not on the entire tensor itself: it does not matter whether the strain tensor
is the tensor &1, &, or &3. If we, nevertheless, write U = U(e;), we introduce into
energy the extra arguments, the basic vectors, on which energy, in fact, does not
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depend. Mathematically, nothing is wrong: function may be independent on some of
the arguments, but physically, this complication does not seem reasonable. Another
shortcoming of the formula U = U(e)) is that one has to list all other arguments of
energy, and the form of the arguments not mentioned by writing U = U(e;) may
affect the actual value of energy. For example, in the case of an isotropic media
the additional argument is just a tensor of the second order formed from the metric
tensor. We have, however, a number of possibilities:

ab oab abo o
g1 = & €4€p, g =8 "€,€p, g3 =8 '€,€p,

not to mention a few more. The models with energies, say, U = U(e;, g;) and
U = U(ey, g) are different. For example, in the case of the linear dependence of
energy on the strains,

U(ey, g 1) = const g“bsab, U(ey, g) = const §“b£ab.

These are two different functions. Without specifying the additional arguments
in energy, the model remains undetermined. Of course, after all necessary special-
izations, the direct tensor notation makes sense; however, such specializations are
needed only because we introduced the artificial argument into energy, the basic
vectors. This is why the index notation is employed in the book: it avoids any ambi-
guities.

The tensor variations. The rules of transformation of required functions and their
variations under coordinate transformations are, generally speaking, different. Con-
sider, for example, the particle trajectories, x' (X, t). Functions x (X%, t) do not
transform by the tensor rules. In a different coordinate frame, x" = f7 (x/), the
particle trajectories are given by the function

X (X 1) = (X9, 1))
However, the variations of particle trajectories form the vector components. Indeed,
Sx (X 1) = 8f" (x/ (X,1)) = —6x.

The Christoffel’s symbol of the Lagrangian coordinate system, I',, is not a ten-
sor, while its variation, 8¢, , is a tensor of the third order: from (4.86) and (4.26)

1 o o o
8T, = 84, = —g“Al,8gea + ing (Vb5gad + Vidgpa — Vd5gab>
1
= 58" (V88aa + Vadgha — Vadgar) (4.88)

Equation (4.25) shows that the opposite is also true: the variations of the com-
ponents of a tensor are not necessarily a tensor. In general, this does not cause any
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complications, because, as will be explained further, the final equations automati-
cally possess a tensor nature. Nevertheless, it is worth knowing how to modify the
definition of variations in order to deal with tensors at each step of the derivation of
the governing equations.

Let u” be the components of a tensor, where the multi-index s corresponds to a
set of the Lagrangian indices. The variations §u* are the components of the tensor
with the index structure similar to that of the tensor #” because the transformation
matrix 0X /93X can be taken outside the variation operator.

Consider a tensor with the components u;‘i where the multi-index s« still cor-
responds to a set of Lagrangian indices, and 7, j are the observer’s indices. The
variation 8u7i defined in the same way as before is no longer a tensor since the
transformation matrix dx’/ /dx’ depends on x' and cannot be taken outside the vari-
ation operator.

Define V** as

V= u;‘ieiej. (4.89)

V> have only the Lagrangian indices, so 6 V* transform in the same way as the
components of the tensor V**. Let us find the relation between 6 V** and u". Since

aei ; . -
de; = Mﬁxk =T} e;8x*, e/ = —Te'6xF,
taking the variation of (4.89) we obtain
8V* = (8u7 + Tjuyox’ — T u;"ox") ere’. (4.90)
Formula (4.90) shows that quantities

Sur' = out + Tjur'oxt — T uoxt (4.91)
are the components of a tensor with respect to both the transformations of the
Lagrangian coordinate system and the Eulerian coordinate system. Equation (4.91)
can be generalized for the tensors with an arbitrary structure of the Eulerian indices.
The variation § (4.91) is called the tensor variation.

The tensor variation § can also be defined in terms of derivatives with respect
to an auxiliary parameter ¢ like in (4.12). In order to do this, the trial functions
u;.‘i (X%, t, &) should be replaced by ﬁ;‘i (X4, t, &) where the tilde stands for a paral-
lel transport of the tensor u J’.‘i with the Eulerian indices from the point x’ (X4, t, ¢)
to the point x’ (X9, ¢):

de. (4.92)
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It is easy to check that definitions (4.91) and (4.92) are equivalent.

The expressions for the tensor variations of velocity, distortion and inverse dis-
tortion are

. . e . .
ox; = 8x,, + 1" x,6x" = x,; Vidx',

§X{ = 8X{ — T X[ ox" = —X4V;8x/. (4.93)

Equation (4.93) differ from the (4.17) and (4.25) by having the covariant instead
of the partial derivative with respect to x’. The difference between (4.19) and the
equation for the tensor variation of A,

- oA - . _ .
A = —dx, = AX{éx, = AV;8x', (4.94)
ox},
is analogous.
Note the relations
88ap = Vaubdxp + Vipdx,, e = V(anb) (4.95)

where 8x, are the Lagrangian coordinates of vectors §x/, §x, = xéSxi.
Substituting this in (4.88) we obtain the variations of Christoffel’s symbols:

8T¢, = V,Vydx". (4.96)

When taking the variations of the covariant derivative of the tensor #”, the oper-
ator § is apparently interchangeable with the operator V,:

SV, u* = V,8u”.
However,
SVu™ # V,8u™,

since 8I°, # 0. The commutator §V, — V,,6 of the operators § and V,, can easily be
found using (4.96).

Consider a tensor with components u* (xi, t) where the multi-index s¢ corre-
sponds to the set of the Eulerian indices. The variation du* with x' held constant is
the tensor with the same index structure as u* since dx’' /dx’ can be taken outside
the operator 4. For the tensor variation § with X“ held constant, from the definitions
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of the operators § and 9 we have
Su” = ou™ + 8x'Vu™. (4.97)

In particular, equation. (4.97) implies that the tensor variation of the metric tensor
dgij is equal to zero, since dg;; = 0 and V,g;; = 0. Recall that the variation

dgij
6gij = KZ(SX]{

in a curvilinear system of coordinates is not zero.
The variation 0 commutes with the covariant derivative V;,

SV,»M” = V,-au%, (498)

since 9T, = 0.

The variation § does not commute with V;:
SViu” = oViu™ + 8x* Vi Viu” = Viou”™ + x* Vi Viu™ =
=V, (Su” — Bkaku”) + 8x*V Viu® =
= V;8u” — ViuV;8x* + 8x5 (Vi Viu™ — Vi Viu™). (4.99)

In a space where the curvature tensor is equal to zero, V,V;u* = V;V,u”, and
(4.99) becomes

SViu* = Vidu”™ — Viu™V;8x*. (4.100)

The variation of a scalar function. Let the scalar L be a function of a set of tensors
with components u*, L = L (u*), where s corresponds to a set of the observer’s
indices and the Lagrangian indices. The following equality holds:

SL =46L (4.101)
or, more explicitly,
oL oL -
—du” = —du”. (4.102)
u* u*

Indeed, since L does not change in a parallel transport of u#* from the point
x' (X4, t, €) to the point x' (X, t), we can write

L (x(X,t,e),e))=LHE"x(X,t,¢),¢)), (4.103)

where the tilde above u* stands for the parallel transport with respect to the Eulerian
indices. Differentiating (4.103) with respect to ¢ and setting ¢ = 0, we get (4.102).
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Here is an example illustrating (4.102). Let the internal energy density, U, be
a function of the distortion component x.. Since one cannot form a scalar only
from x!, U must depend also on other tensors with the Eulerian and Lagrangian
indices. They characterize the properties of the material and the observer’s frame.
Assume that the properties of the material are characterized by some tensor with the
Lagrangian indices, K*, and K** are given function of the Lagrangian coordinates.
Then, §K* = §K* = 0. Also assume that the metric tensor g; ;j is the only tensor
with the Eulerian indices in U. Then

U v . .
SU = —Sg,-j + —,Sx;. (4104)
agij GX:I

where 8g;; = g; x8x*. On the other hand, since §g;; = 8x*V,g;; = 0,

U -
SU = -, (4.105)

According to (4.102), variations (4.104) and (4.105) must coincide. Let us derive
the equality (4.105) directly from (4.104). The derivation is based on the identity

U U
—xk=2—"g., (4.106)
ox} 08 mk

which follows from the scalar nature of U. To obtain it we consider the transforma-
tion of the Eulerian coordinates x’ — x", x* = bf.‘x’i , x'T = b,({_l)'xk. Function U,
as a scalar, does not change:

U(gz{j’lezi’K%) =U(8ijsxf1,K%), (4.107)

where g/ ;= gmnblf"b;?, x;" = b;_l)ixé. Differentiating (4.107) with respect to bj

and setting b; = 83 we arrive at (4.106).
As follows from (4.106),

au  1oU ;
U _LU kgim, (4.108)
0gmk 2 0x}

Note an important consequence of this relation: its left hand side is symmetric
while the right hand side can be written in terms of the stress tensor:

aU 1
=—0
agmk 2:0

mk

Therefore, the stress tensor in such models is necessarily symmetric

O_mk — O,km.
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Consider (4.104). We have

oU
dg

sU =

s oUu i
8mk,s0X" + —8x,.
mk Hx(‘l
We may replace guis bY &mks + 8smik — &sk.m because the addition, gy, x —

8sk.m» 1 anti-symmetric over mk and, thus, its contraction with a symmetric tensor,
oU/0g,.k» 1s zero. Substituting dU /dg,,, by the right hand side of (4.108),

19U : au .
U = —— xcl:glm(gmk,s + 8sm.k — gsk,m)sxs + ; Sx(lu
2 dx dx!

we recognize in the first term Christoffel’s symbols (see (4.79)). Thus,

U o F1/A -
8U = —xFT 8x° + —6x] = —8x!
dax}, ax}

as claimed.
So, depending on convenience, one can use either the usual variation operator §
or the tensor variation operator 4.



Chapter 5
Direct Methods of Calculus of Variations

The variational principles allow one to investigate the properties of the minimizing/
stationary elements without the use of differential equations. Such methods of
studying the solutions are called direct. The direct methods are especially effec-
tive in cases when the functional of the variational problem has only one station-
ary point, and this stationary point is either the maximum or the minimum of the
functional.

There are many direct methods of constructing the approximate solutions, and
there are also some direct methods of qualitative analysis, like the analysis of the
existence and uniqueness of the solution or the derivation of a priori estimates. This
chapter will cover some ideas that form the basis of the direct qualitative methods.
As all other reasonings based on the notion of energy, they are simple and almost
obvious. However, their application to particular problems often calls for inventive-
ness, certain skills, and some subtle mathematical techniques.

We begin with the consideration of the existence and uniqueness theory. From
the perspective of an engineer or a physicist, it may seem an infringement in extra-
neous territory as this subject is a classical topic of mathematics. In fact, however,
one can hardly understand in depth such issues of mechanics as loss of stability
or the proper choice of boundary conditions without being exposed to the simple
ideas underlying the existence and uniqueness theory. Such understanding is cer-
tainly necessary for everyone involved in construction of new models of continuum
media.

The next topic is the deep and powerful theory of dual variational problems. It
is based on the notions of convexity and Young-Fenchel transformation, which are
discussed in detail.

Another important tool of the direct methods is the asymptotic analysis of the
functionals depending on small parameters. We discuss the general scheme and
consider a number of examples while most of the applications are spread over the
rest of the book.

In this chapter we establish also a link between minimization problems and
integration in functional spaces. This relationship is used in Part III for studying
some stochastic variational problems. The chapter is concluded with a discussion of
several useful tricks, which help to work with variational problems.
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150 5 Direct Methods of Calculus of Variations
5.1 Introductory Remarks

Setting of variational problems. Consider a functional /() defined on a set M
of elements u. In continuum mechanics, u# are some functions of space variables
and, in dynamical problems, time. Since, the sum of two functions, u; and u,, and
the multiplication of a function, u, by a real number, are defined, one says that the
u-space is a linear space; denote it by R. The space R is also called a functional
space as it is a set of functions. The set M in which the functional 7 (u) is defined
is a subset of the space R. In continuum mechanics, the set M is usually specified
by the characterization of smoothness of u and the choice of boundary conditions.
There is an important special case when the set M is also linear, i.e. for any two
elements of M, u; and u,, the sum u; + u, belongs to M and the product of any
element u of M by a number X is also an element of M. An example of such a set
M is a set of continuous functions u(x), defined in a bounded region V, which have
zero values on the boundary 9V of region V:

u(x) =0 at V. 5.1)

Obviously, if u;(x) and u,(x) obey (5.1), then u(x) + u>(x) and Au;(x) do too. If
the boundary conditions are inhomogeneous,

u(x) =u®(x) at av, (5.2)

then the set has the following structure: any element u of M can be presented in a
form

u=uo+u
where ug is some function satisfying the boundary condition (5.2), and u” a function
with zero boundary values, i.e. an element of a linear set M’.
Another example of M is a cone: the set M is called a cone if, for any element u
of M, it also contains the element Au for all positive A. Cones appear in variational
problems with unilateral constraints such as

u(x) > 0.

We consider the variational problems of the following type: find the minimum
value of the functional 7(u) on a given set M. For such a problem we write

1 — min or min/ or min [/ (u).
(L{) ue M ueM (u) M (M)

The minimum and maximum values of /(u) on M are denoted by I and 1,
respectively:

I=minl@w), I = ().
g 100 1 =m0
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If the set M is selected by an equation like, for example, vanishing of admissible
functions at the boundary 9V of region V,

u=0 on dV, (5.3)
we also use the notation
I = min I(u),
o ()

or, if the constraint is a short equation,

I= min I®u).
ue ulyy=0

A search for the maximum value of 7(u) is equivalent to a search for the mini-
mum value of the functional —7(u); therefore we focus mostly on the minimization
problem. In minimization problems we may admit that the functional /(i) takes at
some elements of the set M the positive infinite value: I = o0 (if it would take
also negative infinite values, the solution of the minimization problem is obvious:
I = —o0). That is equivalent to the elimination of such elements from the set M.
This way of operating with the inadmissible elements is quite convenient. For ex-
ample, we may write the original variational problem as a minimization problem for
a functional I (u) defined on the entire linear space

T = I(u) ufj\/l
400 ueM

Then
I = minI(u).
ﬂg(m

Usually we are interested to find not only the minimum value of the functional
1(u) but also the element, iz, on which this value is achieved, i.e. such # that

IG) =1. (5.4)

Such an element is called the minimizing element or the minimizer. There might

be many minimizing elements (example: min  sinu = —1, i = =5 + 27n,
—o0<u<+00

n = 0,%£1,%2,...). On the other hand, the element & may not exist (example:

min 1 = 0, while 1/u > 0 at any point). Mathematicians like to emphasize in
O<u<+oo U

notation the possibility of non-existence of the minimizing elements. For example,
they write inf 7 («) if it is not known whether the existence of the minimizing element
is guaranteed and rr/l&tn I(u) only in the case when the minimum value is achieved on



152 5 Direct Methods of Calculus of Variations

M (and, accordingly, sup /(u) instead of max /(u)). We choose rather to use only
the symbols min and max; in the usual mathematical notation they correspond to inf
and sup.

In variational problems of continuum mechanics the existence of the minimizing
element is usually guaranteed by the physics of the problem. Therefore, the varia-
tional problem will be called correctly posed (or, briefly, correct) if a minimizing
element does exist. For the variational problems of non-physical nature, like the
problems of optimal control theory, such terminology is not appropriate because in
a typical situation, the minimizing element does not exist. We will not encounter
such problems in this book.

On the geometry and dimension of functional spaces. Functional spaces are
infinite-dimensional. This means the following. Consider a smooth function of one
variable, u(x). It can be approximated by a piece-wise linear function which has at
some nodes, X, the same values as u(x) (Fig. 5.1). The approximation is determined
uniquely by the values of the function at the nodes, u(x;). To describe the function
u(x) completely one has to tend the number of nodes, N, to infinity. In the limit
function u(x) is said to have an infinite number of degrees of freedom.

Another way to introduce the “degrees of freedom” of a function is to expand it
into a series. For example, a continuous function of one variable u(x), defined on a
segment —a < x < a, can be presented as the Fourier series

nd wkx ad . wkx
u(x) = Z aj cos — + Z by sin P (5.5)
k=0 k=1

Hence, each function u(x) is specified by an infinite sequence of numbers
{ag, a1, az, ..., by, by, ...}. To select a function, u(x), one has to prescribe these
numbers. There is a one-to-one correspondence between all continuous functions

U u()

/|

Fig. 5.1 A finite-dimensional

truncation in the functional x
space Lo L1 Lo Ty
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u(x) and all sequences' {ag, a1, as, ..., by, by, ...} . In the spirit of vector analysis,
one can consider u(x) as a vector in an infinite-dimensional space, with the coordi-
nates {ag, ai, da, ..., by, by, ...}. The vector u(x) has these coordinates in the basis
formed by the vectors (functions)

X 2w x . TX
1,cos —,cos —,...,sin—, ... .
a a a

The same function, u(x), may also be presented in terms of the Taylor series:

o0
u(x) = Z crxk. (5.6)

k=0
The coefficients {co, ¢, ...} may be viewed as the coordinates of function
u(x) in the basis {1, x, x2, } . The coordinates {ag, ay, a>, ...,b1, by, ...} and

{co, c1, 2, ...} are linked by a linear transformation which can be derived from
(5.5) and (5.6).

A functional, I(u), is a function of an infinite number of arguments,
ap,ay,a, ...,b1,by, ..., or co,cy,co,... . In some cases this functional can be
computed explicitly. For example,

a

b 00 00 2
I(u) = /uz(x)dx = ﬁ/ Zak cos kt + Zbk sinkt | dt =
b4
“2oNo 1

=al2a5+ai+a3+...+bj+b5+...]. (5.7)

Here we used the following property of the harmonic functions:

T I e
/ cosktcosmt dt = / sin kt sinmt dt = 7w dy,,, f cos kt sinmt dt = 0.
—IT —7T —71T

One important point is now in order. The infinite dimensionality of the func-
tional space in static problems of continuum mechanics is, in fact, an unnecessary
complication. In each application of models of continuum mechanics there is always
some characteristic length, [,, such that the model does not make sense for functions
changing on distances less than /.. For example, if a crystal lattice is modeled by
a continuum elastic body, then one can disregard the change of displacements on
distances less than the interatomic distance. In terms of the Fourier coefficients,
ignoring the changes of the function u(x) on distances less than /, means drop-
ping in the Fourier series (5.5) all terms with the wavelengths, a/k, smaller than
l,, i.e. keeping only a finite number of coordinates ag, ai, ..., ay, by, ..., by with

! Which decay fast enough; we do not go into mathematical details.
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N =~ a/l,. Such a dimensional truncation is possible in all problems of continuum
mechanics. However, it is also always interesting to see if the results obtained do not
depend on the truncation and admit the limit transition N — oo. The results derived
for infinite-dimensional functional spaces may be perceived from this perspective:
these results do not depend on the value of the characteristic length /, and may be
viewed as the result corresponding to the limit /, — 0 (or N — 00). The idea that
the space R can be considered as finite-dimensional is quite fruitful: then, without
loss of any physical feature of the problem, the functional 7 (1) becomes a function
of a finite number of variables.

Linear and quadratic functionals. Two classes of functionals play a very special
role in continuum mechanics: linear functionals and quadratic functionals.
Functional /(u) is called linear if, for any u, v and a number A,

1Qu) = M®w), l(u+v)=I1u)+I1).

This is an example of a linear functional:

l(u) = /a(x)u(x) dv.

14

Here a(x) is a given smooth function, and u#(x) is any integrable function.
Functional E(u, v) is called bilinear if it is linear with respect to each argument,
u and v.
Functional E(u) is called quadratic if there is a bilinear symmetric functional,
E(u,v) = E(v, u), such that

E(u) = E(u, u). (5.8)

Boundedness from below. A functional /(u) is called bounded from below on M
if there exists a constant, ¢, such that for all elements u of M,

I(u) > c.

The fact that functional 7 (#) has a finite value at a minimizer, i, implies that
functional / (u) is bounded from below on M in a correct variational problem. There
are two reasons why a variational problem may not be correct: either the functional
is not bounded from below on M, or it is bounded from below but its minimum
is not reached at M, i.e. there is no element & for which I (i) = I. To determine
whether the problem is correct, it is natural to start from the investigation of the
boundedness from below of the functional on M. Here are some examples.

Example 1. Linear functional, /(u), is always unbounded on a linear set M unless it
is equal to zero identically. Indeed, if /(#) # O for some u, then [(Au) = Al(u) could
be made as large or as small as we wish by the appropriate choice of X.
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Example 2. Let M be a set of differentiable functions of one variable, defined on
the segment [0, a]. Consider the functional on M,

1] du\>
E ) = 5/A(x) (E) dx, (5.9)
0

where A(x) is a positive function. Functional E(u) is obviously quadratic since it
can be obtained from a bilinear symmetric functional,

a

. )_1/A( dudv,
wvr=g At
0

Functional E(u) is non-negative, and thus, bounded from below by zero.

The functional (5.9) is defined, if u(x) is a differentiable function such that the
integral of A (x)(du/dx)* exists. In what follows we skip such details and use a
vague term “smooth function”, which assumes that all operations on this function,
which are involved in our consideration, are meaningful.

Example 3. Consider the functional
I(u) = E(u) — l(u), (5.10)

where E(u) is the functional (5.9), and

a

[(u) = /g(X)u (x)dx + fau(a) — fou (0). (.11

0

We assume that functions A (x) and g (x) are smooth, and function A (x) is positive
and separated from zero, i.e.

A(x) > Ag = const > 0. (5.12)

Functional E (u#) is bounded from below by zero. Functional / (1) is linear, and,
thus, unbounded. The sum E (u) — [ (1) can be bounded from below because the
linear growth of / (1) is accompanied by the quadratic growth of E () and the latter
can suppress the negative contribution of /(). Such “suppression” may not occur if
there are functions # for which I(iz) # 0 while E(i) = 0. Then I(Aur) = —1I(ix)
and, choosing A, one can tend /(\ii) to —oo. Functional E (u) is equal to zero for
functions &z = const. This suggests that the necessary condition for the boundedness
from below of functional 7 (i) is

I(@)=0 (5.13)
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for all # = const. The equality (5.13) is equivalent to the following constraint on
the entries, g, f., fo, of the functional /(u) :

a

/g xX)dx + fo — fo=0. (5.14)

0

To understand the meaning of the constraint (5.14), let us write down the Euler
equations for the functional (5.10) assuming that minimizer, u (x), is twice continu-
ously differentiable on [0, a]:

d du
—AXx)—+gx)=0, 0<x<=<a, (5.15)
dx dx
adwl o _poad g (5.16)
dx|._, 0 dx|._, ' ’

The boundary value problem (5.15) and (5.16) is not always solvable. To obtain
a necessary condition of its solvability, let us integrate (5.15) on [0, a]. Using the
boundary condition (5.16), we arrive at (5.14). So, the necessary condition of the
boundedness from below of the functional /() coincides with the necessary condi-
tion of the solvability for the boundary value problem (5.15) and (5.16).

The physical meaning of the constraint (5.14) is simple: if the variational problem
is interpreted as the equilibrium problem for extension of an elastic beam, and thus,
g(x) is the body force while f,, fy are the end forces, the condition (5.14) means
that at equilibrium the sum of all forces acting on the body must be zero.

Let us show that the condition (5.14) is also the sufficient condition for bound-
edness from below, i.e. if the linear functional /(u) satisfies (5.14), then I(u) is
bounded from below.

First, let us note that, if (5.14) holds, functional / (u) is invariant with respect to
shifts of u by a constant, i, since E(u + i) = E(u) and [(u + it) = l(u). Therefore,
the minimizing element of the functional /(x) cannot be determined uniquely: if &
is a minimizing element then iz 4 & is also a minimizing element. We may add a
constraint eliminating the shifts for a constant. As such we take, for definiteness,

a

/u (x)dx = 0. (5.17)

0

Now we need the following inequality: for smooth functions u(x) satisfying the
constraint (5.17),

a

2
A2u? (x) §a/ (d—”> dx, (5.18)

dx
0
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where A is some constant. The factor, a, is included in the right hand side of (5.18)
to make the constant A dimensionless.
The proof is simple. Consider the identity

[d
u(x)—u(y):/ I;EZ)dZ

y

Let us integrate it with respect to y from O to a. Using (5.17), we get

au (x) = /dy/ db;(Z)dz. (5.19)
z
y

We square (5.19)

2

a’u® (x) = / 1./du(z)dz dy
dz

0 y

and apply the Cauchy inequality: for any two functions, f(x) and g(x),

2
( / f(x)g(x)dx) < / Flodx / £ (0)dx (5.20)

For further references, note that inequality (5.20) holds true for integrals over
multi-dimensional regions as well.> We get, using twice the Cauchy inequality,

a X X d 2
2(x)</ Zdyf / —dz dy ga/ /12dz/(d—u) dz |dy.
z
0 y y

(5.21)
Substituting the integration limits, x and y, in (5.21) by 0 and a, respectively, and
consequently increasing the value of the right-hand side, we obtain

“ 2
a’u?® (x) < a3/ (2—’:) dz. (5.22)
0

2 The Cauchy inequality follows from the positiveness for any a, 8 of the quadratic form,

o? / Fldx + Zaﬁ/fgdx + ﬂzfgzdx = /(af + Bg)*dx > 0.

Clearly, the equality is achieved only when f and g are proportional.
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Hence, the inequality (5.18) holds with the constant A equal to at least unity (the
“best” value for A, i.e. the largest value of A for which the inequality (5.18) remains
true, is greater than unity).

The following inequalities are the obvious consequences of (5.18):

a d 2 a d 2
222 (0) < a/ <—”) dx, 22u4% (@) < a/ (—”) dx, (5.23)
dx dx
0 0
a a d 2
1 / wldx < a® / <£> dx. (5.24)
0 0

with a constant p which is not less than unity. Inequality (5.24) is also called the
Wirtinger inequality.

The elimination of shifts in u(x) by a constant is essential for the inequalities
(5.23) and (5.24) to be true: if one ignores the constraint (5.17), then, putting u(x) =
const, we get zero in the right hand sides and non-zero in the left hand sides. The
shift can be excluded by different constraints. The values of the best constants, A
and w, in (5.23) and (5.24) depend on the choice of the constraint.

The best constant in the Wirtinger inequality is a solution of the following varia-
tional problem:

y 2
a® [ (%) dx
2 . 0
= u(xﬁrelf?m juzdx

One can find (for example, by expanding u(x) in Fourier series) that the best
value for p is 2. Similarly, the best constant A can be defined by the corre-
sponding variational problem. We will see in Sect. 8.3 that the best constants in
the Wirtinger-type inequalities relate to the minimum eigen-frequencies of some
mechanical systems.

The best constants depend on the constraints imposed to eliminate the shift. If
the constraint (5.17) is replaced by the constraint

u@0)=0or u0)=u(@)=0, (5.25)

then the best value for ; becomes 7 /2 and 7, respectively.
Let us return to proving the sufficiency of conditions (5.14) for the boundedness
from below of the functional (5.10). Using the inequality

lu + v < ul + |v]
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and the Cauchy inequality (5.20), we get the following estimate of the linear
functional /(u)

a

1[(w)| = /g(X)u(X)dx + fau(a) — fou (0)| <

0
a

= /g(X)M(X)dx + [ fau (@) + | fou (0)] =

u (xX)dx |+ | fau (@) + | fou (0)] <

a “_o s Nalful [Aul (@)
g dx azu dx + JA P +
A 2
+‘/j/|4_f°|,/ Oua © (5.26)
0

Let us increase the right-hand side of (5.26) by means of (5.23), (5.24), and
(5.12). We see that the linear functional does not exceed / E (u):

!

()| = ey E (u), (5.27)

with a constant ¢ equal to

/a_g dx + Va (I fol +1fa) (5.28)
Ao

A,

The inequality (5.27) allows us to complete the estimate of /(u) :

Tw)=E@)—1)=E@)—|l(w] = E@)—cyE )

2 2

:(m_f)z'_c_>_c_

2

This justifies the boundedness of the functional / (1) from below.
Equation (5.28) shows that the integrability of g2 (x) is sufficient for boundedness

from below.
In the example considered, there is a group of transformations, G, acting on

M, such that application of the transformation g from G to each element of M
gives again the set M, gM = M, g € G (in the example G is the group of
shifts of u by a constant). This group leaves the functional E unchanged, E (gu) =
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E), g € G, u € M. If the group G contains more elements than just the identity
transformation, the functional E is said to have a kernel. In statics, E is usually the
energy, and G is the transformation group corresponding to the rigid motions of the
body.

In the same way, as in Example 3, the following statement can be proven: Let
the invariance group of E(u), G, be a group of translations with respect to u, gu =
u + itg, and the set K of elements ii, is a cone, i.e. for every element i € K and
any positive constant A, Az € JC. Let the functional 7 () of the form (5.10) also
be bounded from below. Then for all # € C the linear functional must satisfy the
inequality

L) <0, (5.29)

If the cone K contains with every element & the element —i, then, as follows
from (5.29), the necessary condition for the boundedness from below of the
functional E (u) — [ (u) is

I(@)=0 (5.30)

forall # € K.
The property of E (u) of having a kernel depends on the set on which it is
considered. This is illustrated by the following example.

Example 4. Consider the set M of smooth functions u (x) which consists of all dif-
ferentiable functions on [0, a], satisfying the condition

u(0) =0. (5.31)

In this case, the functional E (1) (5.9) does not have a kernel: shifts for a constant
are forbidden by the condition (5.31). The functional / («) is bounded from below
for any g (x) and f,, since on the set of functions satisfying (5.31), the inequality
(5.18) and, consequently, the inequality (5.27) hold true.

The physical interpretation of this fact for an elastic beam is as follows: if one
end of the beam is clamped, the equilibrium exists for any forces, not only for forces

with the zero resultant.
In the next example, the functional does not have a kernel.

Example 5. Let us change the functional E () (5.9) by adding the integral of u?:
1 h du\* )
Eu) = > A (x) ar + B(x)u”|dx, B(x)> By>0. (5.32)
X
0

The functional E (1) (5.32) is not invariant with respect to shifts. Functional
E (u) — I (u) is bounded from below. The proof of the boundedness from below is
the same as in Example 3, except that instead of inequalities (5.23), the inequalities
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Fldu\ 1
22u? 0) < a/ <_u> dx + —/uzdx,
dx a
0 0

[ du\t
22u? (a) < a/ <£> dx + ;/uzdx. (5.33)
0

0

should be used; they are derived similarly to (5.23). It may be checked that, for
B — 0, the minimum value of the functional E (#) — I (u) stays bounded if the
condition (5.14) is satisfied. Otherwise, E (1) —I(u) — —oo when B — 0.

Example 6. Consider the functional I (u) = E (u) — [ (u), defined on the functions
u (x) of several variables x = {xy, ..., x,}, x € R,, with E (u) and [ (1) given by
the formulas

1 .
E(u) = 5 / AY ()C)MJM’J‘ dV,
Vv

l(u):/g(x)u dV+/f(x)u dA. (5.34)
av

1%

The quadratic form A" u;u; is assumed to be positive: AVu;u; > Aou;u;, Ag =
const > 0.

The functional E (u) is invariant with respect to shifts by constant functions
u(x) = i = const. The necessary condition of the boundedness from below of
the functional 7 (1) (5.34) is equivalent to the following relation for given functions

g (x) and f (x)

/g(x) dv +/f(x) dA =0. (5.35)
av

14

Let us write the Euler equations of the functional E (#) — [ (u):

J .. u
—AY — =0 i V, 5.36
SAT@) S +g=0 in (5.36)
. ou
A”—.njzf on dV. (5.37)
ax!

Integrating (5.36) over V and using the boundary conditions (5.37) on a4V, we
get (5.35). Hence, this equation is the necessary condition of solvability for the
boundary value problem (5.36) and (5.37). In the case of the Laplace equation
(AU = §Y, f = 0) it transforms into the well-known condition of solvability of
the von Neuman problem.
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The proof of the sufficiency of the condition (5.35) for the boundedness from
below of the functional 7 (#) is based on the Poincaré-Steklov-Fridrichs-Erlich
inequalities

AZ/usz < /u.iu’idV, /LZ/ude < /u,iu’idV. (5.38)
v v v

A%

It is obtained in the same way as in Example 3. The equation

/ udV =0 (5.39)
|4

Minimizing sequences. Let the functional 7 (u) be bounded from below on M.
Then there exist sequences {u,} in M such that 7 (u,) — [ when n — oco. They
are called the minimizing sequences.

Example 7. Let M be a set of smooth functions u (x) of one variable defined on
[0, a] which take the unity value at x = 0: u (0) = 1. Consider the functional

a

I (u)= /uzdx.

0

on M. The functional is bounded from below by zero. Let us show that min 7(u) =
0. Consider a sequence of functions u,, (x) which are linear on the segment [0,a/n],
take the values unity and zero at the points x = 0 and x = a/n, respectively, and
equal to zero outside the segment (Fig. 5.2). It is also obvious that 7 (1,) — 0 when
n — oo. Hence, the constructed sequence is minimizing. It is obvious that there
is no minimizing element on the set of continuous functions because there is no
continuous function which is equal to unity at the point x = 0 and for which the
integral of u? is equal to zero.

al4 als al2 a

Fig. 5.2 Minimizing sequence in Example 7
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As was already mentioned, the incorrectness of the variational problems caused
by the absence of the minimizing element is encountered in applications. To solve
such a problem means to find / and to construct a minimizing sequence. In the

variational problems of physics and mechanics the minimizing element usually does
exist.?

5.2 Quadratic Functionals

Quadratic functionals, E(u), were defined as functionals which can be presented in
the form

E(u) = E(u,u),

where E(u,v) = E(v, u) is a bilinear symmetric functional. An immediate conse-
quence of this definition is a “quadratic expansion™:

E(u+v)= E(u)+2E(u,v)+ E(v). (5.40)
Besides, the quadratic functionals grow quadratically along the lines,* u = Aug :
E(hug) = A E(up).

An identity. The quadratic functionals, as follows from (5.40), obey a useful
identity:

E<”+”>+E<” v>=l(E(u)+E(v)). (5.41)
2 2 2

Alternative notation. As we have already discussed, in physical problems without
loss of generality, the functional space can be replaced by a finite-dimensional space,
R,., of a large dimension, m. Then u becomes a vector in R,,, E(u) a quadratic
function in R,,, and /(«) a linear function. Any linear function in R,, can be viewed
as a scalar product of some vector, /, and vector u : [(u) = (I, u). By (I, u) we
denote the scalar product in R,, : if /; and u' are the components of the vectors, [
and u,

(u)=lLu'.

3 There are some exceptions such as the problem of thermodynamic equilibrium of two-phase
materials when one neglects the interface energy. However, the absense of the minimizer is caused
by an oversimplification of the energy functional. To some extent, the situation is similar to the
appearance of paradoxes in fluid mechanics when viscosity is neglected.

4 For a given element u, the equation u = Au( may be interpreted as the parametric equation of
the line in R passing through the origin and the point u.
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A quadratic function, E(u), may be presented as a scalar product of two vectors,
Au and u, where Au is the product of a m x m matrix, A, and the vector, u :

E(u) = (Au, u).

The bilinear form, E(u, v), is, obviously, (Au, v). If m — oo, Au transforms
into an operator acting on u. In what follows we will use for quadratic and linear
functionals both notations introduced: E(u) = (Au, u) and I(u) = (I, u).

Example. Let E(u) be a functional,

ou du
E(u) = ——dV,
y 0x! dx;

where V is a region in an n—dimensional space, and u is a smooth function vanish-
ing on dV. Integrating by parts we can write

E(u) = /(— A u)udv,
14

where A is Laplace operator. Setting the scalar product of two functions, u and
v, as

(u,v) = / uvdV,
1%

we see that in this example A = — A . Note that the operator, —A, is positive in the
sense that (Au, u) > 0 for any u.

Linear problems. Many linear problems of continuum mechanics can be formu-
lated as the minimization problems for a functional which is a sum of quadratic and
linear functionals:

I(u)=Ew) —Il(u) > rr)\iln (5.42)

Variations of such functionals can easily be found:

SE(u) = E(u+6u)— E(u) = E(u + du, u + du) — E(u)

=2E(u, u)
S8l(u) = l(u + du) — l(u) = 1(6u)
81(u) = 2E(u, du) — 1(6u) (5.43)

The minimizing element, if, must obey the equation:

SE(it) = 81(i1)
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for any admissible §u. Thus, for any admissible Su,
2E (i, Su) = 1(8u). (5.44)

Another form of this equation is obtained if we assume that /(u) is a scalar prod-
uct of some element, [, and u : () = (I, u), while E(u) = %(Au, u). Then the
Euler equation is

A =1.
If the solution of this equation is unique, it can be written as
in=A""1,

where A~! is the inverse operator. The inverse operator can be considered as the
infinite-dimensional limit of the inverse symmetric matrix, A”_l', where A,, is an
m x m-matrix corresponding to an m—dimensional truncation of the quadratic func-
tional, (Au, u).

Clapeyron theorem. If the set M is linear, then u = u’ — ii belongs to M. We can
choose, in particular, du = ite, € being an infinitesimally small number. Plugging it
in (5.44) we arrive at the so-called Clapeyron’s theorem:

2E(i1) = 1(it). (5.45)

An important consequence of Clapeyron’s theorem is the link between the
minimum value of the functional and the value of the quadratic functional at the
minimizing element,

1G1) = —E(it), (5.46)

which follows from (5.42) and (5.45). Another useful form of this equation is
. [
I(n) = —El(u). (5.47)

Various forms of the minimization problem for quadratic functionals. The
minimization problem for the functional / = E (u) — [/ (1) may be presented in
a number of equivalent forms that are sometimes useful.

Let the kernel of the quadratic functional E () be eliminated. One can assign to
each element, u, its “length,” «/E (1). Then the unit sphere in the functional space
is defined by the equation E (1) = 1.

Let us assign to every element of the functional space, u, an element on the unit
sphere, v:
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== E@) =1
v = AR v) =1.

The functional space can be split into rays, # = Av, 0 < A < 400. The func-
tional I(u) can be considered as a function of two arguments, v and A. The minimum
of the functional I (1) can be searched successively, by first finding the minimum
along each ray u = Av, and then finding the minimum on the sphere E (v) = 1.
The search for the minimum along each ray is reduced to minimizing the function
A2 — Al (v) of one variable, A (v is fixed). The minimum is equal to —i (I(v))>.
Minimizing this expression with respect to v is equivalent to maximizing the linear
functional / (v) on the unit sphere, and we arrive at the variational problem

, 1= max [(v). (5.48)
4 E(v)=1

The variational problem (5.48) can be written in two other equivalent ways: as a
maximization problem of the linear functional on a ball:

I= max [(v), (5.49)

v: E(v)<l

or as a maximization problem over the entire space of a functional of the zeroth
order of homogeneity:

» l(u)
| = max

The equivalence of (5.48) and (5.49) can be justified by the following reasoning.
Let us expand the set of the admissible elements in the variational problem for /,
(5.48), allowing all elements inside the unit ball, E(v) < 1. The maximum can only
increase:

(5.50)

max [(v) > max [(v). (5.51)
v: E(v)<l v: E(v)=1

Suppose that (5.51) is a strict inequality:

max [(v)> max [(v)=].
v: E(v)<l : E(v)=1

Then there exists a sequence {v,} such that / (v,) > I and E (v,) < 1. Define the
numbers A, by the equations: E (A,v,) = 1. Since E(X,v,) = )LflE(vn) =1
and E(v,) < 1, the numbers A, are not less than unity. Therefore, [ (A,v,) =
Aal(Uy) > Anl > 1, ie. [(Ayv,) > 1. This contradicts the definition of 7 (5.48),
because the sequence {),v,} lies on the sphere E (v) = 1. Thus, only the equality
sign is possible in (5.51).
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Equation (5.50) follows from the fact that the functional (), E(u) does not
change along the rays u = Av.

5.3 Existence of the Minimizing Element

In calculus of variations the theorems warranting the existence of the minimizing
element are usually the generalizations to the infinite-dimensional case of the the-
orem which states that a continuous function in a finite-dimensional space reaches
both its maximum and minimum values on any closed set M. The analysis of this
theorem shows that it is based on three elements: the notion of the convergence of
the elements on M, the notion of the continuity of the function (functional) on M
and the structure of the set M: any infinite sequence of elements from M has to
contain a subsequence that converges to an element of M.

The notion of the continuity of the functional (the functional is continuous at
point uy if for any sequence {u,} converging to ug, I (u,) converges to I (ug)), and
the above-mentioned property of the set M, which is called compactness, are both
based on the way in which the convergence of elements of M is introduced.

For given functional 7 (1) and a set M the convergence of elements of M can
be defined differently. With respect to some convergences functional / (1) can be
continuous and the set M — compact; with respect to the other ones, this may not be
true. If it is possible to introduce such convergence of the elements that the set M
is compact and the functional 7 (1) is continuous with respect to that convergence,
then / (1) has a minimizing element on M. This statement is proven similarly to the
corresponding theorem for a function of one variable in calculus.

One can check that the assumption of the functional continuity can be relaxed
to a weaker assumption of its semi-continuity below. The functional is called semi-
continuous below at point u if for any sequence {u,} converging to ug, for which
the sequence {7 (u,)} converges,

I (o) < lim 1 (up).
n—oo

The key types of the convergence of elements in M are as follows. Usually, the
set M can be considered as a subset of a Banach space. A Banach space is a linear
space B, for which a norm, a non-negative functional, ||u| , is defined, where ||u||
is homogeneous (||Au|| = |A| ||#]|), non-degenerate (||u|| = O if and only if u = 0),
convex ([lu + v|| < |lu|| +||v]|) functional, and the space B is complete with respect
to the norm. The latter means that any fundamental sequence {u,} (i.e. the sequence
with ||u, — u,,|| = 0 asn, m — 0o) converges to an element of B.

For a Banach space, the notion of convergence with respect to the norm arises
naturally; it is also called strong convergence. One says that the sequence {u,}
strongly converges to uy if ||u, — ug|| — 0 as n — oo. Strong convergence is not
very useful for theorems of the existence of the minimizing element since bounded
closed sets in functional spaces (i.e. closed sets contained in a ball [lu|| < R of a



168 5 Direct Methods of Calculus of Variations

finite radius R) turn out to be non-compact. However, the bounded closed sets in
a Banach space can be compact with respect to the so-called weak convergence:
the sequence {u,} weakly converges to u if for any linear continuous functional®
I (u), I (u,) — [(up) as n — oo. Such Banach spaces are often encountered in
applications; they include Hilbert spaces (linear spaces for which the scalar product
(u, v) is defined, and the norm is introduced as ||u|| = (u, u)'7?).

So the existence of the minimizing element is warranted for functionals I (u)
which are semi-continuous below with respect to weak convergence on a bounded
closed set in the Banach space. The case of the unbounded set M (for example,
when M is a cone) reduces to the case of the bounded set if the functional I (1)
satisfies an additional condition of I (1) — 400 when |ju|| — oo.

One can prove that the functional ||| is semi-continuous below with respect
to the weak convergence. This property warrants the existence of the minimizing
element for the functionals I () of the form

I(w)y=FE@wm)—1(u)
if for some &, 0 < @ < 1, the functional [E (1)]* has the properties of the norm®
and / (u) is a linear functional. For quadratic functionals, o« = 1/2.

The functional space with the norm |lu|| = +/E(u) plays a special role in varia-
tional problems with quadratic functionals. It is called energy space because E(u)
usually has the meaning of energy. To make the energy space a Banach space, one
has to include in this space the limits of all fundamental sequences {u,}, i.e. such
sequences that ||u, — u,|| = ~/E(u, — u,,) — 0 for n, m — oo. The minimizing
element is an element of the energy space.

In the examples considered above E (1) does not have the properties of the norm
since it has a kernel (i.e. it is equal to zero for u # 0). However, by eliminating
the kernel by means of the constraints like (5.17) or (5.25), +/E (1) acquires the
properties of the norm, and the minimizing element does exist.

The elements of the energy space do not have the smoothness expected of the
solution of physical problems. Hence, an independent problem of studying the
smoothness properties of the minimizing element arises. It is not as simple as the
problem of the existence of the minimizing element in the energy space.

5.4 Uniqueness of the Minimizing Element

The fundamental criterion for the uniqueness of the minimizing element is based on
the notion of convexity. We begin its consideration with the definition of convex sets.

5 Continuity of linear functionals with respect to strong convergence is implied.

6 This condition can be weakened by replacing it by the conditions that the functional E (i) be
convex (see below), continuous with respect to some norm ||« ||, and coercive, i.e. E («) / ||u|]| — oo
when |ju| — oo.
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Fig. 5.3 The segment
connecting the points # and v

au+(l-a)v

For any two points of a finite-dimensional space, u and v, the sum %(u + v) is
the center of the segment connecting the points # and v, while any point of this
segment can be presented in the form ou + (1 — o) v, 0 < o < 1. The ends of the
segment, u and v, correspond to @ = 1 and « = 0, respectively (Fig. 5.3). We apply
this terminology to the functional spaces calling the one-parametric set of elements,
au+ (1 —a)v, 0 <a <1, the segment connecting the elements « and v.

The set M is called convex, if, for any two elements u and v, it contains the
segment ou 4+ (1 — ) v, 0 < o < 1 connecting those two elements.

The functional I (1) defined on the convex set M is called convex if, for any two
elements u and vin Mandany 0 < o < 1,

Iloau+(1—a)v) <al )+ (1 —a)l (v). (5.52)
The functional is strictly convex, if for u # v,
ITlou+(l—-—a)v)<alw)+(1—-a)l(v), 0<a<I.

Sometimes, in the definition of convex functionals one uses the inequality

[ ERil I 553
< > )_5( m)+1w)). (5.53)

It follows from (5.52) fora = % . One can show that the conditions (5.52) and (5.53)
are equivalent for functionals which are semi-continuous below. The geometrical
meaning of the conditions (5.52) and (5.53) can be seen from Fig. 5.4.

Example 1. Consider the integral functional

. u”
I ()= / L(x’, u”, —)dV.
dx!
%

We are going to show that this functional is convex (strictly convex) if L is a
convex (strictly convex) function of #* and du”*/dx’. Indeed,
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Fig. 5.4 Definition of the I (u)
convex functional
I(v)
X
I(u)
7 u+v
$(I(w)+ 1) (%)
u U+v v

ITlau+(1—-—a)v)=

St— S—

. u* w*
Lix',ou”"+(1—-a)v*,a—+ {1 —a)— |dV <
dx! ax!

. ou* . Jv”*
oLl x' u”, — |+ A —a)L|x', v*, — | |dV =
ox! axt

=al W)+ —-a)l(v),

=

as claimed.

A strictly convex functional cannot have more than one minimizing element on
a convex set. Indeed, suppose that a strictly convex functional has two minimizing
elements, u and v,on M. Then I (u) =1 (v) = I. The element % (u + v) belongs to
M due to the convexity of the set. According to the strict convexity of the functional
I (u), its value at the point % (u + v) is less than the minimum value on M,

1(”;”) < %(I(u)—l—l(v)):i,

which contradicts the definition of the minimum value.
Any linear functional obeys (5.52):

llau+ (1 —a)v) =al(u) + (1 — a)l(v),

and, thus, is convex. The sum of a convex functional and a linear functional is
obviously convex. Moreover, the sum of any two convex functionals is convex.
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Positive quadratic functionals with zero kernel are strictly convex. Indeed,
consider the identity (5.41):

E(“TYip(“=¥) =L E 554
( : )+ < . >_§( W) + E (). (5.54)

By our assumption, functional E(u) has zero kernel, i.e. E(u) = 0 only foru = 0.
Therefore, for u # v, E (%) > 0. Dropping E (“—;”) in (5.54), we decrease the
left hand side and arrive at the inequality

E(”i”) < %(E(u)—l—E(v))

which indicates the strict convexity of E(u).

Examples 2-5 of Sect. 5.1 (continued). The quadratic functionals E (1) in Exam-
ples 2-5 are positive. Thus, if the kernels are excluded, these functionals are strictly
convex, and the functional I (1) = E (u) — [ (u) is strictly convex as well. The set
M in Examples 1-4 is convex. Hence, there is only one minimizing element in the
corresponding variational problems.

A convex, but not necessarily strictly convex, functional can have several mini-
mizing elements (the corresponding example is illustrated in Fig. 5.5: the set of the
minimizing points of the function is the straight segment).

The set of minimizing elements of a convex functional is convex. Indeed, if u
and v are two minimizing elements, / (1) = [ and I (v) = I, then

Iou+ (1 —a)v)=1
because

I<lu+(0-—a)v)<alW+(0—-a)I @) =1.

Consequently, all the points on the segment cu + (1 —@)v, 0 < « < 1, are the
minimizing elements of 7 (u).

I(w)

Fig. 5.5 Convex functional

with many minimizing

elements U
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5.5 Upper and Lower Estimates

In many problems, the information about the minimum value of the functional 7 (1)
is very important. Sometimes it is of the primary interest (many examples are given
further). In particular, the minimum value may be related to the energy of the system.

The estimates of the minimum value are usually based on some auxiliary varia-
tional problems which are easier to investigate than the initial variational problem.
In constructing the auxiliary problem, either the set M or the functional 7 (u) are
changed.

Changing the set of the admissible functions. Consider two sets, M and M,
such that M, € M C M. Suppose that the functional / (z) can be defined on the
set M. Denote by I, and I, the minimum values of the functional / (u) on M, and
M, respectively. It is obvious that

L <I<h. (5.55)
If one takes as the set M, an element, u, of M, one gets an estimate
I <1 (5.56)

In the case of the quadratic functionals of the form E(u) — [(u), minimized on
a linear set, an upper estimate of the minimum value, according to the Clapeyron
theorem (5.46), corresponds to an estimate of energy from below, while a lower
estimate of the minimum value gives an upper energy estimate.

The Rayleigh-Ritz method. The most common method of obtaining an approxi-
mate solution of a variational problem is the Rayleigh-Ritz method. The method is
as follows. One selects a k-dimensional subset, My, of the set M. It is comprised

of the elements of the form a'uy + . ..+ a*uy, where uy, . . ., u; are some fixed ele-
ments of M, while @', ..., a* are numerical parameters. The functional / becomes
a function of k variables, a’, ..., a*. Denote by at, ..., d* the minimizer of this

function, and by ii; the element d'uy + ...+ d*uy. This element can be considered
as an approximation of the minimizing element of the functional / on M; moreover,
)i < I (itg), and if ity is the minimizing element of / on My, this estimate is the best
among all elements of the set M.

Increasing the dimensionality of the subset My, M; C M, C M3 C ..., we
obtain better and better approximations of the minimizing elements and the mini-
mum value. The convergence of this process is proved for a large class of variational
problems.

The method of constraint unlocking. Let the set M be defined by some system of
equations or inequalities. By dismissing some of those equations, we obtain a larger
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set M, and 71 < I. This way of making the lower estimates is called the method
of constraint unlocking.

Changing the functional. Another way of making estimates employs a change of
the functional. One constructs the functionals /; and I, in such a way that I} < I <
I, on M. Then

L <I<b. (5.57)
This method is effective if the minimum values I 1 and 72 of the functionals /; and
I, can be found on M.
Let, for example, the functional / be a sum of two functionals:

I=I’+I”

where I’ and I” are both bounded from below on M and their minimum values can
be found. Then one can take as a functional /; the functional

I, =I'+minl”
M
The low estimate (5.57) takes the form
min/’ 4+ min/” < min /. (5.58)
M M M
Example. Consider the minimization problem for the functional

T =E @) — 1), E(u)=/L<xf,u%, %)dv,
\%

l(u)=/g%(x)u”dV+/f%(x)u”dA,

v av;

where 9V is a part of the boundary 9V where the “external surface forces,” f., are
given. The minimum is sought over all functions ©*, taking the assigned values, on
the surface 9V, = aV — aV:

u” =ug,. (5.59)

Let us divide the region V into two subregions V' and V" by the surface 3. The
surface 2 divides each of the surfaces aV, and dV; into two parts, 9V, and 9V,
and 9V} and 9V}; see Fig. 5.6. In this figure the part of the boundary with “hard”
boundary conditions, i.e. the conditions that yield zero variations of the required
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a‘/u//

Fig. 5.6 Notation to ,
inequality (5.62) oV,

functions, is shadowed. The boundary of the surface V' comprises surfaces V7,
dV! and X, and the boundary of the surface V" comprises 9V, aVy, and 3. Let us
define on 2 some functions p,, (x) and define the functionals

I'W=E@w—-0Uw, I"'uw=E"@w-—1"); (5.60)

E’(u):/LdV, E”(u):/LdV,

v’ Vv

l’(u):/g%u”dV+/.f%u”dA+/p%u”dA,

v av; s
() = /g%u"dV + / fru”dA — / pru”dA, (5.61)
v avy s
Obviously,
I'+1"=1.

According to (5.58), for I we get the estimate
I'+1"<1. (5.62)

If the minimum value of the functional 7 () is related to the energy of the system,
the inequality (5.62) provides an estimate of energy in terms of energies of its parts.

Essential and inessential constraints. The estimates of the minimum value are
closely related to the important notion of essential and inessential constraints. The
constraints removing of which does not change the minimum value of the functional
are called inessential. Otherwise, the constraint is essential. We discuss this notion
for the following example.

Consider the minimization problem for the functional
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a

du\?
I(n) = / <E> dx — min. (5.63)
0

Minimum is sought on the set of all smooth functions defined on the segment [0, a],
which satisfy the conditions

(=1, u(a)=0. (5.64)

The minimum value is positive. Indeed, any function u (x) satisfying the con-
straints (5.64) can be written as

a —

Y ), (5.65)

u(x)=
a
where the function v (x) obeys the homogeneous constraints,

v(0)=v@) =0 (5.66)

Changing the argument of the functional I, u — v, we obtain

1 [ (dv)>?
I(v)=— +/ <—) dx. (5.67)
a dx
0

Hence, the minimum value of the functional / («) is bounded from below by 1/a,
and the constraints (5.64) are essential to 1 (u).
Note that / = 1/a. It follows from the inequalities

. 1
SISIWMﬂ=;~

Q| =

The minimum of the functional I (u) is equal to zero if the first constraint (5.64)
is removed. It is achieved on the function u(x) = 0. Therefore, the first constraint
is essential. The second constraint (5.64) is also essential: if one removes this con-
straint , then the minimum value of the functional is zero again; it is reached on the
functions u(x) = 1.

Consider now a variational problem where, in addition to (5.64), one sets a
constraint for the boundary value of the derivative,

d
a_ co at x =0. (5.68)
dx

Let us show that this constraint is inessential. After the change of functions, u — v,
(5.65), the constraints takes the form
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dv

—| =c=cotal. (5.69)
dx|,._

v(0) =0, v(a)=0,

We assume, for definiteness, that ¢ > 0. Consider a sequence of functions {v, (x)},

cx, <x=<%

2
Up (x) = { —cx +2a,, “<x=<=*
0, 2 <y <q

where {a,} is a sequence of positive numbers converging to zero (see Fig. 5.7).

Functions v, (x) satisfy the constraints (5.69), and I (v,) = 1/a + 2ca, — 1/a
as n — 00. Therefore, the minimum value of the functional / (#) does not change
if one prescribes the value of the derivative of u(x) at the boundary: it is still equal
to 1/a.

One may say that the functional itself chooses the constraints which it cannot
violate (essential constraints) and which it ignores (inessential constraints). The
functional “feels” the essential constraints and does not feel the inessential con-
straints.

It is also instructive to consider in the above example the case a = +o0. Then,
the second constraint (5.64) is replaced by the condition u (x) —- 0 for x — oo.
If a = oo, the constraints (5.64) become inessential. To make sure that it is the case,
consider the sequence u, (x) (Fig. 5.8):

u, (x) = B . w Aa,} — 0 for n — oo.
0, a—fx

For this sequence, I (u,) = a, — 0 as n — oo. Hence, the minimum value is the

same as if there are no constraints at all.

Estimates of the closeness of the minimizing element and its approximations.
Let a sufficiently narrow fork,

a<1I<b,

V()

Fig. 5.7 Minimizing
sequence in the variational

problem with constraints - M X
(5.69) 0 a,/c 2a,/c a
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Fig. 5.8 Minimizing Up(T)
sequence for a = oo
1
l xZ
0 l/a,,

be constructed for the minimum value I of a strictly convex functional I («), and let
an element u be found such that the value of the functional for this element is also
within the same fork:

a<I(u)<bh.

What can be said of the closeness of the element u to the minimizing element
11?7 The difference between u and # can be estimated in the case of strongly convex
functionals. Functional I (u) is called strongly convex if there exists such a positive
functional B (u) that for any two elements, u# and v,

1(“;U>+B<“;”)5%(1(u)+1(u)). (5.70)

Quadratic positive functionals are strongly convex due to the identity (5.41). It
follows from this identity that B (1) = E(u).

In the case of strongly convex functionals, the closeness of the elements u and
it can be characterized in terms of the functional B (u). Indeed, putting in (5.70),
v = i1, we have

1(”;ﬁ>+3(”;ﬁ>5%(1(u)+1(ﬁ)). (5.71)

We can reduce the left-hand side of (5.71) substituting / (“er“) by the smaller
number, 7 (it). We obtain

B(“;ﬁ> 5%(1(14)—1(5[)). (5.72)

Hence, if the values of the functional for an approximate solution, u, and for
the minimizer are within the same fork, and the fork is narrow, then measure of the
difference between the approximate and the exact solution, B (“5%) , is small:

u—1nu b—a
B( >§ . (5.73)
2 2
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u—Ii

For a quadratic functional, B (%) =F ( > ) , and (5.73) provides the energy
estimate for the error of the approximate solution:

u—1u b—a
E < .
(7)<

5.6 Dual Variational Principles

The general scheme. It has long been known that the same system of differen-
tial equations can be the system of Euler equations for different functionals. For
example, the equations of analytical mechanics for the systems with a finite num-
ber of degrees of freedom can be obtained by means of two different variational
principles, the Hamilton principle in the phase space and the Lagrange principle.
In other areas of mechanics, different principles were also proposed for the same
system of equations: the Dirichlet and the Thompson principles in the mechanics
of ideal incompressible fluid and in electrostatics, the Lagrange, Castigliano and
Reissner principles in the elasticity theory, the Pontrjagin maximum principle in the
variational problems with constraints, etc. It turns out that one simple common idea,
the idea of duality, lies in the basis of all such principles. This section is concerned
with the discussion of this idea.
Consider the minimization problem for the functional / (&) on a set M,

I'=min ). 74
min (u) (5.74)

Suppose that it is possible to construct a functional, ®@ (u, v), of two variables, u
and v, u being an element of M, and v an element of some other set A/, such that

I ()= 13162/1\)/4(13(14, V). (5.75)

Then the initial variational problem can be stated as a minimax problem:

I = min max ® (u, v). (5.76)

ueM veN

Assume that the order of computing of the maximum and minimum values in
(5.76) can be changed,’

7 If we search the minimum of a function of two variables, ®d(u, v), we can first minimize the
function over u for each fixed v, and then search the minimum of the result over v; or we can
search minimum over v for each fixed u and then minimize the result over u. The answer is,
obviously, the same:

n}lin mvin D(u, v) = muin H}lll'l D(u, v).



5.6 Dual Variational Principles 179

v

I = max mﬂ D (u,v). (5.77)

VE,

Suppose also that the functional ® (u, v) is chosen in such a way that miMn D (u, v)
ue

can be easily found. Denote it by J (v):

JWw) = ;Ieli\r/llq)(u, v). (5.78)

Then the initial minimization problem is equivalent to the maximization problem
for the functional J (v) on the set \V:

v

I = 1351\)/( J(v). (5.79)

The variational problem (5.79) is called dual to the initial variational problem
(5.74).

It is possible to construct various dual variational problems, choosing various
functionals @ (u, v) and sets . This choice is limited by the two conditions. First,
the possibility to change the order of minimization and maximization:

min max ® (u, v) = max min ® (u, v). (5.80)
ueM veN veN ueM

Second, it must be possible to find the functional J (v) (5.78) explicitly. In the vari-
ational principles mentioned in the beginning of this section, the latter condition is
satisfied by choosing the functional ® (u, v) linear with respect to v.

For the validity of (5.80), various conditions of different degrees of generality
were suggested. However, it is sometimes easier to check directly whether the or-
der of maximization and the minimization can be changed. Usually, (5.80) can be
checked in the following way.

First, let us show that for any functional ® (u, v) and for any non-empty sets, M

and N,

) < ) 5.81
ma min (e, v) < mip max b, v). (>:81)
Indeed,
min ® (u, v) < O (u,v). (5.82)
ueM

In minimax problems the change of the order of minimization and maximization cannot be always

done. This is seen, for example, for a function, ®(u, v) = —u® + uv, lul < 1,jv|<1:
min max[—u? + uv] = min[—u2 + ul]] =0,
Jul=1 Jv|<1 Jul=
max min[—u? +uv]—|m|a)l(mm{—1+v —1—v}=-—1.

lv|<1 |ul<1
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If an element u on the right-hand side of (5.82) is fixed, then the inequality (5.82)
means that the functional of v, m}\r/l1 ® (u, v), is not greater than the functional of v,
ue

@ (u, v). Therefore,

Igj\)/(lfrel% D(u,v) < Ivréajl\)/ifb(u, V). (5.83)

According to (5.83), the functional of u, ma}&( @ (u, v) is bounded from below by
VE

a constant, max min ® («, v). Consequently, its minimum value, min max ® (u, v),
veN ueM ueM veN

is also bounded from below by this constant, and the inequality (5.81) holds true.
The inequality (5.81) can also be written as

J (v) < min I (u). 5.84
max (v)—ire% () (5.84)

Denote the minimizing element of the initial variational problem (5.74) by i, and
the element v for which

(i1,
PG )
is achieved by ¥. Using (5.84), we get an estimate:

J(9) < max J (v) < min I (u) =1 (). (5.85)

In many cases it is possible to compare J (¥) and [ (it), and, if it turns out that
J@ﬁ:MMJMnm%Jw)zf
VE.

It is essential that the dual variational principle (5.79) allows one easily to obtain
the lower estimates of /. Remember that getting the upper estimates of [ is trivial;
it is sufficient to calculate the value of functional I (1) at any element of the set M:

I <1I@).

If a dual variational problem is constructed, then obtaining the lower estimates
of [ is just as trivial. It is sufficient to calculate the value of the functional J (v) at
any element of the set N

J() <1
So, we get a fork
J) <TI<I@).
If one can find the elements # and v such that the numbers 7(u«) and J(v)

are close, one gets an approximation for the minimum value without solving any
equations.
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In some cases, it is hard to find a functional ® (u, v) that would satisfy (5.75),
but one can construct a functional ® (u, v) that obeys the inequality

1&2}1\)/((1)(% v) <1 (u).

Then,

max J (v) < I.
veN

So, because, as follows from (5.81),

max J (v) = max min ®(«, v) < min max ®(u, v) < min I(u) = I,
veN veN ueM ueM veN ueM

the ability to obtain the lower estimates of I is retained.

An essential role in construction of the functional ® (u, v) is played by the
Young-Fenchel transformation and other notions of convex analysis to discussion
of which we proceed.

5.7 Legendre and Young-Fenchel Transformations

Convex functions. Consider a function f (x Lo, x”) which takes on either a finite
value or the value +o0 at the points of n-dimensional space R,. The set of points
in the (n + 1)-dimensional space R,,; with coordinates x', ..., x", y defined by
the condition y > f (xl, ey x"), is called the epigraph of the function f (x) and
is denoted by epi f (Fig. 5.9). The set of the point in R, for which f (x) < 400 is
called the effective domain of the function f (x) and is denoted by dom f. We will
assume that the set dom f is a non-empty subset of R,, that for all points in dom f
the function f (x) is continuous and that f (x) is bounded from below on dom .

Y
epif

y=f(x)

Fig. 5.9 Definition of the
epigraph of function f(x) X
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The conditions that epi f is convex and that f (x) is a convex function are equiv-
alent. The continuity of f (x) implies that epi f is a closed set. If f (x) is a convex
function, then dom f is a convex set.

If a convex function is defined on some convex set V C R,, then it can be ex-
tended on the whole set R, preserving its convexity, setting f (x) = 400 outside V.

Example 1. The functions |x|, x2, e**, linear function a;x’, positive definite
quadratic form a;;x' x/, homogeneous function of the first order y/a;;x’x/, functions

logl,0<x,
X) = *
xP,0<x, 1 <p=<+o0
X) =
Y {+oo,x<0

are all convex.

There are operations on convex functions, which preserve the convexity of those
functions:

e The linear combination a; fi (x)+. . .+a, f (x) of convex functions f; (x), ...,
fm (x) with positive coefficients is a convex function.

e The superposition, ¢ (f (x)), of anon-decreasing convex function of one variable,
¢ (y), and a convex function, f (x), is a convex function.

e The function

FO = _min_ (fi0n) 4 ()

where fi(x), ..., f,, (x) are convex functions and x € R, is also convex. It is
called the convolution of fi, ..., fi.
e The point-wise maximum of several convex functions,

J ) =max{fi(x),.... fu ()},

is a convex function. Note that point-wise minimum of several convex functions

g(x) = min { f1(x), f2(x), ..., fu(x)}

is not necessarily convex (see Fig. 5.10).
A convenient criterion for convexity is the following statement: a differentiable
function f (x), x € R,, is convex if and only if for any two points, x; and x,, the

inequality holds:
0=< (ﬁ i
—\ ox!

dx!

) (x] —x3). (5.86)

X1
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g(r)

Fig. 5.10 Point-wise maximum of two convex functions, f(x), is always convex; point-wise min-
imum, g(x), may be not convex

In the proof of this statement, we will assume that the function f is twice contin-
uously differentiable. Consider first a convex, twice differentiable function of one
variable, ¢ (1),

1
w(”i”) S +e@). (5.87)

Denote 7 = %(rl + 1), At = %(rz — 71). Assuming that At is infinitesimally
small, we expand the right hand side with respect to Az, retaining the terms of the
order At and At?

wwsl@wwn—M+l (AT +

2 dz?

+g0(r)+—A +;d 2(Ar)>—<p(r)+1d (AT)*.

2 d7?

Hence, 0 < d2<p /drz. Therefore, the derivative of a convex function, ¢ (t), is
monotonously increasing.

Consider now the function ¢ (t) = f (xi + 1yl ) of one variable 7. The function
¢ (1) is convex. Since

de|  _d¢
dt =0 T odr =1
we have
d ) fil )
—fi < —fl y. (5.88)
ax' |, ax Xty
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Setting in (5.88), x = x1, y = xp — x; we arrive at (5.86). Now we assume that

(5.86) is true and prove that function f(x) is convex. For some 0 < o < 1, consider
the expression

A=af)+0-a)f(y)— flax+(1—-a)y).
The argument, ax + (1 — «) y, can be put in various forms:
ax+(l—-a)y=yt+ax—y)=x+1—-a)(y —x).

Subtracting from A the function «f (x 4+ (1 — ) (y — x)) and adding the same
function written as af (y + « (x — y)), we rewrite A as

A=a(f)—fx+d-a)y -+ -a)(f )= f+alx—y)).

Applying the Lagrange formula for finite increments, we get

d . .
A:—a—fi (1—a)(y’—x’)—
ox x+1(1—a)(y—x)
d . .
~1-w il o (v — )
dx x+na(x—y)

where 0 <71 < 1,0 <1 <1.Wesetx; =x+7(—a)(y—x)and x, =
y+na(x—y).Sincex; —x; = x—y)[(1—7)(1 —0a)+ (1 —17)c] and the
expression in the square brackets is positive,

af

ax?

af

i
N 0x

A[(1—fl)(1—06)+(1—fz)<)é]=ot(1—0t)<

) (x] —x3),
X2
and A > 0 due to (5.86). This proves the convexity of f (x).
The condition of the strict convexity of the differentiable function f (x) is equiv-
alent to the validity of the strict inequality

0

0< —f
ax!

For applications, another criterion of convexity is also useful: a function, f(x),

possessing continuous second derivatives is convex in some convex region, if and
only if the quadratic form of the variables X',

of

i
¥ ax

) (xi - xé) for [x; — xaf #0. (5.89)
x2

9 f (x)

oxioxJ

x>0, (5.90)

is nonnegative at every point x in this region.
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This statement follows from (5.86). Setting x} = x| + &X' in (5.86) and tending
¢ to zero, we get that (5.90) is a necessary condition for convexity. Conversely, let
(5.90) be valid. Then

/1 9 f (x* + 1xF)

" Jxixidt > 0.
dxtox/

0

This integral can be written as

0</li af(xk+t5ck))_ci g af (F+34) af (") #. (591)
=g\ . . : .

axt dx' ox*
0

Putting in (5.91), ¥ = x} — x|, x' = x|, we obtain (5.86), and, thus, convexity of

fx).

The Legendre transformation. We have already considered the Legendre trans-
formation in Sect. 1.7 when we derived the Hamiltonian equations. Now we discuss
it in more detail in the general case.

Let f(x) be a twice continuously differentiable function. Consider a system of
non-linear equations with respect to x':

af (x B
X

dx! i

(5.92)

where x are given. If for some values of x; the solution of the system of (5.92)
> f
dxidx/
implicit function theorem, there exists a neighborhood O of this point, for which

there is a one-to-one continuously differentiable correspondence between x’ and

* .
X; ot

is x' and at the point x’ the Hessian

is not zero, then, according to the

xh=x"(xf). (5.93)
Define the quantity
X =xixk = f(x). (5.94)

Let x' in (5.94) be expressed in terms of x; by means of (5.93). Then f* becomes

a function of x;/. It is called the Legendre transformation of the function f (x).

The arguments of the Legendre transformation, x;/, are called dual variables to
k

x*.

Example 2. Let us find the Legendre transformation of a quadratic function, f (x) =

La;jx'xJ . The system of (5.92) takes the form
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af ;

L —gix) = x*

Pk a;jx’ =x;. (5.95)
For a given x}, this is a system of linear equations with respect to x'. Assuming that
det”a,-j || # 0, we can write the solution of (5.95) as

¥ = a(fl)ljx;’

a'~V being the components of the inverse matrix to the matrix | a;; ||. For £ (x*),
we obtain
X (x) ko luij_l*i_l(—l)ij**
f (%) =xix — Xy = oxixt = sa X7 x5
We see that the Legendre transformation of the quadratic function is also a
quadratic function. One can show that the quadratic function is the only function
which possesses such a property.

Example 3. Let x be a number, and
It is easy to check that

where

The case r = 2 corresponds to quadratic functions. In this case the Legendre trans-
formation is also a quadratic function: s = 2. If 1| <r <2, thens > 2. Ifr > 2,
then 1 < s < 2. For a similar function with a coefficient, a,

a r
f=;IXI, a >0,

its Legendre transformation is

|8

X

L=t
a

fre) =

Sas—l s

A function in n-dimensional space,

a i\2
f(x)=;(xix) ,
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has the Legendre transformation,

(x;kx*i)% .

Jra) =

sa“l

For a function,

SR

fx)= % (Clijxixj> ,

the Legendre transformation is

s

—lij % %) 2
(a xixj) .

The Legendre transformation is defined only in a small neighborhood of the point
x. However, if the function is strictly convex on R, then the Legendre transforma-
tion can be found for all points in R,. Indeed, in this case there is a one-to-one
correspondence between d f/dx’ and x' (otherwise, if there are two different points
x1 and x,, for which 0 f/ dx! are equal, then

(G- G-

which contradicts to (5.89)).

Example 2 shows that the function f (x) can be non-convex, but the Legendre
transformation’ is defined on the entire space R, : such is a quadratic function with
the coefficients a;; which have both positive and negative eigenvalues. There are
functions for which the Legendre transformation is meaningless.

© | =

VMCOES

Example 4. Consider the function f (x) = |x|. Equation (5.92) becomes
+1 = x*
and does not have a solution for all x*, except x* = =£1. The Legendre transformation’
is meaningless for the function |x|.
A generalization of this example is as follows.

Example 5. The Legendre transformation” is not defined for an arbitrary function
of the first order of homogeneity (i.e. function possessing the property f(Ax) =
[A| f(x)) since for this function identically,

*f

axioxs

det ‘
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Indeed, for the homogeneous functions of the first order Euler identity holds:

a—fxi = f.

Jx!

Differentiating the Euler identity with respect to x’, we get

9? 4
A (5.96)
ax'dx/
. ) 2 ]
Equation (5.96) means that the rows of the matrix H —ar7 || are linearly dependent
and thus det % =0.

For the homogeneous function of first order,

f =V 'xl"xi ’
the absence of solvability of (5.92) can be seen directly from that equations. Indeed,
for this function,

9 i
X (5.97)

axi Vxpxk B

Equation (5.97) implies that x] lies on the surface of the sphere of unit radius

x}x* =1, and therefore x’ and x} cannot be uniquely related.

The difficulty demonstrated by Examples 4 and 5 is resolved by the Young-
Fenchel transformation.

The Young-Fenchel transformation. Consider a function f (x) on R, and define
the function f* (x*) as

f*(x*) = max (xfx" = f (). (5.98)

The function f*(x*) is called the Young-Fenchel transformation of the function
f (x). Since for any function ¢,

max ¢ = —min(—g),
the definition (5.98) can also be written as
— f*(x*) = min (f (x) — x{x"). (5.99)

Equation (5.99) has a simple geometric interpretation. Consider in R, the
graph of the function f(x), y = f(x), and the graph of the linear function
y = xi*x" (Fig. 5.11). The quantity, — f* (x*), is the minimum vertical distance
between these two functions.
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Fig. 5.11 Geometrical Yy

interpretation of the
Young-Fenchel transform,

f*, of function f y:f(l,)

\ -f@™)

y=x'x

Let the function f (x) be strictly convex and differentiable. Then, due to convex-
ity, the minimum in (5.99) is reached at only one point, and at this point

f*:x?‘xi—f(x), ﬂ:xi*.

ox!

Hence, for strictly convex differentiable functions the Young-Fenchel transfor-
mation coincides with the Legendre transformation. However, the Young-Fenchel
transformation is also valid for functions for which the Legendre transformation is
meaningless.

Example 6. Consider the Young-Fenchel transformation for the function f (x) =
|x|. Let us find

n?n (|x| — x*x) .

It is seen from Fig. 5.12 that min (x| — x*x) = 0 for —1 < x* < 1; it is reached
X
at x = 0. For x* = £1, min (|x| — x*x) = 0; it is reached on the positive semi-axis
X
for x* = 1 and on the negative semi-axes for x* = —1. For x* < —1 and x* > 1,

the function |x| — x*x is not bounded from below; it tends to —oo for x — —o0
and x — +00. So,

0, [x*| <1

+oo, 1> |x*’

fr )= i

A symbolic graph of this function is shown in Fig. 5.13.
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Fig. 5.12 Computation of the
Young-Fenchel transform of _
function |x| y=|7|

Fig. 5.13 A symbolic graph f *
of the Young-Fenchel
transform of the function |x| 400 +o0

Example 7. The Young-Fenchel transformation for the homogeneous function of the
first order of the form f = /x;x! is calculated similarly:

. fowy 0, xlka*ifl
frt) = +o00, 1> xix*

The Young-Fenchel transformation has a number of remarkable properties.

For any function f (x), its Young-Fenchel transformation is convex. To justify
this statement, consider the function f* (ax* + (1 —a)y*), where 0 < o« < 1.
According to the definition (5.98),

fr (ax* +(1 - a)y*) = max [(owc;k +(1 - ot)y;k)xi — f(x)] =
= max [o (xfx" = fO))+ A —a) (yix' = f0)].

Using the inequality

max (f + g) < max f + max g,
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we get
fH(ax*+ (1 —)y") < amax (xfx' — f(x)) + (1 —@)max (y/x' — f(x)) =
X X
=af” (x*) + (1 —a)f* (y*) ,

ie. f*(x*), is convex.

Example 8. In this example we illustrate the notion of the Young-Fenchel transfor-
mation by applying it to thermodynamic functions. Consider the thermodynamic
potentials of the ideal compressible gas. The model of the ideal compressible non-
heat-conducting gas is specified by its internal energy density, U (p, S). Assume
that the Cauchy problem for the system of equations of the ideal compressible gas
is correct, i.e. small disturbances of initial conditions yield small variations of the
solution. It is known that the system of equations possesses such a property if it
is hyperbolic. It is not difficult to check that hyperbolicity holds when pressure,
p = p> U (p, S) /dp, increases if the density increases. Hence, the internal energy
density has to satisfy the condition,

9 50U (p.S)

0. (5.100)
ap ap

There are two possible interpretations of the inequality (5.100). Define the spe-
cific volume as © = 1/p. Multiplying (5.100) by p?, we can write (5.100) in terms
of the derivative with respect to ¢ as

92U (8, S)
_— >

592 0. (5.101)

The inequality (5.101) means that the function U (9, S) is a convex function of
the specific volume 9 for every fixed value of S. The inequality (5.100) can also be
written as

82
—pU (p,S) > 0. (5.102)
dp?
Here we used an identity which holds for any function f(p):
1Ld ,df(p) d?
pdpp i dpzpf(p)-

According to the inequality (5.102), the function pU (p, S) is convex with respect
to p for every fixed value of entropy S.
As an example, let us take the internal energy density of the ideal gas,

U =ap’'ed, (5.103)

where a, y, ¢, are positive constants and y > 1. Entropy in gas dynamics is deter-
mined up to an additive constant. Therefore, the factor a can be eliminated. We keep
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it, however, for dimension reasoning. Function (5.103) is not convex with respect to
p for y < 2, because

2

U
i aly — )(y — 2)p? 2S5/ < 0 for y < 2.
0

However, the function pU (p, §) is a convex function of p forall y > 1.
In terms of variables 3, S the internal energy density of a ideal gas is

U=ua eS/e

9=l

It is a convex function of ¥, as any function of the form b/x", forr > 0,b >
0,x > 0.

It is natural to require that energy increases monotonously with increase of S (that
is equivalent to positiveness of absolute temperature 7 = dU/dS), and temperature
increases monotonously with increase of S (97/9S = 0°U/dS*> > 0). Then, for
every fixed ¢, U will be a convex function of S. Without loss of generality one
can assume that entropy is non-negative. The region on which ¢ and S change is a
convex set, ¥ > 0, § > 0. One can extend U to all ¢, S preserving the convexity
property and prohibiting the negative values of ¢ and S by setting

u@,>S), =0, §=>0,
+00 otherwise

U(O,S)z{

Let us define the free energy F (9, T) as

F@.T)=min(U (9. 5) = TS).

This definition can also be written in terms of minimum of the function U over
all values of S:

F®T)= mSin (U@®,8—TS).

Denote the Young-Fenchel transformation of the function U (&, S) with re-
spect to S by U* (9, S*), the Young-Fenchel transformation with respect to © by
U* (9*, S), and the Young-Fenchel transformation with respect to ¢ and S by
U* (9*, S*). The thermodynamic potentials are expressed in terms of these func-
tions as follows. The free energy differs from the Young-Fenchel transformation of
internal energy with respect to entropy by the sign:

F®,T)=-U*(9, 5

S*=T *
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Therefore F (9, T) is a concave® function of temperature. An important conse-
quence of this fact is that in the increment of free energy, AF, resulting from an
incremental growth of temperature, AT, the coefficient at (AT)? must be negative
due to the concavity of F. In the case of the ideal gas, the free energy is

FO.T)=c,T (1 —In (%W‘IT» .

This function is convex with respect to specific volume ¢+ and concave with respect
to temperature, hence its graph in the neighborhood of every point is a saddle.
The enthalpy is defined by the formula

i(p,S):rrgn(U(ﬂ,S)erz?).

This is “almost” the Young-Fenchel transformation: pressure differs from the
dual variable to specific volume by the sign, while enthalpy is negative Young-
Fenchel transformation of internal energy:

i(p,S)=—-U*(¥%1S)

Pr=—p°

Since U is usually a decreasing function of ¢ and #* = 9U /99 < 0, pressure
p = —aU/av is positive. According to its definition, enthalpy is a concave function
of pressure. For the ideal gas,

1

. Y\7 / s\y 1 1 1
Z(P,S)=V - (ae“”) pPr, ——}——/:1
14 14 Y

and enthalpy is convex with respect to S. So, in the vicinity of each point the graph
of enthalpy is a saddle.
The Gibbs thermodynamic potential (chemical potential) is defined as

w(p.T) = min (U 9, 5) + p? — T5). (5.104)

Chemical potential also differs by the sign from the Young-Fenchel transformation
of internal energy:

u(p, T)= —U*(9*, S*)

§*=T
PF=—p

Chemical potential is a concave function with respect to both p and T'. In the case
of the ideal gas,

8 The function f (x) is concave if the negative of this function, — f (x), is convex.
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y—1
u(p,T)=cuT!1n[“ (”) }w—(y—l)ln(y—l) .

c,T \c, T

If function F (¢, T) is strictly convex with respect to ¢, pressure p = —dF /90
is in one-to-one correspondence with the specific volume, ¥, for every value of the
temperature 7. There is an important class of models in which non-convex functions
F (0, T) appear. These are the models which describe the phase transitions. In such
models, one value of p can correspond to several values of . A typical example:
the van der Waals gas, for which

c 4
F(ﬂ,T):f(T)—E—RTln(Z—1>,

where ¢, R, b are positive constants, and f (T) is some function of temperature. A
sketch of the free energy of the van der Waals gas is shown in Fig. 5.14. For large
values of T, the free energy is convex with respect to © and 9°F /99> > 0 (the
top curve). If temperature is decreased, then, for some value of temperature 7,
these appears an inflection point A, at which the derivative Fyy is equal to zero
(the middle curve). For T < T, the free energy is non-convex, and, depending
upon the value of pressure p, there are one or three corresponding values of .
The left part of the curve (to the left of point C) on Fig. 5.15 corresponds to the
liquid phase, and the right part of the curve (to the right of point D) to the fluid
phase. The state corresponding to the segment C D of the curve is in some sense not
realized.

We continue the consideration of the properties of the Young-Fenchel transfor-
mation.
For any function f (x) and any x and x*, the following inequality holds:

F
T>T,,
A
T=T,
Fig. 5.14 A sketch of free T<T,
energy of the van der Waals 9
gas
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Fig. 5.15 Dependence of p
pressure on specific volume
for van der Walls gas
D
C
v
xixt < f o)+ £ (x) (5.105)

This inequality follows directly from the definition (5.98). It is called the Young-
Fenchel inequality.

The Young-Fenchel transformation of f* (x*) is a function of the dual variable
to x*, i.e. x. Denote this function by f** (x).
For any function f (x) the following inequality holds:

[ < f. (5.106)
The proof is simple: the definition of f** (x) in terms of f (x) can be written as
™ (x) = max (x'xf — f*(x*)) = max [xix;"—}- mzin (f— x,-*zi)]
If we increase m7in by substituting it by the value of the function f (z) — x;z' at the
point 7/ = x%, we get
) < max f (x) = f (x)

as claimed.
The equality

)= fx) (5.107)

holds if and only if the function f (x) is convex and semi-continuous below.
We will prove this statement for the case of continuous functions f (x). If
[ (x) = f(x), then f(x) is a convex function as the Young-Fenchel transfor-
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Fig. 5.16 To the proof of the Yy
inequality (5.107)

y=f(x)

y=[(x)

£ @)
To R,

mation of some function. Conversely, let f (x) be convex. According to (5.106),
™ (x) < f (x). Suppose that there exists a point x, for which

f (xo) < f (x0). (5.108)

Define a linear function / (x) in such a way that/ (xo) > f** (x) and f (x) > [ (x)
(see Fig. 5.16)° Let us write  (x) as

1(x)=1(xo) + 2} (x' —xp).

Since
F@) > 1) =1(x0)+ 2 (¥ —x) > f** (o) + 25 (¢ = x}).,
we have
Zixt — f(x) < Zfxg — 7 (x0).
Consequently,

[ (&) = max (gfx" = f (1)) < zixg — £ (x0) - (5.109)

9 The existence of such a linear function is guaranteed by the separability theorem: for any closed
convex set M in a finite-dimentional space and any point A not belonging to M there exists a
plane separating them or, equivalently, there exists a linear function / (x) taking on positive values
on M and taking on a negative value at the point A. This theorem should be applied in R+ to the
convex set epif and the point (xg, f** (x)).
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Fig. 5.17 Double Y
Young-Fenchel

transformation, f**(x), of a fo
non-convex function f(x)

far=f"@)

@)

fay=f" @)

Rn

The inequality (5.109) contradicts the Young-Fenchel inequality for the functions

f*and f**:
xixt < () .

Therefore, the initial assumption (5.108) is false and f** (x) = f (x) for all x.
For an arbitrary (not necessarily convex) function f (x), the function f** (x) is the
maximum convex function which is not greater than f (x).

The maximum convex function can be found as follows: consider the epigraph,
epif, of the function f (Fig. 5.17, the epigraph is shaded), and construct the smallest
possible convex set in the (y, R,)-space containing epi f'; it will be the epigraph of
the maximum convex function not greater than f. This set is obtained by “filling
out” of all the concave regions of the epigraph of the function f (x). This set is the
epigraph of the function f** (x).

The proof will be given again only for a continuous function, f (x). Denote the
maximum convex function not greater than f by f (x). Let us show that f* = f*.
Let us fix an arbitrary point x*. Since f (x) < f(x), we have f*(x*) > f*(x*).
Consequently, if f* (x*) = 400, then f* (x*) = 400 and f* (x*) = f* (x*) . Now
let the value of the function f* at a point x* be finite. By definition,

—f*(x*) = n%rin (f () —xfx').
Denote the point at which the minimum is reached'’ by xo. Then

— f*(x*) = f (x0) — x7x{). (5.110)

10 There can be many such points.
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It follows from the Young-Fenchel inequality, xx' — f*(x*) < f(x), and
(5.110) that

X (6 = xp) + f (o) = f (). (5.111)
We wish to show that f (xo) = f (xo). Suppose the contrary,

f (x0) < f (x0) (5.112)

According to (5.112), the value of the function f (x) at xq is less than the value
of the function x; (xi - xé) + f (xp) at this point. Therefore, there exists a region
D in which f(x) < x7(x' —x}) + f (x0), and outside of this region f (x) >
x} (xi — x(’)) + f (x¢). Define a convex function

I ) = )fi*(xi — x) + f(x0), x_eD
f@), xéD

Inequality (5.111) and the inequality f (x) < f (x) imply that f (x) < f (x).
Moreover, f (x) < f(x)on D. This contradicts the fact that f is the maximum
convex function not greater than f. The proof that the graph of the function f (x)
cannot be below the line y = x; (x' — x}) + f (xo) is analogous.

Since

=" = min (F (1) = x{x") 2 min (7 (x" = x5) + f (x0) — /%)
= f(xo) — xx' = —f* (x¥),
and
—J* = min (F () = xjx") < min (f (1) = xfx") = —f* (x7)

we have

Applying the Young-Fenchel transformation to this equality, we get f** = f =
f**, which completes the proof.

Example 9. Consider a mixture of liquid and its vapor bubbles. The liquid and the
vapor are two states of the same matter. This matter is characterized by the free
energy F (9, T'), which is non-convex with respect to %, or by the corresponding
function p (¥, T), which is shown in Fig. 5.18a for a fixed value of T. The mixture
can also be modeled by a continuum. Thus the macro-continuum could be in three
states, pure liquid, pure vapor or a mixture of liquid with vapor bubbles. For such
macro-continuum, Maxwell proposed the following rule for determining the depen-
dence of the pressure on the specific volume: on the graph of the “true” dependence



5.7 Legendre and Young-Fenchel Transformations 199

D p
E K

a b
Fig. 5.18 The Maxwell rule

of p on ¥, Fig. 5.18a, a straight line AB should be drawn in such a way, that the
shaded areas ACO and ODB are equal; then, the graph p (9, T') for the mixture
consists of three branches EA, AB and BF (Fig. 5.18b). They correspond to pure
liquid, mixture of liquid with vapor bubbles and vapor bubbles, respectively.

Let us show that the Maxwell rule is equivalent to the following statement: the
free energy of the mixture is equal to F** (9, T).

The function F (9, T') is shown qualitatively in Fig. 5.19. The function F** (¢, T")
coincides with F (9, T) for ¢ < a and ¢ > b; fora < 9 < b, itis linear. Due to the
smoothness of F (¥, T), the line A B is tangent to the graph of the function F (3, T).
Therefore,

oF _9F
00 |y, 00 |y
F
F*F**

Fig. 5.19 The Maxwell rule
in terms of the
Young-Fenchel
transformation a b U
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The figure shows that

oF
Fb,T)-—F(@a,T)= — (b—a).
e Y=a
Besides,
b
Fb, T)—F(a,T) aFdﬁ
,T)—F(a,T)= | —dv.
o
Since p = —dF /31, we have
b
/pdz? = ply—a(b—a). (5.113)

a

The integral in (5.113) represents the area under the curve p (¥, T) on the seg-
ment [a, b] and p|,_, (b — a) represents the area of the rectangle with its top side
being A B. Therefore, (5.113) is equivalent to the Maxwell rule.

The Young-Fenchel transformation allows one to present the convex function

S (x)as
f ) = max (x/x" — f*(x)). (5.114)

If f (x) is non-convex, then the Young-Fenchel transformation provides the best low
estimate of f (x) in terms of a convex function

@)= f7(x) = max (x'x — f*(x*)). (5.115)

Let the variables y = (yi, ..., ¥») be the parameters of function f, f = f (x, y).
Then its Young-Fenchel transformation with respect to x will also depend on param-
eters, y: f* = f*(x*, y). What can be said about the dependence of f* on y?

If the function f = f (x,y) is linear with respect to y, then the Young-Fenchel
transformation of this function with respect to x is a convex function of y.
This statement follows from a chain of inequalities:

(S ap+ (1 —a)y) = max [xx' = f(x oy + (1 —a)y)] =
= max [x[x' —af (¢, y) = (I —a) f (x, y2)] =
= max [0 (xfx" = £ e, y0) + (=) (xix’ = f(x, )] <
Saft () + 0 —a) f1 (37 ),

as claimed.
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This almost obvious property of the Young-Fenchel transformation implies some
non-trivial consequences.

Example 10. Let us show that for positive matrices, the diagonal components of the
inverse matrix are convex functions of the original matrix components. Consider a
positive quadratic form f = 1a;;x"x/. Then f* (x*) = %a(‘l)ijx;‘xj where gD/
are the components of the inverse matrix. Function f depends linearly on the pa-
rameters a;;. As it has been established, f* is a convex function of a;;. Let us set
xi =1,x5 =0,...,x; = 0. Then, 2f* = aD11 is a convex function of ajj.
Similarly, a"="%2, ..., a=Y" as well as all linear combinations of a‘~"% which
are obtained by choosing various x}, are convex functions of a;;.

Our next topic is the construction of the dual variational problems by means of
Young-Fenchel transformations.

5.8 Examples of Dual Variational Principles

The Dirichlet and von Neuman problems. Consider the minimization problem
for the so-called Dirichlet functional,

1 ou\> ou\?
E(u) = / 3 (£> + <@> dxdy, (5.116)
Q

on the set of all functions of two variables u (x, y) defined on some two-dimensional
region () with piece-wise smooth boundary 9{) and taking on the assigned values at
the boundary:

ux, ylso =g(@). (5.117)

Here g (s) is a continuous function of the arc length, s, along 9{). The minimizing
element of the variational problem (5.116), (5.117) is the solution of the Dirichlet
problem

O*u 0% . .
@Jra—yz:() in Q. itlo =g(s). (5.118)

We are going to construct a dual variational problem. Let us write the integrand
in the Dirichlet functional in the form

1 ou\> n ou\> ou n ou 1 ( 2 2)
- — — = max — —— = ) | .
2| \ax dy PesPy Py TPy dy 2 Px T Py

Using this relation we can rewrite the initial variational problem as a minimax
problem:
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. . ou ou 1, ., )
min £ (1) = uelfsl.lﬂn/,rf% [pxa + py@ 5 (r? + m)}dxdy.

Recall that the notation u €(5.117) means that u satisfies the constraint (5.117).

In the integral, maximum over p, and p, is taken at each point (x, y). The max-
imum can be moved outside the integral, if we perform maximization over arbitrary
functions of two variables, p.(x, y) and p,(x, y) :

in E (u) i / Wy p 1(2+ 2) |dxd
min u) = min max —_— — — = R X .
u€(S.117) py(x.y). py(x.y) Prox pyay 2 P Py Y

(5.119)

Further, for brevity, we use for this maximum the notation max,implying that this is
PxsPy

maximization over the functions p,(x, y) and p,(x, y).
Let us change the order of maximization and minimization in (5.119). According
to the inequality (5.81),

Ju Ju

. 1 2 2 .
— — == < Eu). 12
s, 2, [ |5y + peay 8+ A o < g, £ a0

The minimum value in the left hand side of (5.120) can be found explicitly. Sup-
pose that the functions p,, p, are continuously differentiable and continuous on the
closed region (). Integrating by parts (5.120), we obtain

u ou 1, , )
x — y— — = dxd 5.121
f[p TPy 2(px+py)]xy (5.121)
Q

apy dp 1
= /(Px"x'i‘Py”y)”dS - f <E + a_yy) udxdy — / B (Pf + P%) dxdy.
a0 Q Q

Here, n,, n, are the components of the outward unit normal vector on €} (Fig. 5.20).
Note that function u in the first integral in the right hand side of (5.121) can be
replaced by g(s) according to the boundary condition (5.117).

For the integrals in the right hand side of (5.121), we will use the notations

1
E*(p) = / §(p§+p§)dxdy
Q

and

dp, 9Ip
D (u, p)= —/ ( P —|—a—yy>udxdy+l(p),
Q
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Fig. 5.20 Notation in the Y
Dirichlet problem

Al
=)

os?

where p = {p., py} . and [ (p) is a linear functional of p:

I(p)= [ (pxny + pyny) g (s)ds.
Q)

So the minimization in (5.120) with respect to u is reduced to the minimization
of the functional ® (u, p), which is linear with respect to u.
Let us show that

—oco, if 4o
min ® (u, p) =1(p) + T

. apy
ue(5.117) 0, if %4_01_;:0

(5.122)

The second case in (5.122) is obvious. To prove (5.122) for the first case, sup-
pose that for some internal point x, of the region (), the function % + aa% is not
zero, and, for definiteness, is greater than zero. Due the continuity of this function,
there exists a neighborhood A of the point xy not intersecting d{) for which this
function is greater than zero. Consider a continuous function # (x) which is posi-
tive in A, zero on the boundary of A, and satisfies the boundary conditions on d€).
Also consider a sequence of functions u,, (x) coinciding with i (x) outside A and
equal to nii (x) inside A. For this sequence, ® (u,, p) — —o0 as n — o0, which
completes the proof. For the case % + % < 0 at some point xg, the proof is

analogous.
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From (5.121) and (5.122), we get

. du ou 1,, )
X — — = X dd =
uer(1’51.11r17)/ |:p dx +pyay 2(px+p}):| xay
9)

* : 9P« py _
L(p)—E*(p), if F+52=0

= _ . an {)L
0, it 2+ o #0

After finding the minimum in (5.120), the maximum is to be found. Therefore,
all values of py, p, for which the minimum is equal to —oo should be excluded. So,

max (I(p) — E*(p)) < E, (5.123)
p

where the maximum is calculated over all functions p,, p, satisfying the conditions

apxy 0 .
W L Py oy in Q. (5.124)
ax dy

Let us show that, actually, there is the equality sign in (5.123):
max (I(p) = E7 (p) = E.

To this end, consider the functions

R 515
Pr= ¢ py_ay’ '

where 11 is the solution of the boundary value problem (5.118).!" Due to the first

equation (5.118), the functions (5.125) satisfy the constraint (5.124) and, hence, are
the admissible functions. Therefore,

L(p)—E*(p) < max (I(p) — E* (p))
and, according to (5.123),

[(p) = E*(p) < max (l(p)—E*(p)) <E=E@). (5.126)

The numbers [ (p) — E* (p) and E (i) are equal:

1 'We are assuming that it is a smooth function and, in particular, the derivatives (5.125) are de-
fined. This assumption makes the proof of the coincidence of the maximum value of / (p) — E* (p)
and the minimum value of E (1) almost trivial; a complete proof requires a more sophisticated
technique.
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1
Q) Q

3 (psit) APyt 1
Zf[ (el , (p;u)}dxdy__/(,v,ng;,Z)dxdy
2 y
Q

ox dy

1 o> (o> 5
= 5/ [(a) + <£> i|dxdy =E@).
Q

Here we transformed the integral over d{) into an integral over () by means of the
divergence theorem and used (5.124).
Since [ (p) — E* (p) = E (1), (5.126) implies that

1(p)— E*(p) = max (I(p) — E*(p)) = E (1)

Hence, the order of maximization and minimization in (5.119) can indeed be
changed, and we obtain the dual variational problem:

E= — E*(p)).
p£ﬁ§4)(l(1’) ()

The dual variational problem can be presented in a different form if we note that
the general solution of (5.124) can be easily written:

oy _%

= —, = . 5.127
dy Py ax ( )

Px

Here ¢ (x, y) is an arbitrary function. In a simply connected region, v (x, y) must
be single-valued; in a multiply connected region it might be multi-valued. For now,
we will only consider simply connected regions ().

To write down the linear functional /(p) in terms of function i/, we note that the
tangent vector to 9{), T, has the components

Ty = =Ny, Ty =N,. (5.128)

We choose the arc length increasing counter-clockwise; therefore

_dx) Ay

o = (5.129)

Tx

where x = x (s), y = y (s) are the parametric equations of (). Hence, we have

oy W _dpdx oydy _dy

=Tyt — T, = — — = .
Pt + Pylty v+ ox © axds 9y ds ds

5.130
iy ( )
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The linear functional, [ (p) , becomes a functional of ¥:

d
uw=/;%mM&

Finally, the dual variational problem is the maximization problem for the func-
tional

d 9
J(w)=1(¢)_5*(¢)=/d_‘”gds—/2 ((;}f) +<a‘y”> )dxdy (5.131)

Q) Q

on the set of all functions .
The duality means that

J = min E (u).
mﬁx W) ueI(rsl.lﬂn ()

The functional J (¥) can be put in a slightly different form by integrating by parts
in the first integral in (5.131):

I = /wﬁd—/i<(w>+(£)>ﬂ@

The maximizing element of the dual variational problem is the solution of the
von Neuman problem

d d
Ay =0, dy _ dg
dn Cds’

The functional J () is invariant with respect to shifts of the function i for a
constant because function g (s) is continuous. For the same reason the necessary
condition for the solvability of this problem,

9
/—I'/fds -0,
on

Q)

is satisfied.
One can say that the von Neuman problem is dual to the Dirichlet problem.
Discontinuity conditions. Solutions of the Dirichlet problem (5.118) are smooth,
if 9Q) and g(s) are smooth. Therefore, in the dual variational problem the trial fields,
px and p,, can be assumed smooth. However, for more complex energy functionals,
like, for example, the functional of a heterogeneous medium,
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1 ou'\? ou\?
E(u) = /Q Ea(x, y) |:<£) + <5> :|dxdy,

with the material characteristics, a(x, y), that is discontinuous on some line, I', the
minimizer may be non-smooth. If the functional is minimized on the set of func-
tions, u(x, y), which are continuous on I' but may have discontinuous derivatives on
I', then the variation of the functional gets a contribution,

/ Ju n u Sud
a— |n, a— |n, |duds,

r dax ay Y

where [¢] denotes the jump of a function, ¢, on T,

[l =9+ — o,

and indices =+ mark the limit values of ¢ on two sides of I'; n,, n, are the compo-
nents of the unit normal vector on I directed from the side — to the side +. Hence,
the minimizer should obey the additional condition,

it it
a— |ny+|a—|n,=0o0nT.
0x ay | -

In the dual variational principle, one should admit the discontinuous trial func-
tions, p, and p,. Therefore, integrating by parts in (5.121), one obtains the addi-
tional term

./I‘ ([px] Ny + [pv] I/ly) uds.

Accordingly, the trial discontinuous functions in the dual variational principle,
px and p,, must obey the condition

[pxIny + [py]ny =0o0nT. (5.132)

The Dirichlet and Thompson principles

Let V be a region in three-dimensional space which is an exterior of some bounded
region with the boundary Q (Fig. 5.21). For a smooth function, u(x), the Dirichlet
functional, E (i), is defined as

1 )
E (u) = 3 / uu'dv.
v

For the Dirichlet functional, consider a minimization problem on the set of func-
tions, u (xi) , selected by the conditions
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Fig. 5.21 Notation for the
Dirichlet and Thompson
principles 14
9
u=1 on ()
C1 2 i
u~—+ =S +... asr— oo, rt = xx'. (5.133)
r r
The quantity
1
— min_ E (u),

27 ue(5.133)

has the physical meaning of the electric capacity of the surface (). The formulated
variational principle for the electric capacity is called the Dirichlet principle. The
minimizing function i (x) satisfies the Laplace equation in the region V,

Aii=0 inV, (5.134)

and the boundary conditions (5.133).

Note that the condition at infinity, # — 0 as r — 00, is essential: without
this condition the minimizing function would be just # = 1, and E(&t) = 0. The
functional E(u) feels the condition at infinity, as can be seen from the following
reasoning. Denote the spherical coordinates in region V by r, ¢, 0; r > R(gp, ),
r = R(p, 0) being the parametric equation of the surface ). Suppose u(r, ¢, 6)
tends to some limit value, u.,, as r — oo.

Then, for each ray ¢ = const, 6 = const,

oo oo
1
Uoo — Ul,p(p0) = Uoo — 1 = /u’,dr = fru,,—dr.
R R

Applying the Cauchy inequality (5.20) to the latter integral, we get

oo [o¢] o0
2 2 dr
(o — 1" < wdr ) = r? u’ dr
R R

x| -
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Since in spherical coordinates

1 1
2_ 2 2 2
(Vuy =, + ﬁu‘e + r2 sinzé‘u’w’
we have
u,zr < (Vu)z.

Therefore,

1 o0

(oo — 1)* < R /r2w2dr (5.135)
min %

where Ry, is the minimum distance from () to the origin. Integrating (5.135) over
¢ and 6 with the weight of the spherical coordinates, sin 6, we obtain

47 (U — 1)* < 2Eu).

min

Hence, the change of u, affects the minimum value of the functional.
In the case when u(r, ¢, 0) tends to different values, u~ (¢, 0), along different
rays, the inequality (5.135) is replaced by the inequality

2r w

1
/f(uoo(w,e)— 1)?sin @ dpdf < .
0 0

2E(u).

min

We see that energy feels the limit values of u at infinity for each ray.

The electric capacity of surface () corresponds to u,, = 0.

Let us find the variational principle dual to the Dirichlet principle. Writing the
integrand in the Dirichlet functional in the form

1 . . 1 .
—u;u' =ma ‘wi—=p'pi |,
2“,14 px<P u, 2PP>

we present the initial variational problem as a minimax problem:

<

1 . . 1 .
= —/u.,’u”dV = min max/ (p’u,i — —p’pi)dV. (5.136)
v

min
ue((5.133)) 2 ue((5.133)) p 2
1%

Following the general scheme, we change the order of calculating the maximum and
minimum values and calculate the minimum with respect to u.
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Suppose the functions p' are continuously differentiable and continuous on the
closed region V and tend to zero as r — oo. Suppose also that p' can be expanded
in Taylor series with respectto 1/r as

p~—5+—5+... forr— oo (5.137)
;

For a slower decay, the integral of p’ p; in (5.136) would diverge.
Integrating by parts, and using (5.133) and (5.137), for the integral in (5.136) we
obtain

. 1.
/ (p’u,i - zp’pi)dv =P, p)—E*(p), (5.138)
v
1 4 1 A )
E*(p)= Efp’pidV, D (u, p)=1(p) — §/pf,-udV, l(p)=/p‘nidA.
% 14 Q

Minimization of the functional (5.138) with respect to u is reduced to minimizing
the linear functional ® (u, p). As in the previous example,

. —oo, if p',#0
min D (u, p)=1(p)+ : :
ue(5.133) w.p)=1p) {0» it p; =0

(5.139)

Combining (5.139) and (5.138), we have

. ; [y 1(p)— E*(p), if p',=0
min pu;—=p'p|dV= . . .
ue(5.133) T2 —00, if p',#0

o .

Since we need to calculate the maximum value after calculating the minimum
value with respect to u, all functions p for which min is equal to —oo should be
u

dropped and only functions p’ satisfying the equation
pi=0 inV, (5.140)

should be retained.

As in the previous example, one can check that the order of maximization and
minimization in the minimax problem (5.136) can be changed and we arrive at the
following dual variational problem:

E = I(p)— E* ) 5.141
Dax (I(p) (p) (5.141)
(5.137)
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So the dual variational problem is the maximization problem for the functional
[(p) — E*(p) over all vector field satisfying the “incompressibility” condition
(5.140).

At first glance, the formulation of the dual variational problem is surprising: we
have seen that the quadratic functional of the form

b
/uzdx
a

does not feel the values of the function u(x) at the boundary (and, in fact, at any
fixed point of the segment [ab]). Similarly, the functional

/pipidV

Vv

should not feel the values of p; at 9V and, thus, the values of the linear functional,
I(p) = f p'n;dA. The resolution of this “paradox” is in the constraints (5.140) and
Q

(5.137): the admissible functions p’(x) are not arbitrary. Due to these constraints,
the linear functional /(p) can be presented as

I(p) = / p'g.dV

Vv

with some smooth function g, which is equal to unity at 9Q) and decays at infinity
as 1/r.
Therefore,

l(p)I* < /p,-p"dV/g,ig,;dV < const E(p),
1% \%4

i.e. energy does feel the values of the functional I(p).
According to (5.141) and (5.50), the dual variational problem can also be stated
as the maximization problem of the functional

()P
4E*(p)
The variational principle
102 S
max P
pe(5.140) 4E* (p)

(5.137)

is called the Thompson principle.
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The case of general integral functional. Consider the functional 7 (1) of the form
I(u)=E@w)—1(u)

5l 5l

E()—/L(i * u%)dv o Ju”
u) = X ,Uu ,u; , M~_axi

Vv

L(u) = /g%u"dV + / fru”dA, (5.142)
v vy
where u* are smooth functions of the variables xi, ..., x,, in a closed bounded

region V in R,, dVy is a part of the boundary dV of the region V, and g,. and
[ are given functions in V and on dVy. The energy density L is a strictly convex
function of the variables u* and u’}.

The original minimization problem is to find the minimum of the functional I (u)
on the set of all functions u* which take on the assigned values on the surface
oV, =9V —aVy:

u”=ug, ondV,. (5.143)

To construct the dual variational problem, we present L (xi ,u’”, ul") using the
Young-Fenchel transformation as

L(x',u”, u%) = max (p,.u”+pus—L* (x', p., pl)). (5.144)
: p ,
Here maximization is done over all p = {p... p..}, and L* (x', p., p.) is the

[ x

Young-Fenchel transformation of the function L (x', u*, u’) with respect to the
variables u”* and u*:

L* (xi, Dies p'%) = max (p%u”+p;u’f—L (xi, u*, u’f)) )
u",uj‘ ’ ’

Rewriting the initial variational problem as a minimax problem by means of
(5.144), we have

I = u;gﬂr}g)mp&lx /(p%u +pui—L (x s Doy p%))dV —l()|. (5.145)
v

Reversing the order of maximization and minimization in (5.145) yields the relation,

max min (®(u, p)— E*(p)) < 1. (5.146)
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Here,

D (u, p)= / (p%u% + pl;;u}: - g%u%)dv - / fru”dA,

Vv avy

E*(p) = /L* (x', ps. PL)dV. (5.147)
\%4

Let us present ™ as a sum of some fixed smooth function 4*, taking on the
values u ("b) on dV,, and the function u'*, which is equal to zero on 9V,:

w =h*+u”, u”¥=0 ondV,. (5.148)
Then, ® (1, p) can be written as
O, p)=1(p)+® (. p),
where [ (p) is a linear functional on the set of functions p defined by the equation
L(p)=®(h, p).

Calculation of min in (5.146) is reduced to calculation of mi/n o (u’, p):

(dnin, @@, p)= min (I(p)+P (', p))=

= l(p)+ule%ﬁ148)q)(u,p).

Since ® (u, p) is linear with respect to u,

ol
vy (0 P) =0,

if for any u’
@ (', p) =0, (5.149)
and

in ®(u,p)=-— 5.150
LBy P (4 P) = o (130
if d (u’, p) # 0 for at least one element u’. This can be proved in the same way

as (5.122). Since we need to find the maximum over p, we have to exclude from
consideration all functions p for which min is equal to —oco. As a result, we arrive
u
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at the maximization problem for the functional / (p) — E* (p) on the set of all func-
tions p which satisfy the constraint (5.149). Due to (5.149), the values of the linear
functional / (p) do not depend on the specific choice of functions 2*.
If p,. and p'_ are differentiable and continuous functions in the region V, then
the constraint (5.149) is reduced to
r')pi{ . i
Do = §+g% inV, p.ni=f., ondVy, (5.151)

and the functional / (p) is
L(p)= / pLniufdA. (5.152)
vy

Equation (5.146) takes the form,

max (p)~ E* () < 1. (5.153)

Suppose that the functions t* (xi ) which minimize the functional / (1) are twice
continuously differentiable. Then, we are going to show that

I(p) — E* =1. 5.154
max (I(p) (») ( )
Define
oL . aL
p% = —% , 2 = —%
QU™ | e _py e ou; o

The Euler equations of the initial variational problem,

JL Jd OL LF in Vv JL f i oV
—_—= . InV, —n;=f, in ,
u* dx' dui* qux

imply that the functions p,, and p’_ satisfy the constraints (5.151) and, consequently,
are the admissible functions. Therefore,

IL(p)— E*(p) < max (L(p)—E(p)). (5.155)
pe(5.151)

(5.

On the other hand,
L(p)—E*(p)=1.

Indeed,
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1(p)— E* (p):/p;niu;;)dA—/L* (x', s, PL)dV =

aVy Vv

9 Koo X . .
-/ [%—L* (x’,ia%,ia;)}dV— [ pmian =

v vy

op ] . .
\4

—/ fuit*dA = /L(xi,ﬁ",ﬁj.‘)dV—/g%ﬁ“dV—/f%ﬁ"dA = 1. (5.156)

avy v v avy

Therefore (5.154) holds true.

So, the maximization problem for the functional /(p) — E*(p) on the set of
functions (5.151) is dual to the initial variational problem.

Consider the specific case, when L does not depend on ©**. Denote by L* (xi, p’%)
the Young-Fenchel transformation of the function L (xi, u’y ) with respect to u’;’:

L™ (x', pl,) = max (pLuf — L (x'. u7)).

Function L* (xi, D p’%) introduced in the beginning of this section is linked to
L* (x, pi,) as

L* (xi, Dses p’%) = max (17%14% + I’i{”,;i( - L (x[, “z%)) =

(L () for =0
T 4o for p,, #0

If L* (x', p,., p.) = oo, then [ (p) — E*(p) is equal to —oco. So in the dual
variational problem all non-zero functions p,, should be excluded from the set of
admissible functions. For p,, = 0, (5.151) becomes

S & =0 inV, pimi=f. onaVvy (5.157)
xl

The dual variational principle (5.154) will be considered further for a number of
continuum models.

The Legendre and Young-Fenchel transformation can be used for constructing
the “dual” variational problems even in the cases when the functional is not convex.
An example is the Hamilton variational principle in the phase space (Sect. 1.6).
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Lower estimates of non-convex functionals by means of the dual problem. Con-
sider the minimization problem for the integral functional of the form (5.142) on the
set of functions (5.143). Let L (xi, u”, u’f) be a non-convex function of #** and ufl.‘ .
Let us calculate L** (xi ,u’, uT) — the second Young-Fenchel transformation of the
function L (xi, u*, u’f) with respect to u*, u’l‘ ‘We know that

L** (xi, u*, u;-‘) <L (xi, u”, u”) . (5.158)

5l st

Therefore, for all fields u*,

I**(u):/L**dV—l(u)g/LdV—l(u):I(u).

Vv Vv

Consequently,
" <1 (5.159)

Since the functional I** (1) is convex,

max l(p)—fL* (x', o, PL)AV | = T, (5.160)
P
\%4

Computing the functional in (5.160) on the admissible elements p, one obtains
the lower estimates of /** and, therefore, /. For some problems with non-convex
functionals I** coincides with I (see [95]).

5.9 Hashin-Strikman Variational Principle

Linear case. As we have seen in Sect. 5.8, the trial fields of the dual variational
problems must obey some differential constraints and, possibly, the discontinuity
conditions. While the differential constraints can be easily resolved, the disconti-
nuity conditions are not so easy to deal with if the geometry of discontinuities is
complex. Hashin and Strikman suggested a trick, which allows one to overcome
this difficulty. They obtained a dual variational principle with the admissible fields
that must not obey the differential constraints. We explain the trick first for a simple
case of the variational problem

E(u) :/ %aij(x)——dv — min, (5.161)
\%4
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where a'/ (x) may have discontinuities on surfaces with a complex geometry, and the
minimum is sought over all functions, u(x), with the prescribed boundary values,

U = ugyp) on aV. (5]62)

Further we consider more general cases.
Let us rewrite E(u) by adding and deducting the quadratic functional

1 du Jdu
—ag— —dV,
v 2 ox'ox;

where a, is a constant. We have

1 ou ou | P . du du
Ew) = | ay(x)— —dV — (@ = aps') — —=dV
w /v 20 o +/v 5 (@7 —ad”) 252

Let us choose a, in such a way that the quadratic form

N =

. . Ju
i _ 08y oy =
(a apd )u,,u,j, (uﬁ, = axi>

be positive definite. Then it can be presented as the Young-Fenchel transformation
of the dual quadratic form

1 i py ; 1 L
= (a" —aps")uju; =max | p'u; — =b;p'p’|, (5.163)
2 Pl ’ 2
where b;; is the inverse tensor to a'/ — ao8/,
(a’j — CIQSU) bjk = 8;(, (5164)

and the quadratic form, b;; p’ p/, is positive definite. Hence, E(u) is the maximum
value in the variational problem

1 . 4 1 . .
E(u) = max/ |:—a()u_iu” + p'xu; — —b,'j(x)p’(x)pf(x)i| dv. (5.165)
pieo Jy L2 2

The original variational problem takes the form

1 ) . 1 ) .
min max/ [anu,iu” +p'(Xu; — Ebij(x)p’(x)pf(x)i| av.
v

u=ugp)atdV pi(x)
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The order of minimization and maximization can be changed (we do not pause
to prove that; it can be done in the same way as for Dirichlet and Neuman problems
in Sect. 5.8). We arrive at the relation

~ 1 . .
min  E(u) = max |:J(p) — / —bij(x)p’(x)pf(x)dV] , (5.166)
u=ugpyat Vv pi(x) 174 2
where
N . 1 o
J(p)= min / <—aou,,-u" + p'(x)u,,-) dv. (5.167)
u=upyatoV Jy 2

So, we get a dual variational principle with the dual variables, p’(x), which are
not constrained. The cost is that the functional J(p) appears which is to be com-
puted. Formula for J(p) can be simplified a bit. Denote by iz(x) be the minimizer in
the variational problem,

1 .
min /‘—aou.iu"dV. (5.168)
v2

u=ugpyataVv

Let Ey be the minimum value in (5.168):

1 .
E() = —f aoﬁ,iﬁ’ldv.
2Jv

We set in (5.167)

it
u' =0onadV. (5.169)

Then
J(p)=Eo+ / p ()it (x)dV + J(p),
%

. 1 /AN i
= - T | 1
J(p) u/=r(r)11a1118V/“/ (2a0u,lu +p (x)u‘l> dv (5.170)

The variational problem (5.170) is well-posed: the functional is obviously
bounded from below:

1 , , 1 A .
/ (—aou’iu" + plu,,) dV = / —ay (u, + p,-) (u” + p’)dV—
v \2 v 2

1 ; 1 4
—/ —agp;p'dV > ——aO/ pip'dV. (5.171)
v 2 20y
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As we see from (5.171), it is enough for the boundedness from below that p’(x)
be square integrable functions. In particular, they can be piece-wise continuous func-
tions. We will further obtain the explicit dependence of J on p’(x). Irrespectively
on the explicit form of J(p), we get.

Hashin-Strikman variational principle. The minimum value, E, of E(u) can be
found by solving the variational problem

E=E)+ max [ f (pf<x>a,i(x) - %bij(x>pf(x)pf(x>) dv +J(p)l. (5.172)
p'(x \%4

Here p'(x) do not obey any constraints.

Explicit form of J(p) for smooth p. Let us now find the dependence of J on p’(x).
First, we assume that p’ (x) are some smooth functions. Then the minimizer in u’
(5.170) obeys the boundary value problem,

9 i
ahu' =L Wi =0 (5.173)
ax!

Its solution can be written in terms of Green’s function, G(x, y), defined as the
solution of the boundary value problem

AcG(x, y) = =8(x — y), Gx, I, =0. (5.174)

Here 8(x) is the three-dimensional delta-function and A, Laplace’s operator acting
on x-variables. We take for granted that the solution of this problem is symmetric
with respect to x, y,

G(x,y) =G, x), (5.175)
non-negative,
G(x,y) =20,

and smooth everywhere except at the point x = y where it has the singularity of the
form

1
G(x,y) = —— + bounded function asy — x.
4ot |x —y|

Multiplying (5.174) by dp’/dy’ and integrating over y, we obtain

Ax/ G, PNy, — —f s — P gy P
v 9y* ' 4 ay!

dx!

(5.176)

Comparing (5.173) and (5.176) we see that
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u’(x)zi/ G(x,y)apl(,y)dVy. (5.177)
ap Jy ay!

The singularity in (5.177) is integrable. To deal further with discontinuous func-
tions, p’, we move the derivative from p’(y) to G(x, y) by integrating by parts.
The singularity becomes stronger because dG(x, y)/dy' «~ 1/|x — y|* but is still
integrable. To weaken the singularity of the integrand, before integrating by parts
in (5.177), we replace p'(y) by p'(y) — p'(x). That, obviously, does not change
(5.177). After integration by parts, we obtain

aG(x, y) ;
u'(x) = _a_o T ( y—p (x)) dv. (5.178)

The differentiation of (5.178) with respect to x’ yields an integral with absolutely
integrable singularity; therefore the differentiation is possible and we obtain the
derivatives of the minimizer '*:

, 2
u'(x) i/ TG iy - pix)dVy, (5.179)
14

axi a axiay/

Finally, from Clapeyron’s theorem (5.47),
1 i 1
J(p)= = p (', dV =

2a0// axiay ,y)( I(y) = p(x))dV.dV,. (5.180)

Formula (5.180) can also be written in a more symmetric form:

9’G . . . 4 .
J(p)= 4a0// §0y) (P' )P’ () + P P! () = 2p (x)p! () dV,d V.

axiayJ
(5.181)
Indeed, from (5.175):

*G(x,y) . *G(y, x)

— = —— (5.182)
dx'ady’ dyJox!

12 The contribution to the derivative that is due to differentiation of pl(x),

9G(x, y) 31)’()6)

ao ay/ axt

is equal to
1 ap’(x
L[ 6 ymyan, 2229
ap Joy ax!

and is zero because G(x, y) = 0wheny € 9V.
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Fig. 5.22 Notation for the
variational problem

Therefore, changing in (5.180) x by y, y by x, i by j and j by i, and taking into
account (5.182), we get

8 G(y, x) i i
J(p) = H T (P = P ) aviav,. (5.183)
Due to (5.182) the kernels in (5.180) and (5.183) coincide. Summing up (5.180) and
(5.183) we obtain (5.181).

Explicit form of J(p) for discontinuous p. Let us show that (5.181) also holds for
piece-wise smooth functions that may have discontinuities on some surfaces. To this
end we need an auxiliary statement. Let S be a surface bounding some subregion,
B, of V (Fig. 5.22). Consider a variational problem,

1 .
/ —uu'dV — /oudA —  min (5.184)
174 2 S wu=0at 9V
where o is some function on S. The admissible functions, u, are supposed to be
continuous on § : [u] = 0. It is shown further in Example 11 of Sect.5.11 that the
minimizer of this problem is

iu(x) = / G(x,y)aodA. (5.185)
s

Consider now the variational problem (5.170) for functions p(x) that have a
discontinuity on S. The functional can be rewritten as

1 , apt o
f—aou,iu*’dV— iudV—/[p’]n’udA.
v 2 y 0 s

xl
The minimizer, i, is the solution of the boundary value problem

ap' ‘ ‘
apAil = —a—pi inV, #=0 ondV, aglit,;]ln'=—[p']n; on S.
X

Here dp'/dx' is a piece-wise smooth function. The solution is a sum of two func-
tions, u; and u,, which are the solutions of the following boundary value problems:
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ap! u :
aoAu, = _a—pi inV, u;=0on vV, [a—'} ni=0 on S,
X X

our ,
apAur; =0 in V, wu; =0 on 9V, [%n’} = —[p']ni on S.

The function of x,

1 ap!
—aQ/ G(x,y)&dVy,
2 Vv ay’

has continuous first derivatives at S if 9p’/dy' is piece-wise continuous.'® Thus,

9 i
P (y)d
a9y’

1
ui(x) = Q—O/ G(x. ) .
\%4

Function u, is equal to the function (5.185) with the factor, 1/ag and o =
[p']n:. So

i(x) = %f G(x,y)ag;?)d%+%ﬁG(x,y) [p']nidA. (5.186)
\%4

Integrating by parts in the volume integral, we see that the surface terms cancel
out:

. 1 aG(x,y)
i = —— [ 5D pigav,.
ap Jy  dy

This formula can also be written as

o LGy
i) =~ /V o (P = p'))dvy,

because

9G(x,
/ﬂdvyzo,
v 0y

due to the boundary condition, G(x, y) =0ataoV.
The derivatives of the minimizer can be found by differentiating (5.186): for a
point, x, which is strictly inside B or V — B,

ait _i/ aG(x, y) ap/(y)dv i/ aG(x?y)
v s

— - - NnidA.
ox! ayt Y a ox! [p]n.,

axt  ag

13 See, e.g., [81], vol. 2, p. 245.
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Putting 9 (p(y) — p’(x)) /3y’ instead of dp/(y)/dy’ and integrating by parts we
arrive at (5.179) for discontinuous p’. Hence, (5.181) also holds for discontinu-
ous p'.

Minimum principle. One remark is now in order. If the parameter, ag, is so big
that the quadratic form, (a” — aoé”) u;u ; is negative definite, then we introduce
tensor b/ as the inverse tensor to aypé"’ —a'/, and formula (5.163) is replaced by the
relation

| . 1 o .
= (a — apd")uju ; =min| =b;;p'p/ — p'u; |.
5 iU, 2 .
Therefore,
. 1 , ; 1 D
E(u) = min —aou u’ — p'u;+ =b;jjp'p’ |dV,
P Jy L2 2

and the Hashin-Strikman principle takes the following form.
Hashin-Strikman variational principle. The minimum value, E, of E(u) can be
found by solving the variational problem

E = Ey + min [/ <—p"(x)i2,,- + lb,»,»(x)pf(x)pf'(x)> dv + J(p)i| .
oo L)y 2

Emphasize that the Hashin-Strikman variational principle holds for any value of
the parameter, ay. If one makes estimates by plugging trial fields, then the estimates
involve ay, and an additional optimization of the estimates over @, can be done.

Nonlinear case. This construction is easily extended to arbitrary convex functionals,
B = [ Lewupav.
14
in the cases when the function
1 i
Alr,ui) = LGx,ug) — Saou,iu

is convex for some ag. Then A(x, u;) can be presented in terms of its Young-Fenchel
transformation, A*(x, p'),

A(x,u ;) = max [p'u; — A*(x, pH)].
p’
and

1 . . )
E(u) = max/ (anu,;u" + plu; — N (x, p’)) dv.
v

4

From the same line of reasoning we obtain the following
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Hashin-Strikman variational principle. If function, A(x, u ;), is strictly convex,
then the variational problem

E= uexgsl;l%z)/v L(x,u;)dV (5.187)

is equivalent to the variational problem

E = E¢ + max [/ (p'it; — A*(x, p"))dV + J(p)}
1%

pHx)

where E and iy are the minimum value and the minimizer in the variational problem
(5.168), and J(p) is the functional (5.181).
If A(x, u ;) is not convex, but the function

. 1 .
AiCx, u') = saou ju’ — L(x, ui)
is strictly convex, then
1 . . i . o , .
Sdou " = L(x, u;) = max [p'u; — A*(x, p")] = —min [A*(x, p) — p'u],
pl pl
and the original variational problem is equivalent to the variational problem
E=E, +minp;f (A*(x, p'(x)) — p'(0)i;) AV + J(p).
v

Similar reasoning holds for functionals depending on many required functions.
We will discuss this in the case of elastic bodiel:s in Sect. 6.7.

For some functions, like, e.g., L = (au;u’)* , neither L — %aouiui nor %aou,-ui —
L are convex. Therefore, the transformation of the variational problems to the
Hashin-Strikman form is not possible. For functions which vanish at some subregion
of V like L = a(x)u;u’ witha(x) = 0 somewhere inside V, L—Jaou;u'’ is not con-
vex for all x, while %aouiui — L can be convex. In such cases, the Hashin-Strikman
transformation yields only the minimization problem.

5.10 Variational Problems with Constraints

Lagrange multipliers. Usually, the set of admissible functions is defined by the
constraints written in the form of equations or inequalities. Some of those con-
straints, like the boundary conditions, are easy to satisfy, and they do not cause
any difficulties in solving the variational problem. For non-local constraints or con-
straints containing derivatives it is sometimes difficult to find a sufficiently large set
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of admissible functions. “Getting rid” of such constraints is possible by means of
so-called Lagrange multipliers. We explain the idea of Lagrange multiplier method
by the following example. Consider the minimization problem for the functional

. Ju”
I(u) = / L(x‘, u”, —,)dV
dx!
v

with the constraint

. u*
Fu)y= | F|x',u”, — )dV =0. (5.188)
ax!
1%
It is assumed that there exists at least one element u which satisfies the constraint

(5.188), besides the value of the functional 7 () is finite on this element.
Consider the following minimax problem:

rrLinmAaX [1(u) + AF(u)]. (5.189)

Here, the minimum is sought over all functions u, while the maximum is sought
over all real numbers A.

Let us show that the problem (5.189) is equivalent to the initial one. Indeed,
consider the element u for which F (1) # 0. For definiteness, let F (1) > 0. Then,
tending A to 4-00, we get

m)\ax [I(u) + 2 F ()] = +o0. (5.190)

If F (1) < 0, then tending . — —o0, we also arrive at (5.190). Therefore, for all
u for which F (u) is not equal to zero, (5.190) holds. After calculating the maximum
value over A, the minimum value must be found. The elements u for which the
function I (u) is finite and F (#) = 0 exist by our assumption. Hence, when the
maximum value is sought, all u for which (5.190) holds should be excluded and

min [(u) = minmax [/ (u) + A F(u)]. (5.191)
ue(5.188) u

The auxiliary variable in the minimax problem, A, is called the Lagrange multiplier
for the constraint (5.188).

Suppose that the order of calculation of the maximum and minimum values in
(5.191) can be changed:

min [(u) = maxmin[/(u) + A F(u)]. (5.192)
ue(5.188) A u

The problem

min [7(u) + AF (u)] (5.193)
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does not have any constraints for u. However, instead of one variational problem
with a constraint, a one-parametric set of variational problems depending on the
parameter A needs to be solved. The minimum value in (5.193) is a function of A.
Denote it by J (1). The problem of finding the maximum value of J (1) with respect
to X is the dual one to the initial variational problem:

in I(u)= Jx).
e S

Suppose that the variational problem (5.193) has a unique minimizing element
it (A), and the function J (1) has a unique maximizing element ’, and that the deriva-
tives of /(u) and F(u) with respect to u and the derivatives of J (1) and & (1) with
respect to A exist. Let us show that the solution of the initial variational problem is
i ():) By definition,

T () =1@0)) 4+ AF @ ). (5.194)

The function J (A) is defined in a line, —0o < A < +o00. According to our assump-
tion, it is differentiable and reaches its maximum at the point A. Consequently,

dJ () , dii N dii Y
—Z =r(uo, = AF (00, = Fi(k) =0
dr = <u( ) d/\) x=i+ <u( ) d/\) x=i+ (#(3)
(5.195)
Due to the Euler equations of the variational problem (5.193),
'@y, a)+AF @0),ia)=0 (5.196)

for any A and any function . In particular, putting A = A and & = dit/d in (5.196),

we get
di N du
I'fa(), — AF ), —
(u( )’dk>+ f(u( )’dk>

It follows from (5.195) and (5.197) that the function ﬁ(i) satisfies the constraint
(5.188):

=0. (5.197)

A=A

F (i () =o.

Choosing 4 and it (1) as the trial elements of the dual and the initial variational
problems, we get the estimate

T (3) = maxJ ()= min TG0 <1 (i(3)).

According to (5.194), J ():) =1 (it ():)) Hence the upper and the lower esti-
mates coincide, and we obtain,
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! (ﬁ ()L)) - uerg.inl%& Iw,

ie.u ()A\) is indeed the minimizing element of the variational problem.

The procedure described reduces the solution of the problem with constraints to
solution of a set of the variational problems without constraints.

Consider the changes which need to be made if instead of a constraint of the
equality type (5.188) the variational problem involves a constraint of the inequality

type:

. ou*
Fu) = / F (x’, u”, %)dv <0. (5.198)
xl
4
In this case, we construct a minimax problem:
minr{laé([l(u) + A Fw)], (5.199)

where the minimum is sought over all functions u, while the maximum is sought
over all nonnegative number A. The minimax problem (5.199) is equivalent to the
original minimization problem with the constraint (5.198): Indeed, if, for some u,
the functional F (u) is positive, then

max () + AF ()] = +oo,

and in the subsequent calculation of the minimum with respect to u all such u# must
be disregarded.
If the order of calculation of maximum and minimum in (5.199) can be reversed,

min /(#) = maxmin [/(u) + AF(u)],
ue(5.198) >0 u

then the initial variational problem with the constraint is replaced by a family of
variational problems without constraints which depend on the parameter A,

J (A) =min[I(u) + L F(u)],

with the subsequent maximization of the function J (A) on the positive semi-axis,
A>0.

Let F (it(A)) < O at the minimizer, it(A), of I(u) + AF(u) . For F (it(L)) < 0,
functional 7(it) + AF (i&t) reaches maximum over A for A = 0. If F (@t(1)) = 0, then,
in general, the Lagrange multiplier is not zero. Hence, the equality holds,

AT (i) = 0.

It is called the condition of complementary softness.
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In the case of the point-wise constraints, the minimax problem is constructed by
an analogous scheme. Suppose, functions #* obey to s equations,

. u*
fu (x’,u%, L) =0, a=1,...5. (5.200)
ax’
and m inequalities
i x u*
gﬁ(x,u ’W)SO’ B=1,...,m. (5.201)

Then the Lagrange multipliers, A% and u?, are functions of x, and

min I(n) =
ue(5.200),(5.201)

: a i P4 u” B i P Ju”
= min max 4/ (u) + M) falxu™, — ) +ulgp | X u”, — | |dV
U ). dx! dx!
4

1P (020

One proceeds further in the same way as in the previous case by changing the order
of minimum and maximum and obtaining an unconstrained variational problem.

In cases when one searches not the minimum but the stationary points of the
functional I (#) with some constraints, the general rule of the Lagrange multipliers is
as follows: the functional ® (u, 1) is constructed, the varying of which with respect
to A provides the given constraints, while ® (u, A) = I (u) if those constraints are
satisfied. Hence, the search of the stationary points of the functional 7 () is reduced
to the search of the stationary points of the functional ® (u, A). For example, for the
constraints of the type (5.200), the functional ® (u, A) is

. ou*
D, n) =1 )+ / A () fo (x’, u”, %)dv
xl
14
Consider how the Lagrange multiplier method works in the following example.
Example: The minimum drag body in a hypersonic flow. Consider a body in
a hypersonic gas flow in a Cartesian coordinate system, x, y, z (Fig. 5.23). The gas
is moving along the z axis in the negative z-direction. The boundary of the body in
the half-space z > 0 (the head part of the body) is given by the equation

z=u(x,y).

The force exerted by the flow on the body is given by the Newton formula'*

14 Here is a brief derivation of this formula. In the case of hypersonic flow, the shock wave is very
close to the body. If the body has a smooth shape, then the shock wave practically repeats the form
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Fig. 5.23 Notation to the
hypersonic flow problem

z = u(z,y)

2
0}

Q) being the cross-section of the body by the plane z = 0, and u,, u, denote partial
the derivatives u, = du/dx, u, = du/dy. The region () is assumed to be simply
connected. We will also assume that the function u (x, y) is continuous and almost
everywhere differentiable, and that

u(x,y)=0 onl. (5.203)

The problem is to find a function u (x, y) for which the drag force F (u) takes its
minimum value.

of the body (at least near the head part of the body). According to the conservation of momentum
on the shock wave in the ideal gas, [ P+ pvﬁ] = 0, where [¢] denotes the difference of the values
of the function ¢ on the two sides of the shock wave, v, is the normal velocity on the shock wave.
Due to the impermeability condition at the body, v, ~ 0 after the shock wave. Therefore, from the
momentum conservation the pressure at the body surface is p = p; + plvﬁl (index 1 marks the
values before the shock wave). We assume that p; = const, v,; = vn,, where v, the gas speed
far away from the body, is a constant, and 7, is the projection of the normal on the z-axis. The
projection of the force on the z-axis is

/andA:/plnsz—i-p./vﬁ]nsz.

The first term (under some conditions) is balanced by the pressure in the tail part of the body. The
second term, divided by the constant p;v?/2 coincides with (5.202) if we take into account the
relations linking 7, and the area element d A with the shape of the body:

o= (12 +u2) %, dA = (1+u2 +u?) * dxdy.

This derivation contains an assumption on the closeness of the shock wave and the body surface.
This assumption is acceptable not for all body shapes, and, thus, imposes some implicit constraints
on the shape of the body. These constraints are hard to formalize. In what follows we ignore these
constraints and consider the minimization problem for the functional (5.202) as a pure mathemati-
cal problem.
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If the functional F (u) reaches its minimum value F for a smooth function
u (x, y), then, according to (5.202), F is greater than zero. Therefore, it makes sense

to call the minimization problem for the functional F (u) correctly posed, if there
exits such a positive constant c, that

F ) > c. (5.204)

The minimization problem for the functional F (1) as stated is not correctly
posed. Indeed, consider a conic surface of the height 4,

.
—nf1- , 5.205
“ ( p(e)) (5209

where r, 6 are polar coordinates in the x-y plane, and r = p () is the parametric
equation of the contour I'. The functional F () for the functions (5.205) becomes

2 2

1 4 1 4
Fu) = —/p—2d9 < —/ P__ae, (5.206)
LS SR CN-NE: S AP AR R

p

0
where py = dp/d6. It follows from (5.200) that, along with the increase of the
height i of the cone, the force on the cone decreases to zero.

To exclude the loss of correctness caused by the possible increase of the size of

the body, it is natural to bound above one of the parameters: the surface area of the
body

/ J1+u?+ u%dxdy <S, (5.207)
Q

the height of the body

mgxu (x,y)<h, (5.208)
or the volume of the body

/u (x, y)dxdy < V. (5.209)
Q

Consider first the minimization problem on the set of all bodies with the bounded
surface area. This problem can be presented as a minimax problem:
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F= F(u) =

min
ue(5.207),(5.203)

2
= min max /—dxdy+k /‘/l—i—u%—}—uz,dxdy—S
ue(5.203) >0 14+u+ uf y
Q

Q

Let us reverse the order of minimization and maximization. According to (5.81),
this cannot increase the result:

max min

—————dxdy + A 1+u2+uldedy—S || <F.
220 ue(5.203) /14‘“%"’“? xay + / + uy + uy dxdy <F
Q Q

(5.210)
Let us define the function o (x, y) by the equation,

0(x,y)=m, ulp =0, (5.211)

and rewrite (5.210) as

2 g
max min / —dxdy + 1 /adxdy -8 <F. (5.212)
23>0 oe(5.211) o

Q

Q
The notation o €(5.211) means that for any admissible function o (x, y) there exists
a function u (x, y) satisfying (5.211). Let us expand the set of admissible functions

o (x,y), replacing the constraint (5.211) by ¢ > 0. The minimum in (5.212) can
only decrease:

2>0 0>0

2 .

max min f —dxdy + 1 /odxdy ) <F. (5.213)

o
Q Q

The minimum in (5.213) can easily be found. Its determination is reduced to miniza-
tion of the function

2
gp(a):—z—l-)mr for o > 0.
o

The function ¢ (o) for o > 0 is strictly convex and has only one minimum. Solving
the equation dp/do = 0, we geto = (4/)»)%; ¢ () =ming (o) = % (2)»)%. Hence,

) 2 3 2
J (A) = min / — + Ao Jdxdy —AS | = > (2A0)3 Q] — AS.
o o
0
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The function J () is strictly concave, and its maximum is reached at the unique
point A; from the equation (%)‘x:i =0, we find i: £ = 4|QP /$3, J (A) =
2 |Q|3 /S?. So we obtain a lower estimate for the minimum drag force,

TR
2§7<f. (5.214)

This estimate demonstrates that the minimization problem for F () on the set of all
bodies with bounded surface area is correctly posed.
Let us find an upper estimate of the drag force. For the extremum value of

N 3 . . .
the parameter A, A = 4 |Q|3 /S, the function & (x, y) is constant and is equal

Al
to (4/)»)3 = §/1Q)]. Consider the function u (x, y), which is the solution of the
boundary value problem

2
24 S
uy +uj

— 2" 0 e =o. 5215
) |Q|2 |F ( )

It is obtained by substituting & = S/ |€)] into (5.211). The boundary value problem
is meaningful because S > |(}|.
For the solution u (x, y) of the boundary value problem (5.215), we have

/‘/l—i-u%—i-u%dxdy:S,
Q

and therefore, u (x, y) belongs to the set of admissible functions and
F<FQ.

The value of the functional F for the function u is easily calculated and we arrive at
the estimate

. QP

F < 2%. (5.216)
It follows from (5.214) and (5.216) that

s

F = ZF. (5.217)

The minimum drag shape of the body is defined by the solution of the boundary
value problem (5.215).

The solutions of (5.215) have the following structure: the lines, u = const, are
parallel to the contour I, and the derivative du/dn along the normal to the con-

tour line of the function u (x, y) takes on the values £ /% — 1. Tt is possible
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to construct many solutions of (5.215), choosing between various contour lines

% = +,/% —1lor Z—Z = — /% — 1. The solutions for which du/dn changes

its sign are not meaningful, since the Newton equation for the force (5.202) is not
applicable to such bodies. Therefore, we can single out the unique solution of the
boundary problem (5.216) by means of an additional condition du/dn > 0.

If Q) is a circle then, among all shapes having () as a base and having a surface
area not greater than S, the least drag shape is the cone with the surface area S. The
minimum drag shape in the case of () being an ellipse is shown in Fig. 5.24; it looks
like a screwdriver head.

The minimum drag force F is determined only by the area of the base |(}| and
the surface area S, and does not depend on the shape of the base (the minimum
drag shape does, of course, depend on the shape of the base). Hence, we also solved
another problem: we found the minimum drag shape with the condition that the
cross-section area of the body is |()|, and the head surface area is not greater than S.
The above-mentioned implies that this problem has many solutions (at least one for
every region (1), and the least possible drag force is given by (5.217).

Consider two cones of the same height and the same base area (and therefore,
of the same volume), where the shape of the base of one cone is a circle, and of
the other a star (Fig. 5.25). Then the star-shaped cone provides less drag than the
circular one.

Indeed, the surfaces of both cones are the solutions of (5.215), and (5.217) holds.
It only remains to note that the surface area of the star-shaped cone is greater than
that of the circular one. It follows, for example from the solution of the following
variational problem: among all contours r = p (8), bounding the regions with a
given area [(}],

2

1
/ 302 0)d0 = |0

0

Fig. 5.24 The minimum drag
body when the base is an
ellipse Y
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Fig. 5.25 Star-shaped cone
provides less drag than a
circular cone

find the contour for which the cone of the height 4 having this region as a base, has
the minimum surface area

2

1

3 / Vh?+ p2(0)p (0)d6 — min.
0

Here is the solution to this problem. Introducing the Lagrange multiplier A, we ob-
tain the functional

2

%f [p 0)Vh? + p2 () — A <p2 ) — 'f:—'ﬂ do.

0

Its Euler equation for the function p (8) is @ + ™! = 2A, a = p//h? + p2.
Consequently, p = const, and the stationary value is reached for the cone with
the circular base of area |)| and height &. The stationary point is unique since the
circular cone is uniquely defined by 4 and |€}|. It only remains to show that this
is the minimum point. Adding an increment £p (6) to p, let us calculate the area
change up to the terms of order &2,

2w 2w
(*+p%) (o« + 1) / epdt + % (h*+p%) Ba(l — ) +ai| [e2p2d0.
0 0

R =

The first integral is equal to zero due the constraint for the area of the base, while
the second integral is positive since « < 1. Therefore, the circular cone has the
minimum surface area among the cones with the same height and the same base
area.

The above results can easily be generalized to the case of the region () bounded
by two closed parallel contours I" and I". Let the function u (x, y) be equal to zero
onI" and
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z z z
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Fig. 5.26 Minimum drag body with the base bounded by contours I" and I

u(x,y) =uy=const on I".

As in the case of the simply connected region, it can be proven that the sought
surface obeys (5.215). The drag force is given by (5.217).

In the case of the circular base, the solution is constructed from conic surfaces
and is shown in Fig. 5.26 for different ratios of u( and S.

Let us move on the minimization problem for the functional F (#) with con-
straints on the height (5.208) and volume (5.209) of the body. First, let us show that
this problem is incorrectly posed in the absence of additional conditions. Consider
an axis-symmetric body, the cross-section of which in the plane & = const. is shown
in Fig. 5.27. We will assume that the width of each tooth is p/n, where n is an
integer, and the height of the prong is equal to €. Then, |du/dr| = 2en/p, and the
functional has the value

p 2

2 272
f(u):// " _godr = (5.218)
0 0

Thup 14y

Therefore, F (u) — 0 as n — oo.

a+e

P/n

Fig. 5.27 A minimizing 0 r
sequence for F (u) p
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By appropriately choosing the constants, a and ¢, we can make the height and
the volume of the body satisfy the constraints. If the parameter ¢ is considered to
be dependent on n and tends to zero, then the sequence of surfaces will converge
to a cylinder closed by a flat cover z = a. If we apply an additional constraint of
en — oo as n — 00, then, according to (5.218), the corresponding drag force tends
to zero.

The existence of a sequence of surfaces for which 7 — 0 shows that the mini-
mization problem for the functional F (u) on the set of bodies with limited height
and volume is incorrectly posed.

On the other hand, bounding the surface area of the body makes the problem
correctly posed, as we have obtained. Therefore, it makes sense to narrow down the
set of admissible functions u (x, y) in such a way that for this set the boundedness
of the height or the volume of the body would imply the boundedness of the head
surface area. That means that on the set of admissible functions, the inequality

/,/l +u? +uidxdy — Q < lmgxu (x,y) (5.219)
Q

holds in the case of the bounded height or the inequality

-/, J1+u? +uldxdy —Q <k f udxdy (5.220)
Q Q

holds in the case of the bounded volume.

The inequalities (5.219) and (5.220) are true, for example, for concave functions
u (x, y) (the head part of the body is convex). Indeed, for a concave function u (x, y),
the surface area of its graph, z = u (x, y), can be estimated above by the surface
area of a cylinder with the cross-section () and the height m(zlix u (x, y). The constant

[ in (5.220) can be interpreted as the length of contour I'.

The inequality (5.220) for concave functions can be proved as follows. Consider
the cone K, obtained by connecting the farthest point of the body from the plane
z = 0 with the points on the contour I'. Due to the convexity of the body, the cone
K is completely inside the body. The volume of the cone K, %Q métx u(x,y),1is the

lower estimate of the body’s volume,

1
§Qm§xu(x, y) < /udxdy (5.221)
Q

The inequality (5.220) where k is equal to 3/ /() follows from the inequalities (5.221)
and (5.219).

Due to (5.219) and (5.220), the problem of finding the shape of a convex body
having a minimum drag in hypersonic flow is correctly posed on the set of all bodies
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with bounded height or bounded volume. The solutions of these problems can be
obtained only numerically.

Pontrjagin’s maximum principle. Consider the variational problem

5]

I(x,u)= / L(t, X @), u* (t))dt — min (5.222)
To
with the constraints
dx! . . )
o= I (t,x’ (t),u”(t)), i=1,...,n, »x=1,...,m, (5.223)
x' (1) = x{, (5.224)
u” () eU, (5.225)

where U is a setin R,,. The variational problem (5.222), (5.223), (5.224) and (5.225)
has differential constraints (5.223). If the functions u* (¢) satisfying the condition
(5.225) are given, then the system of differential equations (5.223) with the initial
values (5.224) will determine the functions x’ (¢). Having x’ (¢) and u* (), we can
calculate the value of the functional / (x, u). The minimization of the functional
I (x, u) means its minimization with respect to all admissible functions u” (¢).

The variational problem with the constraints (5.223), (5.224) and (5.225) is an
example of the problems in optimal control theory. Let us find the dual variational
problem in that case.

First, we rewrite the variational problem by introducing the Lagrange multipliers,

pi (1), as
h .
I = min max/ L(t,xi,u”)—i—pi 3] ﬂ—fi (t,xj,u”) dt.
xe(5.224) dt

p
ue(5.225) Y

Suppose that the order of the minimization and maximization can be reversed:
h .
. . . dx' . .
[ = max min L(t,x’, u”) + p;i (1) o f (t,x-’, u") dt. (5.226)

p  xe(5.228)
ue(5.229) 1,

Now the minimization problem in (5.226) does not contain differential constraints.
Consider the function

H(t, p,x,u) = pi f' (t,xj,u”) —L (t,xi,u”)

which is called the Pontrjagin function. In terms of this function (5.226) takes the
form
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1

. dx'

I= i () —— — . 227

mpelxxer(rsl}2g4)/[p, 0 — H(t,p,x,u)]dt (5.227)
ue(5.225) 1,

The minimization with respect to u in (5.227) is reduced to an algebraic problem
of maximizing the Pontrjagin function H with respect to u. Denote its maximum
value with respect to u by H (¢, p, x):

H((t, p,x)=maxH (¢, p,x,u).
uel

Hence, after the calculation of the maximum value with respect to u, the varia-
tional problem (5.227) transforms into the Hamilton principle:

1

. dx!
I = i i (t)— — H(, p, dt.
m;?xxel(lg.lznw_/ |:p @ dt t.p x):|

fo

This exposition represents the algorithmic part of Pontrjagin’s maximum prin-
ciple. The proof of the principle and its complete formulation can be found in the
papers cited in the Bibliographic Comments. It is interesting that changing of the
order of minimum and maximum in (5.226) is possible even if functions L and f'
are non-convex.

Integral constraints for derivatives. Consider the minimization problem for the
functional

I(u)= / L(x, u,,-)dV

Vv

on the set of functions u (x), x € R,, with assigned values, u), on 9V . Functional
is invariant with respect to the shifts of u for a constant. Therefore, the minimum
value does not change if we replace u ) by u,) + const. Let us try to transform this
problem into the minimization problem for the functional

/ L(x,u;)dV

Vv

on the set of n functions u; (x), where u; (x) are subject to the constraints warranting
that u; (x) are the derivatives with respect to x’, of some function u (x), which are
equal to u@y on 0V. Surely, to be the derivatives of some function, u; are to satisfy
the differential constraints in the region V:

Wij =Uji-
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However, we are interested in constraints of another type - the integral constraints.
Namely, we are going to show that u; (x) are the derivatives of some function u (x)

equal to u) + const on the boundary 9V of some simply connected region V, if
and only if the following equality holds:

/ pludV = f p'niugdA, (5.228)
v av
where p’(x) is any smooth field satisfying the equation

pi =0. (5.229)

In other words, the following variational principle holds:
Variational principle. Minimization of the functional

/L(x,u,,-)dv
\4

on the set of functions u(x) taking the boundary values uy + const is equivalent
to the minimization problem for the functional

/ L(x,u;)dV
14
on the set of functions u;(x) satisfying the constraint (5.228).
Clearly, this is a version of the dual variational principle.

First we show that (5.229) holds if and only if there exist twice continuously
differentiable functions ¥/ (x) such that

p=apt, ==yl (5.230)

We prove this fact for the case of V = R,. It is obvious that (5.229) follows
from (5.230). Now, let us show that (5.230) follows from (5.229). For any functions
p' (x) satisfying (5.229), there exists the solution ¥ (x) of equations

Ay’ (x) — a0/ (x) = p' (x). (5.231)
Indeed, applying the Fourier transformation to (5.231), we get

— Y (k) + KKy (k) = p k), kP = kK (5.232)
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where p’ (k), ¥’ (k) are the Fourier transformations'> of the functions p’ (x) and
¥’ (x), respectively, and k' are the wave numbers (the Fourier transformation param-
eters). Equations (5.232) form a system of linear equations for ¥/ (k). The rank of
the matrix of this system || —k?8" + k'k/| is equal to n — 1. The necessary condition
of the solvability of (5.232) is p' (k) k; = 0 and it is satisfied due to (5.229). From
(5.232), we find that ¥ (k) = —k—2p’ (k) + ¥ (k) k', where v (k) is an arbitrary
function. Hence, for any functions p’ (k) there exists a function ¥’ (k) satisfying
(5.231). Equations (5.231) transform to (5.230) for ¥¥ = 8/ — o'/,

To prove (5.228) we note that, if u; = u;, and u = u® + const on 9V, then
(5.228) is satisfied. Now, let (5.228) holds for any solutions of (5.229). According
to (5.230), the equality (5.228) can be written as

/uiajwijdV:/u(b)n,-ajzpijdA.

\4 A%

Integrating by parts, we get

/W!‘u[i,j]dv =/(u(b)n,'8j1//ij —u;¥'n;)dA. (5.233)
14

2%

The square brackets in the indices denote the alteration aj; j; = 5 (a;; — a;;).

Letx' =r' (%), o = 1,...,n — 1, be the equations of the surface V. Using
the notation introduced for the surfaces in R3 (see Sect. 14.1) and the decomposition
of the gradient (14.17), the contraction ;9 ;¥ is

nid Pt = nirdyll. (5.234)

Hence, the contraction (5.234) contains only the derivatives ¥/ along the sur-
face V. Assume that ¥// = 0 on dV. Then the integral on the right-hand side of
(5.233) is zero. Due to the arbitrariness of ¥/, applying the main lemma of calculus
of variations to (5.233), we find that u; ; = u;; in V. Consequently, there exists
function u (x) such that #; = u ;. Due to continuity, this also holds at V.

For any functions u (x) and ¥/ (x) = —/% (x), the identity

[ (o =y nya <o, (5.235)
av

holds. It can be checked by transforming this integral to the volume integral by
means of the divergence theorem. Thus, from (5.233) and (5.235),

15 The basic features of Fourier transformation are considered further in Sect. 6.7.
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/ (uwy—u)nid;y'dA =0 (5.236)

av
for any functions v/ on V. The contraction n i Y'Y is

nir?‘ﬁz = (”i"?@/’i'i)w (5.237)

where the vertical bar in indices denote the surface covariant derivative along 9V
This follows from the equalities

(nir§),, = (njrf),, (5.238)

which can be established by means of (14.33) and (14.31). Therefore, uy, =
u + const.

Unlocking the integral constraints. Let us retain a finite number of constraints cor-
responding to some set of particular solutions pfl), cee me) of (5.229), discarding
the rest. Then the set of admissible functions will expand, and the minimum of the
functional will decrease. The minimum can be found by introducing the Lagrange
multipliers A', ..., A"; we get the following variational problem:

. 1 i i
min s [ (L) = 02l 27 )+
Vv

+ /(xlpgl) o Al niupdA < 1.

av

after reversing the order of calculating of maximum and minimum, finding the min-
imum with respect to u; is reduced to calculating the Young-Fenchel transformation
of the function L with respect to u;. Therefore,

max /piniu(”)dA—fL* (x, pdVv | <1,
AL.am
av v

where p' denotes the sum A' p(, 4 ... + 1" p{,, .

We see that relaxing of integral constraints is equivalent to the Rayleigh-Ritz
method for the dual problem, and the integral constraint method is based on the
same ideas as the duality theory methods.

The above consideration is easily generalized to the integral functional of the
form
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/L(x", u”, u)dv. (5.239)
14

using the following statement:
For the functions u* (x) and u}* (x) to satisfy the relations u}* = u’f and u” =
u(’g) on 4V, it is necessary and sufficient that the relation

/(p,{u% —I—pi{u%)dV = / p;niu(};)dA (5.240)
14 vy

holds for all the solution of the equations
px—ph; =0 inV, pn=0 on aVy =9V —aV,.  (5.241)

This statement becomes obvious if using (5.241) we write the equality (5.240) as

/(p;qiu” +plu)av = / p;niu(;;)dA (5.242)
14 Vi,

and take into account that p’_(x) are arbitrary vector fields with zero normal com-
ponents on dVy.

So, the minimization problem for the functional (5.239) can be written also as
the minimization problem for the functional

on the set of all functions u” (x) and u;* (x) satisfying the relations (5.240).

The cross-section principle. In the problems without constraints, it is sometimes
useful to introduce constraints by means of the following construction.

Let us present the set M of elements u# as a union of non-intersecting subsets
My, M =U M,, where v are elements of some set . The subsets M, will be
called the cross-sections of the set M.

The minimization problem for functional 7 (1) on M can be solved in two steps.
First, the minimum of the functional 7 (#) is sought on the set M,. The minimum
value J of the function 7 (#) on M, depends on v:

J ()= ur;l/l\}tl I(u).

v

Then the minimum of the functional J (v) on AV is sought. One may expect that

I'=minJ ). (5.243)
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Let us prove (5.243). Denote minJ (v) by J. Obviously, for any v, I < JW).
Suppose that I < J. By the definition of the minimum value, there exists a sequence
u,, for which I (u,) — I. Denote by v, the element v, for which u,, € M,. Since
I<1J () < I (uy), J (v,) —> I. This refutes the supposition.

The statement (5.243) is called the cross-section principle.

5.11 Variational-Asymptotic Method

In many problems of mechanics and physics there are small and large parameters.
These can be geometric parameters like the thickness of a plate or a shell, the
diameter of a beam cross-section, the average crystallite size in a polycrystal, the
magnitude of deformation or displacements of a continuum, the wave length, the
number of gas molecules in a container, or they can be physical parameters: the
viscosity or heat conductivity of a fluid, the oscillation frequency of a rigid body,
etc. To investigate properly such problems various asymptotic approaches were de-
veloped. It is clear that for the problems which allow a variational formulation and,
consequently, possessing a special structure, there should exist a direct variational
approach based on direct asymptotic analysis of the corresponding functionals. It
should automatically take into account the variational structure of the equations and
those properties of the solutions, which are dictated by this structure.

A method of asymptotic analysis of functionals will be considered in this sec-
tion. This method is of heuristic character. It does not have a strict mathematical
foundation. However, for problems admitting exact solutions or studied by different
methods, there is a complete accordance of the results.

The method of asymptotic analysis of functionals, which will be called the
variational-asymptotic method, allows one to consider the minimization problems
for functions of a finite number of variables and the problems for differential equa-
tions possessing the variational structure from a common point of view.

When applied to differential equations, the variational-asymptotic method has a
number of advantages compared to the widely used asymptotic approaches mainly
due to the simplicity of analysis, which is more noticeable as the complexity of
the system of differential equations increases. The reason for this is that in the
variational-asymptotic method only one function, the Lagrangian — instead of a
system of differential equations, is the subject of the investigation.

Another advantage of the variational-asymptotic method is that the approximate
equations always possess a variational structure while the direct asymptotic analysis
of differential equations may yield the approximate equations that do not have such
a structure. This can be seen from the analysis of a system of two linear algebraic
equations, involving a small parameter, ¢:

x+ex—y)=1, y+e(y—x)=0.

This system can be interpreted as the equilibrium equations of two interacting
springs: x and y are the displacements of the springs from the equilibrium position,
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and the first spring is subject to the external force of unit magnitude. The interaction
is characterized by parameter ¢. Let us pose the following problem: for ¢ — 0,
construct an approximate system of equations the solution of which coincides with
the solution of the original system in terms of the order of 1 and €. Since x &~ 1 and
y & ¢g, the only possible “simplification” is disregarding the term ¢y, which is of
the order of &2. We have

x+ex=1 y—ex=0.

The initial system of equations is a system of equations of variational type: the
left-hand sides of the equations are derivatives of the function

(x*+e@x—y)* +y7),

0| =

flx,y,8)=

and the equilibrium equations are the equations for the minimizing point of the
function f(x,y, &) — x. For the approximate system of equations, this is not true,
there is no function g (x, y, €), such that

g (x,y,¢€) dg(x,y,¢)
———— L =x+4ex, — - =y-—ex

0x Jdy

because
d d
— @ tex)#F —(y—ex).
dy 0x

This situation is typical in asymptotic analysis of differential equations with
small parameters. The violation of the variational structure of the approximate equa-
tions may result in even qualitatively wrong results. For example, the exact self-
conjugated equations possess only real eigenvalues, while the approximate equa-
tions acquire complex eigenvalues, i.e., physically, the system in an approximate
description may become unstable while it is stable in the exact description.

The variational approach in asymptotic analysis of partial differential equations
is important also due to the necessity of short-wave extrapolation. This issue will be
discussed further in Sect. 14.5.

The variational-asymptotic method is based on the idea of neglecting the small
terms in energy. This idea is often used in physics. However, to apply it in a system-
atic way one has to learn how to recognize small terms, how to treat the situations
when neglecting small terms results in the loss of the uniqueness or the existence of
the solution, and, moreover, understand how the small terms affect the next approx-
imations and how the iteration procedure could be settled.

The variational-asymptotic method will be formulated as a set of rules, the ap-
plication of which will be illustrated for a number of examples. Other applications
will be encountered in later chapters.
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Let the functional I (u, €) be defined on some set of elements M and depend
on small parameter . We will assume that the functional 7 (u, €) has a finite or a
countable number of stationary points. The stationary points will be denoted by i,
and, in order to avoid cumbersome notation, will not be numbered. The stationary
points # are functions of ¢. This will be emphasized by placing ¢ in the index, .

Let it tend to ito for ¢ — 0. The following questions arise: how can we construct
a functional which has i as stationary points? How can we construct an approx-
imate functional, the stationary points of which are the approximations of i, of a
given accuracy?

It is clear that the answers to these questions are related to the simplification of
the functional by disregarding small insignificant terms. It is natural to start with in-
vestigation of the functional from which all small terms dropped, i.e. the functional
Iy (u) = I (u, 0). The following situations may be encountered:

1. Iy (u) has the isolated stationary points

2. Iy (u) has the non-isolated stationary points

3. Iy (u) does not have the stationary points or it is meaningless, i.e. the functional
I (u, ) is not defined for e = 0

Let us begin with the first case.

Case 1: I (u) has the isolated stationary points
It could be expected that the stationary points of the functional I («) are the first
approximations of the stationary points of the initial functional.

Example 1. Consider the behavior of the stationary points of the function of one
variable,

fu,e)= w? +ud + 2eu + cu® + £%u, (5.244)

for ¢ — 0. The function fy(u) = u®> + u> has two stationary points, # = 0 and
u= —%. It is not difficult to check that they are indeed the limits for ¢ — O for the
stationary points of the function f (u, ).

The second asymptotic term will be sought in the following way. Let us present
u as u = g + u’, where i is a stationary point of the functional I (u), and u" — 0
for ¢ — 0. We will also keep the leading terms containing u’ in the functional
I (o + u', €). Thus we obtain the functional /; (i, €). We expect that the stationary
point with respect to u’ of this functional is the next asymptotic term.

Example 1 (continued). Consider the stationary point of the function (5.244) in a
neighborhood of zero. Thus u is to be small. Let us keep only the leading terms with
respect to u in f (u, &). Since eu? and u® are small compared to u?, and &2u is small
compared to 2ue, we have

fi(u, &) = u® + 2¢u.

Terms u? and 2ue need to be kept since there are no terms in comparison with
which they could be neglected. The function f(u, &) has the stationary point u =
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—e. Hence, the asymptotic approximation of the stationary point of the function
f (u, &) in the neighborhood of zero is

ity = —¢+o().

At this point the function f (u, ) is the same as fi (u, €), i.e. it has a minimum.

Consider the stationary point of the function f (u, €) in the neighborhood of the
point u = —2/3. Setting u = —% + u’ and keeping the leading terms with respect
to u’ in the function f (—% +u, 8), we arrive at the function'®

2
filu,e)=—u*+ geu’.

. . . ro_ 1
Its stationary point is u’ = 3

stationary point is

¢ and the asymptotic approximation of the second

. 2 1 )
e = ==+ 38+0(€),
the function f (u, €) has a local maximum at this point.

The next asymptotic terms are constructed analogously. For example, for the
stationary point of f (u, ¢) in the neighborhood of zero, we seek u in the form
u=—¢e+u",u” = o(e). Keeping only the leading terms with respect to u#” in the
function

Fu,e)=(—e+u")V+(—e+u") 426 (& + u")+e (—e +u") +6* (—e + 1),
we get the function

folu, &) =u"+2e%u".
Therefore, u” = —&? and

i, = —&—¢e>+o(e?).

Note that the order of the “smallness” of u’ is not supposed a priori, but is deter-
mined.

Also note that the terms that were insignificant in constructing the leading term
of the asymptotic expansion may become important in determining the next terms
of the asymptotic expansion.

The example considered demonstrates that the main issue in asymptotic analysis
of functionals is to recognize the leading terms and the negligible ones. Usually,

16 From now on, additive constants will be disregarded without mentioning.
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this is the most important and the most difficult point of the analysis. However,
there are cases when the recognition of the negligible terms does not cause difficul-
ties. Here are two conditions upon satisfying which the terms may be considered
negligible.

Let the functional I (u, ¢) includes a sum of two terms, A (u, ¢) and B (u, ¢), and

B (u, 8)
A (u, 8)

lim max
e—>0ueM

(5.245)

Then B (u, €) is negligible in comparison with A (u, ¢) for all stationary points. We
will call such terms globally secondary terms.
Let it, — 0 for ¢ — 0, and for any sequence {u, } converging to u = 0:

B (up, &)

n—00
e—0

Then the term B (u, ¢) is negligible compared to A (u, ¢) for the stationary point ii,.
The convergence u, — 0 is understood in the same sense as the convergence of
it, — 0. The term B (u, ¢) will be called locally secondary compared to A (u, €).
The case of &t, — iy, tig # 0 is reduced to the case of ii, — 0 by the substitution
u—u':u=igo+u.

In the definitions (5.245) and (5.246), the additive constants in A (u, €) are to be
excluded. This can be done, for example, by setting the condition

A0, &) =0.

In Example 1, the term su? is globally secondary with respect to u?, £u is glob-
ally secondary with respect to 2eu while 3 is locally secondary with respect to 1>
in the neighborhood of the point u = 0.

Example 2. Consider the function

1+2u

fu,e)=In(l +2u)— T3 202

+eu, 1+2u>0. (5.247)

The function

14+2u

fo ) = In (14 2u) — =

has a stationary point at # = 0. The first terms of expansion f; (#) with respect to u
are —1 + ?zﬁ. The other terms are locally secondary with respect to u>. Therefore,
the investigation of the function f (u, &) can be replaced by the investigation of the
function 2 5 943 + eu in the first approximation. It has two stationary points %, /— 2%
for ¢ < 0 and does not have any stationary points for ¢ > 0. Consequently, the
function f (u, €) has the same behavior in the neighborhood of zero.
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For any secondary term, B (u, ¢), of the type (5.245) or (5.246), there exists a
term of the functional, A (u, €), compared to which B (u, ¢) is small. Along with
such terms, the functional may have terms which cannot be easily pinpointed as
small because the corresponding “large” terms are not present in the functional.
Consider, for example, the function

fu,e)=u’+eu®+&u. (5.248)

The function fy(u) = f(u, 0) = 1>, and one may expect that all stationary points
of the function f(u, &) are in the vicinity of u = 0. Could we neglect the term £3u?
This is not clear because we do not know the order of it,. If, for example, iz, ~ ¢,
then the first two terms are of the same order, &2, while the third, of the order &%,
may be neglected. If it, is, say, of the order &2, then the last two terms must be kept
(they are both of the order &) while the second one, which is of the order £°, may be
dropped. If we cannot say about a term whether it is the leading one or negligible,
we call such a term doubtful. All the terms of function (5.248) are doubtful.

A recipe for studying a functional with doubtful terms is simple: let the sta-
tionary points of the functional be hard to find, but the corresponding problem for
the functional I with the dropped doubtful terms admits investigation. Then we
study the stationary points of the functional I and evaluate the doubtful terms at
these stationary points. If the doubtful terms are smaller (in the asymptotic sense)
than the kept ones, then I provides the leading asymptotics of the stationary points.
Otherwise, the doubtful terms should be kept.

Example 3. Consider the stationary points of the function (5.248) in the neighbor-
hood of zero. There are no clear indications that any one of the terms is small
compared to another.

Let us first drop the last term. We obtain the function > + eu?, the stationary
points of which are u = 0 and u = —%8. At u = 0 it is not clear whether or not the
last term can be disregarded. At u = —%8 it can be done, since the first two terms
are of order &, while the last one is of order &*.

Let us now discard the second term. We obtain the function u* +&3u, which does
not have any stationary points for ¢ > 0, while for ¢ < 0, the stationary points are

+./— %83. The first and third terms are of the order of &2 , while the second is much

larger, of the order of &*. Therefore, the second term cannot be discarded.

Let us drop the first term. The function su® + £3u has one stationary point at
— %52. The first term is of the order of £° and is much smaller than the two retained,
which are of the order of . Therefore, discarding the first term makes sense.

So in the neighborhood of zero we found two stationary points, &t, = — %8 +o0(¢)

and i1, = —1&” + o (¢?). Since the function (5.248) has only two real stationary

points, all the stationary points have been found.

Example 4. Newton’s polygon rule. To find the leading asymptotic term for the
stationary points of the function of the form
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N
f(uv g) = Zamngmu",

m,n

which tend to zero for & — 0, one can use the method proposed by Newton'”. We
describe this method for the case of the function

gu,e)= Wt e’ + e’ + 2ut + Su+ £’

For each term, define a point on a two-dimensional integer lattice with the x-
coordinate equal to the order of ¢ and the y-coordinate equal to the order of u. We
get a set of points. For the function g (u, ¢) this set is shown in Fig. 5.28. Then we
draw a maximum convex polygon with the vertices from this set, which includes all
points of the set. According to Newton’s polygon rule, in constructing the leading
asymptotic term of the stationary points, it is necessary to keep only those terms the
corresponding points of which lie on the sides of the polygon. For ¢ — 0, it is only
necessary to keep the terms corresponding to the points in the part of the polygon
beginning at point A (see Fig. 5.28) and continuing to the right and down and ending
at the point C, where the line turns upward. This part of the polygon is shown by a
solid line in Fig. 5.28.

Let us derive Newton’s polygon rule for the function g (u, €) using the general
propositions made above. Consider the terms with the power of ¢ > 0 and the power
of u > 3. Since the asymptotic u — 0 is being considered, all the terms except u>
can be discarded: they correspond to the terms which are locally secondary com-
pared to u>. For the same reason, among all the terms with the power of ¢ > 1 and
the power of u > 2 only eu? should be kept — the corresponding terms are locally
secondary with respect to eu”. Thus, points A, B, and C remain. They correspond
to the function (5.248) considered in Example 3. It has two stationary points, and
for the construction of the asymptotics of these points the terms corresponding to
the points on the edges AB and BC of Newton’s polygon should be used.

The derivation of Newton’s polygon rule for the general polygon is analogous to
the above one.

Case 2: I (u) has the non-isolated stationary points
Let us move on to a more interesting for physical applications case when discarding
the secondary terms results in appearance of non-isolated stationary points.

A typical finite-dimensional situation can be shown for the function of two vari-
ables (u = {x, y}) of the form

fx,y,e)=fox)+eg(x,y), —00o<x <400, —00<y<+400, (5.249)

17 Newton’s polygon rule concerns the asymptotic behavior of the roots of polynomials; here it is
considered in terms of the problem of finding the stationary points of function f (u, €), which is
an integral of a polynomial function.
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Fig. 5.28 Newton’s rule

where the function fj (x) has some stationary points X.

If the presumably small term eg (x, y) is dropped, we get the function fj (x)
which has in the (x, y)-plane continuum of stationary points (Xy, y), —00 < y
< +00.

Before formulating the general rules for dealing with such cases, let us first con-
sider some examples.

Example 5. Let us find the asymptotic for ¢ — 0 of the stationary points of the
function

1
f(x,y,e):cos(x—y)—i—e(——{—y), —00 <X <400, —00 <y < +400.
X

If xl + ¥ is bounded for ¢ — 0, then the second term is secondary, and fj (x, y) =
cosﬁ(x — y). Denote the set of stationary points of the function fy, y = x +
wk, —o00 < x < 400,k = 0,%x1,+£2,..., by M,. Consider the function
f(x,y,¢&) on My. The function f (x,y, &) on M, becomes the function of one
variable x (and a number, k): f = cosmwk + ¢ (}C—i—x + nk) . The stationary points
of f on M, with respect to x are x = £1. It should be expected that the stationary
points of function f (x, y, ¢) converge to (£1, £1 + nk) for ¢ — 0. The validity
of this proposition can be checked directly: it is sufficient to perform the change of
variable, y — z: y = x + z, and the function f will become a sum of functions
which depend only on x and z,
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1
f =cosz+8z+£(—+x>,
X
for which the proposition made is obviously true.

The described procedure of constructing the stationary points made without
some precautions can provide wrong results. This is demonstrated in the following
example.

Example 6. Let us find the stationary point of the quadratic form
fx,y,e) =x*=2x +4e(x — 1)y +&2y? +2¢%y.

The set M of the stationary points of the function fy (x, y) = x*—2x is the line,
(1, y). The function f (x, y, €)is a function of y on My : f = 14¢? (y* 4 2y). This
function has a stationary point at y = —1. By analogy with the previous example
we could assume that the stationary point of the function f (x, y, ¢) tends to the
point (1, —1) for ¢ — 0. This, however, is not true. Indeed, writing the stationary
condition for the function f (x, y, &)

x—14+2y=0, 2(x—1)+¢ey+e=0,

we find the stationary points: X, = 1 — %s, Ve = % Why did we get the wrong
answer?

Let us fix some point of the set My (defined by assigning a value to y). The
search for the stationary point will be carried out by first finding the stationary point
with respect to x for a fixed y (the corresponding stationary value of f becomes
a function of y only), and then finding the stationary point over all y. Since we
suspect that the stationary point is in the neighborhood of set My, it is sufficient
to consider not all values of x but only those x = 1 + x’ for which x’ are small.
Keeping only the terms important with respect to x” in the function f (1 +x', y, €),
we obtain the function x> 4 4ex’y. Consequently, x’ = —2¢ey. So, we have to
consider the function f (1 —2ey, y, &) = —1 —3s%y? +2¢y butnot f (1, y, &) on
M. This yields o = %, in compliance with the correct result. It follows from the
above consideration that the stationary point is a saddle point — the function f is
maximum with respect to y and minimum with respect to x.

The difference between Examples 5 and 6 is the following. In Example 5, let
us fix y and denote the stationary point of the function fj(x, y) for fixed y by
X0 (xo = y + k). Let x" be the first correction to xg. It is easy to check that the
functions f (xo +x',y, 8) and f (xo, y, &) will differ in terms of the order of g2,
while to calculate y we need to keep the terms of the order ¢. In Example 6, functions
f (xo +x',y, 5) and f (x, y, ¢) also differ for terms of the order 2. However, to
calculate y we need to keep the terms of the order 2.

Now we are ready to formulate the general rules for searching the stationary
points.
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Let My be the set of stationary points of the functional Iy (1) and any element
u € M can be uniquely presented as u = ug + u’, ug € My, u' € M’. Fixing ug
and considering u’ to be small, we keep the leading terms with u’ in the functional
I (uo +u, 8). ‘We obtain a functional /; (uo, u', 8). Let us find the stationary points
of I} with respect to u’. They will depend on .

Suppose that u’ is uniquely determined by ug, u’ = u’ (ug, €). Representing u as
u = ug+ u' (ug, &) + u’, where ug € My, u” € M” and u” is smaller than u’ in
the asymptotic sense, and keeping the leading terms with respect to u”, we find u”,
and so on.

Consider the functionals 7 (ug, ¢) and (uo + u' (ugp, €), 8) on M. If their sta-
tionary points do not differ significantly, then we can expect that the leading approxi-
mation of the stationary points of the initial functional are the stationary points of the
functional I (ug, &) on M. If the stationary points of the functionals I (u(, ) and
1 (uo +u' (ug, €), 8) differ significantly, but the stationary points of the functionals
1 (uo + u' (ug, €), 8) and [ (uo + u' (ug, &) + u” (ug, €), 8) do not, then the leading
approximation are the stationary points of the functional / (uo + u' (ug, &), 8). If the
stationary points of the functionals I (uo + u’ (uo, €), €) and I (ug + u’ (ug, €) + u”
(uo, €), &) differ greatly, then the next approximations should be considered.

After the leading term of the asymptotic expansion is found, the next terms are
constructed as described above.

The application of this scheme is sometimes hindered by the following obstacle:
u’ may be not uniquely determined by ug, and for fixed ug, runs through some
set M.

Let M, be such that any element © € M and be uniquely presented as
u = up+u'+u”, where ug € Mgy, u' € M’, u” € M"”. We fix ug and u’ and, assum-
ing u” < u’, we apply the previous scheme to find u”. Usually, after a finite number
of steps, no additional variables appear and the expansion u = ug +u’ +u” + ...
can be written as u = v+ w (v, &) + w’ (v, ), where v is an element of some set A/,
and the subsequent terms of w, w’, ... are uniquely determined by v. If the station-
ary points of the functional I (v + w (v, €), €) and the functional I (v, &) on A\ are
close, then the stationary points of / (v, €) are the leading terms of the asymptotic
expansion of the stationary points of the initial functional. If the stationary points
of the functional I (v + w (v, ¢), ¢) significantly differ from the stationary points of
the functional I (v, ¢) but not significantly differ from the stationary points of the
functional 7 (v +w(, &)+ w (v,8), s), the leading term is given by the station-
ary points of the functional 7 (v + w (v, €), €). Otherwise, the next approximations
should be considered.

Usually, in order to estimate the order of the difference of the two stationary
points, it is sufficient to compare the values of the functionals at those points: if
the values of the functionals do not differ significantly, their stationary points are in
close proximity to each other; corresponding estimates for strictly convex function-
als were given in Sect. 5.5.
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Before considering more examples we need to introduce the notion of character-
istic length.

Notion of characteristic length. To evaluate various terms in the functionals we
often need to determine the magnitude of derivatives of required functions. This is
closely related to the notion of the characteristic length. The term “characteristic
length” may have many different meanings. We will use it in the following sense.
Consider the function f (x) which is defined on the segment [a, b] and can be
differentiated a sufficient number of times. Denote the amplitude of the function’s
oscillation on [a, b] by f:
7 / "
f= max [f() =&
For sufficiently small /, the following inequality holds:

df| _t
=

5.250
I ( )

The “best” constant in the inequality (5.250) — the greatest / for which the in-
equality (5.250) holds — will be called the characteristic length of this function. This
definition is convenient because the statements about the characteristic length imply
the upper estimates of the function’s derivatives. Obviously, the characteristic length
does not exceed the size of the region:

I <b—a.
Indeed,
, , “df ' df /” df
— = —dx| < —ldx < —\dx.
1) =1 @)= | [ Far = [ ar< [|5]ax
Therefore,
_ blaf f
f= —ldx < (b —a),
« |dx l

which yields the statement made.

If we need to estimate higher derivatives, then the corresponding terms are in-
cluded in the definition of /, and the characteristic length is the best constant in the
system of inequalities

L
1

d* f

dxk

d2f

dx?

af

dx

i

lz,...,

< <L
= =k

(5.251)

If the derivative of the function changes significantly on [a,b], the number / might
be a two rough characteristic, and a more appropriate one is the local characteristic
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length, [ (x) , the best constant in the inequalities (5.251) written for the point x, but
not for all points of the segment [a, b].

The definition of the characteristic length of a function of many variables is
similar.

Example 7. Derivation of the Bernoulli-Euler beam theory from Timoshenko’s
beam theory. In classical theory of beam bending developed by Bernoulli and Eu-
ler, the energy is a functional of the lateral displacement of the beam, u (x),

I
1 4 d%u 2
EB_E(u)=§ Eh el dx (5.252)
0

where E is a coefficient depending on the elastic moduli of the material and on
the geometry of the cross-section, & is the diameter of the cross-section, and / is
the length of the beam. If, for definiteness, the kinematic boundary conditions are
given:

du du
u=—=0 atx=0;, u=uw, —=—Y atx=I, (5.253)
dx dx
the true displacement provide minimum to the functional (5.252) on the set of func-
tions u (x) selected by the conditions (5.253).

Timoshenko proposed a more precise beam theory, in which the kinematics of
the beam is described by two functions — the displacement, « (x), and the rotation
of the cross-section, ¥ (x). Function ¥ (x) has the meaning of the angle between
the beam cross-sections in the deformed and undeformed states. In Timoshenko’s
theory, the energy is

! 2 2
Er(u) = %/ [Eh“ <‘;—w> + Gh? (1/1 + d—”) j|dx, (5.254)
x dx
0

where G > 0 is a coefficient determined by the shear modulus of the material and
the geometry of the cross-section.
The kinematic conditions corresponding to (5.253) in Timoshenko’s theory are

u=0 v=0 atx=0, u=u, Y=y atx=I. (5.255)

The true displacements u (x) and rotations of the cross-section V¥ (x) provides
minimum to the functional (5.254) on the set of functions u (x), ¥ (x) selected by
the constraints (5.255).

Let us show that Bernoulli-Euler theory can be considered as the first approxima-
tion of Timoshenko’s theory for 4 — 0. We assume that the boundary values u; and
Y; and the moduli £ and G do not depend on 2. We also assume that the minimizing
functions have the characteristic length which is much larger than 4. This means, in
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2 2
particular, that h> (fi—f) << Y. Since Eh* (‘é—f) << Gh*y?, the leading term
of Timoshenko’s functional is

1 5 du\?
so(u,w:E/Gh <w+a> dx
0

Minimizing the functional & (u, ¥) and taking into account the conditions
(5.255), we obtain that the minimum is equal to zero, and it is reached on the
functions u# and ¢ linked by the relation

Y= _d_u. (5.256)
dx

Consequently, the set M, is a set of pairs (u, ), where u (x) are arbitrary
functions taking on the boundary values (5.253) (due to (5.255) and (5.256)). The
functions v (x) are calculated from u (x) by means of (5.256).

The relation (5.256) has a simple geometric interpretation. It means that, the
cross-section of the beam remains perpendicular to the deformed center line of the
beam after the deformation.

If the conditions of the general scheme (u' is uniquely defined by uy and
I (ug, &) —1 (uo + u' (ugp, €), 8) is small) are satisfied, then the functional & (u, ¥)
can be minimized on M, in the first approximation. Timoshenko’s energy func-
tional and Bernoulli-Euler energy functional coincide on My:

Er =Ep_k.

Therefore, in the first approximation, the calculation of u in Timoshenko’s theory is
reduced to the calculation of # by Bernoulli-Euler theory.

Let us check whether or not these conditions are satisfied. For the following
calculations it is convenient to make a change of variables and, instead of ¥, use the
function ¢ = ¥ + du/dx. The function ¢ is the shear angle, the angle between the
deformed cross-section and the cross-section normal to the deformed center line. In
terms of u and ¢, Timoshenko’s energy functional can be written as

!
1 d*u d*u do de\?
=— | | En* —2En— "L + En*( L Gh*¢? |dx.
ér @) 2/[ (d 2) adx | (dx> O dx
0

(5.257)

Fixing the function u (x) (element of the set M), we can find the dependence of
¢ on u. To do this, we keep the leading term in the functional containing ¢ (Gh?¢?),

d*ud de\?
and the term containing both u and ¢, —2F h4—u _(p The term Eh* % can
dx? dx dx

do\2
be dropped because h> <d_(p> << ¢?. For determining function ¢ we get the
X

functional
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1
1 / 2Eh4 udy Y+ GR2? )dx. (5.258)
2 dx? dx '
0

After integrating the first term by parts and applying the boundary conditions
to @,

d
0o="" forx=0, o=vi+ L forx=1, (5.259)
X dx

the functional (5.258) becomes
1 I a3
u
— [ (2Er*— ¢ + Gh?¢? )dx—
5 [ (e + e ax
0

—2Eh4d (w, )

The non-integral terms are known (since u is given). Therefore, the minimization of
the functional (5.260) is reduced to the minimization of the integrand over ¢,

du d
+ 2Eh4—“—“

5.260
dx? dx ( )

x=l

ER &
o= —?d—x'ﬁ. (5.261)

Consequently, ¢ is uniquely defined by u. Moreover, ¢ is of the order 4%, and
the terms related to ¢ make only a small contribution to the energy compared to
Bernoulli-Euler energy (£7 — £p_g is small). Hence, Bernoulli-Euler theory is in-
deed the first approximation of the Timoshenko’s theory'®

The example considered makes the physical meaning of the iteration scheme
absolutely transparent. In the first step, the “leading” term of energy is being min-
imized. If ¥ # —du/dx, the total energy would be of the order of /2. This is not
energetically advantageous since upon satisfying (5.256) the energy is on the order
of h*.

18 Note also how (5.59) is made consistent with the boundary condition (5.259). Denote the so-
lution of the problem in Bernoulli-Euler’s theory by ug. Similarly to the way the function ¢ was
found, the first correction u’ to uq can be found, u = uo + u’ + .. .. It turns out that u’ ~ h2u.
Then, in the first approximation,
E /’l2 d3u()
TG dx?’
and the boundary conditions will be satisfied due to the fact that the function u’ (x) is subject to

constraints .
Eh® d°uy  du’
= —— = forx =0,1
¢ G dx3 dx *

at the ends of the beam.
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It is easy to construct the exact solution of the considered problem according
to Timoshenko’s theory and to check that the results obtained by the asymptotic
analysis of energy correspond to the expansion of the solution of the differential
equations in h.

Example 8. Dynamics of systems with non-holonomic constraints. For some dy-
namical systems not every trajectory in the phase is admissible. Consider, for ex-
ample, an ice-skate on a plane. The position of the ice-skate can be described by
three numbers, the two coordinates of the point of contact, x and y, and the angle
between the ice-skate and x-axis, 6. For given x, y and 6, the velocity components,
x and y, cannot be arbitrary because the velocity of the point of contact is directed
along the ice-skate. Therefore,

xsinf — ycosf = 0. (5.262)

If this condition had the form
d
E(p(x, y,0)=0 or o(x,y,0) = const, (5.263)

we would be able to eliminate one of the coordinates using the equation ¢(x, y, 6) =
const to obtain a system with two degrees of freedom. Such a constraint is called
holonomic. However, (5.262) is not holonomic: it cannot be presented in the form
(5.263).

Consider a mechanical system with a non-holonomic constraint:

ai(q)g' = 0. (5.264)
Let the system have the kinetic energy K (¢, ¢) and potential energy U (¢g). At first

glance, to derive the governing dynamical equations of a non-holonomic mechanical
system, one has to seek the stationary points of the action functional,

I(q) = / Lg. @t Lq.g) = K(q.q)— U@).

on the set of trajectories selected by the constraint (5.264). In mechanics, however,
another recipe was developed: at the real trajectory, §1 = 0 for all variations satis-
fying the equation

ai(q)8q' = 0. (5.265)

The resulting equations are different: in the first case, one obtains the equations

L d oL 9 d
: L _00@ 4, (5.266)
dqt  dt aq’ g’ dt
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A being the Lagrange multiplier for the constraint (5.264), while in the second case
the governing equations are

ok _ 4% _ ya, (5.267)

where A’ is the Lagrange multiplier for the constraint (5.265). Which equations are
correct? It turns out that they are both correct but correspond to different physical
situations. Equations (5.266) appear if, in a more detailed description, Lagrange
function of the system is

L(g,9) = K(q,q) — U(q) + aai(q)q' ),

where « is a large parameter. According to the general scheme of the variational-
asymptotic method, one has to minimize first the leading term. We arrive at the
constraint (5.264), and then consider the stationary points of the action functional
on the constrained set.

Equations (5.267) appear in another limit: if a system has a dissipative poten-
tial, D,

1 - iy2
D = §u(ai(q)q )7,

and the governing equations are
L o
g g wlar(q)q”)ai,

then (5.267) correspond to the limit of infinite dissipation, © — oo. Justification
of this statement is beyond the scope of this book (see further details in [149-152,
252]).

Example 9. Pendulum with vibrating suspension point. Consider a pendulum the
suspension point of which is vibrating in a vertical direction. Lagrange function of
such a pendulum can be found in the same way as in Example 2 of Sect. 1.6. Instead
of (1.49) one has to use the equations

x(t)=Ising(t), y(@)=Ilcosq()+al(t),

where a (¢) is the given y-coordinate of the suspension point. We have

1
L= Emlzqz — mlsingga + mglcosq. (5.268)

Here we keep only the terms depending on ¢ (7).
The “interaction term” between ¢ and a can also be written as
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dcosq . .ood .
a = —mlcosqga + Zml cosqa.

—mlsingga = ml

The last term, as a full derivative, does not affect the governing equations, and can
be dropped. Thus,

1 2.2 ..
L= Eml q-+ml(g —a)cosq.

So, the vibration of the suspension point results in the change of gravity acceleration,
g, by the relative acceleration, g — a. For our purposes, it will be more convenient
to work with the Lagrange function (5.268).

Let the suspension point oscillate very fast. That means that the function a ()
can be written as a periodic function of an auxiliary variable, 7,

a=a(r), T=wt

with a large parameter, w. In physical terms, “large «” means that @ is much greater
than the characteristic frequency of pendulum, /g/I. By an appropriate scaling,
function a () may be viewed as a 2 -periodic function. Since the Lagrange func-
tion depends only on derivatives of a, one can set

2

(a) = i/a(t)dr =0. (5.269)
2

0

The variable 7 is called fast time.
We assume that the amplitude of oscillations is small and put

1
a=—A()
w

where A (1) is a smooth function of order unity. Then the velocity of the suspension
point is of order unity as well:

dA
Q= A (0. A )=A0 (5.270)
dt
while acceleration is large:
. d*A (1)
a=wA (1), A ()= .
dz?

If we plug (5.270) in the action functional, we obtain a problem with a large pa-
rameter, @, and we are going to investigate it by the variational-asymptotic method.
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Our starting point is the assumption that the large parameter, w, enters in function
q (¢) through fast time, 7, i.e.,

q=q(,7)

and, the dependence of ¢ (¢, ) on t is periodic. Function ¢ (¢, 7) may also depend
on a small parameter, 1/w, but we do not emphasize this in our notation.
So,

. dq (1, 7) dq (1, 7)
q = CIt + a)qrv qt = B CIT = . (5271)
ot Jat
Plugging (5.271) in (5.268) we obtain
1 1 .
—L =-1(q, + wq,)” —sing (g, + wq.) A; + gcosq. (5.272)

ml 2

To compute the action functional, we have to integrate over time the function of
two variables, t and T = wt:

I

I:/Ldt.

o
For any function of two variables, ¢ (¢, wt) , for large w,

| I

/(p(l‘,wt) dt %/((p) dt

I I
where (-) is the average over t (5.269). Therefore,

1

I = / (L) dt. (5.273)

to

For @ — oo, the leading term of the Lagrange function (5.272) is

1 1
L = —lo*g.
ml quf

Hence, in the first approximation we have to minimize

ml?w?

5 lax)
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over all periodic functions. The minimum is reached on the functions not depending
on t, g (t). We fix a function, g (¢) , and seek the next approximation,

gq=q0+4q 1),

where ¢’ is much smaller that . Emphasize that we do not yet know the order of ¢’
and are going to find it. In the first approximation,

_ ., dq'(t, 1)
gt =dqt, G =4q; = 0 (5.274)

because dg’ (¢, T) /9t is small compared to g,. Plugging (5.274) in (5.272) we have

1 1 . N _
—L =3l (@ +wq.)’ —sin (7 +q') (@ + wg.) Ar + gcos (7 +¢') -

Since sin (c? + q’) /A sing + g’ cos g, cos (c‘] + q’) = cosg — ¢'sing, the leading
terms of the Lagrange function are

mizL = %léf + 1g,0q; + %lwzq?
—singg A, + gcosg — wsingA.q.. (5.275)

We dropped the interaction terms between g and ¢q’, cos §g,q’'A., cos GG.q A,
and gsingq’, which are small in comparison with the leading interaction term
wsingA.q., and the term cos gq'q. A, which is small compared with the third
term. The average over t of the second and the fourth term in (5.275) is equal to
zero due to periodicity of A and ¢’. So, to find ¢’ we have to minimize the functional

1
<§la)2q;2 — wsin Z]Arq;>

over all periodic functions ¢’. This functional can be written as

1 1 A\
<§la)2 <q; T sinc']At) > ~ 5 sinzcﬂA%).

Hence,
/ 1 ingA
= —sin ,
q‘l’ l(,() q T
and the minimum value of the functional is

oy 1
—g*sin’g, g'= 5 (A7).
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Fig. 5.29 Graphs of function
1 — cos g + ksin® g for k:?T/Q
k=n/2andk = 7/10
-2
k=m/10
T T q
=T ™
Finally,
1 1 _, _ . 2
I (L) = Elq’ + gcosg — g*sin” g. (5.276)

This is the “effective” Lagrange function of the pendulum. The fast vibration
of the suspension point results in the change of the gravitation potential energy
g (1 — cos g) by an effective potential energy, g (1 — cos G + k sin? 51), k=g"/g.
The graph of this potential energy is shown in Fig. 5.29. For small k, the vibrations
are qualitatively similar to vibrations of the usual pendulum, for large k the behavior
changes: the potential energy gets an additional local minimum at g = m, i.e. the
upper equilibrium position of the pendulum becomes stable'.

Example 10. Whitham’s method. Consider a linear homogeneous differential equa-
tion with partial derivatives:

P(a a)u:O, (5.277)

a1’ ax

where P (r, s) is a polynomial of r, s. This equation always has a solution of the
form

u=ae®", (5.278)
where a, k, @ are some possibly complex constants. For the function ae'®*=*" to
be the solution of (5.277), it is necessary and sufficient for £ and w to satisfy the

polynomial equation

P(—iw,ik)=0. (5.279)

19 Mathematical justifications and a review can be found in papers by V.I. Yudovich [325] and
V. Vladimirov [302].
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Solutions of the type (5.278) are called harmonic waves, a the amplitude, k the
wave number, w the frequency, 6 = kx — wt the phase (for Ima = 0), and (5.279)
the dispersion equation. Harmonic waves are fundamental to the theory of linear
equations (5.277), particularly due to the fact that any solution of (5.277) can be
presented as a superposition of harmonic waves. The dispersion equation contains
all the information about the differential equation and can be used to reconstruct
uniquely the differential operator.

The following question arises: what is the analogy of the harmonic waves and
the dispersion equation for the non-linear case?

It turns out that the non-linear generalization of the harmonic wave type solu-
tions is

u=1vya,o), (5.280)
where a, 0 are some functions of x, ¢,
a=a(x,t), 0 =0(x,1),

and ¥ (a, 0) is a periodic (with a period of 27) function of 8. Besides, the character-
istic lengths of functions a(x, t), 8,, (x, t), 6,,(x, t) are much greater?® than that of
6(x, t). The functions a(x, t) corresponds to the amplitude, 6, to the wave number,
and 0,; to the frequency.

Now we construct the equations to determine the functions ¥, a, and 9, if the
governing equation (5.277) is Euler equation of some functional. More specifically,
we take (5.277) as the Euler equation of the functional

/L(u,ux,uf)dxdt (5.281)
Q

and look for the solutions of this equation of the form
u=1y(@,x,1), (5.282)

where 6 is some function of x and ¢, ¥ is a periodic (with a period of 27r) function
of 6 and the characteristic lengths L and T for change of the functions 6,, , 8,; and
Y (0, x, t)|g—cons OVEr x and ¢ are much greater than the characteristic lengths, / and
7, of the phase 6.

The lengths [ and 7 can be thought of as the largest constants in the inequalities

2

6.4 < - 0. < o (5.283)
T

20 For harmonic waves, the quantities a, 6,, , 6,, are constant. Therefore, their corresponding char-
acteristic lengths are infinite.
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The definition of / and t implies the meaning of the function 6 as of oscillation
phase: the phase increases on 27 on the lengths of the order of / and the time of the
order of the oscillation period, 7.

The lengths [ and T and the amplitude v are defined as the largest constants in
the inequalities

0] <220 (0] = 2 o] = 2Z Jou] =2
XX | = lzv x_t = lf’ ,ict = ‘L'Z’ 1t ’
|axw|s?, |W|s% Vo] < 7. (5.284)

where d,v and 9,y are the partial derivatives, dy/dx and dyr/dt, when 6 is kept
constant.

So, the problem contains two small parameters, [/ [ and 7/%.

Let us find the derivatives u,, , and u,;,

uax:axl//+1107997x’ uat:8tw+w7997t~
Due to the estimates (5.283) and (5.284), in the first approximation
Uy =vY,00,c, U, =v,00,.

Keeping only the leading terms in the functional, we obtain

/ / L(Y, V.60, ¥ 06, )dxdt. (5.285)
Q

Let us cover the region 2, by the strips, 2nk <0 <2m (k+1), k=0,1,2,....
The integral over % can be replaced by the sum of integrals over the strips,

/ f Ldxdt =) / / LW, Wby, Yo6,)3d0dC, (5.286)
Q

strips

where ¢ is the coordinate along the lines 6 = const, s is the Jacobian of the trans-
formation from the variables x, ¢ to the variables 6, ¢. In the first approximation,
since 6 , and 6, change slowly, we may assume that on every strip 6, , 6,, do not
depend on 6. Therefore, in the first step of the variational-asymptotic method we
obtain the same problem for every strip: find the stationary points of the functional

2

/ LY, ¥0.0, ¥60,,)dO (5.287)

0
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on the set of periodic functions v (). Here 6,, and 6,, should be considered as
constant parameters. The Euler equation of the functional (5.287) is an ordinary
differential equation of the second order. Its solution has two arbitrary constants.
One is defined by the periodicity condition?!  (0) = 1 (27). The other can be
linked to the amplitude a, for example, by the equation max || = a. Hence, the
set My in the general scheme of the variational-asymptotic method is the set of
functions a (x, t) and 6 (x, 1).

Denote the value of the functional (5.287) at its stationary point by 27 L. The
quantity L is a function of parameters a, ., 6,. For small values I/ [ and 7/7, the
sum (5.286) is an integral sum. In the limit //I, T/Z — 0, it can be approximated
by the integral

//l_,(a, 6., 6, )dxdr. (5.288)
Q
Then the equations to determine a and 8 are obviously the Euler equations of the
functional (5.288):

oL 9 oL 9 oL
— =0, — +——=
da dx 06, 0Ot 96,

A more detailed analysis shows that the first of these equations can be interpreted
as a non-linear generalization of the dispersion equation. It becomes the dispersion
equation of the linear theory in the limit of a — 0. An interesting property of the
non-linear dispersion equation is its dependence on the amplitude, which is absent
in the linear case.

The generalizations to the case of a large number of required functions and inde-
pendent arguments are straightforward.

The theory described was suggested by Whitham [316] from some heuristic rea-
soning.

Example 11. Thin region approximations. Such type of approximations appears
in many areas of continuum mechanics. It will be discussed in detail further in Chap-
ters 14 and 15 for elastic plates, shells and beams. Here we consider an example.
Let V be a bounded region in three-dimensional space, and S a closed smooth
surface inside V. At each point of § a normal segment is erected of a small length A
with the center on S. The segments cover a thin layer AB (Fig. 5.30).
Consider the variational problem

1 )
I(u)=f —u,iu”dV—/ oudV —  min
AB

1% 2 u:u=oondV

21 1t is assumed that the periodic solutions exist.
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Fig. 5.30 Notation for
example 11.

We assume that function p is constant along the normal to S and, thus, determines
by its values on S. We are going to find the limit solution as & — 0, if p tends to
infinity as
o
=0
where o is a function on S.
Denote by u™ and u~ the values of u on the two sides of AB. Let us seek min-
imum of the functional I () in two steps, first minimizing /(x) over all u with the

prescribed values of u* and 1™, and then minimizing over u™,u~. We split I (u) into
the sum of two functionals,

I(u) = Li(u) + L(w),
I(u) =/ lu,iu”'a’V,
v_aB 2

1 .
L) = / (—u,,-u" - pu) dv.
AB \2

For given u* and u~ these functionals can be minimized separately. We consider
first the minimization of the functional /5.

We make an assumption that it is enough to consider only smooth functions
ut,u~ with the characteristic length [ that is much bigger than h. Moreover,
the minimizer of I, has the same characteristic length along S as u™ and u™.
Then in the first term of the integrand, 1/2u ;u*’, the derivatives along S can be
neglected in comparison with the derivative along the normal, which is of the
order 1/ h.

Denote the coordinate along the normal by z, —h/2 < z < h/2. Then in the
leading approximation the variational problem for 7, is
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W21y fou\t o
/ / =) ——u|dz— min .
sJd—ny2 2\ 9z h u=u" atz=—h/2
u=u" atz=h/2
The minimizer obeys the boundary value problem

82
a_;zt:_%’ u=u atz=—h/2, u=u"at z=h/2.

Thus,

u= + Z

Uy +u_ Uy —u_ o ([, h?
2 h 2h ’

and the minimum value of the functional is

I 2
= f [(M Uy Gurtu- U—h:| dA. (5.289)
S

2h 2 24

The last term in (5.289), being an additive constant, can be dropped.

The minimum value of the functional /; with the prescribed boundary values of
u, uy and u_, is finite when 4~ — 0. So, in minimization over u, u_, the leading
term of the functional as & — 0 is the first term in (5.289),

1 2
o S(uJr —u_)dA.

The minimum is zero and achieved when u, = u_.
Finally, the original variational problem reduces in the leading approximation to
the minimization problem for the functional,

1 .
/—u,,‘u”dV—/oudA, (5.290)
52 s

where minimum is sought over all functions u that are continuous on S and vanish
ondV.

An important consequence follows from this statement. The minimizer of the
original problem can be written in terms of Greens’s function (see Sect. 5.9),

u(x) = / G(x. (A,
AB

As h — 0, this integral converges to

u(x) = / G(x,y)o(y)dA.
s
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This must be the minimizer of the variational problem (5.290). On the other hand,
the minimizer of the (5.290) obeys the equation on S

[u,i] n' = —o.

We arrive at a well-known property of Green’s function:

|:/ Mo(y)dA] n' = —o(x).
s 0

xl

Now let us move on to the construction of the next approximations. In physical
applications, they are usually referred to as the refined theories. Refined theories
are needed in cases when the first approximation is too crude; this can happen if
the actual values of the small parameter ¢ are not sufficiently small. The method of
constructing the refined theories consists of two steps: First, a functional is derived
which allows one to obtain the corrections to the solution of the next order of mag-
nitude. Second, this refined functional is extrapolated to all, even not small, values
of .

Usually, to construct a refined theory which takes into account the corrections on
the order of « (¢), one should keep in the functional all the terms on the order of
o (&) compared to unity. We illustrate this statement by the minimization problem
for quadratic functional

T(u,e)=E@,&)—1u,e¢),
where E(u, ¢) is obtained from a positive symmetric bilinear form E(u, v, ¢)
E(u,e)=E(u,u,c¢)
and

Eu,v,8)=Eqgu,v)+a(e)E; (u,v)+a' (8)Ey(u,v)+...
lu,V)=hhw+a@Lhw+od ©hLw+...,a/ =o0(@), a(e)— O0as s — 0.

The functional is minimized on a linear space M. The limit bilinear form Eq («, v)
is obviously positive. The first approximation ug is the minimum point of the
functional Iy = Eq (u, u) — Iy (u). The element u satisfies the Euler equation

2Eo (uo, it) — 1 (it) = 0. (5.291)

Equation (5.291) is valid for any element # € M.

Letus present u as u = ug+u’. Keeping the leading terms containing u’ in I (u, €)
and using the equality 2E) (uo, u’) —1 (u’) = 0, which follows from (5.291), we
obtain for determining u’ the minimization problem
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I (uo, u',€) = Ey (u/, u’) +a(e) E; (uo, u’) —a(e)l (u’) — min, .

After the substitution ¥’ — w: u’ = « (¢) w, it becomes the minimization problem
for the functional

o 21 = Eo(w, w) — 2E; (g, w) — 11 (w),

which does not depend on small parameter ¢. Therefore, u’ ~ « (¢), and, to incor-
porate the corrections of the order « (¢), all terms of the functional of the functional
of the order « (¢) should be kept.

The construction of refined theories will be considered in detail in Chap. 14
where the problem of the refinement of the classical shell theory is discussed.

So far, in all cases the functional Iy (#) had the stationary points. It remains to
discuss the cases when the functional Iy (#) does not have stationary points or it is
meaningless.

Case 3: I (1) does not have the stationary points or /, (1) meaningless
Such a case is not unusual. For example, the function of one variable

f(u, &) =u+eu?+sineu, (5.292)

is such a case, because fj (1) does not have stationary points.
Another example is the minimization problem for the functional

o0

/ l(uz +u’)dr (5.293)
. :
&

on the set of functions u (r) which are equal to 1 for r = ¢. This variational problem
arises in the modeling of incompressible flow along an axis-symmetric thin body.
The integral (5.293) diverges for ¢ = 0.

The boundary layer problems also usually belong to this case.

In general, there are no recipes for these cases, except, probably, for the following
one: an attempt should be made to reduce these problems to the problems of the type
considered earlier by means of a change of the required functions or some other
transformations. For example, for the function (5.292), the substitution: u — v :
eu=v, f — g:ef = g, yields the function

g(v,8)=v+v2+8sinv

which may be studied by the method which has been discussed.

As for the boundary layer problems, the applications of the variational methods
are not sufficiently elementary to be presented in an introductory treatment of the
subject (the interested reader is referred to [30]).
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5.12 Variational Problems and Functional Integrals

In some variational problems, minimization can be replaced by integration. This is
a useful trick in studying the stochastic variational problems as will be discussed in
Chap. 16. Here we explain the relation between minimization and integration.

First, we need a number of auxiliary facts. Consider in some finite-dimensional
space, R,,, a quadratic form,

(Au,u) = Ajju'u’. (5.294)
The form is assumed to be positive:
(Au,u) >0 ifu #0.

Then the Gauss formula holds true:

1
EE1GURDD -
e 2 du = . (5.295)
R/ v/det A
Here
du, du,,
detA =det|A;;|l, du= .
[ 441 e
The Gauss formula can be proved by changing the variables, u — i,
w' =, det A5 =1,
it/ being the coordinates in which the tensor A;; is diagonal,
(Au,u) = Aghl b idid = Ay (@) + ..+ Ay (@) (5.296)

In the new variables,

/e_%(A”’”)du _ /e—%(AI(:2')2+...+A,,1(:2'”)2)d&
R R

1 _ 1
VA A, JdetA
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Here we used that??

+00
f e dx = /2. (5.297)
—oQ

The Gauss formula admits the following generalization: for any linear function

of u, (I, u) = Lu',
(5.298)

M/e—%uu,u)+(l,u)du _ e%(Afll,l)
Rm

where A™! is the inverse matrix to the matrix A. Formula (5.298) follows from

(5.295) and the identity
(Alw—A""1), (u—A""1)) - % (A7, 1), (5.299)

N =

%(Au,u) —(,u)=

Plugging (5.299) in (5.298), changing the variables of integration, u — u+A~"1,

and using (5.295), we obtain the right hand side of (5.298).
Consider a quadratic function of a finite number of variables:

0 0 0

1
I(u)= 3 (Au,u) — (L, u), (5.300)
(Au,u) = Ajyu'u?,  (u)=lLu'. (5.301)
The minimum value of this function is
. 1,
I=-3 (A7'1,1) (5.302)
and therefore, formula (5.298) can also be written as
MY — Jdet A / e 1y, (5.303)
22 Note a witty trick suggested by Poisson to find the value of the integral (5.297):
+oo 2 4 +oo +00 +00
(f eéxzdx) = / e dx / e’%-"zdy = / / e*%’fzg*%yzdxdy
+00 400 +o00 27 +o0 1
/ / e_%("zﬂ'z)dxdy = / /e_%’zrdrde =27 / e_%’zdir2 =2m7.

—00 —00
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We see that the computation of the minimum value is reduced to integration.
Since any quadratic functional in variational problems of continuum mechanics
admits a finite-dimensional truncation, one can write formula (5.303) for a finite-
dimensional truncation, and then consider the limit when the dimension of the trun-
cation tends to infinity. In the limit, in the right hand side of (5.303) we obtain what
is called the functional integral. We include +/det A in the definition of the “volume
element” in the functional space,

Diu = vdet Adu (5.304)
and write (5.303) as
MM = / e 1D . (5.305)

The notation, D 4u, emphasizes that the volume element depends on the operator A.
We will need various generalizations of (5.305) involving non-positive quadratic
functionals and complex-valued functionals. We consider them first in the one-
dimensional case.
Formula (5.298) in one-dimensional case,

I—

+00

dx 2

JZ/ em Ay O2 0% (5.306)
V2r

remains valid if the number / is complex. Indeed, the integral (5.306) may be con-
sidered as an integral in the complex z-plane, z = x + iy, along the real axis,

f/ —1A2? +lz

The change of variable, z — z;, z = z1 + A~!1, transforms this integral into the

integral over the line in z;-plane, —00 < x < 00, y = y* = —Im (A‘ll) :
+o0+iy*
——A ! _la le il
«/_ o Z =vA 24 i (5.307)
—oo+iy*

The integral of exp[—31Az?] over the line [—o0 + iy*, 400 4 iy*] is equal
to the integral over the real axis [—oo, +00]. Indeed, compare the integrals of
exp [—%Azz] over the segments BC and AD (Fig. 5.31). Since the integral of an

analytic function, exp [—%Azz] over a closed contour ABCD is zero, the difference
of these integrals is equal to the sum of integrals of exp [—%Azz] of the segments
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Fig. 5.31 To the proof of Y
(5.306) for complex [ B - C

AB and CD. The latter tend to zero as these segments are moved to infinity because

‘e—%AZZ‘ on these segments tends to zero. Hence, the right hand side of (5.307) is

equal to exp [55/?], and (5.306) holds true.
Two forms of (5.306) will be needed further: one is obtained by replacing / by i/
(with real [):

+00

. dx 12

«/Z/ emaAxMFIx O7 ol (5.308)
N2

and another by replacing ! by i /z/ with real / and any complex number z:

+00

; dx 172

VA / e AV OO0 el (5.309)
V2 7

In this and all further formulas the argument of a complex number, z = |z| e is
constrained by the condition — < 6 < 7, and the square root of a complex number
is understood as /z = |z|"/?€/%/?. In particular, if z lies in the right half-plane,
Rez > 0, then Re /7 > 0.

A useful form of (5.304) is obtained if we change the variable of integration,
x — v : v = ix and integrate over the imaginary axes, [—i00, +i0o0]:

+ioo d
JA / LA +flv v = e iml’ (5.310)
V2ri
—i00

Changing [ by —/, one can also write (5.310) in the form

+ioo

dv 12
VA / erAv—vav 4V (5.311)
. V2mi
—ioo

For Re z > 0, one can put (5.311) in the form
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+ico
Lo d
VAZ / (3 Av *’”)% — e 2nl, (5.312)
Tl
—i00

To prove (5.312) we get rid of the linear term in the exponent by making the
change, v — v + %. The line of integration can be moved back to imaginary axes
similarly to the move of the line of integration in proving (5.306). It remains to show
that

+ioco d

JAz / P S (5.313)
. 2
—100

for complex z, Rez > 0. Denote Argz by 6 ; |0| < /2 since Rez > 0. Let us
make the change of variables, v & w = & 4+ in : w = v4/z. The line of integration
in w-plane is the line passing through the points A, B shown in Fig. 5.32; denote it
by L. We have

+ioo
d d
VAZ / e3eAv’ —U—f/ w? 40 (5.314)

—i0o

The integral over the segment C B is estimated as

n
B y C'
0/2
£
D 9 A
Fig. 5.32 To the proof
(5.313)
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3 tan(6/2)
/e%A(éz—nz+2i§n)d§ < e 247 / ey <
B 0
< ne2A(r " @n’@/2) | (5.315)

Since |tan (8/2)| < 1, the right hand side of (5.315) tends to zero as the segment
C B moves to infinity. Similarly, the integral over AD tends to zero as well. Thus,
integral over L in (5.314) can be replaced by integral over the imaginary axis, and
we arrive at (5.313).

It is essential for what follows that z in (5.312) can also be taken as pure imagi-
nary: Rez = 0, z # 0. For pure imaginary z the integral (5.312) does not converge
absolutely and needs to be defined. We define it as the following limit:

+ioo d +ioo d
L A2 v 1402 v
Az / A T — im JA(z + #) / e@te(zAv—lv) _Z—
. V2mi 0 A V2mi
—ico —ioo
Since
+ioco J
14,2 L2 12
lim VA(z + ¢ e(z-&-s)(iAv —lv) — lim e @Ol = g=22:! i
e—+0 ( ) 2l e—+0
—ioo

we see that (5.312) holds for pure imaginary z as well.?
If Rez < 0, then (5.312) can be replaced by the equation

+00
2 du 12
/_AZ / eZ(%Au —Zu)_ — e—zﬂl ,
£ N 2m

where integration is conducted over real u. This equation follows from (5.312) by
changing the integration variable v — u : v = iu, and replacing I — il, z > —z.

23 putting in (5.312) A= 1,1 =0,z = i, v = ix we obtain

400

" 1.2 dx
\[1/6 tz¥ =1,

—00

N

which yields the well-known relations
+o0 | +oo |
/ cos Exzdx =, / sin Exzdx = .
—00

—00
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Another useful form of (5.312) is obtained if we replace z by 1/z (Rez~! > 0 if
Re z > 0, so such a replacement is legitimate) and [ by Iz :

+ioo

1 / 1 Ap2y dv Ll
—_A ex AV TV — el (5.316)
z V2mi

The finite-dimensional forms of (5.308), (5.309), (5.310), (5.311), (5.312) and
(5.316) are:

Vdet A / e~ 2 Auwatila gy, — p=3(ATL), (5.317)
R’”
Jdet A / e~ 2 AnFIVEILw gy — p=37(AT), (5.318)
R,
+ioo
Vdet A f 2 AVDHVELD) gy — p=23(A7D) (5.319)
—i00
+ioco
Vdet A / e2(AV=VEV) gy — p=23(ATLD) (5.320)
+ioo
vz det A / FGAv=1W) gy, — p=32(A7LD), (5.321)
—i00
+ioco
1 1 _ 1 -1
J— detA / ex (A=) gy — =347 (5.322)
Zﬂl

For brevity, the imaginary unity is included in the “volume element”:

B dv; dv, dv,
V2ri 2mi 2w
These relations are proved by transforming the coordinates to the principal coor-

dinates of the tensor A;;.
For Re z < 0, the similar relation is

dv

oo
(—2)" det A / (B Au0=10) gy — p~4(A7'10), (5.323)
oo



5.12  Variational Problems and Functional Integrals 277

Tending the dimension to infinity, we find the following formulas linking the
minimum values of quadratic functionals with integration in functional spaces: for
arbitrary z,

em“inl(u) _ /e—%(Au,u)+i(l,u)DAu’ (5.324)
ezm“inl(u) _ /6—%(Au,u)+iﬁ(l,u)DAu’ (5.325)
+ico
ezmulnl(u)z / e%(Av,v)+ﬁ(l,v)fDAv’ (5.326)
—ioco
forRez > 0,
+ioco +ioo
in/ L _
Loy G _ / PUEICERY (l,v)]Dzsz / e“(”)DzAv, (5.327)
—ioo —i00
+ioo
> min 1 1 _
&SI _ [ exrAv=op, o (5.328)
—ioo
forRez < 0,
oo [o¢]
7 .
ezmum (u)= /ez[i(Au,u)—(l,v)]D_zAuz f eZI(u)’D_ZAu. (5.329)
—00 —00

In (5.327), (5.328) and (5.329) the parameter, z, is also included in the volume
element: for m —dimensional truncation,

D av = V7" det Adv, D1 v = vz " det Adv, D_ su = /(—2)" det Adu.

In the right hand sides of (5.324)-(5.328) [ can be replaced by —I because the left
hand sides remain the same for such change.

Let now the functional (Au, ) be non-convex, i.e. it can take negative values for
some u. Formula (5.327) still holds if we assume that (Au, u) is a non-degenerated
functional ( i.e. (Au,u) # O for any u # 0), and, thus, the functional /(u) =
% (Au, u) — (I, u) has a unique stationary point. Then, denoting by S.V./ w)* the

24 5.V, stands for stationary value.



278 5 Direct Methods of Calculus of Variations

value of I(u) at the stationary point and admitting in (5.327) only pure imaginary z
we get

+ioo
ISV _ / 10Dy, (5.330)

—ioo

The usefulness of such relations will be illustrated in Vol. 2.

5.13 Miscellaneous

In this section we collect some simple facts which help in working with variational
problems.

Euler equations in curvilinear coordinates. In physical problems, the action func-
tional is invariant with respect to the choice of coordinate system. This allows one
to write easily the equations for the minimizer in curvilinear coordinates. We illus-
trate that by the following example. Let x, y be Cartesian coordinates. Consider the
functional of functions of two variables, u(x, y),

1 ou\? ou\?
I(u) == — — dxdy. 5.331
(W 2/V(<ax) +<ay)> y (5:331)
The Euler equation of this functional is Laplace’s equation,

Au=0.

We wish to write this equation in polar coordinates, r, 6. To this end, we rewrite
the functional in polar coordinates. Since

ou\? ou\? ou\? 1ou\>

ou My (™ -2 . dxdy = rdrd®,

(ax) +<ay> <8r> +(rae> v =
I()_l/ du 2+1 AR
=S Gr - a0 rav.

This functional must be stationary with respect to u(r, ) at the minimizer. Thus,

we have

0 Ju d 1du

o o Toarae
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This is the equation required. Derivation in other cases is similar.

Evenness and oddness of the minimizer. Let the admissible functions of a varia-
tional problem be defined in a symmetric domain V/, i.e. the domain, which contains
with each point x the point —x. Then one can introduce the notion of evenness and
oddness: function u(x) is even if

u(—x) = u(x),
and odd if
u(—x) = —u(x).

Each function may be uniquely presented as a sum of an even and an odd func-
tions:

u(x) = u'(x) + u’(x), w(—x)=—u'(x), u"(—=x) = u"(x). (5.332)

Indeed, u’(x) and u”(x) can be found uniquely in terms of u(x) from (5.332):

1 1
u'(x) = 5 W) — u(=x)), u'(x) = 5 W) + u(x)).

If the functional I(u) splits in the sum of functionals 7(u") 4+ I(u”) and the con-
straints on admissible functions can be formulated as constraints to their odd and
even parts, then the entire variational problem splits into two independent simpler
problems for u’(x) and u”(x). For example, if the region, V, in (5.331) is symmetric,
then

Iw)=1W')+ Iu"),

because Vu' and Vu” are even and odd vector fields, respectively,? therefore
J Vu'Vu"dxdy = 0. If the boundary values of u are prescribed, and they are even,
then the boundary values of u" are zero, and minimization over u’ yields u’ = 0. So,
it is enough to perform minimization only over even functions. Similar arguments
hold if the region is symmetric only with respect to one variable.

Divergence terms. If Lagrangian contains a divergence term, e.g.,

u u Jd . u
L u, — =L() u, — +—Pl u, —1»,
dx! dx! dx! dx!

then this term does not contribute to Euler equation. That follows from the diver-
gence theorem,

Ble vu|_ = V| and Vu"|_ =—Vu"| .
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ou ou . du
[L u, — dV=[L0 u, — dV+/ P! u, — n,dA
174 dax! Vv ax! 1% dx!

We see that the divergence term contributes only to the boundary conditions.

Derivative of minimum value with respect to parameter. Consider a variational
problem, the functional of which depends on a parameter, r :

I = minI(u,r).
u

The minimizer, iz, depends on the parameter, &z = ii(r), and so does the minimum
value: I = I(ii(r), r). The following formula holds true:

dl - 9l(u,r)
dr or

(5.333)

u=ii(r)

The proof is simple:

3

u=ii(r)

dl(i(r),r) (81
dr “\su

di(r) Al (u,r)
dr >+ or

u=ii(r)

The first term in the right hand side is zero, because i(r) is the minimizer.

A modification of variational problems. Let the functional /(u, v) have a station-
ary point, u*, v*, and v* can be explicitly computed in terms of u* : v* = d(u*),
where ®(u*) is a function or an operator. Then u* is a stationary point of the func-
tional

Tw) = I(u, Dw)). (5.334)

81 (u, 5P
,ou |l + (, v) , @) -du .
v=b(u) dv v=D(u) Su

After substitution # = u* in the left hand side both terms vanish, thus §7(x) = 0 as
claimed. Note that the substitution may result in appearance of additional stationary
points, for which §1(u, v)/8v|,_q,) # 0. We will use this point in transformations
of variational principles of fluid mechanics.

Indeed,

ST = (51(u, v)

Su

Stationary points of complex-valued functionals and Cauchy-Riemann equa-
tions. Let S(v) be a complex-valued functional of complex-valued functions, v. We
denote their real and imaginary parts by S;, S» and vy, v, :

S = Si(v1, v2) +iS(vy, v2), V=1 +ivy.
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Suppose that the functional S(v) is smooth, i.e. its variation, 6, is a linear functional
of §v, which we denote by
N
(—, (Sv) .
Sv

The scalar product (A, §v) is supposed to obey the two conditions: first, it is linear
with respect to both arguments on the set of complex numbers, i.e. for any complex
numbers, ¢; and c,,

(c1A1 + 243, 6v) = c1(Ay, §v) + c2(Az, Sv),
(A, c16v) + 20v2) = ¢1(A, dvy) + c2(A, Sv2);

second, if (A, dv) = O for any v, then A = 0. Therefore, if the equation

<E, 8v) = (A, év)
v

holds for any §v, then
N
A
dv
Under these assumptions the following generalized Cauchy-Riemann equations

hold:

8S N N 8S
oor_ %20 22 %9 (5.335)
vy Svy Svg Svy

Indeed, let us vary v;. Then variation of the functional S(v) is

881(vy, 882(vy,
1(v1 UZ),5U1 e 2(v1 v2),8v1 .
51)1 8v1

On the other hand, since S is a functional of v, the same variation is

S .
8_v:§+ln7

58 )
< 0v ) =(E+in, dv),
Sv

where £ and 7 are some real-valued operators. Equating both expressions and using

arbitrariness of variations, we obtain the relations,

881 852
Svl ’ 51}1

Similarly, if we vary v,, we have for the variation of S(v)
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S , s s
1(vy v2),8v2 + (i >(v1 1)2)751)2 _
5U2 31)2

This must be equal to

N .
<—, 81)) =E+in,idvy).

Sv

Hence,
88 _ LAY _
51}2 = (sz o

So we arrived at (5.335).

If § = §;+1i85; is a complex-valued functional of complex-valued functions, v =
vy + ivy, then, varying v; and v,, we obtain the system of Euler equations for the
stationary points:

88i1(vi, v2) 0 885 (vi, v2) 0
Sy o Sy o Svy

88i1(vi, v2) 0 85 (v, v)

bl

0.
51)2

At first glance we have four equations for two functions, v; and v,. In fact,
however, due to (5.335), only two of these equations are independent. As such,
we can take the equations, obtained by varying only the real part of the functional,

Si(vg, v2) :

3S1(v1, v2) —0 3S1(v1, v2) _

0. 5.336
Sv; Svn ( )



Part 11
Variational Features of Classical
Continuum Models

In continuum mechanics, many seemingly unrelated variational principles have been
invented. What follows is an attempt to present these variational principles system-
atically, point out their interrelations, and fill in some gaps. Usually, the variational
principles have several equivalent forms; the form depends on the choice of argu-
ments of the action functional. The initial formulation of the variational principles,
which directly follows from the principle of least action, employs the particle trajec-
tories x (X, t) as arguments of the action functional. Such a formulation is usually
convenient in mechanics of solids. As a rule, the problems of fluid mechanics are
better suited for being stated and investigated when the arguments of the action
functional are the functions of Eulerian coordinates. Such variational principles
are derived from initial “Lagrangian coordinate” formulations by the corresponding
change of sought functions. Further transformations are based on the idea of duality.
The chapters related to the mechanics of solids and to fluid mechanics can be read
independently.

283



Chapter 6
Statics of a Geometrically Linear Elastic Body

6.1 Gibbs Principle

Gibbs principle. Equilibrium of elastic bodies is governed by Gibbs variational
principles. We will use as a starting point the second Gibbs principle. We assume
that the positions of the boundary particles are given at some part of the boundary,
IV,

x(X) = xp (X) for X € aV,, (6.1)

while on the remaining part of the boundary, 6\0/f, the surface forces, f;, are known.
Gibbs variational principle. Equilibrium states of elastic body correspond to the
minimum of the functional

I(x(X),S(X)):/pOU(x S v — /f, (X)dA (6.2)
v vy

on the set of all functions x' (X®) obeying the boundary conditions (6.1) and func-
tions S (X?) subject to the constraint

[ 00SdV = S,. (6.3)
14
Strictly speaking, Gibbs variational principle selects the stable equilibrium states.
There might be unstable equilibrium states which correspond to the stationary points
of the functional (6.2). Functional (6.2) is called energy functional.
Minimization with respect to entropy can be carried out explicitly by introducing

the Lagrange multiplier, 7', for the constraint (6.3). One has to minimize over S the
functional

/,ooU (xi,8)dv —T prSdf/—so — / fix' (X)dA.
v v av,

V.L. Berdichevsky, Variational Principles of Continuum Mechanics, 285
Interaction of Mechanics and Mathematics, DOI 10.1007/978-3-540-88467-5_6,
© Springer-Verlag Berlin Heidelberg 2009
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Introducing free energy,

F(x,,T)= min [U(x,.S)-TS], (6.4)

we have

mSinI(x(X),S(X))zfpoF(x T)dV — /f,x (X)dA+TSy. (6.5)
‘D/ de

The parameter 7" has the meaning of absolute temperature at which the equilib-
rium is achieved.

The functional (6.5) in which the additive constant T S, is dropped will be de-
noted by I (x (X)). We arrived at the following version of Gibbs principle.
Gibbs variational principle. Equilibrium states of an elastic body correspond to
the minimum of the energy functional

I(x (X)) = /poF(x T)dV — /f,x (X)dA (6.6)
14 de
on the set of all functions x' (X%) satisfying the boundary conditions (6.1).
Note that for inhomogeneous elastic bodies, internal energy and, correspond-
ingly, free energy depend explicitly on Lagrangian coordinates but, for brevity, they

are not mentioned explicitly among the arguments.
Free energy density F (x(’l, T) is invariant with respect to rigid rotation. There-

fore, the distortion enters into F only in combinations, &,, = % (g,-jxéxlf — gra,,):

F=F(w,T).

If the elastic material is also subject to the body forces with the force per unit
mass g;, then an additional term must be included in the energy functional

I(x (X)) = / PoF (eap, TYAV — / pogix' (X)dV — f fix' (X)dA.  (6.7)
v v v,

Geometrically linear deformation. By geometrically linear deformation one means
the case when the displacements

u =x' (X“) — % (X“)

and their gradients are small. The gradients of displacements are dimensionless,
denote their order by €. In geometrically linear theory one neglects the terms on the
order of ¢ in comparison with unity. This yields several simplifications. First, the
strain tensor becomes a linear function of the displacement gradients:
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1 . 1 axt ou! axl oul .
ar = 3 G =) =3 (8 e + oxe ) o T ) T80 =
1 o u’ o) du’
= zg,] xam + Xb axa . (68)

For Cartesian Eulerian coordinates coinciding with the Lagrangian coordinates in
the initial state, g; = &;;, X, = 8, and (6.8) becomes

e zl %_}_aub (6.9)
@2 \axt " oxa )" '

Second, the derivatives with respect to Eulerian coordinates and Lagrangian co-
ordinates coincide:

9 0 NN W I
=X — = 1| X — | =X, — = .
0X¢ 4 xt 4 9Xa ) 9xt Yoxi oxd

Third, the components of tensors in Eulerian coordinates and the Lagrangian
coordinates coincide within the accuracy accepted because

. . aui
x=x' + ~x =4

i
a a 9xa a

Hence, only Eulerian indices can be used. In particularly, (6.9) will be written as

Ei= =\ — — | = UG, ) .
72 \oxd o oxi i

Fourth, due to smallness of displacements, one does not need to distinguish the
initial region occupied by the body, V. and the final region, V. Accordingly, the
regions of integration in the energy functional (6.7) can be taken coinciding with
the corresponding regions in the deformed state. Therefore, one can drop the index
o in the region notation in (6.7). Fifth, the densities in the deformed and undeformed
states differ by terms of the order €. Densities enter in all relations as factors at
small terms. Thus, distinguishing the initial and final densities would yield only
small corrections. Therefore, in linear theory densities in the initial and the deformed
states can be identified. Further we drop index ¢ in pg in (6.7) and assume that p is
the given initial density. We will include the factor p in free energy density, so in
what follows F means the free energy per unit volume. Besides, we will not mention
explicitly temperature as an argument of F. Finally, replacing in (6.7) the particle
positions, x' (X), by the displacement vector, u’ (x), and dropping the additive
constants we obtain for the energy functional of elastic body in case of geometrically
linear deformation the following formula:
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I(u)sz(e,-j)dV—Z(u), (6.11)

14

l(u):/pgiuidv+fﬁuidA.

v avy

Minimum of the energy functional is sought on the set of displacements which
have the prescribed values on 9V, :

ui (x) =u? onav,. 6.12)

i

Obviously, the minimum is achieved at the stress field,

O‘ij _ (:)F(Ei_,')’
a&‘l'j
satisfying the equations,
da'l i . ij i
$+pg =0inV, on; = f'onaVy.

Without loss of generality, the energy density F may be assumed to possess the
properties:

oF
FlEi_/'=0 =0, g =0. (6.13)

ij Eij=0

If (6.13) were not held, one can replace F by F=F—F-— aéje,-_,-, where Fy =

F|6u=0’ 0(;] = 8F/88,-j|8,__0, and replace also g; and f; by g; = g; + a(’)’j, fi =
= .

fi — a(gj n ;. However, such a replacement would change the physical meaning of
gi and f; as densities of the external body and surface forces. In what follows, we
prefer to keep this original meaning. A continuum model with the energy func-
tional (6.11) is called physically nonlinear and geometrically linear elastic body.
Physically and geometrically linear elastic body corresponds to quadratic function
F (S ij)-

Physical meaning of energy functional. If an elastic body is deformed by the pre-
scribed boundary displasments, then the energy functional coincides with the free
energy of the body, and its minimum value is the free energy at equilibrium. If
the prescribed boundary displacements are zero, and the body is deformed by an
external force, then, in linear theory, according to the Clapeyron theorem (5.46),
the minimum value of the functional is equal to negative energy. If the body is
deformed by both the prescribed non-zero displacements and external forces, then
such simple interpretations of the minimum value of the energy functional are lost.
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The question arises: What is the physical meaning of the energy functional to be
minimized to determine the equilibrium states? The answer can be sought by study-
ing a microscopical system that is described at the macro-level by the model of an
elastic body. One can expect that the energy functional is the average of the Hamil-
tonian of the microsystem. The first term of the energy functional, energy, is the
result of averaging of the energy of the microsystem. To interpret the second term,
a linear functional, we recall that the action of an external force, f, on a particle
with a generalized coordinate, ¢, is described by the term in Hamiltonian, — f¢.
Therefore, the linear functional / («) may be thought of as the average value of all
terms in the micro-Hamiltonian of the form fgq.

The issue on the physical meaning of the energy functional becomes especially
important, when one complicates the elasticity model by taking into account addi-
tional phenomena, like cracks, dislocations or an interaction with electro-magnetic
field. The guiding principle in a proper construction of the energy functional is that
the energy functional has the meaning of the averaged micro-Hamiltonian of the
system.

Consider now the conditions under which the minimization problem for the en-
ergy functional (6.11) is well posed.

6.2 Boundedness from Below

Uniqueness. First let no kinematic constraints be imposed (i.e. the surface tractions
are prescribed everywhere on 9V, and dV = 0V/). Then the elastic energy has a
kernel: it becomes zero on the infinitesimally small rigid motions:

u; =c; + e,»jk(pjxk. (6.14)

According to the necessary condition for the boundedness from below (5.30), the
linear part of the functional / (1) must vanish on the fields (6.14):

/,ogidV—l—/ﬁdA:O, etk /pg_,-xkdv+/f,~xde =0. (6.15)
A% aV

14 Vv

Equations (6.15) mean that the resultant and the total moment of the external forces
acting on the body are equal to zero.

Let us assume that the conditions (6.15) are satisfied. Then the energy functional
is invariant with respect to rigid motions (6.14), and the minimizing element is not
uniquely determined. To single out a unique solution, one has to impose additional
constraints which exclude rigid motions. As such one can take the condition of zero
average displacement,
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/ widV =0 (6.16)
v
and zero average rotation
e’-’f‘k/u,-x,-dv =0. (6.17)
v

Let the elastic properties be non-degenerated in the sense that, for some positive
constant u and for any &y,

pege” < F (e5). (6.18)

Then the conditions (6.15) are also sufficient conditions for the boundedness from
below of the energy functional. In order to see that, we need the inequality

(6.19)

If the inequality (6.19) holds, the boundedness from below is obtained in the same
way as in Example 3 in Sect. 5.1.

The proof of the inequality (6.19) is based on one of the key inequalities of the
elasticity theory, the Korn inequality:

/ui,jui’jdV < K/Eij&‘ijdv. (6.20)
Vv Vv

For the Korn inequality to be valid the additional conditions, excluding the rota-
tions of the body, must be imposed; otherwise, for the rotations, the left hand side
of (6.19) is positive while the right hand side is equal to zero. Usually, either the
condition (6.17) or the condition

/ (l/l,‘,_,' — l/tj!,‘)dV =0

1%

is used.
The Korn inequality can be written in a more impressive form by splitting the
displacement gradient into the sum of the deformation and the rotation parts:

k v 1
uij=¢&jtepyp, ¢ = 5¢

ijk
J Ui j.

In terms of ¢; and ¢; the Korn inequality takes the form
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) K—1 iy
wip'dV < giie’dV.

2
4 4

This means that for any deformation of the body, the average value of the squared
angle of rotation never exceeds the average value of the squared strains times a
universal coefficient, %, which depends only on the geometry of the region. The
proof of the Korn inequality can be found in the works cited in the bibliographic
comments.

To prove (6.19) we also need the inequalities

A2/uiuidA < /ui,ju"'jdV, /Lz/uiuidV < /u,-,ju"’jdV. (6.21)

2% Vv 14 \4

These inequalities are obtained by summing the inequalities (5.38) written for each
component of the displacement vector. Inequalities (6.21) are valid if the transla-
tional motions are excluded by, for example, conditions (6.16).

Let us derive (6.19). From (6.18), (6.20), (6.21), and the Cauchy inequality, we
have

11 (w)| < /pg,-gidV /uiuidV—i— /ﬁfidA/uiuidA <
% v av

av
- - [K
<c /ui,ju"JdV <c K/&‘[j&"deEC — /F(s,-j)dV.
v v ® v
Here,

1 . 1 )

c=— /,ogig’dV—i—X /ﬁf’dA. (6.22)
"

v av

So, the energy functional is bounded from below if the squared surface forces are
integrable on the surface while the body forces are integrable in the volume.

In the case when the displacements are given on a part of the boundary, the energy
functional is bounded from below for any functions, g; and f;, including those which
have non-zero total force and non-zero total moment. Let us outline the proof when
the displacements are given on the entire boundary 9V.

Consider the integral

Z/Sijsijdv = / (I/t,',jui'j +ui,juj”')dV.
vV Vv

Integrating the second term by parts twice, we get
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Zfs,jsijdv =
%
= / (uiﬁjui’j + (ufi)z)dV + / (uiuj’inj - uiniu{‘k)dA. (6.23)
v av

The surface integral depends only on the displacements at the boundary. Indeed,
expanding the derivative along the normal and tangent directions (see Sect. 14.1),
we have

iy ik da o ik
uin'n; —u'niu’y = uir'ul n; —u'niury

Hence, the surface integral is known due to the boundary conditions; we will de-
noted it by B. Dropping in the identity (6.23) the integral of (u’l)2 which is non-
negative, we obtain the inequality

/u,',ju"""dV < 2/8,‘j6‘i'idv — B,
v %

which is a version of the Korn inequality. Analogous changes appear in the inequal-
ities (6.21). Further steps are the same as in the case of given surface forces.

The boundedness from below of the energy functional shows that Gibbs principle
is well-posed for the energy functional. The existence of the minimizing element in
the energy space is established following the general scheme of Sect. 5.3.

Let the free energy density be a strictly convex function of the components of the
strain tensor. The physical interpretation of this assumption can be seen from the
inequality (5.89). Writing this inequality for function F', we have

0< AO‘ijAS,j. (624)
Here,
oii = OF
88,']'

are the components of the stress tensor, Ag;; is the difference between any two values
of the strain tensor, and Ao/ is the difference between the corresponding values of
the stress tensor. Inequality (6.24) means that there is a one-to-one correspondence
between the values of the stress tensor and the strain tensor. Besides, the stresses
monotonously increase with increasing strains in the following sense. In the princi-
pal coordinate system of the tensor Ag;; the inequality (6.24) becomes

0< AO’”A&‘H + AO’22A822 + AO‘33A€33.
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Consequently, the stress increment Ao!' (for £, = £33 = 0) has the same sign as
the strain increase £1; for any (not necessarily small) Agy;.

For strictly convex function, F (8,]) the energy functional is a strictly convex
functional on the set of displacements with excluded rigid motions. As shown in
Sect. 5.4, it has the only minimizing element.

6.3 Complementary Energy

Consider the Young-Fenchel transformation of function F (&;) with respect to g;:

F* (o) =max [0e; — F (g5)]. (6.25)

&jj

Here, oij are the components of a symmetric tensor. The function F'* (a i ) is called
the complementary energy. This term was motivated by the following geometrical
interpretation of F*. Consider the constitutive equation of a one-dimensional elastic
body, 0 = o (¢). The dependence o = o (¢) is shown in Fig. 6.1. Since 0 = dF/de,

&

F(s):fa(é)dé’.

0

Hence, the energy F (e) is equal to the area beneath the curve 0 = o (¢) in
Fig. 6.1; this area is vertically shaded. The number F* (o) = oe¢ — F (¢) is equal
to the area of the figure horizontally shaded. This area “complements” F (¢) to
the area of the rectangle, o¢. In a multi-dimensional case, this simple geometric
interpretation is lost.

I o=0(¢)

Fig. 6.1 For one-dimensional
deformation, energy is equal
to the area covered by the
vertical shade, while the
complementary energy is
equal to the area shadowed
by the horizontal lines 0 €
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6.4 Reissner Variational Principle

Let us represent the free energy density by means of its Young-Fenchel transforma-
tion:

F (ey) = max [0"e; — F* ()] (6.26)

Reissner variational principle. The true state of an elastic body is a stationary
point of the functional

I(o,u)= / (U’Aju,-,j — F* (aij))dV - / pgiu'dV — / fiu'dA (6.27)

v v avy

on the set of all symmetric tensor fields, o' (x), and the fields,u;(x), obeying the
constraints

u; (x) = ul(.b) on dV,.
This statement follows from the general duality theory because

min / (#) = min max/ (o, u). (6.28)
ue(6.12) ue(6.12) o

The solution of the minimax problem for the functional (6.27) is a saddle point,
i.e. at this point / (o', u) has maximum with respect to functions o’/ and the mini-
mum with respect to functions u’. Sometimes this variational principle is also called
the mixed variational principle.

6.5 Physically Linear Elastic Body

Assume that there is a stress-free state of the body. We choose the initial state of the
body coinciding with the stress-free state. Then,

o‘ij _ aF({;‘U) _

0 at ¢g; = 0.
a{;‘,‘j ’

Expanding F'(g;;) over ¢; near the point ¢ = 0 and keeping only the leading
terms, we have

|
F(ey) = F(0) + ECUHSUSH. (6.29)

Elastic material with energy (6.29) is called physically linear. For physically lin-
ear elastic material, the stresses o'/ depend linearly on strains:

o'l = CiMg,. (6.30)
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Since ¢;; is a symmetric tensor, the antisymmetric parts of CU* with respect to
indices ij, kI and with respect to the transposition of the index couples (7, j) and
(k, 1) do not contribute to energy. Therefore, without loss of generality, one can
accept the symmetry properties for the elastic moduli:

Cljkl C]lkl Cijkl — Cijlk’ Cljkl Ckll] (631)
The inverse tensor, i.e. the tensor defined by the equations
(=1) ~kimn (m on)
Cijkl C =46, (6.32)

is called the tensor of elastic compliances. This tensor, by definition, possesses the
same symmetry properties as C/¥ :

(=1) (=1 (=D (=D (=1
Cukz — Yjikls Cyk/ Cz]lk’ Cukl Cklz/ : (6.33)

Contracting (6.30) with the tensor of elastic compliances, one find strains in
terms of stresses:

g = Cpy o™ (6.34)

For physically linear material the complementary energy coincides with energy
expressed in terms of stresses:

1
F* (a,-j) 2Cl(jk,1)a ok

In the one-dimensional case, this has a simple geometric interpretation: for phys-
ically linear material the stress-strain curve is the straight line dividing the rectangle
in Fig. 6.1 into two parts with equal areas.

In general, the tensor of elastic moduli depends on the tensors characterizing
material symmetry.! In the particular case of isotropic material, the only tensor
which is invariant with respect to all rotations is the metric tensor g'/. Thus, C/
are functions of g'/. The only independent tensors of fourth order which can be
constructed from g/ are g/ gk g*gJ!  g'gki (the index i in g’/ may appear only
in combination with either with j or k or /). Therefore, the general form of elastic
moduli in the isotropic case is

CM =g g" + 118" ¢ + pog'' g" (6.35)

where A, p; and puy are some scalars. Tensor (6.35) must satisfy the symmetry
requirements (6.31). This yields ©; = u, = w. Finally,

! The corresponding theory can be found in [269].
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Cikl — )\gijgkl T (gikgjl + gilgjk) . (6.36)
Accordingly,

F= %x(4)24-ufgyj, (6.37)
and

0y = Mg gy + 2. (6.38)

The constants, . and u, are called Lame’s constants. Resolving (6.38) with
respect to &;;, we have

a,f =Gr+2w) el,ﬁ, 2ue = oy a,i‘gij. (6.39)

A
3+ 2u

The constant that appeared here, 31 + 2, with the factor % is called bulk mod-
ulus, K:

1
K =2 0h+2w).

Using (6.39), we find the complementary energy

2
y 1 of 1 X - 2 y
F* (a’-’) = ,)\7( k) s+ —\oj— 7g,<ja,f o'l — g’-’a,f =
2 Br+2w)  4u 3 +2u 3 +2u
1 iy A
= —00" — ————— (a,f)z (6.40)
) 4 Gr+2uw)

or, in terms of the stress deviator, ai} =0 — %gijo,i‘, and the constants K and pu,

N 1 N 2
F* (g’]) = —olo + — <—O’k> . (6.41)
w
As a check, one can differentiate F** with respect to oj; to obtain the second

equation (6.39):

dF* (o)
= g

The condition of positiveness of energy is conveniently expressed in terms of
bulk modulus and shear modulus:

K>0, u>0. (6.42)
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To derive (6.42) we note that the components of strain deviator

1
%=%—§@$7(#=®

and the strain trace, s’,ﬁ , can be changed independently. Replacing ¢;; in (6.37) by the
sum, 813 + %slljg[j, we have

1 i\2 N7
F = EK(&) + peje.

Obviously, F > 0 for ¢; # 0 if and only if (6.42) holds.

Instead of K, A and 1, one often uses other two characteristics of isotropic elastic
bodies, Young’ modulus, E, and Poisson’s coefficient, v:

3042 A
Ezuzz(l_FU)W V= -
At 200+ 1)

In terms of these characteristics the complementary energy is

. 1+v i % 2
F :W[aijo-’—l_l_v(o,f) ]

Accordingly,

BF*(oij) 14+v v k
T e E \TT 14 %k80):

The constant A + p is always positive:

43 1
Sk buso.

A
+ 3 3

Therefore, E > 0. Poisson’s coefficient, v, may be negative, but since £ =
2(1 +v)u > 0, itis bounded from below:

v>—1.

As follows from its definition, Poisson’s coefficient does not exceed % and ap-
proaches % when A > u.
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6.6 Castigliano Variational Principle

Castigliano principle. In this section, we construct a variational principle dual to
Gibbs principle. The dual variational principle can be derived directly from the
general formulation given for the integral functionals (5.142), however we first re-
peat the general scheme for constructing the dual principles taking into account
the distinctive feature of the energy functional, its invariance with respect to rigid
motions. This feature has already been incorporated implicitly in the Young-Fenchel
transformation (6.26) which used only symmetric tensors o/ .

As in the general case, commuting the order of calculation of maximum and
minimum in (6.28), we obtain

min 7 (1) = max |:J (0)+ min P (o, u)i| ,
o ue(6.12)

ue(6.12)
J (o) = /Uijnjuéb)da — / F* (oij)dV,
av, |4
O (0, u) = _/ (ai{j+pgi)ufdv - / (ﬁ —ol.fn_j) WdA. (6.43)
4 avy

If the tensor field o/ satisfies the equations

o}, +pgi=0 inV, (6.44)
oln;=fi onavy, (6.45)
then ® (o, u) = 0. If 0/ does not satisfy these equations, min® (o, u) = —oo.
Therefore,
min [ (u) = max J(0).
ue(6.12) 7€(6.44),(6.45)

In the general case, one can show that the maximizing field o/ coincides with
the stresses computed for the minimizing displacements. We arrive at the following
Castigliano variational principle. The true stresses maximize the functional J (o)
on the set of all stress fields o'/ obeying the constraints (6.44) and (6.45).

Now, let us show how to derive the Castigliano principle from the dual variational
principle for the general integral functional (5.142). It follows from the general
theory that the dual functional J (o) has the form (6.43); however F* in (6.43)
represents not the function (6.25) but the Young-Fenchel transformation of F with
respect to displacements gradients u; ;:

Fi =max (c"u; ; — F (g5)). (6.46)

u;
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Accordingly, in (6.46), and also in (6.44) and (6.45), the tensor o/ is not necessarily
symmetric.

Let us rewrite (6.46), separating symmetric and antisymmetric components of
the stresses and displacement gradients:

Fi = max [0 e+ oWy jy — F (e)] .-

Ui, j

Since F (s,-j) does not depend on the antisymmetric components of the displacement
gradients uy; j}, then F} = +o0 for o!"/1 = 0, and, consequently, if for some subre-
gion of region V, o'l/1 = 0, then the dual functional becomes equal to —oo. There-
fore, all non-symmetric stress tensors should be excluded. For ¢"/1 = 0 the function
F} coincides with the function (6.25), and the variational principle is equivalent to
the general dual variational principle constructed for the functional (5.142).

Castigliano principle for stress functions. The general solution of the equilibrium
(6.44) can easily be found. For simplicity, we consider only the case of zero exter-
nal volume forces and simply-connected region V. We will show that the general
solution of the equilibrium equations is

O_ij — eiklejmn,(pkm’[n , (647)

where Yy, is an arbitrary symmetric tensor field.
Indeed, the general solution of the equation

A =0 (6.48)

N
is

Al =By,
where By are arbitrary functions of x’. Functions By, are not uniquely determined by
A': adding to By an arbitrary potential vector field v ; does not change A’.

Equilibrium equations for an elastic body have the divergence form (6.48), and,
therefore their solution is

o'l =eMBl . (6.49)

Functions wfk can be added to B] without changing the components of the stress
tensor. In particular, one can choose ¥ to make the trace of tensor B,i equal to zero:

Bl =0. (6.50)

l

In order for the function (6.49) to be the solution to the equilibrium equations,
the symmetry conditions for stresses has to be satisfied as well. Contracting (6.49)
with e;;; and using (3.19), we get
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o', = Bl; =0. (6.51)
Since (6.51) again has the form (6.48), the tensor B! can be written as
Bé = ™Y .

The gradient of an arbitrary vector ¢, can be added to the tensor v,,. Let us
choose ¢, in such a way that ¥, be symmetric, i.e. if ¥, were not symmetric we
add the gradient of the vector field v to obtain

eism (wsm + ws,m) =0. (652)

Denote by ¥ and f the vector fields with the components v, and e*",,. Then,
in direct vector notation, (6.52) reads

curl y = —f (6.53)
The vector field f has zero divergence: from (6.52) and (6.50)

div £ = (") ,

, — eisml/fsm,i — BSV — 0

As known from calculus, for any vector field f with zero divergence, (6.53) is
solvable. Hence, one can always choose the tensor ,,, to be symmetric.

Components of the symmetric tensor y; are called the stress functions.

It is clear that (6.47) has some extra degrees of freedom: on the left hand side of
(6.47) there are six functions connected by the three equilibrium equations, i.e. there
are three functional degrees of freedom; on the right hand side of (6.47) there are six
functional degrees of freedom. Thus, three more constraints can be imposed on .
Of course, these additional constraints should not prevent the functions (6.47) from
covering all possible solutions of the equilibrium equations. It is most convenient to
select the additional restrictions on the stress functions for each particular problem,
using the simplifications related to the specifics of the problem.

Castigliano variational principle for stress functions. The true stress functions
deliver the maximum value to the functional

J(Y) = / e ey aunjd A —
A

— / F* (™™ Y 1) AV (6.54)

14

on the set of all stress functions obeying the boundary conditions

MY 15€™n; = f1 on avy. (6.55)
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This variational principle does not determine the stress functions uniquely, but
this does not affect the uniqueness of the stress state.

One may wonder how to simplify the energy expression, and, thus, the governing
equations by imposing the constraints on the stress functions. Consider an isotropic
physically linear homogeneous elastic body with the complementary energy (6.40).
According to (3.19),

O.ijo.ij — eikleﬁnHka,lneik’l’ejm/nrIﬁk/m,’lln/ _
= (85:8) — 8}8L) (S8 — 81s8m)) Yimn " = 656)

m’

km,l Im,k In,k
= ka,lnw i — 2wkm,lnw 4 wkm,lnw " m’
k k 1 l k k k
of = ("¢ — & &™) Yimun = AYF — Y%,

It is seen from (6.56) that by setting the three conditions
Y =0, (6.57)

we make vanish the last term in the second equation (6.56) and put the last two
terms in the first equation (6.56) into divergence form:

_Zka,lnl/flm’kn + wkm,lnwln’km =
d
— _2@ (d/km,n‘/flm’kn) + (wkm,lwln‘km)

ax"

Thus, they do not affect the equations for 1% .
Up to the divergence terms, the free energy becomes

1 v 2
F*dV = o i kmiIn _ _ © A k dV,
[#av = [ (st - 2 aud)
1% \%

with A being Laplace’s operator. Hence, Euler equations for the stress functions are

L. v .
AW = A =

Note that the divergence terms may contribute to the boundary conditions.

Castigliano variational principle and compatibility of strains. Euler equations
for the functional (6.54) read: in region V/,

IF*
0. (6.58)

ikl jmn
e'tte a,a,,ao_ij

Since the derivatives of F'* are the components of strain tensor
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oF* _
PSR
(6.58) can be also written as
eMe™ g9, = 0. (6.59)

It is proved in differential geometry that these equations are the necessary and
sufficient conditions for the existence of a vector field, u;(x), such that

1
g = E(ui,j +uji). (6.60)

In other words, (6.59) gives the conditions of the existence of a displacement
vector field such that the strain in the deformed state is generated by displacement
from some undeformed state. One says that such strain is compatible.

On the other hand, stresses can be viewed as reactions to the compatibility con-
straints (6.60). Indeed, one can consider the strain in Gibbs variational principle
as an arbitrary field such that (6.60) holds. Then the governing equations can be
obtained by introducing Lagrange multipliers for the constraints (6.60), o/, i.e. by
adding to the energy functional the integral

(1
/ oV (—(ui,j + uj,i) — 8,’j> dv.
v 2

The reader can check that the Lagrange multipliers o/ have the meaning of
stress components. If, instead of (6.60), the compatibility conditions are taken in
the form (6.59), then the corresponding Lagrange multipliers have the meaning of
stress functions.

Two-dimensional plane problems. Castigliano principle for stress functions takes
a considerably simpler form in two-dimensional plane problems because in this case
only one stress function is needed.

Let ) be a bounded simply connected region in a two-dimensional plane, and
x, y be some Cartesian coordinates in the plane. The boundary 9() of the region ()
consists of two parts, d€), and 9€) ¢; the displacement components, u, and u,, are
prescribed on 9(),:

Uy = u;b)(s), Uy = u(vb)(s) on 0,

s being the arc length along 9€), while at 9() s the external force { f (), fy (s)} is
known.
Then Castigliano principle states:
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Castigliano variational principle. The true stresses give the maximum value to the
functional,

J(o)= f [uib) (s) (oxxnx + nyny) + u(yb)(s) (nynx + O’yyl’ly)] ds —
a0,

—/F* (axx, axy,cryy) dxdy, (6.61)
Q

on the set of all functions oy, 0xy = 0yx, and oy, which satisfy the constraints

GUJ_|_80J:()’ MJ_’_MJ

0x dy dx dy
Oxxly + Oxyiy = fr,  Oyny +0oyyny = f, ondldy. (6.63)

=0 inQ, (6.62)

Equations (6.62) mean that there exist functions ®; and ®, such that

oD, oD, oD, 0P,
TS T T T T T T gy T T
Since 0yy = 0y,
b, 9D,
—+—=0.
0x dy

Therefore, there exists a function i such that

oy o
dy ax

Thus, the general solution of the equilibrium equations is

821/, aZw aZw
Oxx = (9_))2’ Oxy = —m, Oyy = W (664)
The function v is called the Airy function. If the components of the stress tensor
are known, function ¥ can be determined up to a linear function of x and y. The
arbitrariness can be removed by setting

_W_ v

y=-"= % 0 (6.65)

at some point C on d€). It is convenient to measure the arc length on 9{) starting
from the point C. The arc length is assumed to increase in a counter-clockwise
direction.
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The boundary conditions (6.63) take a simple form in terms of the Airy function.
They are obtained by substitution (6.64) in (6.63) and taking into account (5.128)
and (5.129):

LRV %y d oy
= G = e = fi (),
ay axdy ds dy
R4 R4 d oy
OyxNy +O'yyl’ly = —T}vm — TXW = —ag = fy (S) (666)

Consequently, the boundary conditions define the value of derivatives of the stress
functions on the contour 9} ;:

% = / fx (s)ds, % = — / fy (s)ds. (6.67)
dy Jdx
0 0

The boundary conditions (6.67) are equivalent to prescribing at d€) the function
Y and its normal derivative:

o _ o av

n +n, .
on *ox "ay

If the surface forces are prescribed on the entire boundary, then the boundary
conditions (6.67) are also reduced to prescribing at the boundary function ¥ and
its normal derivative. To justify this statement we have to check that the boundary
conditions (6.67) written for the entire boundary define a single-valued function .
Indeed, the necessary condition for the correctness of the variational problem in this
case is vanishing of the total force and the total moment:

] 1 ]
/ fi(s)ds =0, / fy (s)ds =0, / (xfy (s) — yfx (5))ds = 0. (6.68)
0 0 0

Here, [ is the length of the contour d{). The first two equations (6.68) mean that
formulas (6.67) define on the contour d{) two single-valued functions dvr/dx and
dy/dy. Consequently, dv/0n and 0vr/ds = 1,0y /0x + 1,0y /dy are also uniquely
defined. Let us find the boundary value of the Airy function, ¥ (s). We have

s s s

_ [ [ (AN (Y ) =
w(s)_/ﬁds_/<8x ds+ay ds)ds_/(axdx+8ydy)_
0 0 0

LAY Y R
B (x—+y—)0 /(xds ax +yds 8y)ds
0

0x dy
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Using (6.66), we obtain

¥ (s) = (x% + y%)

+ / (xfy = yfe)ds. (6.69)
0

s

Here, we take into account that v and derivatives of ¢ are zero at s = 0. Due to
(6.68), formula (6.69) defines a single-valued function ¥ (s) on 9{).

Substituting (6.64) into the functional (6.61), we get the following
Castigliano variational principle for stress functions. The maximum of the func-
tional

d o d o ’yo Py &
/ uih)(s)——w—u(f’)(s)——w ds_/F* _107_ w,_llf dxdy
ds dy : ds ox ay?’  9xdy dx2
Q

Q)

on the set of all functions , satisfying the boundary conditions

dy

Y= fi(s), Ty = fo(s) ondQy
n

is achieved at the true stress function.

Functions f; (s) and f> (s) are calculated from f (s) and f, (s) by means of
(6.67) and (6.69).

Anti-plane problems. The problems in which the component of displacements in
a Cartesian coordinates, u°, is a function of x! = x and x? = y, while two other
components are zero, are called anti-plane problems. In this case, the body is a
cylinder with a cross-section (2, {x, y} € ). In anti-plane deformation, only two
components of strain are non-zero:

u du
2813 = —, £3 = —, ud =u(x, y).
dx ay

Gibbs variational principle. The true displacement field provides minimum to the
functional

du Ju
I(u):/F(—,—)dxdy— fuds
Q ox ay a0
on the set of all u(x, y) obeying the condition
u=u®(s) at Q).

Following the general scheme, one obtains the dual variational principle.



306 6 Statics of a Geometrically Linear Elastic Body
Dual variational principle. The true stresses provide minimum to the functional
/ F*(oy, oy)dxdy — / (ocny + oyny)u(b)(s)ds
Q aQ,
on the set of all fields, oy, o, obeying the constraints

do,  doy .
oty =0 in Q, oxhy +oyny = f(s) on 9{).

In anti-plane problems, the stress function, v, is introduced by the relations

Wy Iy
= —, Oy = ——.
dy 0x

Ox

The dual variational principle in terms of the stress function takes the form:

Dual variational principle. The true stress function provides minimum to the func-

tional
d d d
/ F* <_W __W) dxdy —/ —wu(b)(s)ds
Q dy dx 00, ds

on the set of all functions, Yy (x, y), obeying the boundary condition

dy
15 = f(s) on d{).

In the case when the displacements are given at all points of the boundary, mini-
mum is taken over all functions, ¥ (x, y).

In elasticity theory, there are other boundary value problems of interest besides
those already considered. For example, on a part 3 of the boundary, only one
component of displacement, u' can be prescribed and the “complementary” com-
ponents of external forces, f, and f3, are also given. Then the energy functional of
Gibbs principle will include the integral over X of fous + f3us. The corresponding
changes in the Castigliano and the Reissner principles are straightforward.

6.7 Hashin-Strikman Variational Principle

In this section we formulate Hashin-Strikman variational principle for a linear inho-
mogeneous body. The free energy density of the body is

1 ..
F (&) = EC”kl(x)aijekl.

If the displacements are prescribed on the boundary
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u' =uy, ondV, (6.70)

then the true displacement field minimizes the functional
[
I(u) = ) EC gijerdV (6.71)

on the set of displacements with the prescribed boundary values (6.70). We select a
homogeneous elastic body with the free energy

1 .
Fy = Ecg"’e,»jek,. 6.72)

It is convenient to choose this body isotropic, i.e.
Co' = 108" 8" + 1o (8787 + g"'g’") . (6.73)

Suppose that the quadratic form, F' — Fp, is positive definite:

1 y 1
F—F= > (C’/kl — ECgkl) gjen > 0 forg; # 0.

Then F — Fj can be presented by means of Young-Fenchel transformation:

_ = i .._l il pkl
F — Fp =max | p'¢g; 2 P P (6.74)
pY
where Hyj, is the inverse tensor:
Hyjq (CHm — Cfimm) = 5" 8. (6.75)
Repeating the line of reasoning of Sect. 5.9, we have:
. 1 iju Uit ik —
I(u) = _CO Eijn + = c — CO Eij€kl dv =
v 2 2
1 ijkl ij 1 ij ki
= max EC Eij€kl +p Ejj — 5 ikiP = P dv.
v

Therefore,

M 1 ikl ..
I = min I(z) = min max —Ce e + plg; —
ue(6.70) ) 1e(6.70) pu(x)/v |:2 0 &kl T PEj

1 .
- EszjkI(x)PU Pkli| dv.
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Changing the order of minimum and maximum, we have

. ~ 1 .
[ = max [J (p)— / EHijkl(x)pUpkldV} (6.76)
pY(x v
where
~ . 1 ijkl ij
J(p) = erglglo) 2C gijer + pY(x)e; | dV. (6.77)
ue(6. 1%

Let i’ be the minimizer in the following variational problem for the homoge-
neous body:

. L i
Ey = min =Cy &ijendV.
ue6.70) Jy 2

We present displacements in (6.77) as the sum

ut =i u u oy =0. (6.78)
Then
J(p) = Eo+ / PV + J(p). 6.79)
1%
— 1 l]kl /i ii ;o
J(p)= 14,161361.1718)/‘/ < Co i€ + pJgij) dv, & = U - (6.80)
The term

ljkl
/ o EeydV,

vanished due to the Euler equations for the minimizer, i;, and the zero boundary
conditions for ;. Plugging (6.79) in (6.76), we obtain the following
Hashin-Strikman variational principle. The true energy of the body, I, can be
computed from the variational problem

v . 1 .
I - Eo = max [ f (p’f(x)é,;f - EH,-jmx)p”(x)p“(x)) dv + J(p)] . (6.81)
P L)y
The rest of this section is concerned with determining an explicit form of J(p).
To find an explicit dependence of J(p) on p"/(x) one has to solve the boundary
value problem?

2 Writing (6.82) we used the symmetry of Cy"™" with respect to indices r, s, and therefore
C"Iﬂl‘S — Cmnrxa
0o &rs =Cy ris.
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O (CI™0,us) = =3, p"™"(x),  uy gy = 0. (6.82)

Here p""(x) are assumed to be some smooth functions. If p”"(x) are piece-wise
smooth and have a jump on some surface, S, while u,(x) remain continuous on S,
then additionally,

[Co“ u,s + p™]nk =0 onsS. (6.83)

As usual, [¢] denotes the jump of ¢ on S. To get the solution of the boundary
value problem (6.82) and (6.83) in an explicit form, we have to employ, as in the
scalar case considered in Sect. 5.9, Green’s function, which, for elasticity problems,
is a tensor.

Green’s tensor. Consider the variational problem

1 ) '
/;/ (zcg“”“amuna,us - usf°(x)> dV —  min . (6.84)

ugiug=0at oV
Its minimizer obeys the boundary value problem
0 Co""Optty = — (%), diglav = 0. (6.85)

Let f™(x) be sufficiently smooth, e.g., piece-wise continuous. If we discretize
(6.85), they become a system of linear algebraic equations. Solving this system, we
find the value of i, at each point, x, as a linear function of the values of f™ at all
points of the discretization grid. In continuum limit, &t; becomes a linear functional
of f™ of the form

Iy (x) = / G (x, x) " (xHdV'. (6.86)
%

The kernel, Gy, (x, x"), is called Green’s tensor. The operator of the linear
problem (6.85) is symmetric, therefore its inversion, the operator (6.86), is also
symmetric, i.e.

Gon(x,x') = Gps(x', x). (6.87)

As follows from (6.85) and (6.86), Green’s tensor is a solution of the boundary
value problem,

9,C0" 0, Gy (x, x") = —=8"8(x — x'), (6.88)
Gy(x,x)=01if x €9V. (6.89)
By 8(x — x’) we mean the delta-function in three-dimensional space:

S(x — x") = 81(x; — x))81(x2 — x3)81 (x3 — x3),
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where 61(£) is the usual “one-dimensional” delta-function of one variable, and x;,
x! the components of the vectors, x and x’, respectively.

The §-function in the right hand side of (6.88) causes Green’s tensor to have a
singularity at x = x’. To find the character of this singularity we solve (6.88) in the
case of unbounded region.

Green’s tensor for unbounded region. We are going to show that Green’s tensor
for unbounded region is

1
Gy(x,x') = 3-4 s s 6.90
((x, x7) 1671“0(1_‘}0)')6_)6/'(( Vo) &st + Nshy) ( )

where o and vy are the shear modulus and Poisson’s coefficient of the homoge-
neous elastic body, and 7, the unit vector:

Xy — X,

(6.91)

ng = .
s |)C — /|
For a bounded region, Green’s tensor is a sum of the tensor (6.90) and a tensor
that is bounded as x — x'.
Green’s tensor for unbounded region can be found by applying to (6.88) Fourier
transformation. First, we recall the basic features of Fourier transformations.

Fourier transformations. By Fourier transformations of a function, u(x), one
means the function of a “dual variable,” k, defined by the relation

u(k) = / u(x)e " @, (6.92)

Here k - x means the scalar product of two three-dimensional vectors, k and x, and
the integration is conducted over the entire three-dimensional space. As is often
done in physical literature, we keep for Fourier transformation of function, u(x),
the same notation, u, but with the other argument, k. This emphasizes that u(x) and
u(k) are different presentations of the same function. Both u(x) and u(k) can be
complex-valued. Integral (6.92) is converging if u(x) decays at infinity fast enough.
In this case, it can be shown that formula (6.92) can be inverted and yields

u(x) f u(k)e’** d’k. (6.93)

T @n)

Besides, for any two functionals, u(x) and v(x), which decay fast enough at
infinity, an important Parseval’s equation holds:

f u(HV*(x)d3x = / u(kyv*(k)d’k. (6.94)

@2n)y

We are going to apply Fourier transformation not only to fast decaying func-
tions but also to the generalized functions, like §(x — x’), in (6.88). This is not
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an elementary step, and we just mention here that Fourier transformation can be

extended to the generalized functions. In particular, for the delta-function one has to
use the following formal rules:

8(k) = / S(x)e 3y =1, (6.95)

§(x) = / e . (6.96)

@2n)}

Parseval’s equality (6.94) holds not only for fast decaying functions, but also
for functions u and v, one of which is generalized, and another one is “usual” (fast
decaying). Note that (6.93) and (6.94) can easily be obtained using (6.95) and (6.96).
For example, multiplying (6.92) by e’** and integrating over k we have

/ u(k)eik-xd3k — / u(x/)efik-x,d3x/eik-xd3k — f M(.X,) / eik‘(X*X/)d3kd3x/
= / u(x2r)8(x — xNd*x' = @n)u(x).
For a fast decaying function, u(x), Fourier transformation of its derivatives

us(k):[—au(x)e’ik“d%

dax*
is computed in terms of u(k) by integration by parts:

_ i —ik-x g3 .. __ - —ik-x j3.. __ -
uy(k) = u(x)a -e d’x =ik | u(x)e d’x = iksu(k).
xb

The same formula remains true for generalized functions.

Derivation of (6.90). Denote by G, (k, k') the Fourier transformation of Green’s
tensor:

Gk, k') = / Go(x, x")e " C =KDy a3y, (6.97)

The sign at k" is chosen for convenience. Due to the symmetry of Green’s tensor
(6.87), its Fourier transformation possesses a symmetry:

G_y](k, k/) — /GS;(X, x/)e—i(k»x/_k/.x)d3xd3x/

= / G(x, xXNe 'Kk Pr Py = G(—k', —k).  (6.98)
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Multiplying (6.97) by ¢'**=¥*) integrating over k and k" and using (6.96) we
obtain the inversion of (6.97):

/ Gk, KN ** KD Pradk’ =
:/Gn(j,)~C/)e—i(ko‘c—k’»x’)dsidsi/ei(k-x—k/~x/)d3kd3k/:
- / Gy (%, &)e* D+ E=D Brdk dPzd® =

2r)° / Gy (%, X)8(x — )8(x' = XY 2’5 = 2n)° Gy(x, x) (6.99)

To find Gy, (k, k') we multiply both sides of (6.88) by e/®*~%*) and integrate
over x and x’. Since

/ S(x’ — etk KD PPy = / e KT By — 23 Sk — k')
and
/ anaert (X, X/) eii(kIX7k/-x/)d3xd3 I =

= / Gy, (x, x') 0, 0,e XKD BBy = —kk, Gy (k, k’) ,

we obtain for Gy, (k, k') a system of linear equations:

Co" krknGr (koK) = @) 878 (k — K') . (6.100)

mnrs

In the case of an isotropic body, when C§"" are given by (6.73), these equations
take the form

(o + o) K"K Gy (k, K') 4 po |kI* G (k, k') = 2m)* 878 (k — k') . (6.101)
Here
k> = Kk,

Contracting (6.101) with k,,, we get

k
(ko +2110) k* Gy (k, k') = 2)? ﬁa (k=K.

Plugging this result back in (6.100) we finally obtain
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27 [ A Kk
Gk, k') = (27) : (5; _ Mot Ho 2’) 5 (k—K). (6.102)
o |k ho+2po |k

Obviously this tensor obeys the symmetry condition (6.98). Green’s tensor in
x-coordinates is obtained from (6.99):

1 1 A k'k : ,
Gst (‘x’ x,) = 3 / ) <gs‘l - M_ZZ) etk-(x—x )dsk. (6103)
(2m) Mo |k| Ao + 210 |k|

The integral here can be computed explicitly. We have

1 ikt 33 OO i(v-n)plt| 2
We d’k = e dod“v, p=|k|.
0 N

By v and n we denote the unit vectors: v = k/ |k|, n = 7/ |t|, and by d*v the
area element on the unit sphere, S. Changing p by p/ |t| we obtain

1
/ _2€1k-rd3k _ i
|k| Il

[o¢]
c =/ fei(“‘")pdpdzv.
o Js

Choosing n to be the north pole of the unit sphere, S, and 6, ¢ to be the spherical
coordinates, we can write

2. .
/ei(v-n)PdZU — /‘ﬂ/ " eipcoseded(p — 271 /ﬂ eipcosﬁdcose — 47 Slnp.
0 0 0 p

Since?

where c is a constant,

.
t
/ A 4o = Zsent, (6.104)
o P 2

we obtain
B .
c= f / VP dpd*y = 272, (6.105)
0 S

So,

3sgnt:lfort>O,sgnt:0f0rt:0,sgnt:—1,f0rt<0.
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1 272
/—2e””d3k =T (6.106)
Ld IT|

Comparing (6.106) with (6.93), we conclude that the Fourier transformation of

1/47 |x|is 1/ |k|*.
To find the integral

1 . & :
/kak,elk'rd3k:/ /‘vsvtel(v'")p‘fldpdzv,
0 S

we change the variable, p — p/|7]|, to obtain

1 . 1
—kok,e*TdPk = — N, 6.107
/|k|4 e N (6.107)

where the notation is introduced

o0
N, :/ /vsvtei(”‘")‘)dpd%.
o Js

The tensor, Ny, is a function of the unit vector, n,. A general form of such
dependence is

Ny = agy + Bngn;. (6.108)

To determine the values of the constants @ and 8 we contract (6.108) with g%’
and n'n’ to obtain a system of two linear equations with respect to & and f:

o0
3a+B=N'= / f e dpd*y (6.109)
0 S
a4+ B = Nyn'n' = f / v -n)? P dpd?. (6.110)
0 S

According to (6.105), the right hand side in (6.109) is 2772, The right hand side
in (6.110) is zero. Indeed,

o0 o0 T
/ /(v 0?2 VP dpd®y = 27 / / cos? 0e'” % sinfdbdp.  (6.111)
0o Js o Jo

Changing the variable of integration, 8 — ¢, t = cos 6, we have for the integral
over 0,



6.7 Hashin-Strikman Variational Principle 315

T 1
/ cos? 067 sin0do = / et dr =
0 —1

1 1 . 1 o
1 t
f tzcos,otdtz—/ 2d sin pt = Smp-z/ MOl (6.112)
-1 P J-1 14 -1 P

Integrals over p of both terms in the right hand side of (6.112) are equal due to
(6.104). Therefore, the integral (6.111) is zero. Then, the solution of (6.109) and
(6.110)isa« = —B = 2, and

Ny = 7% (gt — ngny) . (6.113)
Collecting the results, (6.106), (6.107) and (6.113), and using the relation

botio 1 (6.114)
do+2umo  2(1—w)’ '

we arrive at (6.90).

Explicit form of J(p). We are going to show that the functional J(p) (6.80) can be
written in terms of Green’s tensor, as

aG, i i / j /
J(p) = / / TG ) im0y ik () 4 p () pI¥ ()

" oxkgxm
—2p"(x)p* (")) dvav'. (6.115)

The derivation of (6.115) is similar to that of the scalar case given in Sect. 5.9.
First, we consider smooth functions, p'/(x). Then, from Clapeyron’s theorem (5.47),

1 N
J(p) = —/ u; ;pldv, (6.116)
2 Jy

where u; is the solution of the boundary value problem (6.82). According to (6.85),
this solution can be written as

9 Jk (!
u[(x):/ Gy, x) L @D v, (6.117)
v dx'k

Green’s tensor has an integrable singularity, 1/ |x — x'| . Replacing ap/*(x") /ax™
by a(p/*(x") — p/*(x)) /ox™ and integrating by part, we have

ui(x) = _/ % (p*(x"y — p*(x))av’. (6.118)
174 X

If we differentiate (6.118) over x™; then the singularity is still absolutely inte-
grable; therefore, the differentiation is possible. We get
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, 2G(x. X'
ui(x) _ [ TG XD ik ey~ pik)) av. (6.119)
Vv

axm dxmox’k
Derivative with respect to x™ of the last term in (6.118),

ik
:/ Gi(x, x)nj( xNdA pJ (x)’
av

aG i(x, x’ ap’*
/ /(x x)dvf P (X)
1%

ax' ax™m

is equal to zero because G;;(x, x’) = 0 for x’edV.
From (6.116) and (6.119),

J(p)=—5 / / ’ ai’j,(; ) P (P — pF))dvav'.  (6.120)

The symmetry of Green’s tensor yields a symmetry of its derivatives:

BZG,-j(x,x/) B 92G7 i (x, x)
axmax’k T gxkgxm

(6.121)

Let us change in (6.120) i <> j, m <> k, x <> x’. We obtain

J(p) = —= / / PG ) e (P™(x) — p@N) dvay'.  (6.122)

/ka m

Summing up (6.120) and (6.122) and using (6.121) we arrive at (6.115).
Now let p'/(x) have a discontinuity on some surface, S. As in the scalar case of
Sect. 5.9, one can show that the minimizer of the variational problem,

1 .
/ 2C”kla u;opudV — /O’,’uldA —  min , (6.123)
v s

wu=0at oV

where minimum is sought over all functions u(x) vanishing on 9V, is given by the
formula

Mi(x)=/Gij(X,x/)oj(x/)dA/.
s

Therefore, the solution of the boundary value problem (6.82) and (6.83) is

_ apt(x') N ik /
ui(x) = | Gy(x,x x") dv' + Gij(x,x)[p ]nde.
v dx'k s
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That yields, after integration by parts, (6.118). For any point, x, which does not
belong to S, we may differentiate (6.118) to obtain (6.119). After that the derivation
of (6.115) proceeds in the same way as for smooth p'/(x).

The case of negative F-F. If the constants, A and ¢, are so large that

1 , ..
Fy— F = 3 (Cgkl — C”kl) gjen > 0 fore; # 0,

then, denoting by Hyy, the inverse tensor for Cgkl — CUk
ijkl jjkl
Hy (€3 = ™) = 8" 57",
we can write

. 1 .
Fy — F = max |:le81‘]‘ -5 ijklpljpkli|

pl
or
_ — mi l ikl _ ijg
F F()—IIllIl Hyklp p PUEj)-
pY 2
Then
Cmin [ 1Yoy oo Yy i i
I(u) = min Cy ¢ijen + = Hyjup” p pej|dV
pY \% 2 2
and
I = min I(x) = min l1T17i‘1<117ijpkl+.7(p)
ue(6.70) pi LSy 27
where

j(p) = min lCijklsi'sk;—p"js,-A dv =
ue6.70) Jy, \ 20 7Y v

= Ep— / p&;dV + J(p),
\%4

J(p)= mi —Cy ee — pe; ) dV.
(p) ugn(ﬁl.%lS)/;/ (2 0 8U8k1 p 8lj

Formula for J(p) (6.115) remains unchanged, since it is invariant with respect to
the substitution, p”/ — —p'/. We arrive at the following
Hashin-Strikman variational principle. The true energy of the body, I, can be
computed from the variational problem
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. , 1 N
T=go=min| [ (3"t =ty )av + 100
prx 1%

The variational principles formulated hold for any choice of the parameters, C g M

6.8 Internal Stresses

Elasticity theory considered in the previous sections was based on the assumption
that there exists a global stress-free state of the body. The displacements in that the-
ory are the displacements from the stress-free state to the deformed state. There are
situations for which such an assumption is not physically adequate, though “elastic-
ity,” the way in which energy depends on strains, still holds. Consider, for example,
a polycrystal. In general, even for zero tractions at the boundary of the polycrystal,
the stresses are not zero: if we cut off a grain and set it free, it deforms into a
free-stress state. Moreover, if we cut the polycrystal over all grain boundaries and
let each grain to deform to a stress-free state, then, in general, the unstressed grains
cannot be put together to form a continuous body without gaps and overlapping.
This motivates a modification of the previous theory, which we consider first within
a general nonlinear framework and then make simplifications specific to geometrical
linearity. We begin with an example.

Consider a stress-free material (matrix) with a cavity (Fig. 6.2a) and a piece of
other material (inclusion). The inclusion is shown in its stress-free state in Fig. 6.2b.
After some deformation of the inclusion it fits the cavity. We put the inclusion into
the cavity and glue it to the cavity surface (Fig. 6.2d). We obtain a material with
nonzero stresses: the matrix is unstressed, while the inclusion, being deformed,
has nonzero stresses. To keep such a system in equilibrium, some forces must be
applied at the interface surface. If the external forces are removed, then the system
comes to a new equilibrium state (Fig. 6.2e). The stresses in this state are nonzero.
They are usually referred to as internal stresses. The example considered provides a
physically adequate model for various defects in solids: precipitates and inclusions
of various nature, voids, vacancies and interstitials in crystal lattices.

[ 1 | —| [
/b /ilcl/ di

(T

Fig. 6.2 Internal stresses
caused by inclusion
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Fitting this example to the general continuum mechanics scheme, we can identify
the current state with the state in Fig. 6.2e and the initial state with the state in
Fig. 6.2d. There is a displacement field which transforms the initial state into the
current state. The initial state is not, however, stress-free. To have a stress-free state,
we have to cut off the inclusion. That yields the stress-free states of the two pieces
(Fig. 6.2a and b). These two pieces cannot be put together without overlapping. To
characterize the transition from the initial state to a stress-free state quantitatively,
first we introduce a Lagrangian smooth coordinate system, X¢, in the initial state. It
can always be chosen Cartesian. The metric tensor in the initial state we denote as
before by g,,. Cutting off a small piece of material in the vicinity of point X and its
unloading lead to deformation to a stress-free state. The metric tensor in the stress-
free state differs from g,,, and we denote it by g’,. In our example, g¥, coincides
with g, inside the matrix, and differs from g,; in the inclusion. The deformation
occurring in the transition from the initial to the stress-free state is characterized by
the tensor

*

Eap = (g:;b - éo'ab) .

N1 —

It is called eigen-strain tensor, or just eigen-strain. In general, the eigen-strain,
gx,, cannot be obtained by a smooth displacement field from the initial state. One
says that the eigen-strain is incompatible.

Since g, corresponds to a stress-free state, the elastic strain tensor is

1
el = 3 (8ab — &3p) -

Here, g, is the metric tensor in the current state,

_ iJ i ax'(X)
8ab = 8ijXqXp > Ao = axe

x(X) being the position of the particle X in the current state. As before, the total
strain, &4, 18, by definition, the strain associated with the transition from the initial
to the current state:

1 .
Eab = z (gah - gab) .

Obviously,

(e) *
Eab = Sab + Sab‘

The total strain is compatible, the elastic strain and the eigen-strain are not.
A typical problem of the internal stress theory is to find the stress field if the
eigen-strain field is known. The internal stresses can be found from the following
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Gibbs variational principle. The true internal stress field provides minimum to the
functional

I = f F(e“)dV,

over all particle positions in the current state.
In geometrically linear theory,

(e> —

] (a,uj+aju,—g;)

N|~

Therefore the functional simplifies to

1:/ F(l(a,-uj—}-ajui—g;k-))dv.
v \2 ’

The tensor g;: is compatible if there exists a vector field, u}(x), such that
g = 0iu + d;u;. (6.124)

The vector field, u}, can be interpreted as a displacement field from the initial to

the stress-free state. If F¥ (e(e)) has the only minimum for zero séeb), and stresses

IF(ef)

ij_
o T 0e©
lJ

’

are zero for sgf) = 0, then the minimum is achieved for u; = u7, i.e. in the stress-free
state. Internal stresses appear only for incompatible gj]‘
In physically and geometrically linear theory,

F(g(@)) ljklgl(je)gl(j)

To obtain the dual variational principle in this case, we present F (8(6)) as

. 1 1
F(S( )) = max( 2 (8 Uuj +0; jui — g;) 2C’(]k]1)alja )

Following the general scheme we arrive at

Dual variational principle. The true stress state of the body provides minimum to
the functional

1 1
sz Zc;k,”auak’dVH(a), l(o) = E/ o grdV, (6.125)
|4



6.9 Thermoelasticity 321
on the set of all stress fields obeying the constraints

do't ) y
— =0 inV, on; =0 ondV. (6.126)
dx/

If gl’; are compatible, i.e. (6.124) holds, then /(o) = 0 due to (6.126), and the
minimizing stress is zero.
As we discussed in Sect. 6.6, in order to be compatible, g;"j must satisfy (6.59):

eiklejm”(?l&ng;‘j =0.

Therefore, the tensor
ij 1 ikl jmn *
ne = ze e alangij
is a measure of the incompatibility of the eigen-strain.
The linear functional, /(o), can be expressed in terms of 1"/, if we eliminate
stresses by introducing the stress functions, ¥;. Plugging in [(o') (6.125) the expres-

sion of stresses in terms of stress functions (6.47), integrating by parts and assuming,
for simplicity, that g and their derivatives vanish at the boundary, we have

1 i, 1 I
() = —/ o' gidV = ‘/ e e Y 1585dV 2/ Yimn " d V.
2 Jy 2 )y / %

Denote by F (Y ) the function which is obtained from 3C i(jzll)a"j o when

one replaces the stress tensor o/ by its expression in terms of stress functions,
e'M e 1. We obtain

Dual variational principle for stress functions. The true stress functions provide
minimum to the functional

J(p) = / F(Win1)dV + f Ve " dV
4 4
on the set of all stress functions obeying the boundary condition
eikle""slﬂkmyl.;nj =0 ondV.

Here the incompatibility measure, n*", is assumed to be known.

6.9 Thermoelasticity

In the previous consideration temperature was assumed to be the same in the de-
formed and undeformed state. If the temperature changes from the initial value, Tj,
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in the stress-free state to a value, 7', in the deformed state, then some additional
stresses develop caused by the temperature difference, T — Tj. Accordingly, an
interaction term between the strains and the temperature difference appears in the
free energy. In linear theory, expanding F (8[ i T) in Taylor series with respect to
small &;; and T — Tp, we get

F (&1, T) = Fo(T) — B &;; (T — To) + Ecuklgijskl

where Fy(T) is the free energy of the undeformed material. Then the stresses are

. OF y N
ol = = CiMegy — BI(T —Tp). (6.127)
8,']'

The meaning of the coefficients %/ is simple: —B% (T — Tp) are the stresses de-
veloped in a homogeneous deformation of the material clamped at the boundary.
For isotropic materials, —8"/ = Bg". Usually, 8 > 0, i.e. the material is under
compression, when temperature raises, and under tension when temperature dropes.
One can introduce the temperature expansion coefficients, «;;, by the relation:
Ejj = O (T—To) Whenaij =0.
From (6.127)
_ 1 pkl

ojj =CiuB.

In case of isotropic body,
ol = pef gl 4+ 2ue — BgU (T — Tp).

Therefore,

p

Qij = &8ij, WZM,

and the free energy of isotropic thermoelastic body has the form
1 . .
F (sij, T) = Fo(T) + 5)\ (el’»)2 + ueije — Gr+2p) o (T — Tp) 8,’5.

In general case of anisotropic body, the free energy of the thermoelastic body can
be written as

1.
F(g;.T) = EC’J“ (g1j — i (T — T0)) (ers — s (T — To)) + Fi(T), (6.128)

where
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1

Fi(T) = Fo(T) — >

Cijkl()(ijolk] (T — T0)2 .
Comparing the free energy of thermoelastic bodies (6.128) with the free energy of
elastic bodies with internal stresses (Sect. 6.8), we see that the thermoelastic body is

a special case of elastic bodies with internal stresses when the eigenstrains are equal
to a;; (T —Ty).

6.10 Dislocations

Elasticity theory gives an adequate description of internal stresses caused by defects
of perfect crystal lattices. In such modeling of a discrete system, the displacement
field of a continuum is viewed as a smooth extrapolation of the displacements of the
nodes of the crystal lattice. In this section we consider variational principles for the
internal stresses caused by one type of the crystal defects, dislocations.

The mechanism of plastic deformation in crystals (at not very high temperatures)
is as follows. Let a shear force is applied to a crystal (Fig. 6.3a).

If the force is small, the crystal lattice is just slightly deformed. If the force is
large enough, it can cause an irreversible deformation of the crystal which remains
after unloading (Fig. 6.3b). To move a crystal to state b from state a would require
a very large force. However, such transformation can be achieved by a smaller force
if a defect is introduced in the crystal, a dislocation, shown in Fig. 6.3c. When this
defect passes the crystal, the crystal is transformed from state a to state b. The crys-
tal lattice is deformed in a vicinity of dislocation. Thus, there are internal stresses
in the body. We are going to formulate a mathematical problem describing these
stresses.

As the initial stress-free state we take the perfect lattice. It is assumed to be mod-
eled by some elastic continuum. It is shown in Fig. 6.4a. There is another stress-free
state obtained as a result of plastic deformation (Fig. 6.4b). The total displacement,
u;, of material particles from state a to state b has a discontinuity on a slip plane ).
The jump of displacements, b; = [u;] is constant on (). It is called Burgers vector.
The Burgers vector is tangential to the slip plane (). The magnitude of the Burgers

a b c

Fig. 6.3 A mechanism of plastic deformation in crystals. The grid nodes corresponds to positions
of atoms
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b b
—> —>
Q Q

a b c

Fig. 6.4 Continuum model of a dislocation

vector is equal to the interatomic distance. In the intermediate state from a to b, the
state with a dislocation, the displacements have a jump on the slip plane ) shown
in Fig. 6.4b.

The transition from state a to state b results in some plastic deformation. This
plastic deformation is compatible: there is a displacement vector, uf” ), from state a
to state . Assuming the geometric linearity, we can write

) (p)
w1 fou”  ouf
g ==-—+ . (6.129)

v 2\ ox/ dx!

(

The plastic displacement vector, u i” ), is discontinuous. For example, for the case

shown in Fig. 6.4b,
u(lp) =b0 (x, — h), u(zp) =0

where 6 (x,) is the step function. Thus
» _ 1
gy = Eb(S (xp — h), (6.130)

while all other components of the plastic strain tensor are zero. As we will see,
for a state with dislocations one can introduce plastic strains, but they will not be
compatible, i.e. there are no plastic displacement fields satisfying (6.129). The total
displacements, i.e. the displacements from the state a to the state ¢ do exist and have
a jump on ().

Generalizing this picture, we consider an elastic body which contains a surface
), on which displacements have a given jump,

b =ut —u;. (6.131)



6.10 Dislocations 325

The signs, &, mark the values at the two sides of ). The Burgers vector, b;, is
tangential to () and its magnitude is equal to the interatomic distance.* The crystal
lattice remains perfect inside (); however at the boundary of (), T, the positions of
the atoms are far from the position of the perfect lattice. The distorted region can
be viewed as a thin rod with the central line I'. The material inside the rod is in a
state similar to the state of a melted crystal. I is called the dislocation line, or just
dislocation.

Modeling the slip plane by a mathematical surface, (), and the dislocation by a
curve, I', make sense, because we are going to consider the stresses far away from
the dislocation. The numerical simulations of crystal lattices have shown that such
an approximation fails to predict the correct stress field only in a small vicinity of
the dislocation line of the size of a few interatomic distances.

So, the only difference from the usual elasticity theory is to allow the displace-
ments to have a given jump, b;, at some surface, (), with the vector, b;, tangent
to that surface. To accord this kinematic picture with the theory of the previous
sections, we note that the initial state is identified here with the stress-free state.
Usually, () is a plane or piece-wise plane surface, and the vector, b;, is constant on
Q). However, in further consideration this is not essential, and the surface () can be
viewed as an arbitrary smooth surface. The constancy of b; would cause a stress state
with singularities at I'. In order to avoid singularities, the jump of displacements
could be smoothed from a constant value, b;, inside () to zero at I'. Smoothing
should be made only in a small vicinity of I" on the order of the interatomic distance.
This region can be viewed as corresponding to the dislocation core.

Note that the “true” difference of the displacements on the two sides of the slip
surface “in a crystal” is equal to the Burgers vector plus a small vector on the order
of elastic strain. Such correction is negligibly small and will be ignored.

In physically and geometrically linear theory the internal stresses caused by a
dislocation is determined from
Gibbs variational principle. The true displacement field of an unloaded crystal
provides the minimum value to the functional

[ 1
I(M):/ -CY s,-jskldV, Ejj = —(Biuj+6ju,~),
v 2 2
on the set of all displacement fields with a prescribed jump on ) (6.131).
Since, according to (6.131), the variations of displacements are continuous on (),

[6u;] =0,
(remember that [¢] denotes the difference of the boundary values of function, ¢, at

the two sides of discontinuity surface, [¢] = ¢+ — ¢ ™) the minimum is achieved at
the continuous surface forces at ) :

4 There are crystal defects, of which the magnitude of Burger’s vector is not equal to the inter-
atomic distance. They are called partial dislocations and not considered here. Partial dislocations
possess an additional energy distributed over the slip surface.
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iy . —
[cY]n; =0.

3

For definiteness, the normal vector on () is chosen directed from the side “—" to
the side “+”; in addition, the positive direction on the contour I is taken in such
a way that moving along I" in positive direction one sees the surface () on the left
(Fig. 6.5).

If some external surface forces, f;, act at the boundary of the crystal, the func-
tional to be minimized changes to

1. :
I(u):/ -cv"’g,»jsk,d\/—/ fiu'dA. (6.132)
\%4 2 A%

Let us construct the dual variational principle. Following the general scheme,

min I(u) =
ue(6.131)

N 1 .
= min max / o'u; ——C;Akll)o”ok’ dV—/ fiu'dA
ue©.131) oii | Jy 2°Y av

= max min / (0n; — fi)uidA+/(a',’njui’ — o njui)dA
o ue©.131) | Joy o

.. 1 ..
—/(a,a'-/)u,-dv —/ Eij;,l)a’-’akldV] (6.133)
\%4 \4

Changing the order of minimum and maximum in (6.133), replacing u;" by u; + b;
and using the arbitrariness of u; in V and on 9V and u; on (), we obtain

Dual variational principle. The true stress state of the body with a dislocation
provides minimum to the functional

1)

s

Fig. 6.5 Notations for a 4
single dislocation =
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L/

1 .
J(o):/ Ec.<;,1>aua’darvJrl(a), (6.134)
Vv
z(a):/ai-fn,b,-dA (6.135)
Q

on the set of all stress fields obeying the constraints

doti , , )
L, =0 inV, [oYnj=0 on), o"n;=f" ondV. (6.136)
ax/

The boundary values of o'/ are, in principle, different on the two sides of (),
but it does not matter which boundary values are used in (6.135) because o/ n ; are
continuous.

As we discussed in Section 6.1, the energy functional /(u) has the meaning of
averaged micro-Hamiltonian. Its minimum value, denote it by H, depends on the
position of dislocation. Derivative of H with respect to that position is called the
force acting on dislocation. If H takes the minimum value for some dislocation
position, the force is zero, and the system is in equilibrium. Let us find the force.
According to (6.133),

H = —oer(%-l]rémj(a). (6.137)

To find the variation of H caused by an infinitesimally small variation of the disloca-
tion line, we note that, though the stresses depend on the position of the dislocation,
and the stress variations are not zero, these variations do not contribute in § H be-
cause the variation of J(o) with respect to stresses is zero. This is quite similar to
the differentiation of the minimum value of a functional with respect to parameters
(Section 5.13). Thus, to find the variation of H, one has to find the variation of the
linear functional, /(0), caused by the variation of I". We consider infinitely small
displacements of I" which lie in the tangent plane to ) : for such displacements
no change of volume occurs during plastic deformation. In general, dislocations
can move in the direction normal to the slip plane as well, such motion is called
climbing. However, for such motion the atomic half plane, bounded by the dislo-
cation line, shrinks or grows and, accordingly, consumes or emits vacancies and/or
interstitials. The proper energy balance for such case should include the contribution
from additional fields describing vacancies and interstitial, and we do not dwell on
this issue here.

Let v’ be the unit vector orthogonal to I" and to the normal vector of the slip
plane, n'. Vector v’ looks outside €. Denoting by §v the displacement of I in the
direction v/, we have from (6.135) and (6.137),

8H = —/a"f'n,b,-auds. (6.138)
r

The expression
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f = —Gijl’ljb,'

may be interpreted as the component of the force acting on the dislocation in the
direction of V',

An additional analysis shows that out of slip plane displacements at some point s
do not involve the volume change (or, in physical terms, the flux of vacancies and/or
interstitials), if the Burgers vector of the dislocation is tangent to I" at this point. In
this case, n; in (6.138) is the normal vector to the increment of the slip surface.
Thus, if 8x' is the virtual displacement of the dislocation line with the magnitude
8v, then n’ = e¥*§x 7, /8v, 7 being the tangent vector to I'. Hence, the force is

ik s
Jm = —0""biepyT’.

This formula makes sense only if b; = bt;. Therefore, in particular, the spherical
part of the stress tensor, pressure does not contribute to the force.

The relations obtained hold for a set of dislocations as well: this case corresponds
to the slip surface, (), consisting of several disjoined pieces.

6.11 Continuously Distributed Dislocations

Crystals contain a huge number of dislocations. A typical total length of disloca-
tion lines is on a cosmic scale: about 10'* m in 1 m3. Therefore, it makes sense to
consider a continuum theory which mimics some features of dislocation networks.
Remarkably, it can be done in such a way that the continuum theory transforms in
the theory of single dislocations presented in the previous section by concentrating
the continuum characteristics of dislocation networks on dislocation lines. In this
section we describe this continuum theory and the corresponding variational princi-
ples.

Plastic strains. Let us introduce the §-functions associated with the slip surface,
Q). We will need the usual three-dimensional §-function, which we denote here by

83(x):
83(x) = 6(x1)8(x2)d(x3),
the §-function of )

5(Q) = / 83(x — x)dA,
Q

and §-function of I"
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s = /53(.X — xr)ds.
r

Here xq and xp denote the points on () and I', respectively.
These § — functions are linked by Kunin’s identity:°

Mo (n8(Q)) = t/8(D). (6.139)

Each dislocation causes some plastic deformation of the crystal. We are going to
motivate the following formula: a plastic strain, associated with a dislocation, is®

e = bin Q). (6.140)

Indeed, by plastic deformation one usually means the residual deformation,
which remains in material after unloading. The residual deformation is measured
using the values of displacements at the boundary of the material. Let loading of
the material from a stress-free state create a dislocation inside the material. After
unloading the displacements at the boundary are not zero due to the presence of the
dislocation. By displacements we mean here the displacements from the state that
corresponds to the perfect lattice. We define the plastic strain of a specimen in terms
of the boundary values of displacements as

1
el = —/ ugn jdA. (6.141)
VI Jay

For example, if there is just shear of the two sides of the boundary, S; and S_,
like the one shown in Fig. 6.6, then the only non-zero component of the displace-
ment vector at the boundary is u;, and (6.141) yields a meaningful result: all the

components of plastic strain are zero except 8512))1

5 Indeed, for any smooth function, ¢(x),
/(p(x)ejklak(nl‘s(ﬂ))dSX = —// ak‘/’(x)ejklnzts(x —Xg))d3di
Q
=— [ dpxa)emdA = — | orpxa)er]ridA
0 o '

9 . . . .
= —/ —(pso‘ﬁrédA = —/ V(pe*ri)dA = —/(ps"‘ﬁv,groftds :/(pr/ds.
o 9P Q r r

Here we used (14.10), (14.13), (14.37), (14.28) and (14.21).
6 This formula transforms into (6.130) for the special case of Fig. 6.3b.
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Fig. 6.6 Notation to the 2 n
motivation of formula (6.141) ut T
s
N
S
; i
H
— S

Another point in favor of the definition (6.141) is that, for a homogeneous defor-
mation inside the specimen, u; = a,-jxj , the integral in the right hand side of (6.141)

is equal to ag;;) (due to the divergence theorem (3.89)), as it should be.

Let the specimen contain a dislocation with a slip surface, (). The strains in-
side the specimen, by assumption, can be computed within the framework of linear
elasticity. The elastic moduli are assumed to be constant over the specimen. We are

going to show that the plastic strain of the specimen (6.141) is equal to

&P —
z/ |V| f b(lnDdA

We have from (6.141):

1 1
(p)
SUP v (/ ugnjdA —f b(,'l’lj)dA) + Vi /Qb(inj)dA

; bin;dA.
IVI/ (J) |/ ()]

The first integral in (6.143) is equal to

oV =l [ otav.
|V|/ tepdV =y ),

On the other hand,

/ledef b nxldA,
1% av

because, due to momentum equations,

(6.142)

(6.143)

(6.144)

9 ks 9 ks 9 1
/ a"snsx’dA:/ G / Y oIl dv:/a"’dv.
1% Vv dx* 174 dx* dx* Vv
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The presence of a surface of discontinuity, (), does not change the result because
o*$ny are continuous on (). Since at the boundary the surface force is zero, so does
the volume average of the stress. Thus, the integral (6.144) is zero, and (6.142) holds
true.

So the plastic strain of a body with a dislocation is given by (6.142). This formula
can be written as the volume average of functions (6.140):

1
g = — / ban js(Q)dV. (6.145)
ViJv

This relation holds true when () consists of several disjointed pieces, i.e. for a set
of dislocations. So, if we associate with each dislocation the plastic strain (6.140),
then the total plastic deformation of the specimen is the volume average of “local”
plastic deformations (6.140). That shows a feasibility of (6.140).

Plastic distortion and dislocation density tensor. The volume average of the char-
acteristics of dislocation networks (6.140) is the macroscopic plastic strain. If we
construct a theory of internal stresses in which sgp ) can be smooth functions, ad-
mitting a limit transition to the §-function (6.140), we embed the case of discrete
dislocation in a continuum theory. At first glance, we can take the smooth func-
tions, ag»p ), as the primary characteristics of dislocation networks. Here, however,
we face a difficulty. Plastic strain (6.140) depends on the slip surface, (). The
slip surface is determined by the history of dislocation motion. Thus, the plas-
tic strain depends on the history of motion. The physical state of the material
is affected only by the current positions of the dislocations (if dislocations move
slow). Therefore, there should be no dependence of thermodynamic functionals on
plastic strains. The first gradients of plastic strains do not help: they are history-
dependent as well. The resolution of this difficulty is the following: instead of plastic
strain, one introduces the plastic distortion as the primary characteristics of plastic
deformation

Bij = binj6(A1). (6.146)

Plastic strain is the symmetric part of the plastic distortion,
(p) _
&y = Bup-

Plastic distortion contains three additional degrees of freedom, the plastic rota-
tion, B;;1. Now one can form the characteristics which are history-independent and
associated only with the current position of the dislocation line:

o = Mo B (6.147)

l
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Indeed, due to the identity (6.139),

a = bt/ s(). (6.148)
Tensor o, is called the dislocation density tensor.”

The plastic distortion and the dislocation density tensor can now be taken as con-
tinuous. In the special case (6.146), we return to the kinematic relation for discrete
dislocations (6.148).

The dislocation density tensor obeys the identity

ajaij =0.

It follows from (6.147).
The dislocation density tensor can be interpreted as a measure of incompatibility

of plastic deformation: according to (6.147), &/ = 0 if and only if there exists a

smooth field of plastic displacements, u(p )

gradient of plastic displacements:

, such that the plastic distortion is the

(p)
ﬂij = 6jui .

In case of dislocations, a;i # 0, and the plastic displacements, uf"’ ), do not exist.
The dislocation density tensor being determined by only the current positions of
dislocations is a proper argument of thermodynamic functions.

Elastic distortion and lattice rotation. Along with the plastic distortion, f;;, one
can introduce the elastic distortion, ,31-5-6) , by the relation

Mi
ax/

ﬂlj ﬂ(é‘)

where u; is the displacement from the state corresponding to the perfect lattice. As
follows from this definition,

Mo+ Mol =0
Therefore, the dislocation density tensor can be also written as
ol =—eMo Y. (6.149)

The symmetric part of the elastic distortion, ﬁi(f), is the elastic strain, sfj ), the

anti-symmetric part, w;;, describes the rotation of the crystal lattice. Typically, for

7 Historically, the dislocation density tensor was introduced from other reasoning. It was first used
as a measure of the lattice curvature by Nye [234]. Later Bilby and Kr6ner constructed its contin-
uous version that involves all nine degrees of freedom of plastic distortions.
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(e)

metals SE;}) ~ 10~* and wjj ~ 1072; therefore &; canbe dropped in (6.149), and ocij

is determined by the lattice rotation only:

ozl-j = —ejklaka)il. (6.150)
The lattice rotations can be measured experimentally, and formula (6.150) is used
to estimate the values of the dislocation density tensor.

Functional /(o). To specify a dislocation network, one can prescribe the tensor
Bij. In terms of this tensor, the linear functional (6.135) can be written as

l(o) = f o B;dV.
14

The symmetry of the stress tensor allows us to write /(o) in terms of plastic defor-
mation only:

(o) = / o'leldV. (6.151)
\%4

Formula (6.151) is exact in the sense that it remains true if the smooth functions sfjp )
are replaced by the singular ones, (6.140).

In fact, /(o) depends only on the derivatives of sfjp ) (or B;), because in (6.151)
o'/ is not an arbitrary tensor but a tensor satisfying the equilibrium equations. This
can be seen explicitely if we replace the stress tensor by the stress functions from

(6.47):
(o) = / My BdV.
\4

Here v, is a symmetric tensor field. Assume, for simplicity, that 8; are zero in
some vicinity of the boundary. Integrating by parts we obtain the linear functional
in terms of dislocation density tensor:

Io)= | "y adV. (6.152)
|4

Formula (6.152) shows that the functional /(0), in fact, does not depend on the
history of dislocation motion. Accordingly, energy of the body does not depend on
the history of dislocation motion as well.

Further integration by parts in (6.152) yields the equation

(o) = / Y "dV,
Vv
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where ¥ is the incompatibility measure

km

n — (eilkd'sm _’_eilmd'sk) ,Bij,ls — % (é‘kil()l;n,l 4 emilal{il) . (6153)

1
2
The incompatibility n*” is taken symmetric over k, m because ¥, is symmet-
ric. Interestingly, the incompatibility depends only on the symmetric part of plastic
distortion, the plastic strain:®
" = e el (6.154)
On the other hand, according to (6.152) the incompatibility can be expressed in
terms of the dislocation density tensor and, therefore, is history-independent. Hence,
the combinations of second derivatives of plastic strain (6.154) are also history-

independent and can serve as the characteristics of the current physical state of the
crystal.

Dislocation networks. In crystals, dislocations form a random network.? Tt can be
characterized by random fields g;;(x, ®), sff )(x, w), o;j(x, ) or n;;(x, ). Denote
by bar the mathematical expectations of these fields, e. g.,

800 = Me”,  Bi(x)=MBy. &;(x) = May,

ij
and by prime the fluctuations:

"(p) (p) —(p) 2 =
e =e&; —e; . By=Bi— By a;(x) = — &
We assume that f;; and &; are some smooth fields, while g/, and o]; may be singu-
lar. Since the operations of mathematical expectation and differentiation commute,

=] ikl % /j ikl o o
a; =M, o =eNp.

We are going to split the variational problem for the energy functional into two
variational problems, one is for the averaged characteristics, and another one for
fluctuations.

Let 5%/ be the minimizer of the functional (6.134) in which /(¢) is computed on
the averaged plastic strains,

8 Indeed, changing the dummy indices, i <> j, [ <> s, we can write
ei[memkﬂ[ij],lx — ej_;-;neilkﬁ””“g[ — _eilkﬁ‘fsmlg[ij],[x .
Thus, the antisymmetric part of the plastic distortion disappears in (6.153).

9 This part of the Section uses the notion of random fields introduced further in Chapter 16. The
readers, who are not familiar with this notion, are advised to look at the definitions and the corre-
sponding notations in Section 16.1.
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— ij z(P)
(o) = ‘/“/O'USU dv.

Our goal is to prove the following
Variational principle. Let I (1) be the energy functional of an elastic body with the
eigen-strains ég’),

_ 1 .. .
I(u) = / ECUM (u(i.j) - 58»7)) (u(k n— Skl )dV fiu'dA,
v v
and &' the stress field of the minimizer of 1(u). Then
. s ) _ij )
min /(u) = minI(u) + & (') — / a'le; v, (6.155)
u u \%

where & (a’ ) is the elastic energy of the dislocation network with the dislocation
density tensor o), and zero tractions at the boundary.

The proof proceeds as follows. We present the plastic strains in (6.151) as the
sum of averaged plastic strains and fluctuations,

l(0) = / oEdV + / o'lelav.
14 v ‘
Then the functional (6.134) takes the form
1 iy
J(o) = / 5Cijolaav + / TEDdV + / aielav. (6.156)
4 v ‘
If we drop the last term and minimize over admissible o/, we get

1
J(G)= min U -ijk})o'fak‘dv+/ i }j”dv] (6.157)
oiie(6.136) | Jy

The constraints (6.136) can be written in a weak form: for smooth functions, u;,

/O'Uul,]dVZ\/ f,u’dA (6158)
\% av

Interpreting u; as the Lagrange multipliers, we can write (6.157) as

1 . . A
J(6) = min max [f <5Ciﬂllo'l]o‘kl + O_ljg(l’) _ o”u(i,j)> dv _|_/ fiuldA] ]
14 X%

oll Ui

Changing the order of maximization and minimization and computing minimum
over symmetric tensors o'/, we get
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. 1 ..
J(&) — max |:/ f,u’dA — zC’Jkl (“(i.j) — 58”) (u(k’l) — él(dp)> dVi|
av

u;

1 ,
I ~ijkl o _(1.7) _ = _ o
= —min |:/v 2C (u(,.j) & ) (u(kql) g )dV /av fiu dA:| . (6.159)

Let us present any admissible stress field in the minimization problem for the
functional J (o) (6.156) as a sum

o'l =6+ o', (6.160)
The field 0/ must obey the constraints that follow from (6.136):

ao./ij : 1 1ij
PY =0inV, [0"7]n;=00nQ, o"n;=00ndV. (6.161)

Recall that () denotes the set of slip planes of all dislocations in the body. Plugging
(6.160) in (6.155) we obtain

N Uy 1o
J(o‘):/ ECt(jk})U jo_kldv+/ Eci(jk})o'/jo'/kld‘/‘l‘\/\ ECvi(jk})o_jo./kld‘/
14 14 \4

- / FIEDdV + / oglav + / Geldv + / o elldv.  (6.162)
14 ' 14 v ' v
Note that for any tensor field 6"/, obeying the constraints (6.161),
/ (c};k;)&"f + é,‘j’)) oMV = 0.
14

This is Euler’s equation for the variational problem (6.157). Therefore, the sum of
the third and the fifth terms in (6.162) vanishes. The sum of the first and the fourth
terms in (6.162) is J (). Thus,

1 5 3 y
J(o) = J(@)+ / chj‘k})a“fa’“dv+ / o PdV + / GV, (6.163)
1% \%4 %4

Let v, be the stress functions for the stress tensor o'/,
U/ij — eiklejmanm,ln-
According to (6.161), ¥, obey the conditions,

[e"klej’””wkm,l,,] nj=0o0nQ, ei"’e-f’”"wkm,,nnj =0onadV. (6.164)
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Denote by U () the elastic energy,

1
[ Cz(] })O,/z] /kldv
v 2

computed as a functional of ,,. Then, using (6.152), we have
minJ(o) = J(&)+ min [U(w) + f e"’f’wk,,,,,a;mdv} + [ Glelav.
v v

Yim €(6.164)
(6.165)

The second term in (6.165) is negative energy of the dislocation network with the
dislocation density tensor oz;j and zero surface forces, —£(a’). Recalling that

min /(#) = —min J (o),

we obtain from (6.165) formula (6.155).

The case of prescribed displacements at the boundary. If the displacements are
given at some part dV,, of the boundary of the solid,

u' = uy, ondv,, (6.166)

then the previous formulas change in the following way: the functional /(o) gets an
additional term,

) S '
l(o):/va”eide—/; o njug,dA;

u

tensor &'/ becomes the minimizer of the variational problem

J(@)= min 1C ol ak]dV—i— cigPav — | oinui. dAl:
" siie©.136) | Jy 2 ”k] €ij o i M) ;

u

the weak form of the constraints for o/ becomes

/o"jui’jdV=/‘ f,~u’dA+/ a[jnjuéb)dA,
\%4 vy v,

where u' are smooth functions taking at 9V, the boundary values uéb), equation
(6.159) is replaced by the equation

1 |
1@ =~ min | | S (uip~ &) (wan—&f)av - | julaal;
(0) ueI(Iﬁl.III%@ [\/V 2 U J) 81] Uk, gkl v, fu

the last of the constraints (6.161) is replaced by
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o"in; =00ndVy;
the constraints (6.164) are replaced by

[eiklejmnwkm‘ln] n; = 0 on aV, (6]67)

ikl ,jmn
eel wkm,lnnj =0on an

Variational principle. The minimum value of the energy functional can be pre-
sented in terms of solutions of two variational problems:

. _ .3 N =ij /(P
uer(161.111é6)1(u) uelgg}l%ﬁ)l(u)+€(a) /Vo g dvV, (6.168)

—5(a/)=d/min [U(w)+ / el’“x/fkm,la;'"dv]
\4

€(6.167)

The functional £(«’) has the meaning of elastic energy of the dislocation network
with zero tractions at 9V and zero displacements at V,,.

Formula for energy of a crystal with dislocations. The variational principle for-
mulated yields important consequence, a formula for energy of a crystal with dislo-
cations. For simplicity, we consider the case of zero tractions at 9V;. Then min /(1)
has the meaning of total energy of the crystal. Functional /(u) is the elastic energy

of the crystal, a quadratic functional of elastic strains, P

_ =(p)
ij — WG — &

|
_Cl/klgl((f)g(e)dvl
Jzem e

Let us assume that the random fields elf;‘” ) and a}; have a correlation radius, a,
which is much smaller than the characteristic size of region V. Assume also that the
field 85-1) Vis ergodic, i.e. its volume integral coincides with mathematical expectation
and, thus, equal to zero (the size of the volume must be much bigger than a). Then

/ 57ePav ~ 0.
ij
v

Let us divide V in a large number of boxes, By, ..., By, the size of which is much
bigger than a. Then o« can be considered statistically independent in different
boxes. The linear functional,

/ e’kllpkm,loe;de,
Vv
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becomes a sum of statistically independent linear functionals with zero mean value,

N
ikl m E ikl m
e Tﬁkm,lai dV: /e ka’lai dV.
v a=1 B,

Then the mathematical expectation of energy is equal to the sum of mathematical
expectations of energies of each box (see footnote in Section 16.6). Hence,

ME :/ U,dv
v

where U, AV is the energy of the box. To find U,,, one has to remove all dislocations
outside the box and find energy of the system assuming that the displacements at 9V,
are zero. Since £ is a sum of a large number of energies of boxes, it coincides with
ME as N — oo, and we arrive at the following formula for the total energy of the
crystal, E,

1 ..
E—= mi ik ( L= —(z?)) ( _ -(p)) AV U.dV. (6169
ueI(%.llr(lss)_/ 2 Ui, j) — &j U,y — & + ; ( )

Here an addition to elastic energy appears, the energy of microstructure, U,,, the
energy of crystal defects. It is essential that for calculation U,, one has to use not the
true dislocation density, (xi’ , but its fluctuations, ocl{j . Note that our derivation holds
true, if the tensor of elastic moduli depends on coordinates. Therefore, (6.169) holds
for polycrystals as well.



Chapter 7
Statics of a Geometrically Nonlinear
Elastic Body

In the geometrically nonlinear case, displacements and their gradients are not small.
The major new feature which that brings into the theory is non-convexity of the
energy functional.

7.1 Energy Functional

Free energy. In elasticity theory, the free energy density F is a known function of
distortion x! and temperature. Due to invariance of energy with respect to rotations,
distortion can enter in F in combinations like gup, 1%, , Yab, OF €ap (see (3.33),
(3.34), (3.35), (3.36) and (3.37)). The function F also depends on the physical con-
stants — the components of some fixed tensors with Lagrangian indices, which do
not change in the process of deformation and characterize the elastic properties.
Physical constants of inhomogeneous bodies are some functions of material points,
and through such functions the free energy explicitly depends on Lagrangian coor-
dinates. This is not emphasized in notation, and only significant (i.e. depending on
motion) variables are written as the arguments of F'. In the first three sections of this
chapter we mean by F (x;) the free energy per unit volume of the undeformed state,
so the total free energy of the body is

/ FdV.
5
We take zero as the “reference point” of free energy and assume that there are no
stresses in the initial state. Then F satisfies the conditions

oF

F =0,
aé‘ab

=0 foreg, =0. (7.1)

There are two significantly different cases in modeling of elastic bodies: the case
of small deformations and the case of finite deformations. Deformations are called
small if they are negligible in comparison with unity. Otherwise, the deformations

V.L. Berdichevsky, Variational Principles of Continuum Mechanics, 341
Interaction of Mechanics and Mathematics, DOI 10.1007/978-3-540-88467-5_7,
© Springer-Verlag Berlin Heidelberg 2009
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are called finite. In the theory of small deformations, either the tensor &, or the
tensor y,, can be used as the measure of deformation, depending on convenience.
According to formula (3.37), for small deformations these two tensors coincide.

In the theory of small deformations, the function F can be taken as a quadratic
form with respect to the strain tensor:

1.
F = EC“b“*’sabecd. (7.2)

We consider here only isothermal equilibrium processes, and therefore the terms
depending on temperature are dropped.

Since any elastic deformation of the body involves an accumulation of energy,
the quadratic form (7.2) must be positive:

1
Eﬁsabs‘”’ <F, u=const>D0. (7.3)

Remember that the juggling of indices is done by means of the metric of the unde-
formed state g,p,.

Formula (7.2) defines a physically linear material. The only difference from the
physically linear material considered in the previous section is that distortion x/
may differ considerably from /.

In the case of an isotropic material (i.e. a material for which F' (g,5)= F (8cd ozflotg)
for any orthogonal matrix with the components «), there are two material charac-
teristics, A and p, and

F = %A (83)2 + e, (7.4)

The quadratic form (7.2) can be considered as the first term of Taylor’s expansion
of the free energy with respect to &,;,. The next terms are cubic in strains:

1 1 i
F = E Cabcdgabgcd + 5 Caba b Ld@abgu’b’gcw

If the components of tensors C***? and C abab'ed gre of the same order of magnitude
and the deformations are small, then in statics the cubic form can be ignored. There
are, however, the materials for which the components of the tensor C%¢?'¢d are
much greater than the components of the tensor of elastic moduli. For such materi-
als, the cubic terms may be of the same order as the quadratic ones and must be taken
into account. In dynamics, the cubic terms, even being small, bring qualitatively new
effects.

In what follows, by the theory of small elastic deformations we mean the theory
in which F' is given by the formula (7.2) or by an equivalent formula
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1
F= Ecabcdyabm. (7.5)

In the range of finite deformations, expressions (7.2) and (7.5) are not equiva-
lent. The model with the energy density (7.5) is called the semi-linear elastic body.
The name is due to the fact that the tensor |x|,, used to construct the deformation
measure ), depends semi-linearly on distortion (see Sect. 3.1).

Formulas (7.2) and (7.5) can be used in the case of finite but not very large
deformations. Indeed, consider, for example, a homogeneous collapse of a body
into a point. In this case, the stress tensors &4, and y,; change from zero to —% 8ab
and from zero to —g,;, respectively. If the energy is defined by formulas (7.2) or
(7.5) for any finite deformations, then the energy change for the collapse is finite.
Consequently, to collapse a body into a point one has to perform finite work. Be-
sides, the external forces are finite because the stresses are on the order of w at the
collapse. Experiments show that solids cannot be compressed to a point by finite
forces.

For finite strains, it is natural to use the components of tensor g, or tensor |x|,,
as the strain measures, since their deviations from initial values are not small and
the role of ¢,5, and y,;, as the measures of deviation from the initial values is lost.

In the construction of the elastic energy in the case of finite deformations, the
fact that the energy has to tend to infinity when the continuum is being compressed
to a point or infinitely expanded has to be taken into account. When an element of
the continuum is compressed to a point, the contravariant components of the metric
tensor, g””, tend to infinity; for an infinite expansion, the covariant components of
the metric tensor, g,», tend to infinity. For an isotropic material the simplest expres-
sion satisfying the condition of infinite energy in the cases of infinite compression
or infinite expansion can be constructed from the contractions §*°g,;, and g,,g:

F =c18gup + c28ap8"" (7.6)

The function (7.6) is to be corrected to satisfy the conditions (7.1), and to coin-
cide with the function (7.4) for small deformations. After addition of the necessary
additive constant and inclusion of another possible term, /¢, one obtains

[(1+ 0 (8 8ap = 3) + (1 = &) (2wrg™ = 3)] = 5 (§ - 1) . an

F =

IR

where p is the shear modulus for small deformations, and c is the second material
constant.

In the theory of finite deformations of incompressible materials, the last term in
(7.7) is zero and the free energy density becomes

F =

INES

[(1+0) (8 gar — 3) + (1 — ©) (2arg™ — 3)]. (7.8)
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Expression (7.8) was suggested by Moony. The Moony material has one constant
¢ experimentally determined for large deformations (the coefficient p is the shear
modulus for small deformations).

For ¢ = 1, the Moony formula reduces to the formula derived by Treloar for
rubbers from statistical reasoning,

1
F=2n(@"gam—3). (7.9)

Instead of contractions $“°g,;, and $,,g"", the contractions $° |x|,, and &,
||~ can be used in constructing the free energy (|x |(=1? {5 the inverse tensor of
tensor |x|,;). Then the Moony and Treloar formulas are replaced by the expressions

F==[(140)(8"xl,p —3) + (1 — ) (8ap Ix| """ = 3)],

NS

1
F= SH (& 1xlap — 3).-

There exists a number of other suggestions on the dependence of the free energy
on the deformation measures; we restrict the exposition by the examples given.

External forces. In principle, the body and the surface external forces may depend
on the displacements and their gradients, and the work of external forces

A = 8Ab0dy + 8 Agur,

8 Apody = /poginid‘o/, 8 Agurt = / fidx'dA, (7.10)
% avy
may be non-holonomic, i.e. not-admitting the functional, / (x (X)), such that 6 A is

equal to variation of [ (x (X)) . In this case, the variational equation of the first law
of thermodynamics,

SF =65A,

is not reduced to a variational principle. The conditions on the external forces for
which a functional / (x (X)) exists can be obtained by the approach outlined in
Appendix C (vol. 2). Here we summarize the results. The work of the body forces
is holonomic if and only if, a function ® of particle positions exists, such that

(X))
A P
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Fig. 7.1 A “dead” surface
force ~~

Then § Apoqy is a variation of the following functional:

aAMW::—a/}m®d0::—§/p¢dv. (7.11)
Vv 14

An important example is the gravity force:
O =—gix' (X“) ,

where g; = const is the gravity acceleration.

A surface load is called “dead” if the surface force per unit area in the unde-
formed state depends only on Lagrangian coordinates, i.e. in (7.10) f; = f; (X%).
In the process of deformation, the “dead” loads conserve their magnitude and the
direction in space at every fixed point of the body’s boundary (Fig. 7.1). As a rule,
the loads caused by gravity are “dead.”

In the case of “dead” loads, the work of the surface forces has the potential

/fuxn%mdk
av;

Another case of holonomic work of surface forces is the hydrostatic load. It ap-
pears when elastic bodies interact with ideal fluid. Then the surface forces per unit
area in the deformed state, f;, are directed along the normal vector to the deformed
surface,

£ = pni, (7.12)

p being fluid pressure. Pressure may be considered as a known function of Eulerian
coordinates, and, therefore, of x (X),

p=pkxX).

Then the work of surface forces has the following potential:

8Agus = 8 /pumv (7.13)
v
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Fig. 7.2 Hydrostatic load
acting on an elastic shell

In particular, for a body under constant external hydrostatic pressure,
Agut = pS(IV1).

Inhomogeneous hydrostatic load appears, for example, in the problems on the
deformation of elastic shells containing fluid (see Fig. 7.2).

If at every boundary point of the body the direction of the vector f; is linked to
the direction of the normal vector of the surface, the load is called following. The
simplest example of the following load is a surface force which, at every boundary
point, is normal to the surface, i.e. which is defined by the formula (7.12). The
difference from the hydrostatic load is that p is not a universal function of Eule-
rian coordinates, but can also depend on the Lagrangian coordinates of the surface
points. Such cases are encountered in some problems on deformation of shells and
beams. For example, for the load shown in Fig. 7.3, p = const # 0 at the end of the
beam and p = 0 on the lateral surface of the beam. The work of following loads is

usually non-holonomic.

Fig. 7.3 An example of
following load
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The issue of the holonomicity of the work of external forces is of importance
in the problems of vibrations of elastic bodies. For holonomic external loads, their
total work per one cycle of vibrations is equal to zero, and it can be expected that
the amplitude of vibrations will not increase. If the work of external forces is not
holonomic, then the total work during one cycle depends on the path. There might
exist such cycles on which the total work is positive, and the amplitude of vibrations
Srows.

Non-convexity of free energy. The geometrically nonlinear theory of elasticity
could be studied by means of general methods of variational calculus set forth in
Chap. 5 if the free energy density F were a convex function of the distortion x.
However, the invariance of F with respect to rigid motion practically excludes such
a possibility. Let us discuss this issue in more detail.

Consider the quadratic form

1 9°F ;
AF = - ———%!x).
2 9xiox;

In order for F to be convex, it is necessary and sufficient for the quadratic form
AF to be positively definite (see (5.90)). Let us take g, = xéxib as the arguments
of F. Since

08dc
ax;; = Xic8q + Xiad;
we have
oF 5 oF ?F A PF N oF (7.14)
— =2, = XieXia + —gij. )
axé agac r axcl‘axé agacagbd e agab Y

Denote )’cf,x,-b by X.5. The quadratic form AF becomes

’F 1 OF
AF =2———XucXpg + =

cd= =
XacXpd - 7.15
agacéghd 2 agab & acibd ( )

The tensor X,. can be presented as the sum of its symmetric and antisymmetric
parts

Fae = Bac + Can@”. (7.16)
Here,

1
~h ach — = =
w = Ee Xacs €ab = X(ab)-
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Substituting (7.16) into the expression for AF and using the notation for the
Lagrangian components of stress tensor,'!

a“b—paF ZﬁaF

00 9€ap 00 98ab

we obtain
AF = 2C abedg g + ;U b8 cepand”
+§ZC7 g° each’ebdhwhwh (7.17)
Here,
abed _ 4 *F

agub agcd

is the tensor of the instantaneous elastic moduli (for a physically linear material they
coincide with the similarly denoted quantities in (7.2)), and

C "abed — (abed + Po o“‘gbd + "dgbc (7.18)
2p 2p

If we set @" = 0, then the convexity condition becomes

1
AF = ZC“”% pEeq > 0. (7.19)

For small deformations, C%¢ uw, o ue, &€ being the magnitude of strain, the
last two terms in (7.18) are much smaller than the first one and can be neglected.
Then (7.19) is warranted by the validity of (7.3).

Let us now set &,, = 0. It follows from the formula (7.17) that for the convexity
of F it is necessary that

o g e neran @' @" >0 for any @". (7.20)

Since, according to (3.19),

cd _ 1 cd _ 1
g eacnepar = §g EachEbdn’ = z (8ab&ni — Gah' &bh) »

the inequality (7.20) can be written as

! Recall that by F we denoted in this section free energy per unit initial volume.
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(0 8ab — Oup) @“@" > 0. (7.21)

Here, the indices are juggled by means of the metric g,;.

Consider the Lagrangian coordinate system for which the metric tensor, g5, co-
incides with 8,5, while the stress tensor is diagonal. The inequality (7.21) means
that in this coordinate system, the sum of any two diagonal elements of the stress
tensor must be non-negative:

o +03>0, o +0;>0, of+a;>0. (7.22)

The inequalities (7.22) are necessary for convexity of energy. It is clear that the stress
state for which the inequalities (7.22) are not satisfied can always be realized (for
example, hydrostatic pressure). Hence, the elastic energy is not a convex function
of distortion.

The non-convexity of F can also be made obvious by a concrete example of a
physically linear material: we setx! = x(X), X=X", x2 = X2, *= X3, gu=1,

and take
1, 1((dx\*
F=-Ce¢, ¢=— — ) —1]).
2 2 dXx

The graph of the function F (dx/d X) is shown in Fig. 7.4. The non-convexity of F
is obvious.

In this example, F is convex in a neighborhood of the undeformed state, and
becomes non-convex for finite deformations. It turns out that for three-dimensional
deformations the situation is more complex: the function F is non-convex in any
small vicinity of the undeformed state. Indeed, consider the nine-dimensional space
of variables x!. The undeformed state corresponds to the point x/ = %!. Since in
the undeformed state 0% = 0, the quadratic form AF (7.17) computed at the point
X! is

1o .. o .
E abcdéabécd > 0’ Cahal — Cabcd i
F
o/8

Fig. 7.4 Free energy as a
function of distortion for T dz/dX
one-dimensional deformation




350 7 Geometrically Nonlinear Elasticity

Therefore, the convexity condition at the point le coincides with the condition (7.3):
energy is accumulated for any small deformations. The condition of the strict con-
vexity of F is not satisfied: AF = 0 for any @". If at the point X! the condition of
strict convexity were held, then there would be a neighborhood of the point &/ for
which the condition of strict convexity would be satisfied, and the convexity of F
could be guaranteed in this neighborhood. However, for any infinitesimally small
shift from the point £/ the quadratic form AF ceases to be positive. In order to see
that, consider the expression (7.17) for small deformations. The components of the
tensor C ** differ by quantities on the order of & from the components of the tensor
C<d_Since the quadratic form C%g ., is positive definite, the replacement of

the first term in (7.17) by %C adeéabéCd cannot result in the change of the sign of
AF. Similarly, g° can be replaced by g%, and py/p by 1 in the second and the
third terms of (7.17). The expression for AF becomes

. L N
AF — 5 abcdg‘abécd + Uubégebdha)h + 5 (G:gab _ Gab) @ C()b. (723)

The quadratic form AF has the following structure:
AF = aijxixj + 2b"%x; yy + c“ﬂyay,g,

where the variables x; and y, represent &,, and @®“, respectively, the coefficients
a'/ are on the order of 1, and the coefficients b’® and ¢*? are small quantities on
the order of we. In such a quadratic form the interaction term, 2b'°x; y,, in the first
approximation, does not affect the positiveness of the form. Indeed, the form can be
written as

AF = d (x,- +aj; ”b"“ya) (i = )+ cPyays —al; Vb by, yp.

The last term is small compared to the previous one, and in the first approximation
can be ignored. Therefore the quadratic form AF is positive definite if and only
if a/x;x; > 0 and ¢*?y,yg > 0. The first of these inequalities is the condition of
energy accumulation, while the second is the inequality (7.21). In any infinitesimally
small neighborhood of the undeformed state there are points for which the inequality
(7.21) is not satisfied. So, energy of the elastic body is not convex.

7.2 Gibbs Principle

In what follows, we assume the external forces to be “dead” and given on a part
of the boundary, 0V, while the position of the other part of the boundary, dV,,, is
given:

x'(X) = x(,,(X) ondV,. (7.24)
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Gibbs principle. Equilibrium states are the stationary points of the functional,

1(x(X))=fF(x;)df/—l,
v
[ = / p0gi (X)x' (X)dV + / fi (X)x" (X)dA, (7.25)

v ave

on the set of functions x (X) satisfying the conditions (7.24).
The stationary points of the functional / (x (X)) are the solutions of the equilib-
rium equations

- a oF
Vupi +p0gi =0, pi= g,
a

with the boundary conditions on 9V,
p?ﬁu = fl ,

and the boundary conditions (7.24) on 8‘0/”.

The constitutive equations. The form of constitutive equations depends on the
choice of the arguments of F'. If F is a function &,;, or g,, then the Piola-Kirchhoff
tensor is linked to the strain by the equations

JoF JIF
— Xy = ——Xip.
agab v agub v

pi =2
Here we used (7.14). We see that Piola-Kirchhoff tensor depends not only on strain
but also on rotation of material elements. To derive the constitutive equations for the
case when F is a function of y, or |x|,;,, we need to find the derivatives d | x|, /dx!.
By definition, |x|,, are determined by the conditions that the distortion, x!, can be
presented as the product of a symmetric non-negative matrix |x|,,. and an orthogonal

matrix A’ : x} = |x|,. A’°. Recall that the orthogonality conditions are

gy =g, gaph W = gl (7.26)

Juggling of Eulerian and Lagrangian indices is done by means of the metrics g;; and
8ab, respectively. Therefore, the orthogonality conditions can also be written as

My =83, A%hja =8

Let §x} be an infinitesimally small increment of distortion. Varying the equality
X;, = |x]pe A, we have
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A8 X pe 4 [x]pe SAC = 8x). (7.27)

Contracting (7.27) with a non-degenerated matrix, A;4, we obtain an equivalent
system of equations:

8 1xpg + x5 AiabAL = Aiadx}. (7.28)
The tensor A;481. is antisymmetric with respect to d, c. This can be seen from vary-
ing the orthogonality condition (7.26): Xidéki. + XiCS)Lf, = 0. Therefore, the tensor
kidSAi is in one-to-one correspondence with a three-dimensional vector SAb,

A 1, A
MiabhL = eqndA",  SAM = Eed“’x,»da)\;. (7.29)

Equation (7.28) contains nine equalities. First we write down the three of them
which are obtained by contracting (7.28) with ¢*%“. Since, according to (3.19),

x5 AiadALe™™ = |x|f eqendr" ™™ = |x[5, (828; — 8°85) 8A",
such contraction yields a system of three equations with respect to vector §A":
(Ix15 85 — 1x]1) 81" = Azabxpe™. (7.30)

In the principal coordinate system of the tensor |x|,,, the tensor |x|§ 8¢ — |x|j is
diagonal and its diagonal components are equal to |x|§+|x|§ , |x|§+|x|} , x| } —i—IxI%.
The numbers, |x|% , |x|%, and |x|§ are positive. Thus, the inverse tensor yﬁ' can be
introduced by the equation

yE(Ixl} 8 — 1x15) = 82

In the principal coordinate system of the tensor |x|,,, the components of the
tensor yi‘ are

-1 -1 -1
n= (B +IE) Ly = (kB +1xh) Ly = (Il + 1x3)
The solution to (7.30) is given by the formula
SAM = yhe® . q6x] . (7.31)

From the first equality (7.29) and (7.31) we have,?

)\.idS)\.i, = edchyf,ed/bclkidfgx;,. (732)

21n substituting (7.31) into (7.29), one has to re-denote the dummy summation indices d and
c. Since, by our convention, only the first few letters of the Latin alphabet are reserved for the
Lagrangian indices, we increase the number of “admissible letters” by using the letters with a
prime.



7.2 Gibbs Principle 353
Substitution of (7.32) into (7.28) yields an expression for § |x|,, in terms of Sxfl:

_ i c h d'b'c i
8 1xlpg = Aiadxy — |x1y, eqeny e Aig'6Xpy . (7.33)

Each of the two terms on the right hand side of (7.33) is non-symmetric with respect
to b, d; however, it is easy to verify that their difference is symmetric. From (7.33)
we find that

9 |xlpq

— = Aigbp — |x|2edchyé’,ed’“"’)»,-dr. (7.34)
ax}

Therefore, if F is considered as a function of |x|,,; or ¥4, the expression for the
Piola-Kirchhoff tensor is

oF

po = Aid — XIS eqeny” e Mg =
T 0 xlg C Alxle [
OF OF e
= —Xig— — |x|5 e e N 7.35
P Vad id oa | |b dchY id ( )

The condition of local minimum. The functional 7 (x (X)) is not convex because F
is a non-convex function of x.. Physically, this is natural: if the functional 7 (x (X))
were convex, then, according to the uniqueness theorem (Sect. 5.4) it would have
only one stationary point, an apparent contradiction to the experimentally observed
instability of elastic bodies, i.e. to the existence of several equilibrium states for a
given load.

An important characteristic of the stationary point x (X) is the second variation
of I (x (X)):

I (x(X)+0x (X)) -1 (x (X))
> .

Al = lim
o—0 o

Recall that the first variation,

li

o—0 o

iy LX) 40X (X)) 1 (x (X))

computed at a stationary point is equal to zero for all admissible X (X).

The functional A7 is a quadratic functional with respect to ¥ (X). If the functional
AT is positive, then small disturbances of external forces will result in small changes
of the minimizer.

Let us obtain the formula for the second variation. It is obvious that

Al = /AFdV.
\%4

where AF is given by (7.17), with ¥, = x;.0%' /0X¢.
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The expression for AF admits significant simplifications if the deformations are
small enough to omit not only the terms on the order of deformations, ¢, but also
the terms on the order of 4/¢. Indeed, consider the second term in (7.23). According

1

to the inequality |x;y'| < 3 (A"x;x" + Ay;y'), which holds for any x;, y', (i =

1,...,r),and A > 0, we have

b b

ebdhcbhaf eZ,hd)h + A8 pEY.

1
‘ZU“bebdhc?)héﬂ < X(Ia
Stresses are on the order ue. If we choose A = /e, then the above expression
is on the order (/g (848" + @, @"). So, neglecting the terms on the order of /&
compared to unity, we obtain

1 (/e .
Al = Ef ( Pl g Eeq + (05 8ab — Oan) c‘u“c‘ub)dv.

14

Consider the condition of local convexity, Al > 0. Choose the Lagrangian co-
ordinate system in such a way that x;, = §;. Then, denoting X, = x;.Xx' (X), we
get

(% om o _ L abe (9% 0% (7.36)
E = — —— ’ =3 o ’ '
=3 \oxt Toxa) T2 \oxe T axb

The functions ¥, are equal to zero on aV,. Thus, the equilibrium state is the point
of local minimum of the functional I (x (X)), if for any functions X, equal to zero
on 9V, the inequality holds:

1 . . 1 °
E/ abcdéahgcddv > _E f (0-668[1/7 — Uab) @a@de, (737)

v 14

where &,, and @“ are expressed through X, by means of (7.36). Note that for an
isotropic body, the tensor C%¢ does not “feel” the transition to the coordinate sys-
tem chosen above within the accepted accuracy. For an isotropic body, the local
convexity condition has the form

I o1, o
5 / ( (50" + 21802 )aV = =3 / (058ap — 0wp) @@V,  (7.38)
v v

If the tensor 0'{8,,—0 4, is positive at every point of the body (i.e. the quadratic
form (af&,;, — oa;,) @@ is positive for @ # 0), then the inequality (7.37) holds
true, and the equilibrium state is the point of local minimum of the functional
I (x (X)). If the tensor o 8,, — 0g4p 1S negative, or if in some parts of the body the
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tensor o7 8,, — 045 s positive while in others it is negative, then the investigation of
the inequality (7.37) is a difficult problem.

The inequality (7.37) is similar in structure to the Korn inequality, and simple
sufficient conditions can be given in terms of the Korn constant K for satisfying the
inequality (7.37).

For generic boundary conditions non-convexity yields non-uniqueness of the sta-
tionary points. There is a special case, so-called “hard device” boundary conditions,
when the particle positions are prescribed everywhere at the boundary. In this case,
the minimum value may be unique even for non-convex energy. There is a vast
literature on this subject, some papers are cited in bibliographic comments.

7.3 Dual Variational Principle

In this section a generalization of the Castigliano principle for the geometrically
nonlinear case is given.

In constructing the Castigliano principle in geometrically linear theory, we pre-
sented F in terms of its Young-Fenchel transformation

F (s,j) = max (pijsij — F* (EU)) . (7.39)
p‘/

In the geometrically nonlinear theory the formula analogous to (7.39) would be
F (x;) = max [p{x, — F* (p{)]. (7.40)
P

i

Equation (7.40), however, does not hold since the function F' is not convex, and
it can only be asserted that
F (x;) = max [pfx;, — F* (p{)] (7.41)
i

i

where F* (p?) is the Young-Fenchel transformation of the function F (x}):
F*(pf) = max [pixi — F (x})].

Therefore, we will try to construct the Legendre transformation of the function
F (x}), the function F* (p¢), which is not necessarily single-valued everywhere,
but is such that the function p¢x — F* ( pf‘) at its stationary points over p{ coincides
with the function F (x(’l) We assume that free energy F is a convex function of |x| .

Its Young-Fenchel transformation will be denoted by G (n“b ):

G (n*) = max (n” |x|,, — F (Ix]4)) -

[xlap
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Here, the maximum is computed over all symmetric positive tensors |x|,;, and
achieved at such |x|,, that n*® =9F/d|x|,, . Note that for small deformations
n® =20 For finite deformations this is not true; the corresponding relation can
be obtained using (3.38) or from further relations of this section.

Let us show that for an isotropic material:

1. The function F* is given by the equation

F*(p{) =G (Ipls;). (7.42)
where |p|® is the “modulus” of the Piola-Kirchhoff tensor defined by the polar
expansion: pf = | pl‘”’ Wip (1ip are the components of an orthogonal matrix). The
function F* has several branches, each of which is defined by the choice of the
matrix s;. In the principal coordinate system of the tensor | p|®?, the matrix s; has
eight possible values:

100 10 0 ~10 0 ~100
010|l, [0o—=1 0 010 0 —-10 (7.43)
001 00 —1 0-1 0 01
100 100 10 0 ~10 0
0 10|, [0o=10 o1 0, |0 -10 (7.44)
001 001 00—1 0 0 —1

Matrix ||sg H is one of the matrices (7.43) if det H D H > 0, and one of the matrices
(7.44) if det | p¢| < 0.

2. For given x!, the point at which the function @ (p¢, x}) = pixi — F* (pf)
is stationary with respect to p{ is uniquely defined; moreover, the branch of the
function F*, for which ® ( i, xc’l) has a stationary point, is determined by the values
of x;. At the stationary point, the following equality holds:

pixi— F* (pf) = F (x}).

To prove the first assertion, we need to calculate F* = pfx} — F (x}), where x/
must be found by given p{ from the equation

(7.45)

a oF (x(’l)

Pl = (7.46)

ox}

Denote by X the set in the space of variables x/ defined by the condition det ”le || >

0, and by P the set run by p? = 9F/dx’ when x! take on the values in the set X.
Note that, in general, p{ cannot take on any prescribed values. This can be seen,

for example, from Fig. 7.4 for dx/d X > 0: the stress,

_lcdx dx \? 1
P=5%ax \\ax ’
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can take on any positive values, while its possible negative values are bounded from
below. In the one-dimensional case, the minimum value of stresses has a simple
interpretation for semi-linear material. In this case, p]1 = C(|x|;; — 1), and, since
|x];p =0, p{ > —C. At the value p} = —C the material element collapses into a
point.

Considering p{, a known element of the set P, we seek the solutions of the
system of equations (7.46) from the set X'. According to (7.35), these equations can
be written as

oF JIF
= id —
alxlad l

a

bi

el eanyle “ diar. (7.47)
9 x| pa

For an isotropic material, the tensors |x|,, and dF /9 |x|,, are coaxial, and there-
fore the tensor |x|j, dF/d |x|,, is symmetric with respect to ¢, d. In the last term of
(7.47) this tensor is contracted with an antisymmetric object e4.;. Therefore, this
term vanishes, and the system of equations (7.47) becomes

w_ OF
d |x|ah

Pl =n"\p, n (7.48)

Let us introduce the polar decomposition of the tensors p{ and n“:

pi = 1pl* wip, 0 = n|""s.
In the principle coordinate system of the tensor n%?, the non-diagonal elements of
the matrix s; are equal to zero, while the diagonal elements are equal to either +1 or
—1, depending on whether the eigenvalue of the tensor n%” is positive or negative.3
Hence, in the principal coordinate system of the tensor InI“b . 1ISh H is one of the
matrices (7.43) and (7.44).

In terms of the polar decomposition, the system of equations (7.48) can be written
as

1Y iy = 111" s Aia.
Due to the uniqueness of the polar decomposition,

Pl =1l iy = divsy - (7.49)
The relations (7.49) determine how the solution of (7.46) should be obtained. First,
the polar decomposition of the tensor p{ is constructed. That gives us the tensors
|p|“® and p;p. Since the tensors |p|® and |n|*® are equal, the matrix ||sg H has the

3 The case being considered is the generic one with det H n|® || # 0. The case when some of the
eigenvalues of |n|* are equal to zero is obtained by the limit transition.
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form (7.43) or (7.44) in the principal coordinate system of the tensor | p|“b. If we fix
the matrix ||sg| , then n® = |p|”b/ SZ, are specified. For known n, we find |x|,,
from the equation

w_ OF
d |x|ab

Finally, the “orthogonal part” of distortion is found from (7.49): A;, = uib/s,’,". So,
each solution corresponds to some choice of the matrix | s .

It follows from (7.49) and the condition det |A}| = +1 that det |u| =
det Hsg H Therefore, for det ” ,uil H = +1, s;, are the components of one of the matri-
ces (7.43) and for det H ;L; || = —1, and s, are the components of one of the matrices
(7.44).

Since

G

9nadb’ x; = |xlap )‘ib’ (7.50)

|x|ab =

the distortion is reconstructed using the components of the Piola-Kirchhoff tensor
by the formula

. G b
X, = w'® s,},’/. (7.51)

a ab
on nob=|p|t'st,

For every Piola-Kirchhoff tensor p{, we have eight solutions corresponding to eight
different choices of the matrices Hs,f ||

9*F
axiox;
is zero in a small vicinity of the planes p} + p3 = 0, p? + p3 = 0, p; + p} =0,
and for other values of x/, this determinant is nonzero. Therefore, the bifurcations
of the solutions of (7.46) are possible only in a small vicinity of these planes.

The branch corresponding to the first matrix (7.43) can be obtained by the

following invariant condition:

Note that the formula for the second variation F' (7.23) shows that det H

¢ > 1. (7.52)

The other branches do not satisfy the condition (7.52). Indeed, let A}, be the pro-
jection of A¢ on the initial basis. The matrix, A% = %)% = %! 159, is orthogonal:

o a4b o oinsasjqb oi o °
abry Ay = ZabXyA; xb/kj = gijXy Xy = guap'-

Denote by A{, the rotational part of distortion corresponding to the first matrix
||sl‘j || (7.43), and by A5, the rotational part of distortion corresponding to any other
choice of the matrices (7.43) . Since Aj, = X, u{s¢, and X, u; is fixed by the choice
of the Piola-Kirchhoff tensor, the sum A{, + A5, according to the construction of
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s¢ is equal to double the value of one of the diagonal elements of the matrix A{,
in the principal coordinate system of the tensor | p|*®. Since the components of the
orthogonal matrix are less than or equal to 1,

M+ 2, <2,

Consequently, if A{, satisfies the condition (7.52), then A{, does not.

It can be proved analogously that the branch corresponding to the fourth matrix

(7.44) is selected by the invariant condition
Y < —1.

The condition (7.52) has a simple geometric interpretation. Let us use the repre-
sentation of orthogonal matrices (3.40). It follows from (3.41) that A} = 142 cos @,
where 6 is the angle of rotation around the rotation axis. According to (7.52),
cos 6 > 0, and the inequality (7.52) means that the unique solution of (7.46) can be
selected by the condition that the material filaments do not rotate for angles greater
than 7 /2.

Let us calculate the function p¢x’ — F (le) at its stationary points. From (7.51)
we have

. . G
F*(pf) = p{xi, — F (x) = p{ Py

/ G G
=1pI sy — - F= <”abﬁ)
on n“bz\p\””,sf, on

wlsh — F =

b b
neb=[p|*sy,

_F=G (|p|ab’ s,’;,) .

(7.53)

.
neb=|p|™sp,

The function F* has several possible values at every point p{, depending on the
choice of the matrix |sg .
Let us prove the second assertion. Consider the expression

@ (pfx,) = pixg — F* (pf) = pixg = G (IpI™ s7)

as a function of p?; we seek its stationary points with respect to p¢ when x! are
fixed. The function ® has several branches, each of which is determined by the
choice of the matrix ||sg || Having chosen some matrix ||s§ , let us calculate the
derivatives of ® ( i, sz) with respect to p{. Using the formula (7.34), written for
the derivatives of |p|,, with respect to p{, as the stationarity condition we get the
system of equations for p{:

. OF< . 4G "
xh— o =% sppt = 0. (7.54)
1

,
neb=|p|*'sy,
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It is taken into account here that, due to material isotropy, the tensor s}'j,aG /an“t
is coaxial with the tensor n%’; therefore, its contractions with the terms in the ex-
pression 9 |p|*? /o p{, analogous to the second term in (7.34), are zero. Introducing
the polar decomposition for x into (7.54), we get

G
9nab

spul?.

’
l’l“b:|]7|ab SZ/

|-x|ad )“id =

The tensor dG/dn“ is symmetric. Besides, it is positive for every n® as follows
from (7.50). Consequently, due to the uniqueness of the polar decomposition,

G

_ id _ ib.d
|X|ab o an”” ab’ b ’ M= # Sb.
nab=|p| Sy
Hence,
Y ob b ib id b
Ipl®” sy, =n®, W'’ =A%y, (7.55)
where n® is calculated by |x|,, from the formula n® = 9F/d |x|,,.

Consider the first equation (7.55) in the principal coordinate system of the tensor
x|, (and n??). This equation suggests that the tensor | p|*’ is diagonal and

Iplysi =n1, |plysa =n2,  |plys; =ns. (7.56)

Here and further, |pl,, |pls, |pls, 1, 52, 83, and ny, ny, n3 are the diagonal com-
ponents of the tensors |p|,, , sl‘f and 7% in the principal coordinate system. Since
Iply, Iply and |p|; are positive, (7.56) with known n1, n, and n3 uniquely define
Iply = Inil, Inly = |n2l, |ply = Insl, and

Sy =sgnn;, S$p=sgnny, §3=SgNn;3. (7.57)

Subsequently, u'¢ are calculated from the second equation (7.55).

Equation (7.57) uniquely define the matrix ||s{ | by matrix || x| (in the principal
coordinate system of the tensor |x|,,, 1, 52, §3 are given by the formulas (7.57)).
Hence, (7.54) have solutions with respect to p{ only in the case when the choice
of x! and sZ is coordinated in such a way as to satisfy the equalities (7.57). Conse-
quently, despite the function ® ( i, x;) being non-single-valued, its branch which
has a stationary point with respect to p{ is picked out uniquely. At this stationary
point, the function ® (p¢, x]) has the value

. JoF
pixl — F* (pf) = —— Ixlup — G (Myzsryop = F (1x]4p) -
ad |-x|ab
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Based on the equality (7.45), Gibbs principle can be rewritten as

8,8,J =0,
J = / (pl?‘xé —F* (pf’))dV —/,oog,-x"d\o/ — / fix'dA. (7.58)
v v av,

The symbols §, and §, mean variations with respect to x' (X“) and p¢, respectively.

Let us find first the conditions for the functional to be stationary with respect to
x'(X9). It is easy to see that these are the equilibrium equations and the boundary
conditions on aV/:

%,lp;’ +p0gi =0 inV, pin, = fi on a\"/f. (7.59)

Now, instead of taking the variation with respect to all p{, let us take the variation
only with respect to those functions p{* which satisfy (7.59). For such functions p{,
the functional J will take the form

J(p)= / pfﬁax(ib)dA - / F* (pf‘)dV

av, 1%

We obtain
Principle of complementary work. The true stress state of the isotropic elastic
body is the stationary point of the functional J (p) on the set of all functions p{
which are the solutions of the equilibrium equations (7.59).

Small deformations of anisotropic bodies. Constructing the principle of comple-
mentary work in geometrically nonlinear theory, we used isotropy of the body only
once—in replacing (7.46) by (7.48). Such a replacement was possible because the
second term of the formula (7.35) for the Piola-Kirchhoff tensor is zero for isotropic
bodies. For anisotropic bodies, this term is not equal to zero; however, in the case of
small deformations it is on the order of ¢ compared to the first term:

oF

c h d'ac 2
YT Vpedchy, € higw ~ e
91X pq

X6 eacny e hig = ——
9 1xpg

Therefore, in the theory of small deformations, the considered construction remains
valid for anisotropic bodies as well, and the principle of complementary work for-
mulated above is still applicable.

The extended dual variational principle. It is possible to avoid the difficulties
associated with using a multi-valued functional if, along with the variation of the
Piola-Kirchhoff tensor, we retain the variation of the orthogonal part of distortion,
A The corresponding expanded principle of complementary work is constructed in
the following way.
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Gibbs principle can be reformulated as a statement on stationarity of the
functional

/ F (Ixlgp)dV — / pogix’ (X4)dV — f fix' (x9)d (7.60)
1% 1% avy

over all positive symmetrlc tensors |x|ab and the functions x’ (X%) satisfying the
boundary conditions x' = x(b) on 9V, and compatibility conditions: for each |x|,,

and x' (X“) there exists an orthogonal matrix, AP such that the constraints hold:
ox!
0X,

— |x| AP =0. (7.61)

The energy density is considered to be strictly convex function of |x|,,; the elastic
body can be anisotropic.

Let us introduce the Lagrange multipliers, p{, for the constraints (7.61) and
rewrite the functional (7.60) as

axi . .
/(P, (aX |x|ab)"lb>+F(|x|ab))dv /pogl “)dV— /ﬁ (x“)d

14 avy

(7.62)
Functions p?, |x|,,, x' (X“), and A’* are varied independently in the functional
(7.62). Varying x’ (X%), we get (7.59) for p{. The functional (7.62) is strictly convex
with respect to |x|,,. Therefore, varying |x|,, can be replaced by minimization over
|x],p- As aresult, taking into account (7.59), for the functional (7.62) we get

J(p,A):/pf’ﬁaxéb)dA—/G(pl A?)av.

av, 1%

Here, as before, G (n’) is the Young-Fenchel transformation of F (|x|,;) with re-
spect to |x|,p-

The true stress states are the stationary points of the functional J (p, 1) on the
set of all p{’ satisfying the equilibrium equations and the boundary conditions (7.59)
and on the set of all orthogonal matrices A,

The stationarity condition for J (p, A) over A}, have the form

0G G
pir = P (7.63)

anab nab=papib anab nab=pgpib

Equation (7.63) has a simple meanings. Since G /dn“® = |x|,, , while |x|,, p¢
Alj’. = pj; are the components of the Cauchy stress tensor, (7.63) are the symme-
try conditions for the Cauchy stress tensor and, thus, are the angular momentum

equations.
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The minimization problem. Since F is bounded from below, it is natural to pose
the minimization problem for the functional 7 (x (X)) . If the positions of the par-
ticles are given at the entire boundary, and the body forces are absent, then the
functional I (x (X)) is bounded from below by zero, and posing the minimization
problem is possible. Let us consider the other extreme case when the kinematic
constraints are absent while, the functional 7 (x (X)) has the form (7.25). The energy
has a kernel as it is invariant with respect to the rigid motions:

F(x'(X)=F@xX), x"(X)=c+aix/(X. (7.64)

Here, x’ (X) is the position of the particles after translation of the deformed state
x (X) for a constant vector, ¢’, and rotation with an orthogonal matrix, aj. The
translations form a cone in the functional space, and according to (5.30) for the
boundedness from below of 7 (x (X)) it is necessary that the work of external forces
be equal to zero at any translation. This condition is equivalent to vanishing the
resultant of external forces:

fpog,-d(’/ + f fidA =0. (7.65)

1% av

The work of external forces on rotations is

ojj /‘pogixjd\a/+/f;xjd;4 . (7.66)

v av

Unlike the geometrically linear case, this work is not necessarily equal to zero
because the orthogonal transformations do not form a cone. Hence, the total mo-
mentum of the prescribed external forces does not need to be equal to zero for
the existence of a minimizer. The mechanical interpretation of this fact is simple.
Consider an example shown in Fig. 7.5. For an arbitrary chosen position of a solid
the “dead” forces applied are not in equilibrium (Fig. 7.5a). Nevertheless, the body
does have the equilibrium states; they are shown in Fig. 7.5b,c.

,

Fig. 7.5 “Dead” load can be

given in such a way that the 1
total moment is not zero (a); 1 \1,2
nevertheless, the equilibrium

positions exist (b) a b
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The functional (7.66) is bounded from below due to boundedness of the com-
ponents of orthogonal matrices. If x’ (X¢) is a stationary point, then variation of
(7.66) with respect to rotations yields vanishing of the total moment computed at
the stationary point:

€ijk / pog’x* (X*)dV + f fixk(x9)dA | =o. (7.67)

14 av

Suppose that external forces acting on the body are such that there exists a solu-
tion f{ of the equilibrium equations,

Vaf' 4 pogi =0inV, f%, = f; onaV, (7.68)

with a finite integral,

IF12, = / fAfldV < 4o0.
v

Assume also that free energy is bounded from below by a quadratic form

1

SHvary™ < F.

Then, the functional 7 (x (X)) is also bounded from below. Indeed,

zz/fﬁx;df/:/ﬁwb |x|a,,dx°/:/ﬁ“x;d\7+/ﬁfle”yabd\°/.
v v v v

Using the Cauchy inequality, we get

1= 171, 3|7+ 15 | [ vy
\4

The remaining part of the proof is similar to that considered in Sect. 5.1.

Analogously investigated is the case of mixed boundary conditions. So, the func-
tional / (x (X)) is bounded from below and posing the minimization problem for the
energy functional is meaningful.

Let us construct the corresponding dual variational problem. Due to the non-
convexity of I (x (X)) it is difficult to presuppose the existence of a functional I*,
such that max /* = min /. However, it is possible to construct the functional /* for
which
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max /™ < min /. (7.69)

The construction of the functional 7* is based on the calculation of the Young-
Fenchel transformation of F.

The Young-Fenchel transformation of free energy. Let us denote by F (x;) the
function

o F(xi), det|xl|>0
Flw) = {—l—o(o ) det Hx’ |||| <0

and by F* (p?) — its Young-Fenchel transformation,

1

F*(p!) = max [pfx, — F (x})] = max [pix) —F(x})].

xi det]|x} || >0

In order to calculate F* ( pl“) we will need the following two assertions.
1. Let g°* be an arbitrary tensor and let /1, be the components of an orthogonal
matrix with positive determinant:

éabﬂucﬂbd = gcd, det ”M”b” = +1'

Then

max q“’was = g1y + Iql, + lq|5 sgndet [ g . (7.70)

ab

Here, |ql,, g, , |q|5 are the eigenvalues of the tensor Iql“b arranged in decreasing
order.

To prove (7.70) consider first the case when det ||q”b || > 0. Let us present g
in terms of its polar decomposition: g** = |g|*“ AL, A2 being the components of an
orthogonal matrix. Since det llg11® > 0, we have det ||Af || = +1. The matrix with
the components Xf_ Uap belongs to the set of the orthogonal matrices with positive
determinant; therefore,

b b
max g’ ptap = max |q|*” fap.
Hab Hab
Taking as a trial matrix || tap | the unit matrix, we get the low bound

lgli + lgl, +1gql5 < rgaxq“buab. (7.71)

ab

In the principal coordinate system of the tensor |¢|*, the contraction |¢|*® 14, has
the form |q|; w11 + |gl, 22 + |gl5 33. Since the components of the orthogonal
matrix do not exceed unity,
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b
max lg1*” tap < lgqly +1gl, + 1ql5 - (1.72)
ab

Low and upper bounds coincide and yield (7.70).
Consider now the case det Hq“b || < 0. In the polar decomposition of the tensor
q“", the matrix H)JC’ H has a determinant equal to —1; therefore,
max  q“up = max gl jap, (7.73)
ab »
det]l pap l=+1 detHuﬁ:b?I:—l

and we have to prove that this maximum (7.70) is equal to |g|, + gl, — |g]5.
Let us use the representation of the orthogonal matrices (3.42). In the principal
coordinate system of the tensor |¢|“?, we have

191” pap = cos 8 [Igl (1= ¢f) +1gly (1 = ¢3) + gl (1 = 3)]

2 2 2
—lglici —lglyc5 —lqlzc3.

The expression in square brackets is non-negative because ¢} + ¢3 + ¢3 = 1.
Therefore, the maximum is reached at & = 0. After substituting ¢3 by 1 — ¢7 — ¢3,

we need to seek the maximum over ¢y, ¢, (c% + c% < 1) of the expression

gl + g1, — gl — 2 (Ig1; = lgl5) cf =2 (Igl, — Igl5) e3

It is equal to |g|, + |gl, — |g|5 which is what was claimed. If det |¢**| = 0, then
lgl; = 0, and, as easy to see, (7.70) still holds.

Formula (7.70) can be presented in a form which does not employ the ordering
of the eigenvalues:

b b
max ¢’ ey, = max {|g1* sap} .
Hab Sab

where the maximum is calculated over the tensors s,;, which have the form (7.43)
in the principal coordinate system of the tensor |¢|* if det ||q“b H > ( and the form
(7.44) if det | ¢*| < 0.

2. For an isotropic material, the point at which the function p{x — F (x!) reaches
its maximum value over x;, is the point at which the tensor |x|,, is coaxial with the
tensor | p|*.

Indeed, if the maximizing element of the function p¢x’ — F (x(’l) is an internal
point of the set A, then this statement follows from the formula (7.49). If the max-
imizing element is on the boundary of the set X, i.e. det | x!|| = 0, then, x! is the
solution of the system of equations

——— i + seaperd 1x]) x| e,
b

where s« is the Lagrange multiplier for the constraint det ||x;, || = (. Hence,
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|plee Wichd = + %efi,,c, |x|Z/ |x|§, e, (7.74)

d |-x|ad

The two terms on the right side of (7.74) are coaxial to the tensor |x|,, and are
symmetric with respect to a, d. Therefore, they are coaxial with the tensor |p|*,
and the tensors | p|“b and |x|,, are coaxial.

Now everything is prepared to derive the following formula: for an isotropic
elastic material, in the framework of the theory of finite deformations:

% ( a a.i i G(|p|ab)’ det||p§‘”>0
F*(pf) = max (pix, — F (x})) = max {G (IpIs¢)}, det|pe] <0
Sb

(7.75)
where the maximum is calculated over the matrices s;, which have the form (7.44)
in the principal coordinate system of the tensor | p|*°.

Indeed, in searching for the maximum, max (p¢x} — F (x’)), one can con-
sider only such xé for which the tensor |x|,;, is coaxial to the tensor | p|“®. Then,
Pixt = |pl? wip x| 4e M€ = q*vap, where the tensor g% = | p|* |x|® is symmetric
because the tensors | p|““ and lef are coaxial, while v, are the components of the
orthogonal matrix with det [|v,.|| = +1 for det “pf‘ || = +1, and det ||v.|| = —1 for
det || p! || = —1. One can seek for maximum over x/, successively, first finding the
maximum over A, and then over |x/|,,. Finding the maximum over A}, is equivalent
to maximization of g“®v,;,. According to (7.70), we have:

for det H p? H > 0,

F(pf) = max  [IpI 1] voe = F (1xlap)] =
detlvep = 1
= max [1P1” 1x]0s — F (Ix|)] = G (1pI?),
ab

for det | p¢|| <0,

b
max  [1p* |x[j vee — F (Ix]0p)] =
Vab X lab
det||vap lI=+1

F* (pf)

= max [max {|p|“” IxIZSM»} - F(|x|ab)] )

[*]ap

where the inner maximum is taken over the matrices s, which have the form (7.44)
in the principal coordinate system of the tensor |p|*’. Changing the order of the
maximization over s,. and |x|,,, we obtain (7.75).

Note that in the case when the maximizing element of the function p¢x.—F (x%)
is an internal point of the set X, the assertion of the (7.75) follows directly from the
formula for the value of the function F* = p¢x!—F(x}) at the points stationary

with respect to x! (7.53).
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Semi-linear material. Let us find the Young-Fenchel transformation of the function
F for the semi-linear isotropic material with A = 0%, in the principal coordinate

system of the tensor n“®,

G (n) = max [my x|y + na ]y + 3 s
Xl

— [l = 17 + (xla = 17 + (xls = 1] |

= fn)+ f () + f(n3),
where
_ _ 21 n+Z—2, n>-2u
f ) = max [nx — pux 1)]_{— : n<-2u

According to the formula (7.46), for det || p?! H > 0,

F*(pf) = £ (Iph) + 7 (Ipk) + £ (Ip13) ,

and for det ||pf’ || < 0,

Fr(pf) = max_[£(1plisi) + £ (1pls2) + £ (1plss3)].
s15283=—1

Let us number the eigenvalues of the tensor | p|“? in decreasing order. Since f (p)
is a non-decreasing function, we have for det || pi ” <0,

F*(pf) = £ (Iph) + £ (1p) + £ (= pl3) -

Dual variational principle. The maximum value of the functional

1*(p)=/pfﬁaxéb)d;\—/F* (pl“)dV

v, 1%

on the set of all functions p{ satisfying the equilibrium equations (7.59) does not
exceed the minimum value of energy functional.

If the minimizing element of the energy functional is in the convexity region,
then maximum value of I* coincides with the minimum value of /.

The dual variational problem is convex. To evaluate the errors which the
convexification may cause, it is worth finding the convex function F** (xi), the

a
Young-Fenchel transformation of the function F* ( pl”) Due to the properties of the

4 The expression for F* for A # 0 is more complex and can be found in [66].
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Young-Fenchel transformation, F** < F, and, if F** does not differ considerably
from F, it can be expected that the solutions of the dual convex problem and the
initial non-convex problem are close, at least in energy norm. The calculations for
the two-dimensional case, not reproduced here, result in

g Jp (i +y3)  for yi4y2 =0
i —y)® fory +y, <0

where y), y» are the eigenvalues of the tensor y,;. Consequently, if the true strains
y1 = |x|; — 1, and y, = |x|, — 1 along the axes X', X? are such that Y1+ >0,
then F = F**, and the solutions of the initial and the dual problems coincide. If
the true strain happens to be in the region y; + y» < 0, then, generally speaking,
the solutions of the initial and the dual problems differ. The energy measure of the
errors is controlled by the difference

0 for yy+ >0

F iy _ F** i —
('xu) (x ) %H’ ()/1 —_ )/2)2 fOr Y1 + Y2 S O

a

7.4 Phase Equilibrium of Elastic Bodies

The variational approach considered so far dealt with only mechanic deformations
of an elastic body. Gibbs variational principles are deeper; in particular, they also
control the thermodynamic equilibrium of two-phase elastic bodies in which the
phases can transform one into another (for example, the equilibrium of a metal with
its melt). In this section we derive the conditions of the phase equilibrium from the
second Gibbs principle.

Let two phases of a solid occupy some region V. Subregions of V occupied by
each phase are denoted by V; and V, and their common boundary by 3, (Fig. 7.6).
Let Uy (x., S) and U, (x, S) be the internal energy densities of two phases per unit
mass. The quantities corresponding to the two phases are supplied by the indices 1
and 2.

The motion of the surface 3, over the particles corresponds to transformation of
one phase into another. For definiteness, on the boundary of region V, the particle
positions are assumed to be given while the system is adiabatically isolated.

7

Fig. 7.6 Notation in
consideration of phase

D )
equilibrium e
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According to the second Gibbs principle, in thermodynamical equilibrium the
functional

U= /,oUl x., S) dV—i—/,oUg (xi, S)av (7.76)

Vs

takes the minimum value on the set of all functions x’ (X¢), S (X“) and surfaces >,
that satisfy the conditions

/,oSdV + / pSdV = Sy = const (7.77)
Vi %)
x' (X)) = x{, (X*) onaV, (7.78)

and an additional condition on continuity of particle positions on 3,
[x' (X*)] =0 onZ. (7.79)

As before, [¢] denotes the difference of the limit values of function ¢ on the
two sides of the surface 3: [¢] = ¢; — ¢,. Equation (7.79) excludes appearance of
voids and slipping of the two sides of 3. The derivatives of the functions x' (X“)
and the entropy S (X“) can be discontinuous on 2. To include into consideration
the inhomogeneous solids, we have to take into account that energy density may
depend on Lagrangian coordinates, X, through the dependence on X¢ the physical
characteristics, some tensors K ? with a set of Lagrangian indices denoted by B.

Denote by p¢ and uj, the tensors

U .
pi= Pog’ Wy = —,OOEXE, +po(U—-TS)6;.

a

We are going to show that the conditions of thermodynamical equilibrium are

oUu

Vapt =0, =5 =T =const inV, (7.80)
[p!]fa =0 on3, (7.81)
[14] . =0 onX. (7.82)

where V, is the covariant derivative in the undeformed state with respect to La-
grangian coordinates; without loss of generality, it may be considered coinciding
with the partial derivatives, d/9X“. The first two equations are the conditions of the
mechanical equilibrium. The third equation is the condition of the phase (chemical)
equilibrium.

Indeed, let us find the variation of the functional /. Let x’ (X%) be a stationary
point of U, and let x’ (X%, &) be close particle positions. The space derivatives of
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the particle positions, x (X9, e), may be discontinuous on some surface X, which
is close to 2. As in the derivation of the Lagrange equations (see Appendix A), it
is convenient to introduce the mapping V. — V: X" = X" (Xb , 8) for which the
surface %, transforms into the surface 3,,. Due to the proximity of % and 3, we can
write X4 = X? + §X?, where § X“ are some smooth functions in V. The functions
38X are zeroon V.

Let us denote by 8rx’ and §p.S the full variations of x’ and S, i.e.

sux’ =x' (X e) —x' (X)), SuS=5(X"¢)—5(X9).

The full variations 8rx’, according to (7.78) and (7.79), satisfy the constraints
dux' =0 ondV, [dnx']=0 onZ. (7.83)

Let us show that the constraint on the variations 81,8 which follow from (7.77)
have the form

/ [posns SV, (poaxa)]dx"/ —0. (7.84)
7

Indeed, keeping the small terms of the first order with respect to de, we have for
the volume element’

po (X') V& (XNd*X' = [po(XNg(XH pofsxa}‘ax‘cﬁx_

X

i1 g e 1 -

B 1 apofax“ 3
pof[ ooy X }dx

1. .
= po |:1+p—Va(,008Xa):| dv. (7.85)
0

Therefore,

5Tn (7.85), the formulas were used,

19 /gA
NG

VA = pdV = pydV .
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S/deV =/p0 (X)S(X)WeXHd*X'—

Vi 14

—/,00 (X) S (X) /2 (X)d3X=/[poans+sﬁa(poaxa)]df/.

Vi Vi

Formula (7.84) follows from the last equation and a similar equation written for the
region V.
Analogously to (7.84), we get the relation

U = / I:IO08HU1 + Uléu(,ooSX“)]d\c/ +/ [/003HU2 + UZ%u(pOSXa):Id‘O/

Vi V2

Consider the quantity iU . In calculating éryU, the operator 81 should be applied
to the tensor with the Lagrangian indices — the distortion x/, and the characteristics of
the medium, K . We will assume that the operator 81y includes the parallel transport
over the Lagrangian indices in the initial state. Then, 8y K * = §X“V, K. For 8px!,
we have

S (XPe) oo (XP) asmxt .
Snx! = " (X7 e) — Tt sxexl — (X) _ #bnx — X V,8XP.
ax'a oX'e aXa

After integration by parts, the equation 64/ = 0 becomes
ie 4 1
=Snx'Vpi +ponS|—-—-T7T )+
as
v
" - o U . . o
+6X —Vbﬂu+(U_TS)vaIOO+)006KBVaK dVv +
+ / ([pf] 7, dnx’ + [ni] a8X")do = 0. (7.86)

3

Here, T is the Lagrange multiplier for the constraint (7.84). The equilibrium condi-
tions (7.80), (7.81) and (7.82) follow from (7.86).
There is an additional equation, which must be satisfied in equilibrium:

- . W . ,
— Vol + (U = TS) Vapo+ po—=VoKZ =0 inV, (7.87)

dKB

However, one can check that (7.87) is a consequence of (7.80).

Equations (7.80) are the conditions of thermodynamic equilibrium obtained in
Sect. 7.2.

Equations (7.81) shows that the necessary condition of thermodynamic equilib-
rium is the equality of forces acting on the two sides of the surface 3.
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Of the three equations (7.82), only one is independent. This follows from (7.81)
and the compatibility condition on the surface of the discontinuity®

[xi] = M Aa. (7.89)

Indeed,

i
ox.

U .
A [—po—x;, + po(U —T5S) 8;‘] fy =
= —piita [x,] + [po (U — T iy = (—piad’ + [po (U — T S)]) .

In these relations, by p{i, one can mean the value of p{7n, on either side of the
discontinuity surface since [ pf] g = 0.

The independent equation in (7.82) can be singled out by contracting (7.82) with
the normal vector 71,:

[148] fratty = 0. (7.90)

Unlike the “force” conditions which are not difficult to write from other reason-
ing, (7.90) is not trivial. It appears by taking the variations of the surface X, over the
particles, i.e. by allowing the phase transformations in the system to occur.

The condition of phase equilibrium (7.90) has one distinguishing characteristic:
unlike the other relations of mechanics, it contains the internal energy itself, not its
derivatives. Adding of constants to the energies of the phases, U; and U,, changes
the phase equilibrium conditions. Due to that, it becomes important how the initial
state is chosen and how U and S are measured. In the theory of phase transitions it is
assumed that for all phases which can transform to each other, the same initial state
may be chosen from which energy and entropy of different phases are measured.

6 Let ¢ (X%) be a continuous function on the surface 3, but its derivatives may be discontinu-
ous on . Then the discontinuities of the derivatives of ¢ on X are not arbitrary and satisfy the

compatibility conditions
9
[ 14 ] = M. (7.88)

X

To prove (7.88) we introduce the parametric equations of surface X, X = #7(¢%), o = 1,2
and use the decomposition of the derivative of the type (14.17)

= (FeFl+ia") o -

aX ax?’
Y o oh
=7, ace + nqn axXb
Hence,
dp W Olel oo, 99
= ngn” | — | .
[axa] e gcu M Sxe
For functions ¢ that are continuous on %([¢] = 0), this equation reduces to (7.88), where

L = fi, [99/9X"]. Relations (7.89) follow from (7.88).
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Due to this assumption, the initial values of energy, entropy, density and other phase
characteristics turn out to be continuous on the phase boundary.

In order to clarify the meaning of the condition (7.90), let us consider a special
case of elastic bodies, a liquid, when the internal energy depends on distortion only
through the density p = poy/2//gA, A = det||x!||. Since dp/dx] = —pX¢, the
tensor p, is spherical:

a a P
MUy, = popdy, M=U—TS+;-

Here, p = p?dU/dp is the pressure. Since [pg] = 0, it follows from (7.90) that
[] = 0. The quantity u is the chemical potential (see (5.104)), and the condition
[1] = O is the necessary condition for the thermodynamic equilibrium of two liquid
phases, established by Gibbs. Accordingly, the tensor .}, can be called the chemical
potential tensor of an elastic medium.



Chapter 8
Dynamics of Elastic Bodies

8.1 Least Action vs Stationary Action

The extrapolation to dynamics of the minimization principles formulated above en-
counters difficulties, the essence of which can be observed for systems with one
degree of freedom.

Consider the harmonic oscillator — a material point on a spring. The deviation
of the point from the equilibrium position is denoted by x (¢); the kinetic energy is
equal to %micQ, and the energy of the spring is %kxz. According to the Hamilton
principle, the true trajectory is the stationary point of the functional

At

1= %/ (mx* — kx?)dt

0

on the set of functions, x (¢), which take at the initial and final moments the given
values

x(0) =x9, x(Af) =x;.

The question is: does the true trajectory provide the minimum for the functional
1? In order to investigate this question, it is convenient to use instead of functions
x (¢) the functions u (¢) which are equal to zero in the initial and final moments:

x—>u:x@)=vt+xo+u@),v=_(x—x1)/At = const, u(0) = u(At) = 0.

The constant, v, has the meaning of the average velocity. The functional 7 (u)
takes the form (additive constant is omitted)

Tw)=Jw+I1@w)),

At At
1 2 2
J(u) = 3 (mu — ku ) dt, 1(u)=—k | (vt+ x,)udt.
0 0
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Posing the minimization problem is possible if the functional 7 (1) is bounded
from below. For this to be true, it is necessary that the functional J (#) be bounded
from below.! For every function u (x), the set of admissible functions contains the
function Au (x) (with any 1); therefore, for the quadratic functional to be bounded
from below it is necessary and sufficient that it is non-negative. Let us write down
this condition. It is convenient to use a new argument T = ZA—Zt. From the inequality
J (u) > 0, it follows that, for any functions u (t) such that u (0) = u (27) = 0, the
inequality

2 5 2 5

/ du dt > cfuzdr c= k(A 8.1)
dt - ’ T Ax’m '

0 0

should hold. We arrive at the Wirtinger inequality (5.24). The inequality (8.1) holds
for all ¢ < 1/4. Moreover, for ¢ < 1/4 the functional J (1) will be strictly convex,
as a quadratic positive functional. For ¢ > 1/4, the functional J (u) is not bounded
from below. Indeed, 1/4 is the best constant in the Wirtinger inequality for zero
values of the function at the ends; therefore, for ¢ > 1/4 there exists at least one
function uq for which J (ug) < 0, while [ (uy) has a finite value. Thus, for the
sequence {Aug}, A — 00, J (Aug) — —o0.

So, posing the minimization problem is possible only for sufficiently small Az,
At < T /m/k.

For continuous media, the problem is more complicated. Let us consider, for
example, the action functional of the wave equation

At 7
I(n) = // dxdt
0 —m

and set the kinematic boundary conditions u (0, x) = ug (x), u (At, x) = uy (x),
u(t,—m)=u((t, ) =0.Let the functions ug (x) and u; (x) be odd, so that we will
only need odd admissible functions u (x).> Functions u (x) can be presented in the
form of the Fourier series:

w(t,x) =Y u(t)sinkx. (8.2)

k=1

Substituting (8.2) into I (1), we get

00 At
Tw=Y 1l =3 / (2 — K2u2)dr.
k=1 0

! Indeed, if there exists a sequence {u,} for which J (u,) — —oo, while I (u,) < const, then
I (u,) — —oo.If I (u,) — +o0, then for the sequence {—u,}, we have I (u,) - —oo.

2 See Sect. 5.13.
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Since the functions u; () are independent, the boundedness from below of each
functional I is necessary for the boundedness from below of the functional 7 ().
For this, as shown above, it is necessary that for each k

kK*Ar? < 72,

It is impossible to satisfy these inequalities for all k. Therefore the functional
I (1) is not bounded from below, however small is Az. Apparently, posing the min-
imization problem is possible for a quasi-continuum [164], for which short waves
(with large k) are excluded.

The noted difficulty is related to the fact that the Hamilton principle in essence
yields a Dirichlet-type problem, but this problem is ill-posed for hyperbolic
equations.

The noted difficulty is closely related to ill-posedness of hyperbolic equations for
the Dirichlet-type problems.

A well-posed dynamical problem is the Cauchy problem, when one prescribes
the initial values of the required function and its time derivative. The Hamil-
ton principle can be rendered in the form which corresponds to a problem with
the prescribed initial value of the required function and the average value of its
time derivative over some interval Az. Indeed, instead of fixing u (Af, x), one can
prescribe

t+At
u(At,x) —u(0,x) 1 / it
Ar “a ) e

t

This assertion, however, has the same peculiarity as the Hamilton principle: the
minimization problem is ill-posed unless the short waves are excluded.

8.2 Nonlinear Eigenvibrations

The above pertains to general dynamic problems for continua. However, there is
an important class of dynamic problems for which the setting of the variational
problems is very close to that for static problems. These are the so-called natural
vibrations. By natural one means periodic vibrations which occur without action of
external forces. On the boundary of the continuum, homogeneous boundary condi-
tions are assumed (clamped boundaries, zero external surface forces, etc.). Natural
vibrations may occur only at some special values of frequencies called eigenfre-
quencies. Let us construct the variational principle for determining the eigenfre-
quencies and the modes of vibration.
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Let the true motion of a continuum be a stationary point of the functional

1
//L(x,u”,uff,uff)dth.
o V

For definiteness, we will assume the clamped boundaries conditions
u*=0 ondV. (8.3)

Natural vibration with a frequency w is a stationary point of the functional

f/L(x,u”,uff,uff)dth
_ry

on the set of functions u* satisfying the condition (8.3) and the periodicity condition

T T
u* (x, ——) =u” (x,—) .
w w

In the variational problem, it is convenient to make a change of the independent
variable t — 0: wt = 6, — < 6 < m. Then, the eigenvibrations are the stationary
points of the functional

n
//L (x,u”,wufg,uf)dVdQ (8.4)
-V
on the set of functions u* satisfying the condition (8.3) and the periodicity condition
u®(x,—m)=u”(x,m). (8.5)
One can assume that 2 is the smallest period of the functions u* (x, 0) .

The variational problem (8.3), (8.4) and (8.5) admits an interesting interpretation
if the Lagrangian L is the difference of the kinetic energy and the free energy,

where K and F are nonnegative, and K is a homogeneous function of the second
order with respect to u’f ,1.e. forany o > 0,

K (x, u”, a)u’f) = w’K (x, u”, u;t‘) .
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In order to simplify further consideration, we will also assume that K and F are
strictly convex and equal to zero for u” = 0.

Let us show that in this case the variational problem (8.3), (8.4) and (8.5) is
equivalent to the following one: find stationary points of free energy functional

/ / “)dVdo (8.6)

-tV

on the set of function u*, satisfying the constraints (8.3) and (8.5) and the condition

// Ju”,u%)dvde = A% (8.7)

-V

where A is some given constant.
Indeed, introducing the Lagrange multiplier for the constraint (8.7), the func-
tional of the problem can be written as

g

//FdVd@ A //KdVdG—A2 . (8.8)

-V

The Lagrange multiplier A is nonnegative: for A < 0, the functional (8.8) is
strictly convex and has the only stationary point, #* = 0. Therefore, each stationary
point of the variational problem (8.3), (8.5), (8.6) and (8.7) is the stationary point of
the initial problem with w? = A.

Conversely, each stationary point of the initial problem is the stationary point of
the variational problem (8.3), (8.5), (8.6) and (8.7) for some A; it is sufficient to
calculate the value of A, corresponding to the stationary point being considered, by
means of formula (8.7).

In the variational problem (8.3), (8.5), (8.6) and (8.7), the Lagrange multiplier
for the constraint (8.7) has the meaning of the squared frequency, and the constant
A is a measure of the amplitude of the vibrations.

As a rule, for any value of A there exists a countable number of stationary points
and the corresponding values of eigenfrequencies. They continuously change as the
value of A is changed.

8.3 Linear Vibrations: The Rayleigh Principle
For A — 0, the amplitude of vibrations tends to zero. If F and K are smooth

functions and K becomes zero for u’f = 0, then for infinitesimally small amplitudes,
F' can be replaced by a quadratic form with respect to u™, u’, and K can be replaced
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by a quadratic form with respect to u*, u’, and K can be replaced by a quadratic
form with respect to u’: 2K = p,, uZuZ . It is easy to check that the stationary
points have the form u* = v* (x) cos or u™ = v” (x) sin 6. After integrating over
0, the variational principle (8.3), (8.5)—(8.7), becomes

Rayleigh principle.The modes of eigenvibrations are the stationary points of the
free energy functional 3

L
s

F = / F (x, v”, v’»‘)dV, (8.9)
%

on the set of functions v* vanishing on dV and having a given value of kinetic
energy

1 ,
K= / Epm/v"v” dv = A>. (8.10)

Vv

The change of the constant A corresponds to multiplying v by a constant; there-
fore, without loss of generality we can set A = 1 in (8.10).

The Rayleigh variational principle is equivalent to the assertion of the stationarity
of the so-called Rayleigh quotient,

[ F (x, v, vj‘)dV
v

N f%p%,{/v”v”/dV '
v

R =

a9

Indeed, the Rayleigh quotient does not change if the function v* is multiplied
by a constant; in particular, this constant can be chosen in such a way as to make
K =1andthus R = F.

The non-convexity, which is characteristic for the variational problems of dy-
namics, is preserved for eigenvibrations as well: the constraint K = const extracts a
non-convex set in the functional space — a sphere (in an appropriate norm).*

If the function F is not smooth at zero, then the variational principle (8.3),
(8.5), (8.6) and (8.7), generally speaking, does not transform to the Rayleigh
principle even in the case of infinitesimally small amplitudes. As an example,
note the problem of eigenvibrations when continuum has different moduli for
u, > 0andu , < 0;e.g., in the one-dimensional case, 2F = au?x + Bu ’u,x

s

3t is easy to check that the stationary points of the functional (8.6) do not change if the same
factor, k, is included in the left-hand sides of (8.6) and (8.7), and the constant A? is replaced
by kA2, In transition from (8.6), (8.7) to (8.9), (8.10) the coefficient k = 1/ is introduced; the
constant A2 in (8.10) differs from the constant A? in (8.7) by the same factor.

4 1f the condition K = A2 could be changed by the condition K < A2, then the problem would be

convex. In the variational principle formulated, it is possible only to replace the condition C = A2
by the inequality IC > A? which selects a non-convex set.
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o+ B >0,a— B > 0. For such elastic body, due to non-linearity, of the problem,
the eigenfunctions cannot be presented as the product of a function depending on
and a function depending on x.

8.4 The Principle of Least Action in Eulerian Coordinates

The principle of least action for an elastic body in Lagrangian coordinates was for-
mulated in Sect. 4.3. Sometimes it is of interest to formulate it also in Eulerian
coordinates. Although it involves only rewriting the action functional in different
terms, there are a number of technical details deserving consideration.

In Eulerian coordinates, it is convenient to define the action functional on dis-
placements, u' (x, t):

W (x, )= x' (X, 1) —;%"(X)|X:X(m =x' -3 (X(x,1).

The displacements are uniquely related to the particle trajectories. The domain
of displacements, u' (x, t), is the region, V (t), occupied by the continuum at the
time 7.

Assigning the particle positions in the initial and the final times corresponds to
assigning the displacements,

u (x,10) =0, u' (x,t)=u(x). 8.11)

. 1
The functions u (x) are deﬁnefi in the region V. = V (¢#;). The points with the

coordinates x’ — u’1 (x) for x € V are in the region V = V (#). The corresponding

mapping of \1/ onto V is one-to-one.

Let us express the arguments of the Lagrangian in terms of the displacements
and their derivatives. We begin with the Lagrangian coordinates X“. The relation
between the Lagrangian and the Eulerian coordinates at the initial instant is

X4 = X%

where %! are the Eulerian coordinates of the points in V. Since ¥ = x’ — u' (xk, 1),
the dependence of the Lagrangian coordinates on the Eulerian coordinates at any
instant has the form

X=X (x" —u' (x,1)). (8.12)

Here, X (xi ) are the known functions, the inverse of the functions %’ (X¢). In
particular, if the Lagrangian and the Eulerian coordinates coincide at the initial time,
then X! = %' and X (xi, t) = x'—u' (x, t). However, as has been noted, a particular
choice of Lagrangian coordinates at the stage of deriving the equations excludes the
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possibility to check the invariance of all relations with respect to transformations of
the Lagrangian coordinates; therefore, we use the general formula (8.12).

Assigning the particle positions at the boundary of the body corresponds to as-
signing a part of the boundary 2, (r) of the region V () and the values of the dis-
placement vector at this part:

u' = up, (x,1) onX (). (8.13)
These values are not arbitrary. They satisfy the condition
X (x' — ufh) (x,0) € S forx e,
(i is the part of the boundary of the body in the space of Lagrangian coordinates
for the points of which the displacements are given).

Let us find the relation between the distortion and the displacement gradient.
Differentiating (8.12) with respect to x' we have’

X axX* . . ik
oxi  axk (5i _ui)’ i = oxi
Hence,
a axe P
det | —— |l = det | = ~det || 8 — ul]|. (8.14)
X

Equation (8.14) shows that the matrix ||5,k - uff || is non-singular. Therefore, it is

possible to introduce the tensor sj. , which is the inverse of the tensor 55‘ — uf‘

st (5;‘ - u;;) = 5. (8.15)
The distortion x! is given by the equation
xi = ikl (8.16)
This can be checked by direct inspection:
XX = &hsi X (87 —u) =%

Here, the formulas (8.15) and (8.16) are used.
In terms of the displacement gradient, the density p, according to (8.14) is

5 Remember that the observer’s coordinate system is Cartesian.
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_oE_pdetl &L _ pset] 2]
VBT alE ] T sl

ox
Let us express the velocity in terms of the derivatives of the displacements. Tak-
ing the time derivative of the equation

= podet |85 —u’ . (8.17)

u =x"(X, 1) — % (X)
for constant Lagrangian coordinates, we get

ou' L ou’ i
— — = 8.18
or U axk Y (8.18)

The relations (8.18) can be considered as a system of three linear algebraic equa-
tions with respect to the particle velocity, v'. According to (8.15), the solution of
this system of equation is

v = siuk. (8.19)

Here, u* = ou*/ot.
For simplicity, let us assume that the external forces on 9V, — 3, are equal to
zero. Then the action functional can be written as

1
I () = / / L (xi, ', ul, ui)dth, (8.20)

th V(t)

L=p sz —F(x))—® (x")> , V=, (8.21)

D (xi) being the potential of body forces. In calculating L, one should express x/,
v and p in terms of the displacement gradient by (8.16), (8.19) and (8.17).

Note that for inhomogeneous media characteristics of which depend on the
Lagrangian coordinates, the function, L, depends explicitly on the space coordi-
nates, x’, and on the displacements, u’, through the difference, x' — u’. Besides, L
depends explicitly on the Eulerian coordinates due to the presence of the external
body forces.

Least action principle. The true displacements are the stationary points of the
functional (8.20) on the set of displacements satisfying the conditions (8.11) and
(8.13).

Let us show that the formulated variational principle indeed yields the equations
of elasticity theory. Let us first calculate the variation of the functional 7 (u) (8.20),
fixing the region V (¢) X [#y, #;]. Then
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81(u)=//6Ldth=

to V(t)

l . .

: oL . oL dou' oL 90u’

— Lt 4 220 dvdi = 0. (8.22)
u' oul dxk  ouj ot

o V(t)

As before, the symbol 9 denotes the variation at constant Eulerian coordinates.
First, let du’ = 0 on V (¢). Integrating by parts, we get

t
: 5L

o V(1)

o 9% 9 9% 99 (8.23)

From (8.23) the equations follow

SL
— =0. (8.24)
Sut

These equations are equivalent to the momentum equations of the elasticity the-
ory. Indeed, due to the non-singularity of the matrix ”ch — uﬂ , the system of equa-
tions (8.24) is equivalent to the system of equations

SL | X
s (6 —uf) =0. (8.25)
Note the identity
SL oL 9 oL a (0L
k k k
: a;L . )+ . 8.26
i suk axi  gx™ (au’,‘n u’) ot (auf u’) (8.26)

which can be checked by direct inspection. Here, the partial derivative of the func-
tion L (x', u’, ul, ul) with respect to x' is denoted by 9;L, in contrast to 9L /dx’
which means “full” derivative with respect to x’, i.e. the derivative taking into ac-
count the dependence of all the arguments of L on x'.

From (8.25) and (8.26) we find that
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8L 8L 9L L

—_— U ))=— U, —=-—- - ———
Suk (’ ’) Su! "ouk gul 9x™ dul

9 IL aL 9 (L ,\ o (oL ,
e — L — — + — [ ——uf ) + =
u X

N — | —u:
at ou! axi 9xm \ quk ar \ guk '
aL 9 [ L d [aL
=8-L+—.——|:— sk —ut +L8m]——|:—(8’f—u’f } (8.27)
' ul 9x™ | duk ( ! ’) ! at | ouk M l)

Since the free energy depends on the Eulerian coordinates only through the dif-
ference x' — u',

u

In order to calculate the other terms in (8.27), we need the formulas

3,0 asi- .
(Sk _ I/t]»{ — _ 8{”7 _J shgm. 8.29
( i l) au,;n P9, auj}% k®j ( )

The first follows from the equalities (3.20) and (8.17), the second is derived in
the same way as (4.24). Due to (8.29), we have

a (1 9 v
k_ k 2\ _ o k_ Lk Z ="
(3; —u[) @ <§,ov ) = pv;, ((Si ui) w2 viv"™. (8.30)
Therefore,
L
" (8F —uf) + L8 = pv™v; — 0" (8.31)
u

m
Here, we introduced the notation

i oF oF oF
k k k
J J J

Using (8.29) and (8.16), it is easy to see that

J— j
ol =p—x/.
l axé a

Therefore, aij has the meaning of the components of the Cauchy stress tensor.
From the relations (8.29), (8.30), (8.31) and (8.32) follow the known momentum
equations

+ (pviv™ — o) + P _o (8.33)
— (pviv" —o; — =0. .
ax™ P p&x’

dpv;
ot
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The constitutive equations (8.32) are sometimes written in the form which takes
into account the fact that the free energy depends on the components of the strain
tensor with the observer’s indices ¢;; = sabe‘Xj’.. Since &4, = %g,-j <xéxb —x )%é)
the quantities ¢;; are expressed through the displacement gradient as

1

(gij—%0 3y X¢X0) = = (85 — (8F — uf) (8 — uky)) = ujy — Euiukj.

Xa j

NI'—‘
t\)l'—‘

Consequently, for F = F (g;;

~—

, from (8.32) we have

This relation is called Murnagan’s equation. Note that this formula, unlike for-
mula (8.32), is valid only for isotropic media because the free energy of anisotropic
body depends not only on the components of the strain tensor &;; but also on the
displacement gradient. This can be checked by considering the example of a physi-
cally linear material with 2F = C®“?g,,e.,. Switching to the components with the
observer’s indices, we have 2F = C abed i xbxkxésl j€w- Hence, F depends not only
on g&;;, but also — through xé —on uj.

Now let the displacement variations and the variations of the part of the boundary
S(t) = aV (t) — 2 (¢) be non-zero. The calculation of 81 results in

oL
81—//[8u (—nk > icx>+L8ni|dadt. (8.34)
Uz

to S(t)

Here, (3.92) is used, and it is taken into account that due to the momentum equa-
tions (8.24) the volume integral is equal to zero; c, is the velocity of the surface S ()
along its normal in the observer’s coordinate system, én is the virtual displacement
of the surface S (¢) in the direction of the normal.

Let us rewrite the integrand in (8.34) using the relations (8.30) and (8.31):

oL oL oL oL
au< ng — —c¢ )+L5n—au1sk(5k—uk)< s——@)—i—LSn:
dul u;, ouf du
= ou’ s; [(pv v — 0} — L8,i) ng — pvkcx] + Lén =
= Bu/sjpvk (v ng — cx) + L (8n — 8ujs§nk) — 6ujsjfaksnx. (8.35)
The first term in the right hand side of (8.35) is equal to zero: the difference
v¥ng; — ¢, has the meaning of the surface velocity over the particles, and it is equal

to zero since S (¢) does not move over the particles. The second term is also equal
to zero. Indeed, the equality is valid:

Sx* = dut = shou. (8.36)
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It follows from the relation (4.31), written for the displacements:
Sul = ou’ + ulsu*. (8.37)
The solution of (8.37), considered as a system of linear equations with respect
to uX, is given by the formulas (8.36). In terms of the variations with constant
Lagrangian coordinates, the condition that the boundary particles remain on the
boundary yields
sn = 8xFny. (8.38)
From (8.38) and (8.36),

on — 8ujs§nk =0,

thus the second term in the right hand side of (8.35) vanishes. We obtain for the
variation of the action functional,

1
§I = _/ / 6uis§a,fnsd0dt =0.
to S(t)

Due to the arbitrariness of du’ and the non-singularity of the matrix sf, the natural
condition on § (¢) are o;/n, = 0.



Chapter 9
Ideal Incompressible Fluid

9.1 Least Action Principle
Consider a continuum in some vessel, V. Continuum occupies the entire vessel at

the initial instant, #y. Let us prescribe the initial and the final positions of each point
of the continuum,

X (o, X) =% (X), x(t1,X)=x(X), 9.1)

and find the trajectories which minimize the action functional,

I, x>)=//%pdx’;’t’ X)dx"gt’ X 4 ar, 9.2)

t()‘°/

with p being a constant. Such a variational problem corresponds to motion of non-
interacting particle. The particles are driven only by inertia. Obviously, the trajec-
tory of each particle is a straight line in four-dimensional time-space connecting the
initial and final positions (Fig. 9.1). Such motion of continuum is compressible. Be-
sides, the mapping, x (¢, X), is not a one-to-one mapping because trajectories may
intersect. Let us complicate this inertial motion by imposing the incompressibility
condition

det

0% (X)

) X
0X

Then mapping, x (¢, X), becomes a one-to-one mapping, at least locally.
Continuum model which incorporates two features, inertia of particles and in-

compressibility of motion, is called ideal incompressible fluid. Motion of ideal in-

compressible fluid is a stationary point in the following variational principle.

Least action principle. The true motions of ideal incompressible fluid are the sta-

tionary points of the action functional (9.2) on the set of all motions extracted by

the constraints (9.1) and (9.3).

V.L. Berdichevsky, Variational Principles of Continuum Mechanics, 389
Interaction of Mechanics and Mathematics, DOI 10.1007/978-3-540-88467-5_9,
© Springer-Verlag Berlin Heidelberg 2009
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Fig. 9.1 Minimizer of the t
variational problem (9.1) and
9.2)

o

v v
In this formulation particles are allowed to detach from the wall. One can also

impose an additional condition that the boundary particles remain on the wall all the
time:

x(t,X)eaV() ifXeaV, (9.4)

where the current position of the vessel, V (¢), is prescribed and may not coincide
with the initial position, V.

To derive the equations governing the motion of ideal incompressible fluid from
the least action principle, we get rid of the constraint (9.3) by introducing a Lagrange
multiplier, p. The expanded functional is

1 dx'dx; det ” ” .
—p— — 1) |dVdz,
//[2 i dr ”(dtnaxu ’
Iy Vv
and for its variation we obtain

t
/'/ daxi+ 0’ o _
v ——
p dt ax’

o

dv, 8p
/pv,Sx av +/fp8xndAdt //(Sx avdt. 9.5)
axt

fo Iy V Io V
Here we used (4.19). The first term in (9.5) vanishes due to (9.1): §x' = 0 at

t = ty, t;. If particles do not detach from the wall, §x'n; = 0 at 9V, and the second

term vanishes as well. Therefore, equating (9.5) to zero we obtain the equations

dl)i N ap (9 6)
'Odt T axd’ '
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which are the momentum equations of ideal incompressible fluid. Pressure in the
fluid is the Lagrange multiplier for the incompressibility condition. This was the way
which was used by Lagrange to derive these equations [168]. Momentum equations
must be complimented by the incompressibility condition which is usually taken in
the differential form:

v’

el 0. 9.7

If fluid is allowed to detach from the wall in the course of motion, and some free

surface forms, then, due to arbitrariness of §x’n;,

p=0 (9.8)

on the free surface.

To model the fluid evaporation or other physical mechanisms by which a non-
zero pressure develops inside the cavity, formed by the detached fluid, one has to
take into account the work of pressure on the free surface displacements. Then the
action functional gains an additional term,'

f podVdt,

V.

where py is the pressure in the cavity, V.. Accordingly the boundary condition (9.8)
is replaced by the condition

P = Po (9.9)

at the free surface.

All the equations obtained remain valid if the fluid is inhomogeneous, i.e. its
density depends on Lagrangian coordinates: p = p (X). Another modification of the
action functional appears if there are body forces with the potential ® (x), acting
on the fluid. The action functional becomes

tl 1 dxdu ®(x(t, X)) |dVdr (9.10)
//[2pdtdt_px’ } ' ‘

o vy

If the fluid is homogeneous and does not detach from the wall, then the second
term in (9.10) is not essential because it does not depend on fluid motion:

/qu)(x(t, X))d\"/dz://pcb(x)dvczt

o vy o V(t)

1 See (7.13).
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If the fluid is inhomogeneous and/or has free surfaces this term is essential. We will
encounter its contributions later in Sect. 13.2.

9.2 General Features of Solutions of Momentum Equations

Momentum equations of ideal incompressible homogenous fluid (9.6) can be “in-
tegrated” in the following sense. Let us project these equations on the Lagrangian
frame:

qdvi ia_p_ ap

= = — . 9.11
Pla dt Ya dx! .C ( )
Denoting by v, the Lagrangian components of velocity,
Vg = xi Vi,
and using the fact that
cdvi dvy, dxi  dv, D
X — = — — Ui_ = — Vi =
“ dt dt dt dt X
dv, 1 9 , 2 ; ©.12)
= ———v7, v =y, .
dt  294X9
we have
dv, 0 v?
= —B + _— .
dt aXa 0 2
Let us introduce a function, ¢, by the equation
d 2
Lo, 9.13)
dt P 2

Then the momentum equations can be written as

d dp 0
Z ey - ) =
dt \'* X
Hence, the Lagrangian covariant components of velocity, v, differ from dp /90X
only by some field, 9,, which does not depend on time:

dp

- b, (X)), 14
o X 9.14)

Uq

or, in Eulerian coordinates,



9.2 General Features of Solutions of Momentum Equations 393

dp .
v = — + X, (X). (9.15)
ax!

Function ¢ can be chosen arbitrarily at the initial instant. If ¢ is set to be equal
to zero initially, then 0, (X) have the meaning of the initial Lagrangian velocity
components.

Equation (9.14) determines the general structure of solutions of Euler equations:
the Lagrangian components of velocity, v,, may depend on time only through the
potential part, dp/dX“.

There are other forms of this statement. As follows from (9.14) the antisymmetric
part of the gradient of velocity does not depend on time:

a[avh] = a[af);,] (X) (916)
The antisymmetric tensor dy, vy is in one-to-one correspondence with the vector:

1 1
o = 8“bca[avb] = ﬁe"bca[avb], a[avb] = E&eahcwc.

Due to the incompressibility condition, the determinant of the metric tensor, 2, can
be set equal to unity.

The vector with the contravariant Lagrangian components, o, is called the vor-
ticity vector. In Eulerian coordinates, the vorticity vector has the components

o = ek 9.17)
ax/

and, due to the law of transformation of vector components,
o = xiwa. (9.18)

Conversely,

According to (9.16), the contravariant Lagrangian components of vorticity, o°,
do not change in time at each fluid particle:

dw?
dt

=0. (9.19)

Note that the covariant components of vorticity, w, = gp,®“, may change in time.

Another form of (9.14) is obtained by differentiation of (9.18) with respect to
time at constant Lagrangian coordinates. Using the independence of w“ on time and
formula the time defivative of distortion (3.43), we obtain the evolution equations
for Eulerian components of vorticity,
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do' ',
—=—w 9.20
dt dxk ©-20)
This equation can also be written in a different form where summation over k is
conducted with another index of the velocity gradient,

da)i Gvk k
— = —w". 9.21
dt ax’ @ ( )

This follows from the identity

v o
< Y _ —v> Wt =0 (9.22)

axi oxk
The identity follows from the inversion of (9.17) (similarly to (3.53)):

e
ox axk — Cikm s

and vanishing of the sum, eigm* o™ = 0.

Conservation of vorticity is often stated in the integral form: for any closed con-
tour, I', the circulation of velocity over this contour, f v;dx’, does not change in
time. This statement is equivalent to the conservation of the Lagrangian contravari-
ant components of vorticity, w”. Indeed, a moving fluid contour I is the image of
a contour, I, which is stationary in Lagrangian coordinates. Therefore, the circula-
tion of velocity can be presented as the circulation of velocity over this stationary

contour:
CEfvidxi =/v,-xf1dX” =/vadX”.
v J )

r r

Transferring the integral over I to the integral over a surface § which has the bound-
ary I', we have

C = /vadX” = /a[avh]dX“ AdXP.

I 8

Since d,vp) do not depend on time, C also does not depend on time. The arbi-
trariness of the contour I yields the equivalence of the conservation of velocity
circulations and the conservation of w®.

Let us return to (9.14). In this equation, one can set ¢ = 0 at the initial instant
and consider v, (X) as the functions known from the initial conditions. Then the
particle trajectories can be sought from a system of equations of the first order,



9.2 General Features of Solutions of Momentum Equations 395

ax' (t, X) ox; (1, X) dg (t, X)
axe Ry T ©-29

The incompressibility condition,

ax

X

det

ax
— || = det
x|

' , (9.24)

closes this system of equations for x’ (¢, X) and ¢ (¢, X) . Pressure can be computed
from (9.13) after the potential ¢ and velocity are found.

Equation (9.23) can be resolved with respect to time derivative, dx; (¢, X) /ot :
using (3.23) we have

ax; (1, X)

Jat 2

X = —ejix) xbe (vc X))+ M)

It is an attractive idea to eliminate ¢ and obtain a system of equations of the first
order with respect to only the particle positions, x’ (¢, X) . This is done further in a
formulation of ideal fluid dynamics as the dynamics of vortex lines.

Note some other versions of (9.14). The three-dimensional vector, v,, can be
presented? (at least, locally) in terms of three potentials, o (X), 8 (X) and ¢ (X) as

dpo B
axe T¥xa

a =

It is convenient to redefine ¢, denoting by ¢ the sum ¢ + ¢y. Equation (9.14)
takes the form

F) 0
so+a/3

. 9.25
X X ( )

Vg =

The scalars, ¢, o and S are called Clebsch’s potentials. In Eulerian coordinates,
(9.25) is

ap B
v ax! ta dax! ( )
Note that Clebsch’s potentials are not defined uniquely for a given velocity field.
For example, for any constant k the change « — ko, B — B/k does not alter the
velocity field.

2 This follows from the theorem on the canonical presentation of differential forms, dA =
Aydx' + ... + A,dx": for an even n, n = 2s, there are independent functions,
prx), ..., Ps (), q" (xX), ..., q° (x) such that dA = pydq' + ... + p,dq®, while for an odd
n, n = 2s + 1, there are independent functions, H (x), p; (x),..., ps(x),q' (xX),...,q* (x),
such that dA = pydq' + ...+ p,dq® —dH.



396 9 Ideal Incompressible Fluid

Equation (9.26) must be complemented by the conditions that the potentials «
and B do not change along the particle trajectories:

da  da . Jo dg 4B 9B
—=—_4yv—=0 === =0. 9.27
dt ot T axt dt ot v ax’ ( )

Equation (9.13) for the potential ¢ in Eulerian coordinates is

g (09 vt p
4L - — 4+ =0 9.28
ot v dx! 2 P ( )

Using (9.26) and (9.27) we can also put it in the form

dg 8/3 voop
- —+ =0 9.29
P +a— + 5 + 5 (9.29)

For potential flows, either « or § is zero. Then (9.29) transforms into the Cauchy-
Lagrange integral

dp

e
o

v?
2

9.3 Variational Principles in Eulerian Coordinates

Instead of the particle trajectories x (X, ), the action functional may be considered
as a functional of functions of Eulerian coordinates: the Lagrangian coordinates
X (x, 1), displacements, density and velocity, Clebsch potentials, etc. Doing so, a
one-to-one correspondence of the new characteristics with the particle trajectories
should be maintained; otherwise, some “degrees of freedom” may appear or disap-
pear.

Consider the changes in the variational formulations caused by various choices
of the action functional arguments.

Variation of the Lagrangian coordinates. Let X (x, ¢) be the arguments of the
action functional. The functions X (x, ¢) are defined in the region V () occupied by
the fluid at the instant ¢.

Let us find Lagrangian L in terms of the functions X (x, t). According to (3.58),
velocity is function of time and space derivatives of X (¢, x) :

G
vk = —xt . (9.30)
ot

Here x* are viewed as the components of the matrix which is inverse to the matrix

H aX4/ox' || Using (3.25), we can write that explicitly:
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oo L iytxe,, X0 9.31)
2dec ] ¢
So,
L__l X) g, 5! ;0X*ax? 9.32)
= P8 Ny T T ’

Here we allow density to be a function of X. This function, p (X), is assumed to
be known.
The incompressibility condition is a constraint on the space derivatives of X (x, 7) :

ax

det .
dx!

—1 (9.33)

(for simplicity, we set HXI" = 1). The values of the functions X* (xi, t) at the

initial instant are known:
X (x' 1) = X (x7). (9.34)
Besides, the values of the function X¢ (xi, t) at the finial instant are also given:
1

X4 (x'n) =X (x'). (9.35)

o . o 1 .
The functions X“ (x') are defined in the region V = V (f9), and X (x') in the
1 . 1
region V = V (#;). It is assumed that there exists a mapping V — V/, for which the
° . 1 .
functions X¢ (x’) and X (x’) coincide.

If the equation of the boundary of the region V at the initial moment is

f(X) =0,

then the non-detachment of the fluid particles from the boundary means that the
equation,

f (X (x,1)=0, (9.36)

is the equation of the boundary of the given region V (¢).

Consider the functional
n
I =/ / LdVdt (9.37)

o V(t)

where L is the function (9.32).
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Least action principle. The true motion of the ideal incompressible fluid is a sta-
tionary point of the functional (9.37) with Lagrangian (9.32) on the set of all func-
tions X (x, t), satisfying the constraints (9.33), (9.34), (9.35) and (9.36).

Let us show the validity of this principle by direct calculation. Indeed, denoting
further by L the function (9.32) with the added Lagrange multiplier term,

—p <det — 1> ,
we have

oL
51_//—6X“dth+/ / ax“( cx>dAdr—o (9.38)
E)X“ 6X“

o V(t) th aV (1)

X4
axt

Here X{ = 0X“/0t. For 09X = 0 on 9V () it follows from (9.38) that

SL oL 8 9L  a oL
- _ 2% . (9.39)
5Xe T 9Xe  axkox¢ ot oX?

Equation (9.39) can be transformed into the usual form of the momentum equa-
tions for ideal incompressible fluid. To do that we contract (9.39) with the compo-
nents of the non-singular matrix X{:

. OL , oL 0 L 0L F oL IL 9X¢ 9L 9X¢
, = X¢ - — [ x¢ — —(x¢ i r_
"X oxe  axk \U'oxy ot \ ' oX{ oX{ oxt - 9X{ ox!
= —9;L 9 X¢ L L8t g Xx¢ oL\ _ 0 (9.40)
Tk \(Maxe o \Utaxe) T ’

As before, 9; L is the derivative of the function L (xi, X, X4 Xy, p) with re-
spect to x' with X¢, X7, X{¢, p held constant. Note that 9L /dp = 0. Then,

L . . 9
oL=0, X'— "X — L§ = —pvjv" — pX? 5xa

(- et =

= —pv;vk — p&k, L o _ —p;. (9.41)
1 aX;l 1

Substituting (9.41) into (9.40) yields momentum equations of ideal incompressible
fluid (9.6).

The surface integral in (9.38) is equal to zero due to the non-detachment condi-
tion (¢, — v'n; = 0) and the constraint on the variations

A a_ O

axu = x'9X* =0 (or n;x X" = 0),

which is obtained by varying (9.36).



9.3 Variational Principles in Eulerian Coordinates 399

Variations of velocity. In hydrodynamics of ideal incompressible fluid, one usually
uses a closed system of equations in terms of velocity. Therefore, the variational
features of the velocity field are especially interesting. Is it possible to vary velocity
independently? At first glance the answer is positive: the velocity is the first deriva-
tive of the particle trajectories x’ (X, t), and there is a one-to-one correspondence
between the functions x’ (X¢, ) and v = dx’ (X%, t) /dt (with an additional initial
condition, e.g., x' (X9, 1) = %' (X“)). However, in such reasoning, one point is
missed, which we explain by the following example.
Consider the minimization problem for the functional

1

dx\? .
/ <E) dt — min (9.42)

1o
with the constraints

x (o) = x0, x(t1) = x1. (9.43)
The function providing the minimum is obviously a linear function of ¢:

X1 — Xo
(t—1y).
Hh—1b

x(t)=x0+

Let us try to reformulate the variational problem (9.42) and (9.43) in terms of veloc-
ity v (#) = dx (t) /dt. Due to the end conditions (9.43), the function v (¢) satisfies
the constraint

5]

/ v(t)dt = x; — xo. (9.44)

fo
It is easy to check that the minimization problem for the functional

1

/ vidt (9.45)

fo

over all functions v (¢) satisfying the condition (9.44 ) is equivalent to the original
one, and yields the same solution:
X1 — Xo

v(t) = —— = const.
Hh—1
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If in the minimization problem the value of x (¢) is given only at one end, then in the
transformed problem the function v (¢), apparently, must not satisfy the constraint
(9.44), and the functional (9.45) should be minimized over all functions v (¢). The
minimum value of the functional is zero and achieved at v (t) = 0, We obtain the
same solution by minimizing the functional (9.42) with the one end constraint.

This example shows that velocity can be varied independently only in the absence
of the constraint for the particle trajectories at the final instant, #;. If the positions
of the particles at t+ = #; are given, then the velocity must satisfy an additional
constraint similar to (9.44).

The formulation of constraints for velocity in integral form, like (9.44), in case
of continuum is difficult. However, such constraints can be given in the differential
form.

Assigning the particle positions at the initial and final instants means that for any
admissible velocity field there exist functions X* (xi , t) (Lagrangian coordinates),
which are the solution of the system of equations

S S (9.46)
v = .
at dxk

with the initial conditions and final conditions (9.34) and (9.35), and for all # and x
the incompressibility condition (9.33) holds. The non-detachment of the flow at the
boundary means that

vin;g =c¢, ondV (1). (9.47)

Lin variational principle. The stationary points of the functional

1
1 )
/ / Epviv’dth (9.48)

0 V()

on the set of functions v’ (xi, t) and X (xi, t), satisfying the conditions (9.33),
(9.34), (9.35), (9.46) and (9.47) are the solutions of the momentum equations of
ideal incompressible homogeneous fluid.

Here, the incompressibility constraint (9.33) can also be used in its differential
form, vfi =0.

The differential constraints make this variational problem similar to some prob-
lems of the optimal control theory.

The Lin variational principle is in essence a reformulation of the least action
principle for function X (x', t), since velocity can be expressed only through the
functions X“ (x', ¢) from (9.46).

The expansion of the set of admissible functions. In the least action principle, it
is necessary that the admissible functions x’ (X, t) take on the assigned values at
the initial and the final instants. Otherwise, varying the action functional, we obtain
an additional term:
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n

/ pv;dx'dV

V() o

For arbitrary 8x’ at t = ty, t1, the least action principle yields a quite special flow
with v; = 0 for t = fy and ¢ = ¢;. However, we may weaken the conditions §x' = 0
att = t1, t, in such a way that the least action principle yields some sensible classes
of flows.

Suppose that for the initial and final instants, some system of hypersurfaces is

. 1

fixed in regions V and V. The hypersurfaces are the level surfaces of some function
0 . 1
B (x)in V and function 8 (x) in V. Now assume that for any admissible motion of

0 1
the continuum, the hypersurfaces B (x) = ¢ become the hypersurfaces B (x) = ¢
(see Fig. 9.2). This means that there exists a function, 8 (x, t), such that

g _ 9B« _

= £ =0,
ar o axk
0 1
Bx,t))=px), B, n)=px). (9.49)

The motion of the fluid is incompressible:

9 i

P _o, (9.50)

ax!

and, since V (¢) is a given region, the normal component of velocity is a known
function on 9V (¢):

ving = cy. 9.51)

-
1
o

Fig. 9.2 Weakened
constraints at the initial and
final instants

e
1
o
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Variational principle. On the set of velocity fields, v’ (x, t), which is selected by the
constraints (9.49), (9.50) and (9.51), the minimizing element of the kinetic energy

functional
5]
/ / L pvivavir
—PLV;
2/0

o V(t)

satisfies the momentum equations of the ideal incompressible homogeneous fluid.
Indeed, introducing the Lagrange multipliers po and pg for the constrains (9.49)
and (9.50), respectively, we obtain the functional

|
2
v , B . 9B
— v —a | — +v'— ) |dVadr.
p// [2 v a(ét * ax’)]
fo V(t)
Variation of the functional with respect to « gives (9.49); variation with respect to ¢

results in (9.50); variation with respect to v’ yields the velocity expression in terms
of the Clebsch potentials,

vi—a_(p %

= — ~; 9.52
ax! ax! ( )
finally, varying 8 we obtain the constancy of « for every particle:
da
— =0. 9.53
7 (9.53)

The integral that appeared in the integration by parts is equal to zero due to the
velocity constraint (9.51) and the constraints for g for (9.49).

Fluid motion with a free surface. Now, let the fluid have a free unknown surface
2, (t), while the other part of the boundary, S (¢), is given and fluid does not detach
from S (7). Let the external body forces with the potential ® (x) also be acting on
the fluid. In this case, the following variational principle holds:
Variational principle. The true motion of the ideal incompressible homogeneous
fluid with a free surface is the stationary point of the functional

h 2
/ / p(; — @(x))dth (9.54)

to V(1)

on the set of all velocity fields which satisfy the constraints (9.49) , (9.50) , the
conditions (9.51) at the wall, and on the set of regions V (t) with the boundary
S (t) + 2 (¢), which satisfy the conditions,
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o o 1
volume of V (t) = volume of V, V() =V, V() =V. (9.55)

Let us introduce the Lagrange multipliers po and p¢ for the constraints (9.49) and
(9.50), respectively, and replace the functional (9.54) by the functional

i 2 ‘ B 0
p/ / [% — D) + oV —a (a—’f + v’a—ﬁﬂdvm. 9.56)

to V(1)

The variation of the functional (9.56) with respect to ¢ and o results in (9.49)
and (9.50). The variation of v’, 8 and the boundary yields the equation

p/ / [0v" (vi — @i —aBi) + 0B (a; + 9, (av’))]avdr+
1o V(t)

1 1
2
+,of / (dB (cx — v'n;) + @dv'n;)dAdt + ,of / <% — q)) SndAdt = 0.

1o V(1) o 3(r)
(9.57)

Here, én is the distance by which the surface X, (r) is displaced in the normal direc-
tion, when its position is varied.

First, let the variations v’, 8 and n be equal to zero on dV (¢). Then (9.52) and
(9.53) follow from (9.57). For nonzero values of dv’, 98 and 8n on dV (¢), (9.57) is
reduced to the relation

n ' . UZ
,of / [aaﬂ (cx — v’ni) + @ov'n; + (7 — (I>> 8ni|dAdt =0. (9.58)

fo 3(t)

Here, we used the fact that ¢, = vin; and dvin; = 0on dV (¢) — 3 (¢).

Let us first set dv’ and 8n equal to zero on 2 (¢). There are two possible cases:
B = a = const on V and B # const on 9V . In the first case, due to the condi-
tion (9.49), the boundary equation of the region V (¢) is of the form g8 (x,1) = a.
Consequently, the variation 48 on 9V (¢) is equal to zero, and the equality (9.58) is
satisfied identically for vl = 8n = 0. In the second case,? the variations JdpB are
arbitrary on 9V (¢) and (9.58) yields (9.51) on the free surface.

To derive the boundary conditions following from (9.58) for nonzero variations

dv' and &n, we need the following relation:

3 For simplicity, we will assume that the surfaces § (x, t) = const transversely cross the surface
av (1).
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3]
4

1
. d
//(pav’nidAdtz—//d—gféndAdt+ /¢8ndA . (9.59)

fo (1) fo (1) (1) f

The proof of (9.59) proceeds as follows. Let x' = r (¢!, ¢2, 1) be the parametric
equations of the surface 3 (), and let ¢!, ¢? be the Lagrangian coordinates of the
points on the surface 3, (¢) such that v/ = rf, on 2, (¢). Then, denoting the variation
with ¢* held constant by &, we can write

Svl = av' + (Srkvfk = Srft.

Hence,
vin; = n,-c‘Srf, — Srknivfk. (9.60)
Note the formulas
dn' : 1 d )
i _ _rlankkaV __\/a = I"?Ula, (961)
dt : Ja dt ’

where a is the determinant of the metric tensor aqg on the surface S, ri* =
a*f rfg, ”fs = rfﬂ. The first one is obtained from the formula for the variation of the
normal vector (14.47), in which §n’ and 8x’ should be replaced by dn’ and v'dt,
respectively. The second relation (9.61) follows from (3.20) and the definition of
the surface metric tensor (14.3):

Ldva _ 1 oa daw _Lpd i oy

Ja dt _Zaaaﬂ dt 27 dt

By means of (9.60) and (9.61), we get

dsrt

pov'nidA = gﬁn,-?dA - (pc?rkn,-vfde =
d i 1,0 de i i, ok
=7 ((pniér \/c_z) dcdes — Eniér dA+ drir'“ngv,dA—
—pn;8riri vt dA — psr*nividA. (9.62)
Since n;6r' = én, and according to the decomposition of Kronecker’s delta

(14.15), 8/ = nind + ror}, we have

koo ek o] sk i (] o .j
dr® - nivly = ér ~n,vyj8k_8r UL (n nk—}—rkra)

= (Srk . nk) n;n’ vfj + 8. renv',.

The last three terms in (9.62) sum up to zero (it should be taken into account that
v =8 = (njni + rérf‘) = nin/v'; + rgrfv’; = 0). So, the equality holds,



9.4 Potential Flows 405

) d . d
@ov'n;dA = — ((pniSr’ . JE)d;'dgz — —¢8ndA,
dt dt
from which the formula (9.59) follows.
Based on (9.59), (9.58) can be rewritten as

n

1
2 d
,o// (%c - d—‘f) SndAdt + p /(p(SndA —0. (9.63)

fo 3(t) (1) f

The regions occupied by the fluid in the initial and the final instants are given,
therefore én = O for t = 1y, t;, and, due to the constraint (9.55) and the condition
Sn=00ndV (r) — 2 (1), also

/ sndA = 0. (9.64)

(1)
Thus (9.63) yields the only condition

v? dp  po
— b - L = —. 9.65
2 dt 0 ( )

Here, the constant py is the Lagrange multiplier for the constraint (9.64).
One can also write (9.65) in a different way by adding the zero term adf/dt:

v? do g v? I 4 B po
7w T T O Ty kb —ag =T
Thus,
g B v? Po
AU R S 9.66
Fy +aat + 5 + ) (9.66)

Therefore, the constant py has the meaning of pressure, and the equality (9.66)
shows that pressure is constant on the free surface. This assertion concludes the
justification of the variational principle for the functional (9.54).

9.4 Potential Flows

After dropping the constraints on 8 (9.49), we get the following

Variational principle. The stationary points of the functional (9.54) on the set of
velocity fields satisfying the incompressibility condition (9.50) and the impenetra-
bility of the walls condition (9.51), and on the set of regions V (t) satisfying (9.55),
are the potential flows of the ideal incompressible fluid.
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Let us construct the corresponding dual variational principle. Introducing the La-
grange multiplier for the constraint (9.50) and using the equality (9.51), we rewrite
the functional (9.54) as

1
2 9 i
p/f <v——q)(x)+gai.>dth=
2 dx!

0 V()

I3 2 5]
0 / / (% —vig, —CD(x)>dth+p f / e dAdt. (9.67)

to V(1) fo oV (1)

Finding the extremum of the functional (9.67) over v’ is equivalent to minimiza-
tion of the integrand with respect to v’. After calculating the minimum, we get the
following

Dual variational principle. The stationary points of the functional

[ (%w,m»w@(x))dww of [ ocarar oo

to V(t) o aV(t)

on all functions ¢ and all regions V (t) satisfying the condition (9.55) are the poten-
tial flows of the ideal incompressible fluid.
The functional (9.68) can be written in a different way using the identity

d g

— dV = —dV wdA.

dt ¢ / ot + / e
V(t) V(t) av(t)

We have (up to a factor —1)
4

f/<¢,z+%<p,i¢'i+®(x)>dth— /(pdV . (9.69)

o V@) V) N

The integrand of the first integral in the formula (9.69) is (negative) pressure.
One can get rid of the last term in (9.69) by setting an additional constraint

4]
/ wdv| =0 (9.70)
1z

fo

on the admissible values of the potential ¢. It is clear that this constraint does not
affect the equations and the boundary conditions for ¢. We get the following.
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Variational principle. The stationary points of the functional

[ 1 i 3
P 0ot 500" + @) )dxdi (9.71)

0 V()

on all functions ¢ and in all regions V (t) satisfying the constraints (9.70) and
(9.55), respectively, are the potential flows of ideal fluid.

Consider a particular case of motion of the ideal incompressible fluid over the
plane (). Denote the hight of the fluid by % (x*, t). The variational principle for the
functional (9.71) becomes
Luke variational principle. The potential flows of the ideal incompressible homo-
geneous fluid over a plane are the stationary points of the functional

I h(x*,1)

1 .
,0// / (go,, + E(p,igo" +CD(x)>dx]dx2dx3dt (9.72)

Hh QO 0

on the set of all functions ¢ and h, satisfying the constraints

141

h
/ [h(x*, 1) — ho (x*)]dx'dx* = 0, / / pdx'dx*dx® | =0,
Q 0

Q fo

h(x% to) =ho(x%), h% t)=h (x%). (9.73)

The first constraint (9.73) can be disregarded if we include the Lagrange multiplier
for this constraint in the potential of the external body forces (or, after some redefi-
nition of ¢, in the potential, ¢).

Consider now the flows without free surfaces.
Kelvin variational principle. On the set M of velocity fields, selected by the con-
straints (9.50) and (9.51), the minimizing element of the kinetic energy functional

1
1 .
I(v)://ipv’v[dth

to V(1)

corresponds to the potential flow of ideal incompressible fluid.

The set M is convex. The kinetic energy, as a positive quadratic functional, is
strictly convex. Therefore, the minimizing element of the kinetic energy functional
is unique.

Constructing the dual variational principle, we get
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Dirichlet principle. On all functions ¢, the maximizing element of the functional

i)

1 dp dp
J = wQdA — — — —dV |dt
/,0 /cgo Z/Hx‘ ax;

fo V(t) V()

the velocity potential of the flow of the ideal incompressible fluid which satisfies the
boundary condition (9.51) and

max J = min /. (9.74)
7 v

Time is just a parameter in the Kelvin and Dirichlet principles. Therefore, the
minimization problem for the functional / can be replaced by the minimization
problem for the functional

1
K= / quﬂdv (9.75)
V(t)

with the constraints (9.50) and (9.51), at each instant while the maximization prob-
lem for the functional J corresponds to maximization of the functional

1 dp dg
Kf = wQdA — — ——dV 9.76
P / oy 2/0 ax' dx; ( )

av(t) av(r)

on all functions ¢.

9.5 Variational Features of Kinetic Energy in Vortex Flows

There is a one-to-one correspondence between velocity and vorticity. Therefore
kinetic energy can be considered as a functional of vorticity. It turns out that this
functional is the minimum value in a variational problem to which we proceed.

First we have to show that velocity and vorticity are in one-to-one correspon-
dence indeed. Consider a velocity field, v, in a closed bounded region V. The
velocity field is incompressible:

90 =0 9.77)

and satisfies the impermeability condition:
v'nj =0 on 9V. (9.78)

For a known velocity field, one can find the corresponding vorticity field:
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o = e’:"kaj Uk. (9.79)

The vorticity field is divergence-free:
diw' =0. (9.80)

Let now a divergence-free vorticity field be given. Then (9.77), (9.78) and (9.79)
define a unique velocity field. Indeed, assume the opposite, that there are two solu-
tions of (9.77), (9.78) and (9.79), v} and v}. Then the difference v’ = v{ — v} obeys
(9.77) and (9.78) and the equation

e’fkaj Vi = 0.

The latter means that the velocity field is potential, v; = 9;¢. According to (9.77)
and (9.78) the potential is subject to the boundary value problem,

J
Ap=0, 2| —o,
on |,y
which has the solution, ¢ = const, and, hence, v' = 0, v{ = vj. The one-to-

one correspondence, @' <= v, holds true also if v'n; at 9V is given and not
necessarily equal to zero.

If we do not impose on the velocity fields the constraints (9.77) and (9.78) then
the one-to-one correspondence is lost: there are many velocity fields which satisfy
(9.79) for a given o'. It turns out that (9.77) and (9.78) are Euler equations in the
following
Variational principle. The true dependence of kinetic energy of vorticity provides
the minimum value to the functional

1 .
—pv'v;dV
/2,01) v

v

on the set of all velocity fields selected by the constraints (9.79).
To derive Euler equations, we introduce Lagrange multipliers for the constraints
(9.79), pyr;. The functional to be minimized becomes

1 . ; .
p/ [zv’vi—wi (e”kajvk—w’)] dv (9.81)
14
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or, after integration by parts,

1 . . . .
p/ [Ev’vi + ajllf,-e”kvk + 1//,ﬂ)’j| dV —p / wie’fknjvde. (9.82)
av

\%

Euler equations are

vl =9y iV, (9.83)
Ven; =0 onaV. (9.84)

Equation (9.77) follows from (9.83). Let us show that boundary condition (9.84)
yields (9.78). Indeed, using Greek indices for vector projections on the tangent
planes, we can write (9.84) as

Ve = 0. (9.85)

On the other hand, denoting by r' (§%) the position vector of a4V, £% being coor-
dinates on dV, and using (14.7), we have

i m_.n ijk

1 U osjsh _ skgj ijk
niv' = ﬁeimnrl ry e’ oy = 7 (87,85 — 8,8)) ri'ry e’ a ;v

1 1
= — (r;nrgamWn - r?réna'nWH) = % (r;alwn - r?aZWn) (986)

= — (0¥ — DY) = eP gy o =10 Y.
ﬁ( 12 — 02971) Ve, v « ¥
Here )} = or™ /0&“, the vertical bar in indices denotes the covariant surface deriva-
tive (see Sect. 14.1 for the definition). The boundary condition (9.78) follows from
(9.86) and (9.85).

After minimization with respect to velocity fields the functional (9.81) is equal to

\%4

-5

According to the general scheme of construction the dual variational principles,
to obtain kinetic energy of the flow one has to maximize the functional (9.87)
with respect to all fields, E) which satisfy the constraint (9.84). We arrive at the
following
Dual variational principle. The dependence of kinetic energy on vorticity can be
found from the variational problem

— K= min pf B (cuﬂ@))z— ??3} dav. (9.88)

T €(9.84)
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The vector field, E), is called stream vector field; in case of two-dimensional flows
(vi,v2 #0, v3 =0), it has the only non-zero component, ¥3, which is called
stream function. N N

Note that the functional in (9.88) is invariant with respect to shifts v — ¢ +Ve
where the potential, ¢, is constant at the boundary.4 Therefore, its minimum value
is achieved at many fields. To select a unique minimizing element, one can set an
additional constraint

ai =0 (9.89)

which obviously, eliminates gradient invariance.
Euler equations in the variational problem (9.88) are

AY; — 30,9 = —w;. (9.90)

If the constraint (9.89) is set, Euler equations simplify to

AY; = —a;. 9.91)

The three equations (9.91) are not independent: the divergence of (9.91) is iden-
tically zero.

The variational principles formulated can be extended to the case of non-zero
normal velocity at the boundary. To do that, consider the function, v, = v;n’,
at V. We introduce a two-dimensional vector, x*, on dV such that its “surface
divergence” is equal to v,:

vy = —x. (9.92)

Since the velocity field is divergence-free,

/v,,dA =0,

v

4 For such a shift the functional gets an increment

—p/a)iaiwdv
4
which is equal, due to (9.80) to
—p/winiwdA.
av
Since ¢ is a constant, ¢, on 9V,

—p/wini(pdA = —pc/winidA = —pc/aiwidV =0.

av v Vv
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the necessary condition for solvability of (9.92) is satisfied. For a given v,, one can
obtain a solution of (9.92) assuming that the field x is potential, x® = x'*. So we
assume that the vector field, x“, is known on dV.

Variational principle. For a given vorticity, the true velocity field provides mini-
mum to the functional

1 .
/Ev’vidV—/vax“dA. (9.93)
14 av

Here v, are the tangent components of velocity on dV.
To obtain Euler equations for the functional (9.93) we introduce Lagrange mul-
tipliers for the constraint (9.79):

2
av

1 i ijk i o
—v'v; — ¥ (™00 — &) [dV— | vax“dA. (9.94)
v

The only difference from (9.81) is that after integration by parts we have to vanish
for all v’ the surface integral

/ (=i njve — ve x*) dA.
av
Since, due to (14.10),
vie"nju = —Yuelrirg = —e* Yqup
this surface integral is zero for
ey = 1’
or
Vo = apx”. (9.95)

Hence, inside the region V we find as before (9.83), while at the boundary we
obtain using (9.86), (14.6) and (9.83),

Uil’l,‘ = 8aﬁ1//ﬁ|a = 8a'8 (Eﬂyxy)‘a = _X|)J/”

i.e. the prescribed boundary value of normal velocity.

Computation of the functional (9.94) on the minimizing velocity field yields the
following
Dual variational principle. The true stream vector field is the maximizer of the
functional
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1 —\2 ;
-5 (curl 1//> — Y |dV (9.96)
Vv

on the set of all stream vector fields satisfying the boundary condition (9.95).
For x“ = 0, the maximum value of the functional (9.96) is kinetic energy of the
flow. The maximizer is a linear functional of w':

U :/ Rij(x,x/)wj(x')d3x’.
14
Accordingly, kinetic energy is a quadratic functional of vorticity:
1 AP i (N3 v 43+
K=-p Rij(x, x"o' (x)w’ (x")dxd”x’.
20 vy

If vorticity depends on time, then the variational principles hold at each instant.

The variational principles formulated have pure mathematical origin as can be
seen from the following reasoning.

Consider a divergence-free vector field v in a closed region V . Then, for a
given v,

1 . -2
minzf ’v—curhﬁ‘ dv =0, 9.97)
v

—

because there exists a vector field x such that v = curly, and minimum is achieved

ony = x + Ve, ¢ is an arbitrary function.
Let additionally the normal component of v vanishes at the boundary. If
xt =ri(€*),a = 1, 2, are the parametric equations of the boundary, then

dx2  9x
—_— — = =0, 9.98
Gel  og2 (9.98)

ving =nie” ;e = r{r5@;xc — dxy) =

where x, = rl x; are the tangent components of vector x on the boundary. Accord-
ing to (9.98), the surface vector, x,, is a potential vector: there is a function on the
boundary, ®(£%), such that y, = dP(£¥)/9d&*. Taking any function, ¢, which has
the boundary value ®(£%), and replacing x by x — V¢, we obtain the stream vector
field with the zero tangent components at the boundary. Therefore, if we narrow the
admissible vector fields 17/ in (9.97) by the vector fields with the vanishing tangent
components at the boundary,

Y xn=00ndV, (9.99)

minimum in (9.97) remains equal to zero:
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1 . . 1
min |:—/ viv’dV—/ uielf"ajl//kdv+—/
7e(9.99) L2 Jv v 2y

% 2
Curlw‘ dv} —0. (9.100)

The second term in (9.100) can be written as
— f vie™ 9y dV = _/ vie™ n Y dV + f Ve’ v;dV. (9.101)
v av v

The boundary integral vanishes because of (9.99), while the volume integral is
equal to

/ Ve v dV = —/ YrakdVv. (9.102)
|4 \%4

Since, for a given velocity field, vorticity is known, minimum over E) in (9.100)
yields the variational principle for the energy functional (9.88). According to
(9.100), the minimum value of the energy functional is equal to negative kinetic
energy of the flow.

Our derivation shows that variational principle for energy functional (9.88) also
holds true for vorticity fields with non-zero normal component at the boundary.

Energy functional (9.88) is invariant with respect to transformations, E) — E) +
Vg, where ¢ is constant at the boundary (see footnote in this section).

Therefore, an additional constraint can be set on E) without changing the minimum
value of the functional.

9.6 Dynamics of Vortex Lines

Setting the problem. The governing equations of ideal incompressible fluid possess
an infinite number of integrals of motion, which are additional to energy, the
circulations of velocity over closed fluid contours. As we have seen in Sect. 2.2,
in statistical mechanics one usually deals with a Hamiltonian system which has the
only integral, energy. Therefore to develop statistical mechanics of ideal fluid one
needs to eliminate all degrees of freedom which are “driven” due to the integrals of
motion and keep only the independent degrees of freedom. Conservation of veloc-
ity circulations reduces the number of independent degrees of freedom drastically.
For example, ideal fluid in a container with an embedded rigid body is, in general,
an infinite-dimensional system. However, if the circulations of velocity over any
fluid contour is zero, i.e. the fluid flow is potential, then the number of independent
degrees of freedom is only six: they are the degrees of freedom of the rigid body
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(see Sect. 13.2 for details). It turns out that the dynamics of only “essential degrees
of freedom” is dynamics of vortex lines. It is the subject of this section.

Governing equations of vortex line dynamics. Consider a flow of ideal fluid in a
bounded vessel, V, which is at rest in some inertial frame. The fluid neither pene-
trates through nor detaches from the wall, V.

Conservation of velocity circulations over fluid contours is equivalent to conser-
vation of the Lagrangian components of vorticity:

o' =& (X"). (9.103)

The material lines tangent to @“, i.e. the lines determined by the parametric
equations,

a

M = 0" (X"),
do

are called vortex lines. Any vortex line consists of the same fluid particles because
of the independence of w* on time. Two cases should be distinguished: i, = 0
at 9V and o, # 0 at 9V (recall that 71, are the Lagrangian components of the
unit normal vector at the boundary in the initial state). In the first case, vortex lines
do not end at the boundary, in the second they do (an example of the second case
is tornado). We consider in this section the first case. The necessary modifications
for non-zero normal vorticity are made in the next section for quasi-two-dimensional
flows. In three-dimensional space a vortex line that does not end at the boundary can
be either closed or fill out some subregion of V. Strictly speaking, the term “dynam-
ics of vortex lines” is meaningful for the case of closed vortex lines; for dense vortex
lines it is more appropriate to deal with dynamics of “vortex particles”. The latter
is beyond the scope of our consideration. We focus on the case when a Lagrangian
coordinate system can be attached to vortex lines. One of the coordinates, say, X 3,
is directed along the vortex lines. We use for this coordinate the notation n = X°.
The couple of other coordinates, X*, u = 1, 2, marks different vortex lines; the
couple {X ¢ 2} is denoted in this section by X. In the coordinate system chosen
only one component of vorticity, @3, is not zero.

In Lagrangian coordinates, the condition that the vorticity field is divergence-free
at the initial instant takes the form

0 Ve =0, /&= det

X

ax' (0, X%)
aXe

‘ . (9.104)

Hence, in the vortex line coordinate system,
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and @5)3 is constant along each vortex line but may change from one vortex line
to another. We denote this function by @. It measures the intensity of vortex lines.
Function @ (X*) is assumed to be known from the initial conditions.

Due to incompressibility,

axi (1, X9)

A = det
0Xe

‘ =/, (9.105)

and one can also put @ = @>A.

The position vector of the points of vortex lines will be denoted further by
ri(t,n, X). Vorticity field is determined by r (¢, 7, X) and & (X): according to
(9.12) and (9.103)

i

ari(tan,X)°3 arl(tﬂnﬂx)ﬁ)(x)
= w = .

an an NG

The independence of the Lagrangian component of vorticity, &>, on time deter-
mines the dynamics of vortex lines. Indeed, let @3 and the positions of vortex lines,
rie, n, X), be known at some instant, . Then we know at this instant the vorticity
field from (9.106) and can find velocity, vi(t, x), solving the kinematic problem of
the previous section:

(9.106)

90" =0, e v = o' (1, x), yn'|,, = 0. (9.107)

This problem determines velocity as a functional of the positions of vortex lines;
denote it by Vi(t, x| (¢, n, X)). Then, we can find the positions of the vortex lines
at the instant ¢ + At by putting

r A X) =, X) + Vi x e, X)) AL (9.108)

Knowing the new positions of the vortex lines, we repeat the procedure, thus deter-

mining the dynamics of vortex lines.
Equation (9.108) means that r* (¢, i, X) are sought from the system of equations

ar' (t,m, X)

= Vi, tn, X
o (t, x| r(t, n, X))

(9.109)

x=r(t,n,X) "

We have to show that fluid dynamics so defined obeys momentum equations of
ideal fluid. To this end we have to check the equality

dv
1= =o,
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where velocity is the solution of (9.107). We have’
el?f"ajilit" = e, (aa—';k + v”‘amvk> -
= %a)i +e’jk8jvm6mvk.
Note that
eijkajvmamvk = ek (a,»vm —8mvj) " vy (9.110)
because €79, v;0™v; = 0 due to symmetry of d,,v;0™ v over indices j, k. Besides,

9jUn—0,Vj = €ju;o°, and, using (3.19) and (9.22) and incompressibility condition,
9;v" = 0, we have

e"jkajv’”c')mvk = —of o0’
Therefore,
o dvuy,  do .
ey —= = — — oo, 9.111
ar T dr k ©.111)

From (9.106) dw'/dt = w 9 vt. Thus, the right hand side of (9.111) vanishes,
and the particle trajectories, r* (t, n, X), obey the momentum equations of ideal
incompressible fluid.

Setting (9.106), (9.107) and (9.109), we automatically obtain an incompressible
motion of particles. Remarkably, we can reformulate the equations of vortex line
dynamics as dynamics of geometrical lines when motion of particles over the vortex
lines is ignored. This is done in the following way. Let us admit to consideration
any motions, rit, n, XM, including the compressible ones. Equation (9.106) is no
longer true. For compressible motion, i.e. for A # f , we replace (9.106) with the
equation

. loartt,n, X),
w=—"—"""74

I o (X). 9.112)

5 For any function, ¢, we define d¢/dt as

do d

E = 5 o(t, r(t,n, X))ln,X=com't .
Thus,

dp _ dg

+ Vit x|rt, n, X)dig.

dar ot
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That means that @ (X) is expressed in terms of the only non-zero Lagrangian
component of vorticity, &3, as

& (X) = &A.

The vortex intensity does not depend on 7, and therefore the vector field (9.112)
is divergence-free:

A axe 19 19
g = — A—o' | = —— (@A) = —— (&) = 0. 113
w Aaxa( ax’w) Xan (@A) Aan (@) (9.113)

Besides, @ does not depend on time. For compressible motion, the only non-zero
Lagrangian component of vorticity, @ = /A, may depend on time.
Instead of (9.109), we set for 7/ (¢, n, X) the differential equations

ar' (t,n, X)

P = Vi(t,x|r(t,n, X)) + 1o |

(9.114)

x=r(t,n,X)’

where V' is determined by the vorticity field from (9.107) and (9.112), and A is an
arbitrarily prescribed function of coordinates and time. The parameter A controls the
particle velocity over vortex lines.

Equation (9.114) can also be written in the form

ar' (t,m, X)
e\~

— Vi(t, x| r(t,n, X))}x_,(,,mx)> =0 (9.115)

which emphasizes that in (9.114) only the velocity normal to the vortex line is es-
sential.

Both (9.109) and (9.115) give the same velocity normal to vortex lines. There-
fore, (9.115) describe the dynamics of vortex lines correctly. We are going to show
that (9.115) forms a Hamiltonian system of equations.

Variational principles. All possible motions can be split into “equivortical sheets”;
each sheet is the set of motions (¢, n, X) with the same vortex intensity . Each
sheet contains the true motions, i.e. motions obeying (9.115), and the motions that
are not realized. For a given vortex intensity, the total kinetic energy of the flow be-
comes a functional of 7 (¢, n, X), because, as we have seen in the previous section,
there is one-to-one correspondence between velocity and vorticity, and vorticity is
expressed in terms of 7' (¢, , X) by (9.112):

K=K (tn X)) = %p/ Vi(t, x| r(t,n, X)Vi(t, x| rt,n, X)d’x. (9.116)
\4

The dynamics of vortex lines is governed by the following
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Variational principle. The true motion of the vortex lines, 7(t, 1, X), is a stationary
point of the functional

s

J:/[A—K]dt, 9.117)
fo
1 ‘ art (t,n, X) ork(t,n, X
Azgp/e,-jkrf it X) = (at" ) or (a" ) o (X)d®Xdn,  (9.118)
n

14

on the set of all motions with the prescribed vortex intensity, which have the same
initial and final positions:

r(t()’ UaX)Z’V’(th n, X)’ r(tla UaX)Z’V"(tla an) (9119)

Here d2X = dX'dX?, and V is the region run by Lagrangian variables.
If vortex lines occupy some subregion, V', of V then the integrand in (9.118)
must be integrated over this region, V' (& = 0 outside of V). If V' = V, then

ndr' =0 atav, (9.120)

§ri being the variation of r' (¢, n, X). If V' is strictly inside V, n;6r' are arbitrary
atav’.

The functional does not depend on the choice of parameter along the vortex
lines. This yields the above-mentioned peculiarity of the vortex line dynamics: this
is dynamics of geometrical lines. That means that a vortex line has not three but
two functional degrees of freedom. For example, if the vortex line crosses each
plane x* = const at one point, then its dynamics is completely determined by two
functions x% = r¢ (t, x3) soa=1,2.

Another feature of the variational principle is that, in contrast to Lagrange vari-
ational principle, the motion, ri(t, n, X), is compressible, while the motion of the
ideal fluid under consideration is not.

The functional A is an analogue of the shortened action in classical mechanics.

We will derive the variational principle formulated from another one which is
easier to justify.

First, we set up a one-to-one correspondence between v’ and ., imposing the
following constraints on yy :

WY =0 inV, (9.121)
- =
¥ x 7 =0 ondV. (9.122)

As we discussed in the previous section, the condition (9.122) means the imperme-
ability of the boundary.
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Consider a functional

1
1Y) = 3 Ay, ) — (U, ¥) (9.123)
(AY, 1//)5,0/ <curz$)2dv, a, w)=pf?3-$dv.
|4

14

For a given divergence-free vorticity field, we seek the minimum value of the

functional 7 (1) with respect to all vector fields E) subject to the constraints (9.121)
and (9.122).

Functional 7 (I/f) is a quadratic functional being minimized on a linear set.

According to the dual variational principle of the previous section, its minimum
value coincides with the negative kinetic energy of the flow:

1 1
min 1 (E)) = ——pof_v>-_v)dV = ——pgf?))-@)dv, T = curlE).
TV €(9.121),(9.122) 2 ) J

(9.124)
The minimization problem for the functional / E) determines the kinetic en-

ergy as a functional of vorticity, and in accordance with (9.112) as a functional of
the vortex line positions. Substituting (9.124) into (9.117) we arrive at the following
Variational principle. The true trajectory of vortex line dynamics, ¥ (t, 1, X) , is a
stationary point of the functional

|

IL(r(t,n, X), ¥ (¢, x)) ——/dt 1/ j—ari—arkw"dz)(d +1/( lrﬁ)zd‘/
r - iikl - r
7’77 ’ ’x 10 3 e_]k 6[ (")T’ r] 2 cu
Vv

Iy Vv

ark o
—ft/fk (t,r)a—wd Xdn (9.125)
n
v

on the set of all motions, r' (t,n, X), of vortex lines, having the same vortex
intensity the same initial and final positions (9.119), and the set of all vector fields,
Y (t, rk) , with vanishing tangent components on the boundary.

Motion of vortex lines, r' (f, n, X), in (9.125) is allowed to be compressible. The
Jacobian A enters explicitly in the second integral (9.125) if we write the second
integral as an integral over Lagrangian variables®:

/0 <curl$)2 Ad*Xdn.
14

6 Recall that volume element, dV, is equal to Ad?Xdn in Lagrangian coordinates.



9.6 Dynamics of Vortex Lines 421

The third integral can also be written, according to (9.112), as
ark . 0 B
Yi (2, 7) a—wd Xdn = | Yro*dV.
n
1% 1%

Then minimization over v is equivalent to the variational problem for the func-
tional (9.123). One obtains the same equations for ¥, when all integrals are written
in Lagrangian variables.

When varying ' (¢, , X), the variation of the second integral is zero, because
for fixed v (t, rk) the second integral does not depend on ri (¢, , X) . So, varying
the functional I with respect to ri(t,n, X), itis enough to vary only the first and
the third integral. For the variation of the first integral we have

1 oriark
5/ e rlér & (X)d>Xdn

3 Jt 6
v
1 Hr ark 1 981t ark 1 8r adr
= eidr’ —ejr! — — i »(X)d*Xd
/(3 O By T3 g oy T34 g an>w() 7

jortart 1 9 [ ork 1 a ([ . or
, ——easr = () — st L »(X)d*Xd
/( eijkdr o o Zendr' = (r 817) 3 €iikdr an <r Py >>a)( ) n
1%

9 1 o cort ark
E/Ee,-jkrfér’r,’;w(X)dZan:/eijkérfﬁﬁw(x)dz)(d’l
|4 %4
+i L Isrivke (X)d*Xd (9.126)
Py 3e,jkr rr,w 7. .
\4

The divergence terms over n vanish due to closedness of the vortex lines. The
variation of the third integral is

ork ork 98
5/% . r aL&)(X)dZan = / (a vior = + wk—r) & (X)d>Xdy
|4 7 1%
k

=/(ajwk—akwj)arf%(b()()dzxaln (9.127)
14

or
. -\ ark 5 . S\
SIC=p | eijidr’ (curlw) a—a)(X)d Xdn=p | ejdr’ (curhﬁ) w"dV.
n

v 14
(9.128)
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So, for the variation of the action functional we obtain

1 o N grk
=8I = /e,-,-k(SrJ (L - (curh//) > T () d*Xdi+
P Jt an

Vv

a 1 : i ko 2
+ P ge,-jerSr ry@(X)d*Xdn. (9.129)
%

The divergence term over time vanishes due to (9.119). Finally, one obtains the
equations of vortex line dynamics:

art -\
eii <E - (curhﬁ) )a) —0. (9.130)

Here curltr is assumed to be presented in terms of vorticity, and vorticity is ex-
pressed in terms of vortex line positions, r* (¢, , X) , according to (9.112). We arrive
at (9.115).

Derivation from the least action principle. In Hamiltonian mechanics, elimination
of the integrals of motion occurs by means of the following procedure: one makes
a change of variables (p,q) — (p',q’, I, ¢), where I\(p, q), ..., I(p, q) is the

set of integrals, @', ..., ¢* the dual variables, p’, ¢’ the remaining variables, in
order to put the Lagrange function in the form: p'¢’ + I — H(p',q’, I).” Then
conservation of Iy, ..., I follows from the independence of Hamilton function on

@. It is not clear how to perform such a procedure for ideal fluid flow. Originally,
the above-formulated variational principle with the eliminated integrals of motion
was found as a remarkable feature of dynamics of vortex lines without reference to
a general algorithm. The existence of such algorithm for fluid flow is still an open
issue. It became clear, however, how to derive the variational principle of vortex
line dynamics from the least action principle of Sect. 9.1. It is especially interesting,
because one has to explain the appearance in the action functional “strange” com-
pressibility of the originally incompressible flow and a “strange” factor 1/3. We
conclude this section with that derivation.
Consider the action functional (9.2), which we write in the form

f ‘
l; Codxi(r, X
I(x(t, X)) = p//—x;xi,A d*X dt, xl = L.
2 dt
to “’/
Here, for simplicity, we set go = 1 and assume that fluid is homogeneous,

po = const. Besides, to reduce technicalities, we accept that the vessel is at rest

7 This procedure is discussed in [4].
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and fluid does not detach from the wall of the vessel. To enforce the incompress-
ibility condition, we introduce in the action functional the corresponding Lagrange
multiplier:

do(t, X)
dr

(9.131)
Here and in what follows we are concerned only with Lagrangian and ignore the
boundary terms; otherwise we should add in (9.131) the integral

pf¢d3X

Vv fo

1
1 .
I(x (@, X), e, X)):,o// (Ex;x,-,A—<pA) d*X dt, ¢ =

ty v

Al

One can check by direct inspection that the stationary points of the functional
(9.131) are the solutions of equations of ideal incompressible fluid: variation over ¢
yields incompressibility condition:

A
dr

)

while variation over x’ (¢, X) and use of (4.19) results in the equation

d 0
—pAxi; + —

1 .
dr o A <§x’kx"’ - so) =0

This is the momentum equation, in which pressure is
1, )
p=pA Ex,xkt —¢). (9.132)

The stationary points of the functional (9.131) are also the stationary points of
the functional J (x (¢, X), (¢, X), v(z, X)):

J(x(t, X), o, X),v(t, X)) = (9.133)
0 f/ (vi(t, X)xiA — %vi(t, X)v'(r, X)A — ¢A> d*X dt.
to “’/

At the stationary point, v;(¢, X) coincides with velocity:

vi(t, X) = x!. (9.134)
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Comparison of (9.132) and (9.134) with (9.13) and (9.15) shows that at the
stationary point,

9
vi(t, X) = a—fi + X90,(X). (9.135)

Here 0,(X) can be considered as functions known from the initial conditions. Now
we employ a note on the functional modification (5.334) and plug (9.135) into the
functional (9.133). We obtain the functional that depends on x (¢, X) and ¢(¢, X)
only:

dg(t, x)
ar

1
. 1 ..
// <X,“l'9a(X)X,’ - Eg”(aifﬂ+Xﬁ’ﬁu(X))(ajw-ier’ﬁa(X))—

o vy

) Ad>X dr.

(9.136)
Here we used the fact that ¢ = dg/at + ¢ ;x!.

We are going to show that the functional (9.136) is identical to the functional of
vortex line dynamics. The substitution (9.135) increased the set of stationary points,
and this is how the incompressible fluid motions become compressible motions of
vortex dynamics.

To transform the functional (9.136), we first note that the last term can be pre-
sented as a boundary integral:

4

I 4]
d(t, dp(t,
p//MAd3th=p//Md3xdt= p/(pd3x ,
a1 o
n V

fh v Vv fo

and, thus, does not affect the differential equations. Therefore, the search of the
stationary point with respect to ¢ is reduced to minimization of the functional,

1 ..
K(p, x(t, X)) = p/ Eg”(aiso + X{0a(X)) (39 + X0.(X)A X, (9.137)
14
over ¢ at each instant. In this functional, X ;‘ 0,(X) are considered as known; denote

them by u;. Transforming (9.137) to Eulerian variables, we obtain the variational
problem

Kx(t, X)) = min/ %p((’)itp +u)0 o +u) d’x. (9.138)
@
\%4

Any vector field, u;, can be presented as a sum of a divergence-free vector field,
u; obeying the boundary condition ugn" = 0, and potential vector field, 9, x . Hence,
the minimizing function, ¢, is the solution of the boundary value problem
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(@ .
sro=0 v, Do gy
xl
Obviously, ¢ = —x + const, and the minimum value in the variational problem
(9.138) is
/ 1,0u/u” d’x
> .

4
As we discussed, u; are uniquely determined by vorticity,
o = e"jkéju;( = eijkajvk = eiij'j’-X,f8;,1")a(X)
=%xéer”é);,i’)a(X) %x’c?)c(X).
So, we arrived at the above-considered problem of calculation of kinetic energy in

terms of vorticity.
The first term in the functional (9.136) is transformed by means of (3.23):

//X“f;,,(X)x’A d*X dt —,0// —ejxix] e b (X)xK d*X dr. (9.139)
fh v Iy y

For further transformation we need the easily verifiable identities

e,ka xb “b”C(X)x =0, (e,jkx x/ e (X)x, )
ok
—e[jkx;xfe“b"abﬁc(X)x e,jkx X e“b“’c(X)—

dxk
2ejpxixle “bcf)c(X) b — 7 € Ll e (X)xf — eljkx’xf beh (X )xf,
which yield
2e,]kx xbe“b“C(X)x, =9, (e,jkx xje”vaL(X)x ) 37 e,]kx i xd ey, (X)xb
+ejx’ xixke ™, b.(X). (9.140)

The integral of the first term,

1
L= //ab ejjiX,, [ xT e, (X)x, )d\7dt,
to vy

in general is not zero; however its variation is zero. Indeed,
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st=34 / / extx! e v (X)xki,dAdr,

o gV

where d A is the area element, and 71, the normal vector in the initial state. Let £* be
parameters on 9V, Greek indices run values 1,2, and X¢ = 7“(£#) the parametric
equations of 9V, 7 = 97 /9g" = 9,7. The identity holds true:

8(eijkxixj “bch(X)x ny) = Selijxfrcx’ e’“vC — Vu(e,]k(Sx Fy CxJ et xk)

4+ (ejuxi x7 e 0. 8x ), (9.141)

where V,, denotes the covariant derivative over the boundary in the initial state. To
check the validity of (9.6) we use the fact that e®*“f;, = }e’”r“rc, a being the

determinant of the surface metric tensor; then

\/ES(Eijkxix/ “vaL(X)x p) = 8(ejx, xjvcrux ety = eiikxiz";L.fﬁe“”x,l‘ij

+ejjx? Do " te’“’ﬂ Sx’ + ejirx,, x/f)f MV (8x%), =

Se,jkx er eV x k8x/ + 9y (ejrx’ vjcxke’”(sx )+ (eijkx'xjﬁciace“”(Sxk),

—e pCecC v — o L O A A v sk
ejkx’ Uc,arurﬂx,e 5x’ ejjkx’ vcrﬂx,’ve ox €jjkX,, X vcrﬂe ox”.

The last two terms cancel out, the term e,-jkxf i}c,jgfﬁx,"e”‘%xi is zero because, as
we assumed, the normal component of vorticity, i’}c.uf’fje“”?f , is zero, and, taking
into account (14.38), we arrive at (9.6).

The integral of the second term in the right hand side of (9.6) is zero, integral
of the third term goes to the time ends and does not affect equations and boundary

conditions. Hence,

8t = / / Beydx! Foxie b xfdAdt. (9.142)

0 gV
The integrand in (9.142) is proportional to the volume of the parallelogram
formed by three vectors, §x/, x! and xF. At the boundary, all these vectors are

tangent to the boundary, therefore the volume is zero, and, thus, §¢ = 0 as claimed.
So, up to the time end terms and constant terms,

//X“va(X)x’A d*X dt = ,0// —ejx xtxaK d*X dt. (9.143)

We arrived at the action functional of the vortex line dynamics.
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9.7 Quasi-Two-Dimensional and Two-Dimensional Vortex Flows
We call a flow quasi-two-dimensional if each vortex line crosses the plane x* =
const. at one point (Fig. 9.3). In such a flow rotational motion occurs mostly in the
(x!, x?)-plane.

The variational principles formulated cannot be applied to quasi-two-dimensional
flows because the vortex lines are not closed: if = 0 and n = [ are the values of
the parameter 1, for the points lying in cross-sections x> = 0 and x> = L, then
r3(t,1,X)—r>(t,0,X) = L # 0, and the divergence terms vanished for the closed
vortex lines are no longer zero. Due to that the functional A must be modified®:

1 ort ark . 12 L or“(t,0,X), ,
A= _p/eijkrjﬁﬁwd an—l-g,o/.eaﬁrﬂ(t,o, X) Ta)d X

(9.144)

The variation of the second integral in (9.144) cancels the divergence terms which
appear in variation of the first integral.

Formula (9.144) can be simplified by a special choice of the parameter on the
vortex lines. Identifying n with x,

X =r3(t,77,X)E n,
we describe the positions of vortex lines by two functions x* = r* (¢, x, X). We

consider the flows in cylindrical domain ) x [0, L] which are periodic in the
x- direction with the period L. Then functions r* (¢, x, X) are periodic:

1
T

Fig. 9.3 Quasi-two-dimensional flow

8 Greek indices run values 1, 2 and mark projections on axes x! and x2.
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r“@,0,X)=r@,L,X). (9.145)

The functional A takes the form

1 or® orf or®
A= - —ep— —x + eqpr? — | & (X)d*Xd
3p/< elgat anx—}—eﬂr 6t>w( ) X

ar*(t,0,X),
%wcﬂx. (9.146)

L p
+gp/eaﬂr (t,0, %)

Note the identity

are arf 1 gor® 9 (1 g ore J (1 g ore
ewﬁa_tﬁx:__eaﬁr — = \Feupr" X)) — | seupr" ——X|.

2 ot ax \ 2 ot ar \ 2 0x
(9.147)
Plugging (9.147) to (9.146) and dropping the divergence term
a (1 ar”
/ — —eaﬁrﬁLx & (X)d*Xdx,
ar \ 2 dx
we obtain the final expression for A :
1 ar®(t,x, X),
A= zp/eaﬂrﬂ (. x. X) %w(X) 2 Xdx. (9.148)

14

Note the different factors: 1/2 in (9.148) and 1/3 in (9.118).

The variational principle for kinetic energy must also be modified because the
condition used for closed flows at the boundary, VT = 0, does not hold on the
planes x =0and x = L.

Denote by v, v*, w, »* and ¥, * the axial and the transversal components of
velocity, vorticity, and stream function vector, respectively, and by [¢] the difference
of the values of functiongp atx = Land x =0 :

[pl=@(L,y")— (0, y").

We assume that the stream function vector and the axial component of vorticity
are periodic in the axial direction and the normal component of vorticity at 9} x
[0, L] is zero:

[v]= [1//"‘] =0, (9.149)

@ng =0 ondQl x[0,L], [w]=0. (9.150)

Since v = ¢*#d, g, the axial component of velocity is also periodic:

[v]=0. (9.151)
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The transversal components of velocity are not required to be periodic on the set
of the admissible flow fields but, as we will see, they are periodic for the minimizing
flow.

Due to the special geometry of the flow, it is convenient to change slightly the
constraints (9.121) and (9.122) for the stream vector field. We set the constraints

I Y* =0, (9.152)

Y%y =0 ona) x [0, L], (9.153)
/st:o 0<x<L. (9.154)
a0

These constraints provide a one-to-one correspondence between velocity and
stream vector field. Indeed, according to (9.152) and (9.153), the potential field,
¢k, which can be added to ¥, without changing the velocity field, should obey the
boundary-value problem

3
Ap =0 inaQ x[0,L], a—“):o on Q) x [0, L].
n

Here A is the two-dimensional Laplace’s operator. Hence, ¢ can be an arbitrary
function of x. This function affects only the third component of the stream vector,
Y. The constraint (9.154) yields d,¢ = 0. Thus, the gradient invariance is elimi-
nated.

The dual variational principle (9.156) takes the form

i 1 —\2 = _
—K = vfrzblile p/[i(curlw> —w-w]dV.
(9.149),(9.152)7(9.154)

It is easy to see that the minimizer satisfies the equations

Py

0x%dx

MYy =0, —AY =0, (9.155)

A; being the three-dimensional Laplace’s operator. Equations (9.155) can also be
written as

d
P (65 (curl ?) - — (curl E)) ) =%, (6,9 (curl ?) ) = w.
3 ox B o
N (9.156)
Equations (9.156) indicate that curl Y can be identified with velocity.

Note that the one-to-one correspondence between vorticity and velocity estab-
lished for closed domains, does not hold for periodic flows: one can add arbitrary
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constant axial velocity without changing the vorticity field. The constraints imposed
select a unique stream vector and, thus, a unique velocity field. One can show that
this corresponds to a special choice of the inertial frame, namely the frame in which,
for a given vorticity field, kinetic energy is minimum.

One remark is now in order. First, the constraints (9.152) and (9.153) mean that
the functions ¥ can be expressed in terms of one function, yx,

Y =ePagx, (9.157)
and
9
X —0 ona. (9.158)
on

The velocity is determined by two functions, ¥ and x:

v = e (0 — acvp) = ePapy + 09 x, v =Py = —Ax.

The impermeability condition simplifies to diy/ds = 0, and without loss of
generality, for simply connected region (2, due to (9.154),

v =0 onoQ. (9.159)

Remarkably, the interaction terms between i and x in kinetic energy vanishes:

L
/ / (v2 + vav“) d?ydx =

O 0

L
=//(aawa“1/f+aaaxxa“axx +(Ax)2) dPydx. (9.160)
(O (]

Function y is determined up to an arbitrary function of x. One can eliminate this
arbitrariness by putting additionally

/Xaﬂy:o, 0<x<L. (9.161)
Q
In the case of two-dimensional flows functions “ (¢, x, X) do not depend on x,

and the functional A becomes

L are (1, X
A= %/eaﬂrﬁ (t, X)%&)(X)dzx

14

Up to divergence terms, it can also be written as
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a’_(tt X) &) d?x (9.162)

Asz/rZ(t,X)

\%

Further we drop the factor L in A and K.
To compute the kinetic energy we note that only one component of stream vector,
Y3 = 4, is not zero and

v* = ey (9.163)
At the boundary, ¥ = 0. The dual variational principle I (1) takes the form

—K= min p I/a waawdzx—/wdz , (9.164)

¥€(9.159)
Q

and kinetic energy can be expressed in terms of the corresponding Green’s function:
K= g / G(x,x)ox) o(x) d’xd*x’.
v

We arrive at the following
Variational principle. The true two-dimensional vortex motion of ideal incom-
pressible fluid is a stationary point of the action functional

1

1 :f[A—IC]dt,
1
Azp/r%t,X)%é)(X)de, (9.165)
Q

1
K =§p//G(r €. X).r(t.X))oX) o (X')d*Xd*X
Q Q0
Let vorticity be concentrated in small vicinities, ), ..., Qy, of points, X1, ...,
Xy. In Lagrangian coordinates, without loss of generality these vicinities can be

viewed as circles of small radius €. For ¢ — 0, in the leading approximation the
shortened action A transforms into the sum

dr(x) (t)

A= ZPV(V)V(Y) (1)

s=1

where
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iy () =1, Xy)

and

)/(S):/ (,‘())(X)dZX
Q

s

This suggests that the dynamics of the system can be described by the motion
in the region () of N points, r(y), ..., ). To justify such an expectation, we have
to check that the kinetic energy also becomes a function only of r(jy, ..., ) as
& — 0. For kinetic energy we have the double sum:

I Sy Mo (00 (X :
IC=§pZZ//G(r(t,X),r(t,X))a)(X)a)(X)dede.

s=1 m:lﬂy Q,,

As ¢ — 0, the terms of the sum with s # m are approximated by a function of r
and rgy):

1

376 ¥mG (1o () 7 () -
Such approximation assumes that the points r() (f) and r(,) () remain on the dis-
tances much bigger than ¢ in the course of motion. To obtain an approximation of
the terms with s = m we note that, as |r — r/| — 0,

1
G@r,r) = - In +2g(r),

=7

where g(r) is a smooth function uniquely determined by the region (). Therefore,

% / / G (r(t.X).r (1. X)) b (X) &> (X') XX’ = y2,8(r)
Qg QO
1 1 1 o o ’ 2 2 v/
+§//Eln o e (X) Pxax. (9.166)
Qg Qg

The integral in the right hand side of (9.166) is on the order y(%) In é, and, in
fact, much bigger than the other terms. However, it depends only on the details of
the motion inside the vortex blob (), and does not feel translations being thus in-
dependent on 7). Therefore, the dynamics which involves only the positions of the
vortex blobs, r), .. ., Fay), is self-consistent. It is called point vortex dynamics. The
self-energy of the mth point vortex (9.166) is infinite in the limit ¢ — 0; however
the “infinite term” does not depend on the translational motion of the vortex.

Collecting all the essential terms of the action functional, we obtain the following.



9.8 Dynamics of Vortex Filaments in Unbounded Space 433

Variational principle. The true motion of point vortices is a stationary point of the
action functional

4

= f [A— Kldt
to
s (t)
A= Z PV, () ( ) (9.167)
s=1
1 N
K= Z §PV<‘Y>V<m>G (reo) @) Ty () + Z py(i)g(r@(t)).
s#Em s=1

Note that function g(r) tends to —oo as the point r approaches the boundary of
region (), and therefore the vortices never reach the boundary. The functional X
in (9.167) differs from the true kinetic energy by a large positive self-energy term.
Not surprisingly, it can take the negative values. If one takes into account the shape
change of the vortex blobs, then the additional terms characterizing the dynamics of
the shape enter the action functional and the kinetic energy.

Sometimes it is convenient to deal with positive energy and keep the self-energy
terms. This can be done, for example, by including in energy higher derivatives with
a small parameter, ¢:

N
1 1
—K= min p /(_aa 9%y + — 620,50 0% )dzx— ot (re) |
ve9.159) |:Q 2 vty 2 pY Iy ;y()lﬂ(())

Then one can show that kinetic energy is finite and converges to the true energy as
& — 0. The parameter, ¢, plays the role of the size of the vortex core. The results
obtained for such a model are meaningful if they do not depend on &.

9.8 Dynamics of Vortex Filaments in Unbounded Space

Vortex line dynamics deals only with the necessary degrees of freedom of fluid
motion eliminating the “slave” degrees of freedom of potential flow. As an example,
consider dynamics of a vortex filament, a thin fluid tube such that vorticity is negli-
gible outside of this tube while inside the tube it is predominantly directed along its
axis. If the size of the cross-section is much smaller than the characteristic radius of
the tube, R, then the motion of the vortex filament can be modeled by motion of a
curve, I'. Accordingly, the degrees of freedom of the system are the functions

x'=rit, ), (9.168)
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which determine the current position of I'. It seems natural to identify I" with the
center line of the vortex tube and take the vortex intensity of the filament , @(X), as
a §-function,

&(X) = y8(X — Xo), (9.169)

X being the Lagrangian coordinates of I'. That certainly makes sense in computa-
tion of the shortened action, A, which is meaningful for §-type vorticity:

Py j ar' (1, m) or* (t, )

A . 9.170

A 3/e,kr(n> R 9.170)
1%

However, there is an obstacle: kinetic energy is infinite for the §-type vorticities.
Moreover, as we will see, the “infinite term” is principally different from that for
point vortices: the infinite self-energy of a point vortex does not affect its transla-
tional motion while for the vortex filament the self-energy of a filament segment
provides the leading contribution to its translational velocity. Therefore, a more del-
icate analysis is needed. We start with a more adequate description of the filament
kinematics.

Kinematics of vortex filament. Let s(¢, ) and 7/ (¢, s) be the arc length along the

filament,
as(t, : o or'a,
SO _ fi o= 0D 9.171)
an SN o1 an

and the unit tangent vector,

; i
_ ar'(t, s) _ Ty

as k '
I".ﬂrk’,7

We endow the line I" with a couple of unit vectors, rf(t, n) and rzi(t, 1), which
form together with the unit tangent vector to I' an orthonormal triad:

i

9.172)

g =1, ,T,'TL =0, tlitiv =6 (9.173)

Greek indices run values 1, 2 and mark the vectors tf and 1:5. The local basis
(7, tf, rzi} is Cartesian, and therefore the tensor components with upper and lower
indices 7, j, k and p, v coincide.

We assume that the vortex filament has a circular cross-section, the radius of
which, a, does not change over I" but may depend on time: a = a().

Consider motion of vortex lines of a special form:

X't Xom) = () + a()T) @, X (9.174)

Here Lagrangian coordinates, X", change within a unit circle,
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XX, <L

The vectors, rli(t, n), in (9.174) will be chosen in a special way. To describe
it we first note the relations for the derivatives of the triad over I' in terms of the
curvatures of I', 5¢,,, s¢ :

=T, =T e, (9.175)
: a‘L',' 1 a‘L’,'
Py E‘L’l—, J{E_e,u.vz [
B g 2 Y ds

The derivation of these relations can be found further in Chap. 15° where they
are used to characterize the deformations of elastic beams. Similarly to (9.175),
differentiating the triad over time, one can write

aTi(t, ot ) . 4
0T gyt W g et e, (9.176)
ot Jat
where
q =% = lewfi_ar"”
B g T2 Voo

If the rate of rotation, (), and the positions of T", ri(t, n), are known, then the sec-
ond equation (9.176) may be considered as a system of partial differential equations
to determine /, (¢, n):

or,(t.m) (arf(z, )

Py Py T.m) (e, ) + Q(t, ey, T, (9.177)

Here t(¢, n) are expressed in terms of r (¢, ) by (9.172). For given initial positions
of T,i and a given motion of I', the further evolution of the vectors, r;(t, n), is
defined by (9.177) uniquely. We make a special choice of 7, as follows. First, we
choose some initial vectors, 7, (0, 1), and specify the evolution of 7, by setting
Q) = 0. We denote these uniquely defined vectors by t,(t, ). Then we introduce
the vectors 7, (7, n) which differ from £, by a rotation on the same angle at each
point of I":

T/ (1, 1) = o) (E (1. ). (9.178)
Here 0),(¢) is an orthogonal matrix.

9 See (15.4); we need to employ here other notation for curvatures because the letter  is been
used for vorticity.
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The rate of rotation, (), of vectors f,i is constant over I'. Indeed,

1 S OT; 1 L0 . 1 i Jt;
Q= ze“”réﬁ = Eeﬂvoﬁriaozu-g = Ee“”oﬁq{(o,‘ing + 0, a;g)
1 0% 1
_ v Nos — ,0hei Lo v Nos
= €7 0050, + 2e 3 o = 26 0v50,,

Here we used the fact that the rate of rotation of 2/ is zero.
A two-dimensional orthogonal matrix, o;(t), has one degree of freedom, the
angle of rotation of the cross-section, ¢(¢):

) cos ¢ —sing
||0,U. ” = sin .
0] Cos @
It is easy to check that!”
de
O=-—=. 9.179
o ( )

So, in addition to ri(z, n), the vortex filament is endowed with two degrees of
freedom, the cross-sectional radius, a(t), and the angle of rotation of the filament
cross-sections, ¢@(t).

Note the following relations for variations (they are similar to (15.12)):

1 . 1 ) o .
S¢ = Ee‘”richt;L = Ee’”owﬁoz, 31‘3 = —(7;,61)T’ +e;’_ré8g0. (9.180)
In what follows we assume that the radius of the filament cross-section is much

smaller than the total length of the filament, L, and the characteristic radius of cur-
vature of the filament, R, which is defined as

-1
R = (max,/%uzﬂ + %2> )

So, the small parameters of the problem are

%<<1, %<<1, ax <1, am <1, am <l

To transform the integrals from Lagrangian to Eulerian variables we need the
formula for the determinant of the transformation,

as
A=€“ —_— =d2 1 ar X“ —.
ijk 7 ( + i )877

10 Here the upper and low indices of o,, are interpreted as the row and colomn numbers, respec-
tively (i.e. 0 = —sing, 0? = sing). Otherwise, the sign in (9.179) is negative.
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In the leading approximation,

p
A=a?Z, 9.181)
an’

According to (9.106) and (9.181), vorticity in leading approximation is

ar' (1,n, X) & (X) ;0 (X)
=7 .
an A a?

i

On the other hand, the circulation of velocity, y, is linked to vorticity in the
leading approximation as

t'wimra” = y.
Hence, inside the vortex tube,

o(X)=vy/n, (9.182)
and @ (X) = 0 beyond the tube.

Kinetic energy. We assume that the flow is unbounded and fluid is at rest at infinity.
To determine the kinetic energy of the flow we solve (9.91). Since vorticity, o', is
not equal to zero only in some bounded region V', and Green’ function of Laplace’s
operator is 1 /4w |x — x’| M

i o' (X)d3x’
Yi(x) = /;/ m (9.183)

For a vortex filament, w'n; = 0 at 9V, and therefore functions v (x) (9.183)
automatically satisfy the conditions 9; %' =0 :

aw'()f()a L pv— f() L v
W) =] o' (x)———-—d’x w — d’x
ox' 4 |x — x/| ox" 4 |x — x/|
1 J !
:/ w()AC)d3x’:O.

vy 4m |x — x| ax"

We find the kinetic energy of the flow in terms of vorticity from Clapeyron’s
theorem (5.45) and (9.183):

IC——,O / Vi) (O)d3x = = / / @O 5 s (9.184)

4 |x — x'|

1 We suppress in this subsection the dependence on time.
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Further we consider only the case of uniform vorticity, when tiw; is constant
over the filament cross-sections up to terms of the order a/R; the same accuracy
will be maintained in all further relations.

We are going to show that for any &, which is much larger than a and much
smaller than the characteristic radius of I', kinetic energy considered on motions
(9.174) is the following functional of (¢, ) and a(t) :

T'($)Ti (s’ ) oY 2¢e 1
¢f|A”+ s+8n<ﬂ-—+2>L (9.185)

Here and in what follows the logarithmic terms are treated as the terms of order
unity. The length of the filament in (9.185), L, is a functional of ri, n):

i i ari(ns t)
L= % rhyrindn, r, = - (9.186)
r

To prove (9.185) we split the integral (9.184) into the sum of two integrals:

pf/wi(x)(wi(x’)—w;(x)) 33 /f d*xd’x’'

== d’xd’x

2 vty 47 |x — x| 2(71a2)2 4 |x — x|
(9.187)

The first integral in (9.187) is not singular. As @ — 0, it converges to

2 %f Ti(s)(Ti(s") — Ti(S))dst/
a7 |A 1| '
r r

where

Arl=VAT AT, At =ris, ) =i ).

The second integral we again split into a sum of two: for some £ such that a K ¢ K
‘R, we present the second integral in the form:

2 d3 d3 / d3 d3 /
W”// e “// (9.188)
2wa*)* Jv Jv, pisr,sy=¢ 47 |x — X' 2(7”1 ) V. s’ 5)<t 4 lx — x|’

where p(s’, s) the shortest distance along I' between the points s” and s. The first
integral in (9.188) is not singular as a — 0 and converges to

f ‘(f dsds’
47 A 7| A 7]

I p(s',s)=¢

The second integral in (9.188), after transformation to Lagrangian coordinates, is
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?ﬁ / / f ded®Xd*X'
87‘[3 xeX, <1 Jxmx <1 \/ Z(X” _ X//L)(XM — X//L) + 52'

Integrating over & and using that £ > a, we have for this integral

2 20
oy f ds/ / 2 ———d*Xd’X’
8- 3 XrX, <1 Jxmx), <1 alX — X'l

20 1
,0)/3 ds2(r’In = +0), U= / / In ———d’Xd’X’
87 J xux,<t Jxnx <1 1X — X'

The number, J, as easy to see'?, is equal to 2 /4 . Collecting the results, we obtain,

2 i (! .
- &jgyg TE@E) —Ts)
2 4|0 7|

dsds’ 2 20 1
f yg i +& 2+~ )L
471|Ar| a 2

T p(s',s)>¢t

12 There are several ways to compute J. Perhaps, the simplest one is to use that G(X, X') =

1 In X X, is Green’s function of Laplace’s operator: AG(X, X') = —8(X — X'). First, we write

J in the form

[
J = / / In - (x"X), —1)d°Xd’X’
xix,<t Jxny,<r 1X — X' 49Xm0X),

Integrating by parts twice we have,

1 1
= —/ / In ————ds’
2 Jxux, <1 Jix=1 1X — X'

1 a2 1
+ / / — (X"X), = 1) ————1n —d’Xd*X'.
xux, <t Jxmx, <1 4 axXmox;, X —X'|

The integral of In — e x  over the unit circle is zero: this can be checked by writing this integral in
terms of complex variable,

1 1 d7 1 d7
/ lni/ds’:/ In /.—Z/:—Imf In /—Z/,
x=1  1X =X =1 lz—2]iz =1 2—2 2

and transforming the contour of integration to a contour surrounding the singular point, 7/ = 0,
and a contour going around the singular point, 7’ = z. Thus,

2
J:/ 1 — X'X,) 27 d®X = .
XiX, <1 4 ( XL) 4
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or, equivalently,

2 i (s — T:
?g yg T (S)T,(S )d ds’ + /;); yg % T (S)(Tl|(2)| Tl(s))dsds/
r

I' p(s',s)>¢ ' p(s',s)<t

oy? 20 1
2In — L
+871 ( +2>

The second integral is zero within the accepted accuracy. Thus,

?g % r(s)rz(S) ‘“*pg); (21 2_@+;)L (9.189)

I' p(s/,5)>¢

On the other hand, for ¢ <« £,

7§§£ AOLICOI p_ﬁ%/ LAOLICO Iy
|Ar|+8 - 87 st AT+ E
i ygf T
o(shs)<e AT+ €

In the first integral & can be dropped. In the second integral, expanding t;(s’) in
Taylor series in vicinity of the point s, we see that only the first term of the expansion
provides a noticeable contribution. Therefore,

2
7{% r(s)fz(s) ¥ 7§/ T (s)rz(s)d ds' + P 1om ¢
A r|+e pist szt AT 87 ¢

(9.190)
Comparing (9.189) and (9.190) we arrive at (9.185).

Functional A. Computation of the functional .4 on the motions (9.174) is a cumber-
some task. A simpler way is to use the relation (9.126), which holds for any motion,
rit,n, X)

ari(t, n, X) ark@t, n, X
/Adt—p//e,]kBr t, n, X) r(at’” )r(a’” ) &> (X)d* Xdndr.
n

o V

In particular, for the motion (9.174),
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1
8 / Adt = pd f eiji(dr! + 8(atNXM)(r!, + (at)) X ") + (at)) , X")d* Xdn
Vv

Using here (9.180) and (9.182) along with the formula,

/ XEX'PX = T,
X1X, <1 4

we have
¢ ¢ o Qdd Ld@L)
ar' a-dt; a

) dr = ; ke 2 ) srids + -

/“4 'Oyf %(ejkatr+4ds> St a0
to r

1d
- Ed—‘pawa] dr. (9.191)

Functional A can be restored from (9.191) up to divergence terms:

, art (¢, m) ark (, 2 d

3 ot an 4 T dt’
|4

Dynamical equations of vortex filament. The action functional considered on
the vortex motions (9.174) becomes a functional of positions of I, r(¢, ), and
functions a(t) and @(t) : I = I(r(t,n), a(t),p(t)). Assume that these functions
are given at initial and final instants. Then the following variational principle
holds:

Variational principle. The true motion of the vortex filament is a stationary point
of the action functional,

1

/ [A—K]d:.

to

To derive the corresponding dynamical equations we find the variation of kinetic
energy (9.185),

1
2
L
SfICdt / —8 Tds — da | dt. (9.193)
47'[(1

Sri
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Here we introduced the notations,

K . pylds; 2¢ 1
N pyevitt = 285 (21 Z).
57 = Prem'tt = o P

. t, A
iz X uy§ IO/ SN (9.194)
4 (Iar|+ e |Ar]
r

The derivative, dt;/ds, can be also written as

dt: b Tk
d_fsf _ _% (9.195)

where b is binormal and R curvature. Therefore,

sK y b 2 1 .
W = pYeijk [U +8—E(21n;+§>i|r .

Equating (9.191) and (9.193), we obtain the governing equations of the vortex fila-
ment dynamics:

ari (t,m) ; y b 2¢ 1 a’>de b
eijk | ——— —v' — ——— |21
a 2 4 dt R

k
T I A =0. 1
> 2 n + ] 0 (9.196)

do )4 d ,
— = , —a“L =0. 9.197
dt  2ma? ai’ ( )
The first equation (9.197) determines the angular velocity of cross-sections, the
second one means conservation of the filament volume,

ra’ll =V, (9.198)

1% being the initial volume of the filament. If a and dg/dt are eliminated from
(9.196) by means of (9.198), then (9.196) along with the expression of L in terms
of 7 (t, n) (9.186) become a closed system of equations for the filament positions.
One can check that this system is asymptotically equivalent to the one derived by
the asymptotic analysis of Euler equations.

An interesting question arises: Is there a variational principle on the set of fila-
ment positions only? The answer is positive due to a very simple structure of the
equations for a and ¢. Indeed, the last term in the functional A (9.192) can be
interpreted as the one generated by Lagrange multiplier, y ¢ /4, for the constraint
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(9.198) after integration by parts. Therefore, the following variational principle
holds:

Variational principle. The true motion of the vortex filament is a stationary point
of the action functional,

1

194 J ari(l:ﬂ)ark(ﬂn) i
oy t, dn—K t, dt,
/ 3 /e,kr( m— ay 7 (r* (z,m)
140 1%

where KC(r' (t, n)) is the functional,

py? T (s)r,(s) py? ( 4me’L 1
K@ (@, n))— ?gyg |M|+8 ds +g<ln 5 +§)L, (9.199)

and L is the functional (9.186).
The functional (9.199) is obtained from the functional (9.185) by eliminating a
by means of the incompressibility condition (9.198).

Self-induction approximation. In kinetic energy, the logarithmic term may be
dominant. Then, neglecting in (9.199) the terms of the order unity, one obtains for
kinetic energy the expression,

4
=2
8

(9.200)
Variation of such kinetic energy is

n 5]
2 4 e’ L d
//Cdt:-fﬂ In 222 1) isrigs
8 4 ds

fo fo

We keep here unity near logarithm for consistency of the model “forgetting” that
the terms of the same order where neglected to obtain the simple formula (9.200).
Using (9.195), we have

n n
2 4 2L i bi k .
/Kdt:/& e ) ST s,
8 Vv R
I fo

Hence, the dynamical equations are:

. ar"(t,n)_Lb_" 1n47‘[82L+1 _o
ELT o 87 R Vv ‘
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Another form of these equations is

ari(t,m) y b 47’ .
AR CANS S ) P i 1)+ a7, 9.201
ot st R\ Ty )T ©-201)

where X is an arbitrary function.
The length of the filament is conserved in the self-induction approximation:

dL dri d;
o f L yg i s = 0. (9.202)
dt ds tds

The integrand in (9.202) is zero because dt; /ds is proportional to the normal of the
curve, I', while, according to (9.201), rfl is orthogonal to the normal.

Due to the conservation of the filament length, L, the cross-sectional radius, a,
does not change as well. Therefore, kinetic energy (9.200) may be written in an
asymptotically equivalent form,

2
L
I =&L In —,
47 a
where L is a functional (9.186), and a is a constant. The corresponding dynamic

equations are:

Sri(t,n) y b L X
—— =—"——(In—+1 At
at 4w R na+ AT

They are called the equations of the self-induction approximation.

9.9 Vortex Sheets

Another case where the presence of a geometrical small parameter yields consid-
erable simplifications is the dynamics of vortex sheets. A vortex sheet is a thin
region of non-zero vorticity, a vicinity of some surface, (), with the thickness of
the region, &, being much smaller than the characteristic radius of the surface, R;
besides, vorticity, up to small corrections of order 4/R, is tangent to (). Motion
of the vortex sheet is modeled by the motion of the surface, (). The derivation of
the governing variational principle in this case is simpler than for vortex filaments
because the singularities are weaker. We begin with a more precise setting of the
problem.

Denote the Lagrangian coordinates of the fluid particles in the vortex region by
&Y &, Greek indices run values 1, 2, &% € &92, —h/2 < & < h/2. Motion of the
surface, (), is described by the functions
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X =1 8.
We present the positions of the particles in the vortex region in the form

xi(t, € E) = ri(t, £%) + x(1, £, £), (9.203)

without loss of generality, we can set the condition

h2
f X1, &%, &)dE = 0. (9.204)

h/2

Assume that vorticity has only two non-zero components, ®*, and these com-
ponents do not depend on & : @ = &*(£#). Since & = **F 9,z is zero, g is
a potential vector: Vg = dgx, which can be vanished by the redefining function ¢
in (9.14). Hence, only the third component of vector ¥, is not zero; denote it by
I'(€%)/ h. The non-zero Lagrangian components of vorticity are

& =e"9gT/ h. (9.205)
Accordingly, for the Eulerian components of this vector we have

g o, )
r, = —/———.

i i Lap
o' =r,eogl'/h, . pre

(9.206)

We are going to show that, under some additional assumptions formulated fur-
ther, dynamics of a vortex sheet in unbounded space is governed by

Migdal variational principle. The true motion of a vortex sheet is a stationary
point of the functional

n
I(r(1,8)) = [ (A = K)dt, (9.207)
to
A=pﬁ ejirirjriTade, (9.208)
a
i ,af r /i/ o' B T 25 J2s1
;czﬁffrae yLryer? oy T d%6d’s! ©209)
87 Ja Ja [r —r/|

Here the prime marks the auxiliary variables of integration, &%, and r’ = r(¢t, £'*),
["=T(&"),dp = 9/,

To derive this variational principle from the variational principle of dynamics of
vortex lines we use the identity (9.140). According to this identity, dropping the full
time derivative, which does not affect the equations, we can write for A,
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A= L J ey x*dg' dE2dg + integrals over 9V
=/, 2pe,]kxaxb e X, g .

For vortex sheets, the integrals over the vortex sheet faces vanish, because the vector,
., has only one non-zero component, 03, and on the faces the factors, ey 1y, is
zero. If the vortex sheet is closed, then there are no other boundary contributions.
If the sheet is not closed, then, in general, there is an additional integral over Q).
For simplicity, we make this integral equal to zero by an additional assumption that

03 = 0 at the edge of the vortex sheet. Since only 5 is not equal to zero,

A:p/: eijkxixgxfﬁ3d§'d§2d$
v

=p / eiji(rl + x4+ Xk 4 xF)bade dgde. (9.210)
Vv

Due to (9.204), the functional (9.210) differs from the functional (9.208) by quadratic
and cubic terms with respect to derivatives of x (¢, £%, £). An implicit condition
of applicability of the Migdal variational principle is smallness of these terms in
comparison with (9.208). Formula for kinetic energy (9.209) follows from (9.184)
in the limit 27 — 0.

9.10 Symmetry of the Action Functional and the Integrals
of Motion

In this section the groups of symmetries of the action functional of ideal incom-
pressible fluid are found. They give rise to the integrals of fluid motion. We begin
our consideration by showing that the conservation of the velocity circulations stems
from the invariance of kinetic energy with respect to the relabeling group of trans-
formations.

Relabeling group. Consider the Hamilton variational principle: the true motion of
an ideal incompressible fluid is a stationary point of the action functional,

ol axt (X)) ox; (1, X
I(x,t,X) = 1,03, X)oxi (6, X) 5y 9.211)
2o
I v

Jt

on the set of all functions x(#, X) such that their initial and final values are pre-
scribed,

x(tg, X) = xo(X), x(t1, X) = x1(X), (9.212)

the fluid does not detach from or penetrate through the wall,
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xt, X)eV ifXeV, (9.213)
and the motion is incompressible,

ax

det |[— | = 1. (9.214)

Let us rename the particles: X — Y (X), and, for a given motion,
x =x(t, X)
consider another motion,
x=x'(t, X) = x(t, Y(X)). (9.215)

Condition that (9.213) is obviously satisfied. To satisfy (9.214) we set

det

Y
a_XH =1. (9.216)

The new motion (9.215) does not obey (9.212), but this is not necessary for our
purposes.

The action functional has the same values for both motions, x = x(¢, X) and
x = x'(¢, X). Indeed,

1 .
1 ax'i(t, X) ax/(t, X)
1(xX'(t, X)) = — i X
(x'(t, X)) /[2/0 o o

/ / axi(t, Y(X)) axit, Y
ot ot

// ax' (t Y) ax,(t Y) H H 3y, 9.217)

Taking into account (9.216) and changing the notation for the integration vari-
ables from Y to X we see that the integral (9.217) coincides with (9.211). Therefore,

SI=1(x"(t, X)) — I(x(s, X)) =0. (9.218)

Let the relabeling be infinitesimal, i.e. ¥ = X + 6 X. Then

a i
Y sxe, (9.219)

Sxl ="t X) —x'(t, X) =
xt=x"(, X) — X', X) X7
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The variation of functional (9.211) is

151 .
dsx!
i X =

/ f PU
th V

n f J
/,ovin"d3X —//[E,ovi(t, X)] sx'd*X. (9.220)

o ] 14

81

Vv

Assume that the motion x (¢, X) obeys the momentum equations. Then the last
integral in (9.220) is zero because

//[%pv[(t,X)] sxid*x f/(——s )dV:
h V

//pax nidA = 0. 9.221)
o

Here we used (9.6) and, integrating by parts, took into account that

98! )

=0inV, and dx'n; =0 ondV,
oxt

due to (9.214), (9.213), (9.215) and (9.216). Hence,

I

8l = /pvinid3X =0,
v f

and this equation holds for any #y, #;. Thus, for any #, t;,

/pvi8xid3X = /pviﬁxidSX ,
14 =ty V 1=t
or
ax’ ax’
/puiiax%ﬁx - /pviiax%ﬁx . (9.222)
G G
v t=ty 14 t=t;

The functions § X“ are not arbitrary. Due to (9.216) they obey the equation
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X
axe

This equation is satisfied if §X“ is a vector field concentrated on any line y
with a constant projection on this line (that is similar to conservation of Lagrangian
components of vorticity considered in Sect. 9.6). Denoting a parameter along the
line by 7 one obtains from (9.222)

dx’ ax' i
/pvi—dﬁ = /pv[—dn :/,ov,-dx’,
n an

14 t=tq Y t=t YV
i.e. the conservation of the velocity circulation along any closed fluid contour.

Isovorticity group in 2D. The variational principles for the functionals (9.165)
and (9.117) differ from the least action principle by the elimination of many sym-
metries and, consequently, many integrals of motion (the velocity circulations).
Nevertheless, certain symmetries (and integrals of motion) still remain. For ex-
ample, Euler equations of the functional (9.165) yield incompressibility of motion
(at each material point X, det||dx/dX| = const). The question arises: what are
the underlying symmetry groups for these integrals? Here we show that, for the
two-dimensional case, this is the group relabeling the particles with the same vor-
ticity. We call it the isovorticity group. More precisely, consider the action functional
for two-dimensional flows:

S|

I(r)=/dt p/y(t,X)W&)(X)dzxqc

fo \%4

K= %p//G(r @ X),r (1, X)) oX)o (X)d*Xd* X' (9.223)
Vv

Vv

Let us show that the action functional has the same value for two motions x =
r(t, X)and x = r'(¢, X) if

r't, X)=r, Y(X)),

and the relabeling X — Y(X) conserves the vorticity:'?

13 Equation (9.224) can also be written in the form
O(X)d*X = &(Y)d*Y

emphasizing the vorticity conservation as a measure.
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o(X) = (Y(X))

el oo

Incompressibility of motion follows from this symmetry group. Indeed, the ki-
netic energy is an invariant under this transformation:

K@, X)) = %p / / G(r'(t, X), r'(t, X)o(X)d(X)d* X d*X =
= %,0 / / G@r(t, Y(X)), rt, Y(X))O(X)O(X)d*Xd*X =

:% //G(r(t Y(X)), r(t, Y(X)))w(Y(X))w(Y(X))‘ H LXd2R

= l,o//G(r(z, Y), r(t, V)o(Y)(Y)d*Yd*Y = K(r(t, X))

The first integral in (9.223) is also invariant:
ax'(t, X ax(t, Y(X
[y 0" Ra00ax = [ e voo ™ E aondx

1% 1%
ox(t, Y (X)) Y‘d2x / (t, Y)Mtty) a(Y)d>Y.
\%4

; . J
/y(t, Y(X))Tw(Y (X)) X
(4

In the same way as for the least action principle we obtain that

/ (&, X)8x(t, X)i(X)d*X / y(t, X)ax( X) s X1 (X)X = const,
1% 1%
(9.225)

The functions § X** in (9.225) obey the constraint which follows from (9.224):

(X +8X) . 96 asX M
O(X) = (X +8X) ‘—‘ (a)(X) + aX—ﬂ&x#) (1 + ) .

.G
Keeping only the leading terms we obtain

IS X"
axm
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Thus,

w IX(X)
ot 2K
IXV

WS XH = , (9.226)
where x is an arbitrary function. Therefore, the function x is constant at the bound-
ary. The vector, § X*, is tangent to the boundary. Assuming that V is a simply
connected region, we set x = 0 at the boundary. Plugging (9.226) into (9.225)
and integrating by parts we obtain

x(X)d*X = const.

/ w 9, X) ay(t, X) ox(t, X)
C9Xh aXY

\4

The factor at x is the Jacobian of transformation from Lagrangian to Eulerian coor-
dinates. Since x (X) is an arbitrary function, the Jacobian is constant at each particle,
as was claimed.

Isovorticity group in 3D. The symmetry group of the functional (9.117) is a rela-
beling group (i.e. the group of transformation (9.215)) which conserves vorticity in
the following sense:

aYb(X Y
@ (X)y/8(X) ax(a ) = " (Y (X)) &Y (X)) ‘ﬁ . (9.227)

This can be checked by inspection. For an infinitesimal transformation, the ad-
missible variations §X¢ = Y — X obey the equation'*

d
aX4

[\/E (8" — &)baxa)] —0. (9.228)
The general solution of this equation is

1 abcaX(X)
— e —

\/E axe

&8 xbP — aPsx® = (9.229)

14 Tndeed, from (9.227)

" (X)V§&(X)

Keeping the terms of the first order, we obtain in the left hand side,

asx® ad
& (X)VE (%) (& 0 VEx8x").

6X" = axe

(X" +6X )

0Xa

G
=ao" (X" +8X) V& (X +sxa)<1+ )

and in the right hand side
ayga’ a8X 9
8X* +af W (X) V& (X)8X“).
e Ve = g (67 00 Ve (X08x)
That yields (9.228).
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Equation (9.229) can be solved with respect to dx /9 X¢:

ax S odewb
v = V8 ean@8XP. (9.230)

If §X“ is proportional to @, i.e. one relabels the particles on the same vortex
lines, then dx /90X = 0. We consider the symmetries with respect to the relabeling
of the neighboring vortex lines, i.e. §X* # A@“ at all points.

Both vectors @” and §X“ are tangent to the boundary. Projecting (9.230) on the
tangent directions to the boundary we find that x is constant at the boundary, and,
without loss of generality, can be set equal to zero. It also follows from (9.230) that
the vectors dx /9 X¢ and @ are orthogonal:

a2
aX(T

0. (9.231)

Therefore, x is constant along the vortex lines. In the same way as in the previous
two cases, from the invariance of the action functional we obtain

. . axk(r, X
/eijkxl (t, X)8x7 (¢, X) %(3)“ (X)/8d>X = const.
Here
) Ix/
sxi = Z_sxb.
ax?b
Hence,
x/ oxk ax/ axk 1
i —— ——8X20%/8d> X =/ i &8XP — PsX) sd X
/e”‘x 9Xa 9Xb Vi e S oxbz @ &'5X") i

coxd gxk J
= /eUk efbe X 2 ’X.
9Xa 9Xb 0X¢

Integrating by parts, we obtain the following expression for this integral:

i J
_/ " aiaiai e x (X)d*X = =3!

|y (X)d*X
X< 9Xe 9xP (X

In the vortex line coordinate system x is constant along the vortex lines. The
function yx is arbitrary as a function of the vortex line. Thus, for each vortex line,

the integral

remains unchanged in the course of the motion.

dx

—|d 9.232
ox |41 ( )
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The existence of this invariant of motion can be derived directly from (9.130).
Indeed, let us take this equation in the form (9.114). Computing the divergence of
(9.114) and using the fact that velocity and vorticity fields are divergence-free we
have
or' ;O
— =w'—. (9.233)

ox’ ox’

The left hand side of (9.233) is time derivative of In A (see (3.71)). Thus, in
Lagrangian coordinates,

dA oA
— =Ao’—. (9.234)
dt an

The product Aw? is a function of only X. Integrating (9.234) over a closed vortex

line we obtain the integrals of motion: for each vortex line,

d dx

dt / ‘ X

The integrals (9.235) mean that the volume of any vortex tube comprised of vortex

lines does not change in the course of motion, as it must be for incompressible fluid.

Note that the integrals (9.235) do not constrain the motion of any finite number of
vortex lines.

The invariance of the action functional with respect to relabeling of the particles

on the same vortex line yields a “degeneracy” of (9.130): contraction of (9.130) with
the vorticity vector is an identity.

an = 0. (9.235)

9.11 Variational Principles for Open Flows

To obtain an extension of the least action principle to open flows, consider motion
in four-dimensional space-time. A symbolic picture of motion in a closed container
is shown in Fig. 9.4a. Each trajectory connects the given initial and final positions
of a fluid particle. A typical open flow is shown in Fig. 9.4b. Each trajectory also

t t
h A=
Fig. 9.4 Geometry of the lo x 2 :
particle trajectories in inlet outlet

space-time for closed (a) and
open (b) flows a b
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connects the initial and final positions, but now some of the initial positions are at
the inlet of the flow, while part of the final positions is at the outlet of the flow. In
closed flows, the most natural choice of Lagrangian coordinates is an identification
of Lagrangian coordinates with Eulerian ones at the initial instant, X ! (xi, to) =
x!, X2 (x', 1) = x2, X* (x, 10) = x*. In open flows, it is natural to identify one of
the Lagrangian coordinates with the moment of the appearance of the particle in the
container, while the two others can be the coordinates of the point at the inlet, where
the particle appears for the first time.

Consider now the initial and the final positions of the fluid particles at the inlet
and outlet as given. The stationary points of the action functional are sought on the
set of functions X (x, 1), which satisfy constraints (9.33), (9.34) and (9.35) along
with the following conditions at the inlet and the outlet:

X (xi, t) = X7, (xi, t) at the inlet

X (x',t) = X%, (x',1) atthe outlet
(X%, and X3, are some prescribed functions). Then, the second term in (9.38) van-
ishes even if there is a flow through dV. Thus, the action functional has a stationary
point at the real motion of an ideal fluid.



Chapter 10
Ideal Compressible Fluid

Ideal compressible fluid can be considered as an elastic body the internal energy
of which depends only on the mass density of the body. Therefore, the variational
principles formulated for elastic bodies are valid for compressible fluids as well.
However, they deserve special consideration because, due to a simplified energy
structure, they are enriched by new interesting features.

10.1 Variational Principles in Lagrangian Coordinates

Consider a vessel filled with ideal compressible fluid. The region occupied by the
vessel is denoted by V. If the wall of the vessel deforms with time, then we write
V (¢). The motion of the vessel is given. Moving fluid may detach from the wall of
the vessel, i.e. the region, V (¢), occupied by the fluid, in general, does not coincide
with the region V (). We consider such a case later, and begin with the discussion
of non-detaching flows, when V() = V/(¢). The initial and final particle positions
are given.

The functions x (X, t) are assumed to be twice continuously differentiable (thus,
the shock waves are excluded from consideration). The entropy of the particles is a
known function of the Lagrangian coordinates, X. The internal energy, U, is a given
function of mass density, entropy and Lagrangian coordinates: U = U (p, S, X).
The explicit dependence of U on Lagrangian coordinates can be caused by hetero-
geneity of the fluid. For homogeneous fluid, U = U (p, S) . If the flow is isentropic,
i.e. entropy does not change over particles, internal energy may be considered as a
function of density only, U = U (p) . For the general case of inhomogeneous fluid
we write U = U (p, X), implying that the dependence of entropy on Lagrangian
coordinate is incorporated in this function. The external mass forces are assumed to
possess a potential, ® (x).

Least action principle. The true motion of ideal compressible fluid is a stationary
point of the functional

V.L. Berdichevsky, Variational Principles of Continuum Mechanics, 455
Interaction of Mechanics and Mathematics, DOI 10.1007/978-3-540-88467-5_10,
© Springer-Verlag Berlin Heidelberg 2009
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I1(x(X,1)= / / P <% i ((;t’ X i X)—U (0, X)—P (x (X, t)))dth,
nh V

ot
(10.1)
on the set of functions, x (X, t), which satisfy the conditions
X (X 1) =F (X9), x (X% n)=x (X9,
x' (X 1) € aV (1) for X* € aV. (10.2)

This statement is equivalent to
Mopertuis-Lagrange variational principle. The true motion of ideal compressible
fluid is a stationary point of the kinetic energy functional,

1 .
1 ox'(t, X)ox; (£, X
//_p x' (2, X) 9x; ( )dth’
2 at ot
fnh V

on the set of all trajectories satisfying the conditions (10.2) and the law of conser-
vation of energy,

/ 1 0x' (1, X) ox; (1. X)
P\ ot

+U (p, X) + P (x (X, t)))dV =& = const. (10.3)

In the Mopertuis-Lagrange principle, the instant #; at which the fluid arrives at
its finial state is not fixed and must be varied.

The equivalence of the two variational principles can be proven in the same way
as in the mechanics of the systems with a finite number of degrees of freedom.

From the energy equation (10.3),

/%pax ((;t X) 3xi (at;’ X ay =5—/p[U (0. X)+ @ (x (X, )] dV.

v v
one can find the “time differential”,

1 [ pdx;dxidV
dr ’

- \/5—jp[U(p,X)+c1>(x(x,t))]dV'
\4

Here dx (X) is the differential along a path in the space of functions x (X) . Replac-
ing integration over time in the action functional by the integration along a path in
the space of functions x (X), we put the Mopertuis-Lagrange principle in the form
of the Jacobi variational principle:
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Jacobi variational principle. The true motion of ideal compressible fluid starting

° L 1 . . .
from the state, x (X) , and the finishing at the state, x (X), is a stationary point of
the functional,

X(X)

1 )
/ 5—fp[U(p,X)+CI>(x(X, )]av z/,odx,-dxldv, (10.4)
X(X) |4 \%4

on the set of all trajectories satisfying the law of energy conservation (10.3).

10.2 General Features of Dynamics of Compressible Fluid

Modifications of the least action principle considered further employ the remarkable
structure of solutions of the equations of ideal compressible fluid, to a discussion of
which we proceed. This structure is, in essence, similar to that of incompressible
fluid reviewed in Sect. 9.2.

The closed system of equations of ideal compressible fluid consists of momentum
equations,

dv; 19 P
dv _ _1dp 00(0) (10.5)
dt p 0x’ ox!
the constitutive equation for pressure,
U (p, X)
p=p (10.6)
ap
and the continuity equation in Lagrangian form,
pVE =m0, V& =A=det|xi],
or in the differential form,
dp  dpv'
—+—=0. 10.7
ot ax’ ( )

We are going to show that the following statements hold:

1. If fluid is homogeneous and the flow is isentropic, then, at each fluid particle,
the contravariant Lagrangian components of vorticity, w“, divided by mass density,
do not change in time:

- = (10.8)
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In particular, this means that

a. Each vortex line consists of the same fluid particles

b. The vorticity cannot be generated or vanished in the course of motion

c. A fluid region, where the flow was potential initially, moves with a potential
velocity field

2. If fluid is inhomogeneous, then vorticity may be generated:
d o 1 e <6U(p,X)
| ————

=——e . (10.9)
dt 1% /OO\/§ aXe pconst)

In particular, if the fluid is homogeneous, i.e. the dependence of internal energy on
Lagrangian coordinates is caused only by the dependence of entropy on X: U =
Up,S), S = S(X), and entropy is not constant, then, as follows from (10.9),
generation of vorticity is governed by the equation:

do' 1 N 1 oT 3S
e _ e a, (T—) = e — —. (10.10)
dt p — pp/Z 0x°) " pp g 9XPoXe

In an observer’s frame this equation takes the form:

1 ..
SN S L% Al
vy = —e’"T ;jSk.

So, vorticity may develop only if the gradients of temperature and entropy are not
collinear.

3. In isentropic flows of homogeneous fluids the covariant Lagrangian compo-
nents of velocity can be written as

_ de(t, X)

Da(X).
~x= + 14(X)

a

where ¢ is some function of coordinates and time while v, depend only on the
Lagrangian coordinates. Accordingly, in an observer’s frame,

dp .
o= 22 4 x90,(X) (10.11)
ax!
4. In case of homogeneous fluids, any solution of (10.5), (10.6) and (10.7) can be
expressed in terms of four scalar functions, ¢, «, B and p,

0 EY: EX

= — -, 10.12
ax! ax! Maxl ( )
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which satisfy the equations

d d
do _o B _y (10.13)
dt t

du v

22 10.14

dt 0 ( )

Pressure can be found from a generalized Cauchy-Lagrange integral :

do

2
=_<£+U+cb—v—> (10.15)
dt 0

2

The derivation of these statements proceeds as follows. Let us contract the mo-
mentum equations (10.5) with x!, i.e. project these equations onto the axes of the
Lagrangian coordinate system. On the right hand side, taking into account the con-
stitutive equation (10.6), we get

1 /ap P\ 1 ap P
—— | —=tpo—=)x,=—| - + =
o \ ox! ax? poXe 9Xe
d (p p dp Jd (p
- _ LI} = =— —+U+d d,U.
(axa (p+ >+p28X“> axa <p+ )

By 9,U, we denote the derivative,

_ U (p, XY

9aU 9Xe

p=const

The left hand side of momentum equation is transformed using (9.12). We obtain

dva _ 0 (P, Y (10.16)
dr . axe \p 73 at '

Let us introduce the function ¢ by (10.15). Denoting the difference v, — dg/dX“
by Xa>

dp

+ Xa (10.17)

Vg =

we can write the momentum equations as

dXa
dt

= a,U. (10.18)

Any solution of the momentum equations can be written in the form (10.15),
(10.16), (10.17) and (10.18), and, conversely, for any functions ¢ and y, satisfying
the (10.15) and (10.18), the velocity v, (10.17) satisfies the momentum equations.

According to (10.17), the curls of v, and x, coincide:

e v, = ™o, x.. (10.19)
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On the other hand,

wa
e apve = /2e dpv. = /B0 = pov/g - (10.20)

Equation (10.9) follows from (10.18), (10.19) and (10.20).
Equation (10.9) is obtained from (10.10) by contraction of (10.10) with x/ and
the use of the first formula (10.7) and the relation,

. 1 L
eljk — x(zlxjxéceabc‘
N/
For the homogeneous fluid,
N
0L, U=T—,
X4
and (10.18) takes the form
dx, S
d)i =T (10.21)

We define a function u by (10.14). Since S does not depend on time, the solution

of (10.21) is
. N
Xa = Vg (X) + Mm’

where ¥, are some function of the Lagrangian coordinates. For isentropic flows this
equation along with (10.17) yield (10.11).

According to the theorem on the canonical presentation of linear differential
forms (see Sect. 9.2), for a linear differential form, v,dX“, in three-dimensional
space, there exist functions @, & and 8, such that v,d X* = dp + adp, or

0P ap
= axe TYaxa

Since v, are function of the Lagrangian coordinates, the functions ¢, «, and
also depend only on the Lagrangian coordinates. Denote the sum ¢ 4 @ by ¢. Then,

the equation for ¢ (10.15) does not change, while the Lagrangian components of
velocity (10.17) become

Ua

dp B S
= axe T¥xe THaxa

Projecting (10.22) onto the observer’s frame (i.e. contracting it with X¢), we
obtain (10.12). The dependence of « and B only on the Lagrangian coordinates is
expressed by (10.13).

Note that, according to the above-mentioned theorem on the canonical pre-
sentation of the linear differential form, the velocity v; can also be written as

(10.22)

Vg
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v; = @,; + aB,;. In such presentation, however, @, & and B are, generally speaking,
functions of both time and Lagrangian coordinates.

For isentropic flows of compressible fluids, as for incompressible fluid, the ve-
locity is presented in terms of Clebsch’s potentials:

ap B

— —. 10.23
dax! to dax! ( )

Vi =

In terms of the Clebsch’s potentials, the generalized Cauchy-Lagrange integral
(10.15) can be written in several equivalent forms:

do v? do dpg v?
= Utd— — =2 4 4F Utd— — =
- +p+ + = e + +U+ 5

dp 9B dg B v?
— P PN i =

= ta t+v<axk+8k +Piuy 5

3 9
_a—‘f+ —ﬂ+7+ +U+®=0. (10.24)

For potential flows (o or B is zero), the relations (10.24) become the Cauchy-
Lagrange integral

dy
—+—+ +U+<I> 0.
at 2 P

If U = 0 for p = 0, then the sum p/p + U can also be written as

P
f_P

P
0

Isentropic flows belong to a larger class of the so-called barotropic flows — the
flows for which pressure is a function of density only. It is easy to see that for
barotropic flows (10. 23) (10.13) and (10.24) remain valid if the function U is inter-
preted as the function U defined by the equation p (p) = p>dU/dp. In particular,
U = U for isentropic flows and U = F for isothermal flows (i.e. the flows with
T = const). In further consideration of the barotropic flows we keep the formulas
obtained for the isentropic flows without changes, supposing that U in this formulas
means not the internal energy but the function U.

bl’w

10.3 Variational Principles in Eulerian Coordinates

Variation of Lagrangian coordinates. There is a straightforward way to obtain a
variational form of the governing equations of ideal compressible fluid: the action
functional,
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5]
I:/ / Ldvdt (10.25)

o V()

2
L=p (% —U(p, X (x,1)) — (I)(x)) , (10.26)

must be considered on the set of functions, X (x, t). Then in (10.26) mass density is
given by the formula

et 25
det | 22

p = po (X (x' 1)) , (10.27)

while velocity is defined in terms of X (x, ¢) by (9.30) (or (9.31)). The initial and
final values of X (¢, x), X (x) and )l( (x) are given.

The functions X (x) and )l( (x) are defined in the regions V=V (t9) and \l/ =
V (1), respectively. It is assumed that there exists a mapping vV - \1/, for which
the functions X* (x") and XI“ (x%) coincide.

The equation of the region V' at the initial moment can be written as

f(X)=0.
The impermeability of the wall means that the equation
fX(x,1)=0 (10.28)

is the equation of the boundary of the given region, V (1).
Least action principle. The true motion of ideal compressible fluid is a stationary
point of the functional (10.25) on the set of admissible functions X (x, t).

This variational principle is justified in the same way as in Sect. 9.3; one needs
only to modify (9.41):

0P L X X oL , X
0L =—p—, X/ — L& = —pvjv" + p—8; — L§; =
ax! 0Xy ap
ou L
k_ 2 k a
= —pv;v" — p°—396;, X! = —pv;. 10.29
P P a0l axe o ( )

Substituting (10.29) into (9.40) yields the momentum equations of ideal compress-
ible fluid (10.5).

Variations of density and velocity. In variational principles in Lagrangian coordi-
nates, the density is a dependent field. It is defined in terms of the particle trajectories
from the continuity equation. In Eulerian coordinates, density is linked to velocity
by the continuity equation
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ap  Ipv’
ot axt

Admissible velocity fields satisfy the condition that there exist functions X (xi , t)
(Lagrangian coordinates), which are a solution of the system of equations

=0. (10.30)

Xt X 0 (10.31)
'U e .
ot axk

with the initial conditions

X (x*,10) = X (x*), (10.32)
such that they take on the assigned values at the time t = 1,

X (x* 1) = x4 (x*), (10.33)

and for all ¢t and x*,

a

det #0. (10.34)

axk

The definition of density (10.27) and the constraints (10.32) and (10.33) show
that the density fields at the initial and final instants should be considered as known:!

p (' 10) =po(x'), p(x' ) =pi(x). (10.35)
By our assumption, the flow does not detach from the wall. Thus,
ving = ¢, ondV (1), (10.36)

where ¢, is the normal velocity of the wall in the observer’s frame.
Lin variational principle. The stationary points of the functional

n v2
f / 0 <3 —U(p, X)— q>(x)>dth (10.37)

o V(r)

on the set of functions p (x[, t) v (xi, t), and X* (xi, t), satisfying the conditions
(10.30), (10.31), (10.32), (10.33), (10.34), (10.35) and (10.36), are the solutions of
the momentum equations of ideal compressible fluid.

. 1
!'In fact, one can consider density p; as determined by the mapping V — V.



464 10 Ideal Compressible Fluid

To justify this variational principle, we get rid of the constraints by means of the
Lagrange multipliers. Denoting the Lagrange multipliers for the constraints (10.30)
and (10.31) by ¢ and px,, respectively, we obtain the functional

151 2
I(p’vi’(p’XLl)Z// [P(%_U(P’X)_q)(x))‘l‘

o V(1)

dp  dpv! axe L ax¢
— 4+ — g — ) |dVad:. 10.38
+(p<6t+px’>+px <8t T dxk ( )

This functional should be varied with the constraints (10.32), (10.33), (10.35) and
(10.36). The constraint (10.34) is not essential in the sense that it provides sufficient
freedom for variations of the functions involved, if it is satisfied at the stationary
point.

Varying the functional (10.38) with respect to ¢ and v, gives the continuity equa-
tion and (10.31). Taking the variation with respect to p we obtain the generalized
Cauchy-Lagrange integral (10.15):

Taking the variation with respect to v; yields the expression for velocity through
the “potentials” (10.17):

dg axe

+Xa_»,

Vv = .
dx! dx!

while the variation with respect to X gives (10.18):

dXa
-9, U+ 22 =0.
“ dr

The surface integrals that appear in integration by parts are equal to zero due to
non-detachment condition and the initial/final instant constraints.

Weakening of time end conditions. At the initial and final instants let some sys-

. 1

tem of hypersurfaces be fixed in regions V and V. The hypersurfaces are the level
. . 1 1

surfaces of some function §(x) in V and function S (x) in V. The hypersurfaces

1 o

B (x) = c are considered as the positions of the hypersurfaces  (x) = c at the final

instant; besides, in the initial and final instants density takes same given values,
po (x) and py (x).
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According to (4.33), the variations Sxt satisfy the relations

9 (ppdx" Y d (p18x!
M:o, 8x’§—'3i=0 for t = 1o, 8 (prox')

1
ap
dx! X dx! dxt

=0, x'— =0 fort =1,.

The stationarity of the action functional yields the equations

ap . B
v = — t+a— fort =1,
' dx! + dax! 0
1 1
d 0
v[:—? &— fort =14,
ax! ax!

where ¢ and po with indices are the corresponding Lagrange multipliers.
The condition that the hypersurfaces B (x) = c transform to the hypersurfaces

1
B (x) = c in the course of motion can be formulated in the following way: there
exists a function, 8 (x, t), such that

ap L IB
9P _y 10.39
ot v dxk ( )

o 1
Bli=, =B,  Bli=, =B (10.40)

Equations (10.39) and (10.40) are the constraints on the admissible velocity
fields. Remarkably, for barotropic flows, the following variational principle, which
we shall formulate in the Eulerian coordinates, is valid.

Variational principle. The stationary points of the functional,

fH 5
f / 0 <% —U(p, X)— (b(x))dth, (10.41)

V()

on the set of functions p (x, 1), v’ (x, t) selected by the constraints (10.30), (10.35),
(10.36), (10.39) and (10.40), satisfy the momentum equations of ideal compressible
fluid.

Indeed, introducing the Lagrange multipliers ¢ and p« for the constraints (10.30)
and (10.39), respectively, we obtain the functional

¢ v? dp  Ipv’ B LB
f f [,0 (7 —U(p)—d)(x)) +<p<¥+ o ) — po (¥+v @>]dth.

o V()
(10.42)

Varying with respect to ¢ and « results in (10.30) and (10.39); varying with
respect to p yields the Cauchy-Lagrange integral
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v? U dop

——U(p)—p— —D(x)— — =0;
5 (0) pap (x) T

varying with respect to v’ results in the expression of velocity in terms of the
Clebsch potentials,

;0 ap
v = — -—,
ax! + ax!

varying with respect to B gives the conservation of « along the particle trajectories

da  da © O

da _ oo —0 10.43
dr o U axk (10.43)

These equations describe a barotropic flow of compressible fluid.
The surface integrals are equal to zero due to the boundary condition (10.36) and
the relations

dp =08 =0 fort =ty 1, (10.44)

which follow from (10.35) and (10.40).
Until the end of the section, we will consider the barotropic flows only.

Bateman principles. Let us integrate by parts the second term in (10.42). We get

¢ v2 99 99 3B 3B
/ / |:,0 (7 —U(p)— cb(x)> —p <5 + v"w> — pa (E + v"w>}dVa’t+

o V()

+/p1¢dv —/pggpdV. (10.45)

| 9
v Vv

It is easy to check that variation of the functional (10.45) with respect to ¢, yields
not only the continuity equation but also the non-detachment condition (10.36).
Therefore, we get
First Bateman variational principle. The stationary points of the functional (10.45)
on the set of functions p (x,t), v' (x,1), ¢ (x,1), a(x,t), B (x,t), satisfying the
conditions (10.35) and (10.40) are the solutions of the continuity equation and the
momentum equations which obey the non-detachment conditions (10.36).

According to the Cauchy-Lagrange integral (10.15), the integrand of the four-
dimensional integral in (10.45), P, coincides with pressure at the stationary points;
it differs from the integrand of the original action functional by a divergent term,

2 o0y + - (pvig)
o pY Oxi pv Q).
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The integrand, P, is a convex function of v’ and does not contain derivatives of
v, Therefore, finding the extremum over Vs equivalent to minimization of P with
respect to v'. The calculations result in
Second Bateman variational principle. The stationary points of the functional

n 2
// [—p (%—FU(P)-I-(IJ()C)—}-(Z—(f+ai—'f>]dth+/plgodV—/po<pdV,

th V 1 ,
V(t) v Vv

(10.46)
where

09 ap

= — -, 10.47
ax! ax! ( )

Vi

on the set of functions p (x,t), ¢ (x,1), a(x,t), B (x,t), satisfying the conditions
(10.35) and (10.40), are the solutions of the continuity and momentum equations
with the boundary condition (10.36).

The integrand of the four-dimensional integral in (10.46) will be denoted by P
as well:

v? A ap
77——,0(7+U(,0)+d>(x)+§+a5>.

As in the first Bateman’s principle, it coincides with pressure at the stationary points.

The integrand P depends algebraically on p. Therefore, finding the extremum of
the functional (10.46) with respect to p is equivalent to calculating the extremum
over p of the function

P(p*.p) =p*p—pU(p).
Here, we introduced the notation

v? 1) ap
—pf=—+4d — fa—. 10.48
P 5+ (x)+ar+°‘az ( )

The function pU (p) is a strictly convex function of p (see Example 8 in
Sect. 5.7). For any fixed p*, the function P (p*, p) is strictly concave with respect
to p and has a unique maximum. The extremum of P (p*, p) can only be the maxi-
mum. Denote the maximum of P (p*, p) with respect to p by P (p*) :

A

P(p*) = max (p*p — pU (p)). (10.49)

So, P (p*) is the Young-Fenchel transformation of the function pU (p).
After calculating P (p*), we get
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Dual Bateman variational principle.” The stationary points of the functional

1
/ / P(p*)dVdt + / prod’x — / popdV, (10.50)

o V 1 Y,
V) v v

1 ) . d d
—p* = > (0ip +d;B) (9'¢ + ad' B) + a—f +a6_lt3 +P(x).

on the set of functions ¢ (x,t),a (x,t), B (x,t) selected by the constraints (10.40)
satisfy the continuity equations, the momentum equations, and the non-detachment
condition.
At the extremals, P (p*) coincides with the pressure of the fluid.

Function P (p*) can be explicitly found for isentropic flows of the ideal gas. In
this case it is a power function:

P(p*) =k (p*)7 7, (10.51)

where the constant A is related to the initial state of the gas, while y is a character-
istic of the gas. We have

U d Ayp’~t
2 *
= —_AV7 = —opU =" P = AoY = p.
p=p P P, P Ytp (p) v —1 (,0 (p))— pT =D

Hence, P (p*) is given by (10.51), where
—1 —1
k=A (”—) o
yA

10.4 Potential Flows

Let us expand further the set of admissible functions by discarding one of the con-
straints on B (x, t) (10.40). Then the constraint (10.39) becomes unessential. We
arrive at

2 The term “dual variational principle” is due to the fact that in this principle, only the Lagrange
multipliers are varied.
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Kelvin variational principle. The stationary points of the functional

f 2
/ f p (7 —U(p)— ¢(X)>dth,

o V(r)

on the set of functions p (x, t) and v' (x, t) satisfying the continuity equation (10.30),
the boundary condition (10.36) and the initial-final conditions (10.35) are the po-
tential flows of the fluid.

Kelvin principle is equivalent to the variational principle for the functional
(10.41), in which one of the constraints is dropped. In this case 98 becomes arbitrary
eitheratt = fyoratt = ¢;. Thatyields @« = O fort = # or for t = #;, which, together
with (10.43), shows that « is equal to zero identically. The corresponding extremals
are potential flows.

Dual variational principle. On the set of all functions ¢ (x, t), the stationary points
of the functional (10.50), for which

1 dp dp  d¢
— ="+ =+ , 10.52
P = oo Tar TEW (10.52)

satisfy the continuity equation, the momentum equations, and the non-detachment
condition, if density, velocity and pressure are defined in terms of the potential, ¢,
by the formulas

aP(p*) _ ¢

e u=o5 p= P(p*). (10.53)

The first formula is a consequence of the definition of the function P (p*) (10.49).

The variational principle follows from dual Bateman variational principle be-
cause, after dropping the constraints on 8 (x, t) at one of the time ends, function «
becomes zero at the stationary value of the action functional. This variational prin-
ciple can also be obtained directly from Kelvin principle using the general scheme
of constructing the dual variational principles considered in Sect. 5.6.

Motion of the fluids with free surfaces. If the region V (¢), occupied by the
fluid, does not coincide with the region V (1), then V (r) should be varied sub-
ject to the constraint V (t) C V (t). Let us consider as an example, a general-
ization of Luke variational principle for compressible fluids moving over a plane.
Denote the Cartesian coordinates in the plane by x®, and the distance from the
free surface to the plane at the point x* by h (x*, 7). Let the fluid be in a vessel

V={x%x:x*eQ,0<x < 4oo}, where () is some bounded region in the plane
{xl, xz} .

Variational principle. The true potential flow of ideal compressible barotropic fluid
over a plane is a stationary point of the functional
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f h(x%,t) h(x®,t) ho(x®)
// / (P (p*) — p (1)) dxdx'dx*dt +f f prodx — / popdx | dx'dx?,
n Q 0 Q 0 0
(10.54)
where
1 dp dp g
—pr=——4+ —+D(x),
P = o T TEW
on the set of functions ¢ (x%, x, t) and h (x%, t) selected by the constraints
h(x% t0) = ho(x*), h(x*,t1)=h (x*), h=0. (10.55)

Here P (p*) is the function (10.49), p (¢) is a given pressure on the free surface,
po and p; are the given density distributions at the instants #, and #;, respectively. If
the values of the potential at times #; and #; are given, then the last term in (10.54)
is an additive constant.

10.5 Incompressible Fluid as a Limit Case of Compressible Fluid

The ideal incompressible fluid can be considered as the limit in a sequence of the
models of compressible fluids, for which U (p, §) — 400 if at every p except
the point pg, where the internal energy is finite. In this section, we derive the least
action variational principle for incompressible fluid by the asymptotic analysis of
the action functional of compressible fluid. We will use the Lagrangian coordinates
as independent variables.

The action functional of the ideal compressible fluid is

I = / / 0 (%vivi —U(p,S)— @(x))df/dr. (10.56)

o vy

The admissible functions x’ (X4, 1) take on the assigned values at the initial and
final instants,

X (X9 1) = & (X)), (X9 n) =x (X9, (10.57)
and satisfy the non-detachment condition
x' (X% 1) eaV(t) forX“eaVv, (10.58)

where for each ¢, V () is a given space region. Mass density, p, is expressed in
terms of the functions, x' (X4, t), as
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ax!
det | 5=

T (10.59)
det || &

9Xa

o= po(X*)

where U (p, S), ® (x), po (X), and S (X) are given functions of their arguments, 14
is a fixed region in the space of Lagrangian variables, X.

According to the least action principle, the true trajectories are the stationary
points of the functional (10.56) on the set of functions selected by the constraints
(10.57) and (10.58).

For definiteness, let us take the function U in the form

1 _ 2
242 (o — po) 2

U = a” = const.
2 9
2 P

The constant, a, has the meaning of the speed of sound. We consider motions for
which velocity is much smaller than a. Formally, one can treat it as a limit,? a —
+o0.

The leading (in the asymptotic sense) term of the action functional is

5]
1 _ 2
/1/—aﬁﬁ—l&1de. (10.60)
2 Po
hy v

The minimum of the functional (10.60) is equal to zero. The minimum is reached
at the function, p = pg (X), or, according to (10.59), for

2 a)"cl

X

(10.61)

= det H

The given values of the functions x’ (X, t) at the initial and final instants should
be consistent with the condition (10.61):

1 .
l axl

aXa

det = det H (10.62)

0X¢

3 The general scheme of the variational-asymptotic method deals with the functionals depending
on small parameters. For a verbatim application of the general scheme, a small parameter, ¢ = 1/a,
should be used, and, instead of the functional, /, the functional

sl
1 1L, lp=—p) 1 .
azlzf/p(wviv fETfa—zdwx) dvdt,

should be considered. In this section, we employ a natural reformulation of the variational-
asymptotic method for the case of large parameters.
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We assume that (10.62) holds true.

The stationary points of the leading term of the functional are functions x’ (X?, t)
satisfying the constraints (10.57), (10.58) and (10.61). These functions comprise the
set M, in the general scheme of the variational-asymptotic method.

At the next step of the variational-asymptotic method, we present the particle
trajectories as a sum:

(X4 ) =3 (XY 1) + X" (X 1)
where ¥ (X9, 1) € Mg and x" are small. Accordingly,
p=po+p.  p =—podix".

Keeping in the functional the leading terms containing the functions, x" , we get

I3 .
dx" 1 ; : 1 o
//ﬂo I:(l_), + U:)% — 5612 ((:)i.x/l)z — (D,ix” — <§l_}kl_)k — (I)) a,'x/l:| dle,

oy

v =dx (X9 1) /dt, v’ = dx" (X% t)/dt. The leading terms must have the same
order, therefore

(the magnitude of x") ~ EE,
a

v and ¢ being the characteristic length and characteristic velocity of the problem,
respectively.* Consequently, if the functional 7 is considered on the set M, the
corrections will be small (on the order of @~2) and, in the first approximation, the
variational problem is reduced to minimizing the functional

//,00 (%aia"—@(x))df/dt, (10.63)

oy

on the set of functions ¥’ (X%, t) satisfying the constraints (10.57), (10.58) and
(10.61). This is indeed the least action principle for the ideal incompressible fluid
in Lagrangian coordinates considered in Sect. 9.1. Writing down the next approxi-
mation, one obtains the variational principle of the theory of sound waves. We leave
this as an exercise for the reader.

4 We assume that V& ~ Vuiy;.



Chapter 11
Steady Motion of Ideal Fluid and Elastic Body

All the preceding variational formulations, including those in Eulerian coordinates,
dealt with the case when the flow region, V (¢), contains the same particles. If this
region does not move in the observer’s frame and its boundaries are penetrable to
the media (i.e. some particles leave the region while other particles enter it), then
the variational principles considered are not true. However, one may expect that
the same functionals, perhaps, modified by additional terms describing the energy
flux through penetrable parts of the boundary, have the stationary value on the true
motion. Such expectation is supported by the variational principles for open flows
of Sect. 9.11. In this chapter we show that this is indeed the case for steady open
flows of the ideal fluids and elastic bodies. We also consider simplifications caused
by steadiness of the flow in variational principles for closed flows.

11.1 The Kinematics of Steady Flow

The flows all the characteristics of which, including velocity and density, do not
change in time at every space point are called steady flows. For steady flows, the
particle trajectories, x’ (X%, t), are the solutions of the system of ordinary differen-
tial equations,

dx' (X0
— =, (11.1)

The system of equations is autonomous, i.e. its right hand side does not depend
on time. Therefore, motion occurs over a two-parametric family of stream lines, the
lines that are tangent to the velocity field. In three-dimensional space, the stream
lines of a divergence-free vector field can be either closed or cover densely some
regions. We consider further only the case when the stream lines can be described
by parametric equations,

xt=ri(X*0),

V.L. Berdichevsky, Variational Principles of Continuum Mechanics, 473
Interaction of Mechanics and Mathematics, DOI 10.1007/978-3-540-88467-5_11,
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where r' (X*,¢) are smooth functions, X*, 4 = 1, 2, mark the stream line, and ¢
is the parameter along the stream line. This includes the case of closed stream lines
for closed flows and the case of smooth stream lines for open flows. It is convenient
to choose the parameter along the stream lines in such a way as to make rft equal to
velocity:

o= (11.2)

Any particle trajectory starting at a stream line belongs to this stream line . There-
fore X" are two of the three Lagrangian coordinates. Let us show that, for any steady
flow, the dependence of particle trajectories on the third Lagrangian coordinate,
X3 = X, can be written simply as

X=r(X* X +1). (11.3)

Indeed, the motion of particles over a stream line, X*, is described by the function,
Z(X*, X, t). According to (11.2), a¢(X*, X, t)/0t = 1. We identify the Lagrangian
coordinate, X, with the parameter, ¢, at the initial instant. Thus, { = X 4 ¢.

The inversions of the formulas (11.3) are

Xt =x"(x"), X=c¢(@x') -1, (11.4)

where ¢ (xi ) is some function of the Eulerian coordinates. Therefore, the steady
motion is defined either by providing three functions of the Lagrangian coordinates
ri (X", ¢), or three function of the Eulerian coordinates X* (x), and ¢ (x). The
functions X* (xi) are called the stream functions of the flow. The variational prin-
ciples for the steady motion should naturally be formulated in the Eulerian coor-
dinates; therefore, we will further use the functions X* (xi) and ¢ (xi ) as the field
variables.

Let us express velocity and density in terms of functions X* (x') and ¢ (x7). To
this end we write down the equations x’ X? = 8% fora = 3, b = 1,2, 3. Since
xh = ', we get

V'X%=0, V=1 (11.5)

The first two equations (11.5) mean that the vector v’ is perpendicular to the
vectors X 11 and X 2l Consequently, it is proportional to their vector product

vl =ae X! X3 (11.6)
The coefficient a is found from the last equation (11.5):

1
—= XL X%, (11.7)
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For steady flows density p does not change at any space point. In particular,
on some surface P intersecting the stream lines, p is a function only of X*: p =
P (X*). Let us show that at any space point, p is given by the formula

p =0 (X" X" X3¢, (11.8)
where the function o (X*) is defined by the density values on the surface P:
o (X*)=p (X"’ X' X3¢ onP. (11.9)
Indeed, due to (11.6), (11.7) and (11.8), the mass flux pv’ can be written as
pvt =0 (X*) "X X3
Therefore, the function p (11.8) satisfies the continuity equation,
(ov), = (0 (X" "X, X3) = 0.

The solution of the continuity equation which takes on given values on P is unique,
as is easy to see.

If a coordinate transformation X* — X'* is made, the coefficient o acquires a
factor det || axXr/oX" || . Therefore, it can be made equal to unity by an appropriate
choice of the coordinates X*. Further, we assume that o = 1, and that

pv' = "X X3, p=e"X X3z, (11.10)

The steady flows have an important feature: the components of the inverse dis-
tortion, X7, and, consequently, the components of the distortion, xé, and its deter-
minant, A, do not depend on time at each point. This follows from the formulas
(11.4).

In the course of motion, the particles cross the surface P. As the initial values of
particle’s characteristics, one can take their values at P. In particular, let us define x ;
by the equality X/ = x’ on P. We will assume &/, to be known functions of X**. Note
that such a definition of %/ differs from the definition used in Chaps. 3 and 4: %!
= x! for t = ty. We accept it to preserve the property of X! to have zero variations:
8%. = 0. The variations of the object x do not equal to zero when the stream
lines are varied.

=0

11.2 Steady Motion with Impenetrable Boundaries

Consider a steady motion of continua in some region V. The particles do not enter
or leave the region, and v'n; = 0 everywhere on 9V

The particles which are on the boundary move over the boundary. In terms of the
functions X* (xi ), this condition can be written in the following way: there exists a
function f (X*), such that for x* € 9V
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f(x*(x")=0. (11.11)

The equation f (X*) = 0 defines the boundary of the region dV in the Lagrangian
coordinates.

According to the least action principle in Eulerian coordinates, the following
equality takes place:

aL 9 aL a L
/ — X"+ —— — X" + — 09X ) dVdr =0, (11.12)
aX¢ at aX¢ axi axa

where

L:p(v;—U(X;’,X“)—Mx")).

Recall that the symbol 9 means the variation at a fixed space point.

Functions U and L do not depend explicitly on X, otherwise, they would change
with time at a fixed space point, but U and L may depend on X*.

According to (10.29),

L
axe

i
a

—pV;X

and, since for the steady flow p, v' and x! do not depend on time for every space
point, and dX* = 0 att = 1y, t1, the first term in (11.12) is equal to zero. The
other two terms contain only dX“ and their derivatives with respect to the spatial
coordinates. Therefore, the integral (11.12) is not affected by the constraints on 9 X¢
for t = 1y, t1, and, at every instant, the equation holds:

f O sxe 4 2L oxe)av =0 (11.13)
axea axe ! e '
Vv

Now, note that in varying the functions (11.4), dX“ do not depend on time, while
the dependence of 9 X“ on space coordinates can be arbitrary. If we limit the admis-
sible variations by the variations d X" and d¢, for which dX* = 0, 6)%2 =0on?P,
then 88,, = 0, 8p9 = 0, and the left hand side of (11.13) represents the variation of
the integral of L. Besides, as follows from (10.29), the equations

aL 9 oL
9Xe  oxi oX¢

=0 (11.14)

are the equations of the steady flow of the compressible fluid. Therefore, the follow-
ing variational principle is valid.
Variational principle. Consider the functional
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/p <%vivi —U(p, X" — CD(x))dV, (11.15)

\4

where p and v’ are expressed through X" (x) and ¢ (x) according to the formulas
(11.10). The stationary points of this functional on the set of all functions X" (xi)
and ¢ (x') obey the condition

ddet | X?| =0onP (11.16)

and the constraint (11.11), satisfy the momentum equations of ideal compressible
fluid.

Let us give a direct derivation of the momentum equations. It is convenient to
write the integrand as

L=L(p'.p. X" x)= pT?—pU(p,X“)—pMX), p'=pv',

because the momentum, p’ = pv’, is expressed in terms of the field variables by
simple relations (11.10). We have'

51 = / <% (e (x1) , X3 + XY, (0X7) ) + % (e (0x") , Xigi+

) ) o8
+e X (0X7) &0+ XX @00),) = oT

aXMaX") dv. (11.17)

We have for the derivatives of Lagrangian:

aL ;L v2+U+ aU+q)
— =V, —=—\|5 — .
ap! ap 2 '08,0

Denote dL/dp by —R. Varying ¢, we obtain the equation
e (R); X' X% =0.

It shows that the determinant of the matrix of the derivatives of the functions R, X!,
and X? is equal to zero. That means that R is a function of X! and X2 only:

R=R (X' X?). (11.18)

I The fluid is assumed to be homogeneous; thus,
awu a8
ax® T axm
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The coefficient at d¢ in the surface integral, which is obtained after integration
by parts, is equal to zero because the vector e/ X quX ,2,{ is equal to the velocity and
is, consequently, orthogonal to the normal vector.

Using (11.18) and the equality v;e"ij}jX?k = pv?, which follows from (11.10),
the equations resulting from variations of X' and X? can be written as

(—Ui,jeijkf,i (R,j - TSJ)) X,zk =0,
(—vike™c i (Rx —TSk)) X, =0.

These equations show that the vector in the parenthesis is proportional to velocity.
Denoting the corresponding factor by p, we can write

— l),‘,jeijk 4 ek (R,j — TS’j) Ci= lu)k, (11.19)

The three equations (11.19), in fact, contain the two equations for the required
functions while the third one serves to determine w. The coefficient i can be ex-
cluded by projecting (11.19) on a plane perpendicular to the velocity, i.e. by con-
tracting (11.19) with e,v". Using (3.19) and the equalities v'¢; = 1, v'R; = 0,
v'S; = 0, we get the equations

. v2
Ul"jl)] — 8,» 7 +R,,‘ — TS’[ = 0,

which, as can be seen from the definition of R,
2

v ou
R=—+4+U+p— +, (11.20)
2 ap

are the momentum equation of the compressible fluid.
At the variation, 9X !, on the boundary of region V, the coefficient is

vie’ n; X5 — Re’-’kan?kg‘,,-.

af
ax?

Since the normal vector n; is proportional to %X ,li +

of the form aa%. The coefficient at the variation, 9 X2, is of the form a%. Since

%ax Iy ;szaX 2 = 0 on 9V, the variation X% on dV does not give additional
relations.

Let us formulate the analogous variational principle for the ideal incompressible
homogeneous fluid (it can be derived, from the considered one, by the variational-
asymptotic method).

Let the density be a constant: p = py = const. Then the functions X* and ¢

satisfy the constraint

X2, this coefficient is

e X X3¢ = const. (11.21)
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Based on (11.10) and (3.19), the kinetic energy is

U i I:XliXI.iXZ'XZ,j _ (Xlin,i)Z] '
2 2% ¥ :

The integral of ® over the given region V plays a role of an additive constant
and, thus, can be dropped. Therefore, the following variational principle is true.
Variational principle. The stationary points of the functional

1 . . .
— [Xl,.xlﬁ'xlef - (Xlixll)z]dv
200 | 157 ’
4
on the set of functions X' (xi), X? (xi), and ¢ (xi) subject to the constraints (11.11)
and (11.21), satisfy the momentum equations of ideal incompressible fluid.

A similar variational principle is valid for elastic bodies.
Variational principle. The stationary points of the functional

U2
/p(?—U—cb(x))dV (11.22)
\%4

(Where p and v' are expressed in terms of functions, X* (x) and ¢ (x) , according to
the formulas (11.10), and U is a known function of Xﬁ, i, and X") on the set of
functions X" (x) and ¢ (x), subject to the constraints

onP: X' =X'(x), ¢=C((), n'gi=ax), n'XP=a(x)

and the constraint (11.11), satisfy the momentum equations of the steady motion
of the elastic body inside the volume V and zero boundary conditions for tangent
components of the surface force.

The constraints on the surface P are set forth in order to have zero variations
of X and to make the left hand side of (11.13) a variation of the integral of L. In
deriving the equations, one should take into account that the constitutive equations
for the Cauchy stress tensor in terms of functions X (xi) have the form

o; Z_anf‘ ¢

11.3 Open Steady Flows of Ideal Fluid

Now let a part of the boundary, S, of the region V be penetrable to the particles
(Fig. 11.1). In this case, the variation of the functional (11.15) is not equal to zero.
It is natural to postulate the following variational equation:
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Fig. 11.1 An open flow

2
S / P <U? —U(p, X" — q)(x)> dV = / (AIC+A,0X")dA. (11.23)
14 N

The functional on the right hand side of (11.23) should be given.
In what follows, we consider the case when the functions X* (x) on § are known:

X*(x)=a"(x) onS. (11.24)

If the parts of the boundary through which the particles enter and leave V are
denoted by S; and S_, respectively, the condition (11.24) means that a mapping
Sy — S_ is given: the starting point of the stream line on S maps to the end of
this line on S_. According to (11.24), 9X* =0on S.

The functional on the right-hand side of (11.23) is specified by prescribing either
Z(x)on S :

{(x)=a(x) onS, (11.25)

or the coefficient L. Since the functional (11.15) is invariant with respect to the
shifts ¢ — ¢ + ¢ (X**), where ¢ is an arbitrary function of its argument, without
loss of generality one can set ¢ (x) = 0 on S_. Then, assigning ¢ (x) on S fixes the
velocity with which the particles go over the stream lines.

To figure out the physical meaning of A, consider the coefficient at d¢ on the
boundary. As follows from (11.17), it has the value

— Re*n; X', X7 (11.26)

It includes the derivatives of X* only over S; therefore, assigning A with known X*
on S is equivalent to assigning R on S as a given function of X*:

R =R(X") onS. (11.27)

If X* and ¢ are given on S, then the right-hand side of (11.23) is equal to zero,
and we get the following
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Variational principle. The steady motion of ideal compressible fluid is a stationary
point of the functional

2
5/p<%—U(p,X“)—CD(x))dV
14

on the set of functions X" (xi) and ¢ (x), satisfying the conditions (11.24) and
(11.25) on S, and the condition (11.11) on 0V — S.

If X* and A are given on S, then the functional on the right-hand side of (11.23)
is holonomic and we have the following
Variational principle. The steady motion of ideal incompressible fluid is a station-
ary point of the functional

2
fp <% —U(p, X" — (I>(x)> dv + f ReV*n; X', X% cdA (11.28)
Vv N

on the set of functions X" (x) and ¢ (x), satisfying the condition (11.24) on S and
the condition (11.11) on 0V — S.
The surface integral in (11.28) can be written as

/ (Ry (X*)g 4 — R_(XM)E_)dX'd X,

St

where the indices + and — mark the quantities on S; and S_, respectively. The
volume integral in (11.28) is invariant with respect to shifts of ¢ by an arbitrary
function of X*. Therefore, in order for the variational problem to be well-posed, the
surface integral has to be equal to zero for all functions ¢y = ¢- = ¢ (X*). Thus,
there is a necessary condition which has to be satisfied by the given functions:

R (X")= R_(X").

Using the first equation (11.10), the surface integral in (11.28) can be written as
[ pv'n;RCdA.
s

The function R can be extended on the entire region V by setting R = R(X*(x)).
Then, taking into account that v'n; = 0on 9V —S5, (pv') ,=0,0'R; =0,v'¢; =1,
the surface integral in (11.28) can be rewritten as ’

/pvinif?gdAzfpviniRQ‘dA:/deV.

N av Vv
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Note that now varying ¢ is equivalent to varying the density, p: although p de-
pends on the derivative of ¢ along the stream line, the values of ¢ are not given at
the boundary, and this derivative (or the density p) can be chosen as a new indepen-
dent function (see the discussion of a similar issue on the independent variation of
velocity in Sect. 9.3). Since p; = pv; do not depend on ¢, we get
Giese-Kraiko variational principle. The steady flow of ideal compressible fluid is
a stationary point of the functional

t/(?g;——pUqu“y—p¢cm+wk<Xh)dv (11.29)

on the set of all functions p (x) and X" (x) satisfying the constraints (11.24) on S
and the constraints (11.11) on dV — §.
In (11.29), p; = pv' are expressed through X* according to the formulas (11.10).
Varying with respect to p yields an algebraic problem of calculating the station-
ary value of the function

pip' .
W—pU(p,S)—p(q)—R).

The stationary value of p is found from the equation

D U .
PP L U4p = +D=R, (11.30)
2p? ap

which has the meaning of the Bernoulli integral.

After excluding p; = pv; and p by means of (11.30) and (11.10), the integrand
in (11.30) becomes a function of X* and the derivatives of X* only, and, as easy to
see, it is equal to ,ov2 + p. Therefore, we obtain
Giese variational principle. The steady flow of ideal compressible fluid is a sta-
tionary points of the functional,

/ (pv* + p)dV, (11.31)
|4

on the set of all functions X" (x) satisfying the constraints (11.24) on S and the
constraints (11.11) on 0V — S.

As an example, let us calculate the functional (11.31) for a barotropic motion of
the ideal gas, when

prt

U=A .
y —1

Equation (11.30) becomes
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p'pi | YA o]
202 y—1

From this equation we find p as a function of the velocity

1
-1 1 » 2\ y-1
p:<”y_A>y (R—CD—%) (11.32)

Therefore,

N
|

— 1\ /. 2
sz2=<y ) (R_cp_”_> o
ya 2
On the other hand, from the first equation (11.10),
pzvz — ,OUi,OUi — Xllin,iX%iXZ,j _ (X!lin’i)z.

Equating both exptressions for p?v?, we get a nonlinear equation which determines

v? as a function of X'} :

2 2
—1\7 7 /. 2N\ 71 : . :
Y R-o—2) 2=x\xMx2x2 — (x'x*)’. (11.33)
ya 2 5l 5] 51

From (11.32) and the constitutive equation p = ap?, up to a constant factor, the
integrand in (11.31) has the form

1 Y

2\ 7-T 2N\ 741
L=(r-o-Y) ta(rRr-0o-L
2 2

where v? is the solution of the equation (11.33) .

11.4 Two-Dimensional Flows

Consider in the Cartesian coordinate system x, y, z two-dimensional flows , i.e. the
flows for which X! = ¢ (x, y), X> =z, ¢ = (x, y).
Equation (11.10) becomes

PUy = w,yv pv}‘ = _w,x» V; = O
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All variational principles formulated above can be applied for two-dimensional
flows. For example, in the case of the isoenergetic motion,? the Giese-Kraiko prin-
ciple transforms to
Lin-Rubinov variational principle. Steady two-dimensional flow of ideal gas is a
stationary point of the functional

L 2 ap” | =

— — —— 4+ Rp | dxd
/[2p(1/f.x+1/f_y) it p] xdy
|4

on the set of functions \ (x, y), which are constant on dV — S and take on the
assigned values on S.3

Analogously, the variational principles for axis-symmetric flows can be obtained:
one has to take into account that in the cylindrical coordinate system r, ¢, z: X =

‘P(EZ), X2=(Ps é-:é-(nz)'

11.5 Variational Principles on the Set of Equivortical Flows

All the variational principles for steady flows considered above are “true variational
principles” in the sense that the set of admissible functions is fixed and does not
depend on a stationary point. The variational principles of this section stand apart:
they are concerned with the variational features of stationary points on the sets that
are determined by the stationary points. Such variational principles are closer to the
non-holonomic variational problems: for each element u, its own set of admissible
variations, du, is introduced.

We begin from the consideration of incompressible fluids. First, note that the
Lagrangian components of vorticity do not change over the stream lines: from (9.15)
and (11.2), ¥, = rir; ; — d.¢, therefore,

GUX", X) = e 0. = el (11.34)
Differentiating this relation over time we get
e i
0=e"rlripce.
On the other hand, the derivative of & over X3, is
abc i

oa __ )
C()’3 =€ I.JTipbce-

Hence, &% = 0.

2 Isoenergetic is the motion for which R = const.

3 Here, V is a region in the plane x, y, and S is a part of its boundary.
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For a steady motion and a given vorticity, ®“, kinetic energy is a functional of

r(X,¢),
1.
Kr(X, é“))=,00/ EV’(XIF(X,E))Vi(XIr(X, ) x. (11.35)
14

Velocity does not depend on time, and so does kinetic energy.
Consider the functional A on steady motion,

1 . ‘
A= gp()/eijkr/ X' X +0)rf (XM X +0ry (X X+ 06" (X d X
v

Transforming the integral to Eulerian variables,

1
A=§p0fel]kr rer @ (X*(x)) d3
v

we see that A does not depend on time. Consider the functional

J=A-K, (11.36)

1 . .
A=3m0 f eir’ (X", ) rp (X", )y (XM, 0) &' (X" d*Xde. (11.37)
14
For a given vorticity, @“, J is a functional of diffeomorphisms that map the set of
Lagrangian coordinates, V, to a given region, V.
Variational principle. The true stream lines of the steady vortex flow are the sta-
tionary points of the functional (11.36) on the set of all compressible diffeomor-

phisms V. — V.
‘We check the validity of this statement by direct derivation. We have

8 [el,kr r; a)“ (X")]
= edr/riry&" (X*) + ejr’ (5r')cry@® (X*) + eer’ ri(8r) 0" (X*)
= eudrr] °“(X”)+(eljkr/8r’ rk&t (XM, — egrl8rirka® (X
—ejir Ty r a) (XM (e rcérka) (X" —e,:jkrur§8rka) (X"
—egr’ r 8rkw (X" —e,jkrj i8rk°“

= 3e;udri r’ Ko (XM 4 (eur? Srirka® (X)), + (egur? ri L5rke®y,.

Here we used that @, = 0. Integral of the divergence terms vanish (recall that

“n, = 0 at the boundary, and the stream lines are closed). Finally,

@'n
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8A =p / epdririried® (X*)d*Xdg. (11.38)
1%
Variation of kinetic energy is (see (9.128))
5K =— pO/e,,kar Virke® (X" d*Xde. (11.39)
14
We obtain the equation
eu(ry — VHho' =0. (11.40)
This is equivalent to the equation of steady flows,
e"f"a,-(vma,,,uk) =0
where by v, we mean the field V; (x| r(X, ¢)). Indeed, (11.40) can be written as
ri=V +ie, (11.41)
where A is an arbitrary function. The curl of acceleration is
eijkaj(vmamvk) = v" 90 + e’jkajvmamvk.
From (9.110),
e"f"a,-(v'"a,,,vk) =0"0,,0" — "0y + @' vy (11.42)
Divergence of velocity, 9%vy, is zero because velocity field is found from the

kinematic problem of Sect. 9.5 (note that divergence of ré is, in general, non-zero).
For the first term in the right hand side of (11.42) we have

Umamwi:( — ™ ) ( (X“ é_) ”( M)) (Z l(X[l. é_) a( )

e o g XA — V) ' A
— AW w =r — —— — AW 0, w — w Cl) _ - =
A A " " TN
; o' 9A
_)\,a)mama)l :_U a) +Amww _KE

The derivative of the determinant can be expressed in terms of derivatives of ré :

0A _ 9Adry _ 0X ar} Aaré

oc  ori ar - axt 9Xe T oxi’
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According to (11.41),

Thus

and the right hand side of (11.42) vanishes, i.e. momentum equations hold true at
the stationary points as claimed.

The idea to consider equivortical flows, i.e. the flows with the same vorticity, @“,
as a set of admissible functions, was suggested by V.I. Arnold.
Arnold variational principle. The true stream lines of the steady vortex flow are
the stationary points of kinetic energy (11.35) on the set of all incompressible dif-
feomorphismsf/ — V.

This result follows from (11.39): for incompressible flows,

asr _

dxi

’

and therefore there are functions, x;, such that
Sl’i = eijka_jxk or e,;,-kéri = a_l'Xk — aka. (1 143)

Hence,

3K :p()/ (vja)k — vka)j) 8jxkd2Xd§,

1%
and, due to arbitrariness of xy,

e
(Vo —vhel)  =0. (11.44)

The left hand side of (11.44) is the curl of the momentum equations of ideal incom-
pressible fluid. The boundary terms are zero due to conditions v/n; = w/n; = 0.
Comparison of Arnold variational principle and the variational principle for the
functional J suggests that the following statement holds:
Variational principle. Let x' = # (X", ¢) be the parametric equations of stream
lines of an incompressible steady ideal fluid flow with vorticity, ®*(X"), and the
parameter { be chosen in such a way that fé is fluid velocity. Then ¥ (X", ¢) is a
stationary point of the functional A (11.37) on the set of all incompressible diffeo-
morphisms V> V.
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Indeed, from (11.38) and (11.43),*

8A =po / epdr ¥t d’x = —py / (FL* — Ffahai xd’x,
Vv Vv

and 3.4 =0 yields the equations,

which are equivalent to the equations of ideal incompressible fluid (note that
a,%;’ =0).

Arnold’s variational principle can be generalized to compressible fluids.
Arnold-Grinfeld variational principle. The stationary points of the total energy
functional of a barotropic fluid

2
/p(%+0<p>+¢(x>)dv
\%

on the set of all equivortical flows conserving the mass are the steady flows of ideal
compressible fluid.

In this variational principle, velocity and density are varied. Conservation of mass
is understood in the natural sense: admissible density and velocity satisfy the equa-
tions (,ovi )J. = 0, and the mapping conserving vorticity also conserves mass.

At first glance, this variational principle contradicts the variational principle for
the functional (11.15), which claims that the difference, not the sum, of kinetic and
internal energy has the stationary value. The resolution of this “paradox” is that
there are two different functionals of kinetic energy, the functional

K(r(X, 0)) = / EVIG X, WVial (X, £ (11.45)
\%
and the functional
lCl(r(X,é))=[ %r,’;ri,;Aded;. (11.46)
\%

They coincide at the stationary point but differ at admissible motions. In Arnold
and Arnold-Grinfeld variational principles, the functional IC(r (X, ¢)) , i.e. the func-
tional on equivortical motions, is employed while in the functional (11.15) kinetic
energy is understood as Ky(r(X, ¢)). The variations of K(r(X, ¢)) and K1(r(X, ¢))
differ by sign:

4 &' is vorticity at the stationary point.
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SK(r(X, £) = =8K(r(X, £)). (11.47)
This is why the functional (11.15) is the difference of kinetic and potential energies,
while the variational principle on the set of equivortical flows claims stationarity of

the total energy.
To prove (11.47), we note that

SKi(r(X. £) = 8 / Eorere/ad Xde = / pori.c (57 B XdE,
|4 |4

and, due to closedness of stream lines and independence of the product, ,00\/§ =o,
on ¢ (see (11.8)):

8K, = —/:(po\/gv,-),ngrided{ = —/ ,ovi,jr’j;SridV = —/ pvi,jvj(SridV.
Vv v v
(11.48)
For variation of K(r(X, ¢)) we have

SK(r(X, ) = 5/ gVi(xl r(X, O))Vi(x|r(X, C))d3x
|4
=3 f EOVICxl (X, Vil (X, )/ Xl
|4

= / poVisVi/gd*Xd = f oVisVidv.
v 14
Variation 8 V' is caused by variation of vorticity:

i ; 0" o @ i‘baa‘s’"k i k ik
Sw' =6 raX = (6r )’GK_r”KW:((Sr )k — o' (8r%) .

Hence, the variation of Eulerian components of vorticity at a space point, de', are

' = 8w’ — 8xka)fk = (8r"),ka)k — w"((Srk),k — Sxka)fk = (Sria)k — a)"(Srk)’k.

Variation of velocity at a space point, dV = 8§V —5x* V. are linked to do' as
eikjakBVj = do' = (8ria)k — a)iBrk),k.

The general solution to this equation, dV;, is a sum of the partial solution,
eikeria)k, and an arbitrary potential field, ¢ ; :

an = eikeriwk + ;.
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Hence,
SK(r(X, ) = / pVi(eyidr'a* + ¢ ; +8xXV,; dV =
\%4

/ij [—8r' (V;, —V,«,,«)+a,-¢+axkvj,k]dV=/pvf [6r'Vi; +¢;]av.
Vv Vv
(11.49)

The last term in (11.49) vanishes because at the true motion (p V-"), ; =0, and
pVin; = 0. Finally,

SK(r(X,¢)) = / oVIV; 8r'dv. (11.50)
\%4

At the stationary point,> v' = V', and (11.47) follows from (11.48) and (11.50).

This reasoning yields the following variational principle for elastic bodies.
Variational principle. Let x' = F (X", ¢) be the parametric equations of stream
lines of a steady motion of homogeneous elastic body. Then i (X", ) is a stationary
point of the functional of total energy,

K(r(X. £) + / po (U () + @ (r(X. ) V. (11.51)
14
on the set of all mappings, V — V, that have the same vorticity as ¥ (X", ¢).

If there are external forces at the boundary, then the corresponding linear func-
tional must be added to (11.51).

11.6 Potential Flows

This section is concerned with the extremal features of the steady potential flows of
the compressible fluid. For such flows, the closed system of equations comprises the
continuity equation

9 i
PP —0 v, (11.52)
dx!
the potentiality condition
d
=22 (11.53)
ax!

5 For admissible motions, v’ V.
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the Cauchy-Lagrange integral

1 d(pU .
—U2+(pd—(p))+<l)(x’)=k=const, (11.54)
0

and the boundary condition
pvin;=h onaV. (11.55)

It is necessary for the consistency of the system of equations that the total bound-
ary mass flux, &, vanishes

/hdA:O. (11.56)

A%

Denote by p* the function of Vg and x :

_ %

1
p*Ek—Evz—CI)(x), v = pes

Here £ is the constant from the Cauchy-Lagrange integral. The Cauchy-Lagrange
integral can be viewed as the relation following from maximization of p*p — pU (p)
with respect to p. The corresponding maximum value has the meaning of pressure.
As before, we denote it by P (p*).

Bateman-Dirichlet variational principle. On the set of all functions ¢ (x), the sta-
tionary points of the functional

J =fP(p*)dV+/gphdA (11.57)
Vv

v

satisfy the equations of steady potential flows of compressible gas (11.52) and
(11.55).

The Cauchy-Lagrange integral is automatically valid due to the definition of
P (o).

The function, P (p*), is a convex function of p* as the Young-Fenchel transfor-
mation of the convex function, pU (p). The same cannot be said of the dependence
of P on the potential gradient, ¢; = d¢/0x'. Indeed, let us calculate the second
derivatives of P with respect to ¢;:

oP 9P ap*
dpi  0p* dpi per-
’P 5. o P _ 5. ]
6§0i6(,0j = —pPoij dp a‘ﬂj = —pP\ 9 szpt% .
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*P

Here, ¢ denotes the speed of sound: ¢> = dp/dp. The matrix H ” is negative

for the subsonic flows (v> < ¢?) and positive for supersonic ﬂoxivs (v > ¢?). The
subsonic flow can be selected by replacing in (11.57) P (p*) by P (p*) :

50k P(p*), v* <c?
6= e

The function P (p*) is apparently a strictly concave function of ¢;. Therefore, after
substituting P (p*) by P (p*) in (11.57), the corresponding functional has a unique
stationary point, and at this stationary point the functional reaches its maximum.

The solvability condition of the boundary value problem (11.56) apparently co-
incides with the necessary condition for the functional to be bounded from above. It
is obtained by considering the shifts of ¢ for a constant.

Let us construct the dual variational principle. Denote the Young-Fenchel trans-
formation of the function-?, which is convex with respect to ¢;, by P* ( pi):

P*(p') = max (P'oi + P (p0).

The dual variables have the meaning of momentum. If the flow corresponding to a
given momentum p' is subsonic, then P* is equal to p + ,0“72 expressed in terms of
momentum p'.

For the dual principle, we have

max [P dV+/g0hdA = —m1n / /(phdA =

2% Vv 2%

— min max /(pi(pi — p* (p‘))dV—/(phdA =
[ p'
av i

_V
— max min /pqﬂz P*(p'))dV — /(phdA =
LV

¢

—max fP* dV —II111’1 /P* . (11.58)

The minimum in (11.58) is calculated over all p’ satisfying the constraints

9 |
al —0 inV, pn=h onaV. (11.59)
X!

Thus, we get
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Bateman-Kelvin variational principle. The minimizing element of the functional,

/ P*(p')av.

considered on the set of vector fields, p', satisfying the constraints (11.59), corre-
sponds to a subsonic flow of the compressible gas.

11.7 Regularization of Functionals in Unbounded Domains

As a rule, the flows in unbounded regions have diverging energy functionals. In
order to make the variational principles sensible, it is necessary to modify (to reg-
ularize) the energy functional without changing Euler equations. We describe the
regularization method for an example of a two-dimensional potential flow of com-
pressible gas following Shiffman [277].

Consider subsonic steady potential flow of a compressible gas in two-dimensional
plane, R,. The gas flows around some body, B. The velocity potential, ¢, is a func-
tion of two variables, x and y, defined in the exterior, R, — B, of the body, B. The
Lagrangian of the problem, L, is a function of ¢, = d¢/dx and ¢, = dp/dy. Let
L ((px, <py) be a strictly convex function of ¢, and ¢, satisfying the condition

9L

ka;a' <

1
a(pia(pja,aj < Ka;a (11.60)
for any a; and all ¢, and ¢,. Here, k and K are constants, and, for brevity, the
notation ¢; = ¢, and ¢, = ¢, is used. One can check that the function L =
—P (p*) satisfies this condition in the case of the subsonic flows.
At infinity, velocity is supposed to tend to some limit values, ¢°. We formulate
this condition by subjecting the admissible functions, ¢, to the constraint

¢ = / (0r — ¢7°) (¢" — ¢'™)dxdy < +00. (11.61)

R,—B

The integral (11.61) converges only if ¢; — ¢ at infinity. Note that condition
(11.61) excludes non-zero circulation of velocity around the body B: for nonzero
circulation ¢; — @ ~ 1/r, and the integral (11.61) diverges.

The functional

f L (¢x, py)dxdy
R,—B
is obviously diverging for any admissible field. We need to replace it by another

functional, which yields the same Euler equations and remains meaningful for
@i — ¢ at infinity. Consider the variational problem
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1= / [L (00 0y) = L (02, 0°) = Ly, (¢, #7°) (9 — ¢7°) —
R,—B

—Ly, (¢ ¢$°) (s — </%°°)] dxdy — min.

This problem yields the same Euler equations. At the same time, the functional
I is bounded from above and below, because

1
I = / Lyiy; |¢;>0+r(¢i—<pf°) (0 = ¢7) (9s = <Pf°) (1 — t)dtdxdy. (11.62)
0
From (11.62) and (11.60), it follows that
1 1
—k® <1 <-KO.
2 2

Therefore, the minimization problem for the functional / is well-posed.
Regularization in other variational problems is based on the same idea.



Chapter 12
Principle of Least Dissipation

The variational principles of ideal fluid and elastic body are all based on ignoring the
dissipation. If the dissipation is not negligible, the governing equations do not have a
variational structure, they possess a quasi-variational structure (see Sect. 2.6). In the
another extreme case, when the dissipation plays the key role while the inertia and
the internal energy effects are negligible, the variational structure of the governing
equations appears again, but this is the variational structure of the non-equilibrium
processes. This chapter is concerned with the corresponding variational principles.
As has been mentioned in Sect. 2.6, these variational principles, in contrast to the
least action principle, reflect the special features of the models used rather than the
laws of Nature.

12.1 Heat Conduction

Consider an adiabatically isolated body, V. The heat propagation in the body is
governed by the following system of equations: the first law of thermodynamics,
linking the internal energy rate with the heat flux, ¢,

p& = —divq, (12.1)
ot
the constitutive equation
U=U(S), (12.2)
and Fourier law
q' = DU%%, = diés) (12.3)
Due to Onsager’s relations,
DY = D", (12.4)
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496 12 Principle of Least Dissipation
For adiabatically isolated body, there is no heat flux through the boundary:
g'ni =0 onaV. (12.5)

In linear non-equilibrium thermodynamics one assumes that temperature deviates
slightly from a constant value, Tj :

T=Ty+T, T «T.

Therefore, Fourier law in linear approximation can be written as

= D—(i)ja-T’ Dj = DY 12.6)
q - = T02 J ’ 0o — T:To ( .
while for time derivative of internal energy we have
ou du T’ a1’ du
= = == —cyp—o = g—
Por = Par|,_, o ~ = Par |,

Finally, the first law of thermodynamics transforms into a linear equation for 7’ :

oT’ Dy,
Cy = 8,- —zajT .
ot T;

This equation contains Dy, the values of DY at T = T,. What follows pertains
to the case of linear non-equilibrium thermodynamics and to the special models of
non-equilibrium thermodynamics when temperature may change considerably, but,
as in the linear case, heat conductivities, D"/, do not depend on temperature.

Let us find the total dissipation' in the continuum at an instant 7

d N 1 oU
D=— SdV = —dV = | —p—dV
dt/p /’0 Tpat
1%
91 90 1
f—dzquv [qV dv = /D’J————dV (12.7)
oxt T oxJ T
%

Here we used (12.1), (12.2), (12.3), (12.4) and (12.5). In terms of coldness, f =
1/T, the dissipation is

D= / DY ;80,8 dV. (12.8)

' Another term used for this quantity is the dissipation rate.
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In (12.8) the coefficients may depend on space points but do not depend on $, and
the quadratic form, D'&:£;, is non-negative. In thermodynamic equilibrium, g =
const and dissipation is equal to zero. Since dissipation is non-negative, one can say
that dissipation is minimum in thermodynamic equilibrium. It is remarkable that
dissipation is also minimum in a non-equilibrium steady process when we maintain
temperature in some part of the body.

Least dissipation principle. If temperature is maintained in a part, V,, of region
V, then dissipation considered as a functional of temperature (or coldness) attains
its minimum value for steady heat conduction in region Vi =V — V,.

Indeed,

D:/Dijaiﬂajﬂ dv+/D"fa,~ﬂa,ﬂ dv. (12.9)

V1 VZ

The second integral is known. Varying the first integral with respect to f, we
obtain the equation of steady heat conduction,

9;q" =0, (12.10)

where ¢ are given by (12.3). The admissible temperature fields are assumed to be
smooth. The values of 8, given in the region, V,, also determine the values of 8 on
the surface, 2., separating V| and V5. Since the first integral in (12.9) feels the values
of B at the boundary of V, the values of 8 on 2 must be considered as known. On
the surface 9V; — 2 the admissible functions, B (x), are arbitrary. This yields the
boundary condition of adiabatic isolation, g'n; =0atoVv; — 2.

The second integral (12.9) plays the role of an additive constant and may be omit-
ted. Dropping also index 1 at the region V we arrive at the minimization problem
for the functional

D(ﬂ)=/D”6iﬂ6jﬂ v
\%

on the set of all functions B taking the prescribed values on 2., :

,3 = ,3(;,) on E

Applying the general scheme of construction of the dual variational principles,
we obtain the following
Dual variational principle. The true heat flux gives the maximum value to the func-
tional

2/q"n,~ﬁ(h)dA —/D,.;'ql'qf dv (12.11)
3 %
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on the set of all vector fields, q', selected by (12.10).

Here Dl.;l is the inverse tensor to D/, The maximum value of the functional
(12.11) is equal to dissipation.

Note that the minimum dissipation principle does not hold if heat conductivities
depend on temperature. This emphasizes its restricted physical meaning.

If the heat flux is given on the surface 2, then the true coldness field provides
minimum to the functional

/D"/’aiﬂajﬂ dV—Z/qnﬁdA- (12.12)
v 5

This functional can be obtained from the dissipation functional (12.9) in the fol-
lowing way. Let us fix 8 on 2. Then the true B-field gives minimum to the second
term in (12.9). Presenting this term by means of the dual variational problem we
have

D= /Dijaiﬂéjﬂ dV+2/qiniﬂdA —/D;'ql’qf dv. (12.13)
Vi

3 V2

It remains to note that the unit normal vector in (12.13) looks outside V>, and,
therefore, g, in (12.12) is ¢, = —q'n;. Therefore, the variational principle for
the functional (12.12) can be also interpreted as the minimum dissipation principle
when the heat flux vector in V; is fixed (it must be admissible, i.e. satisfy (12.10) in
Vo).

12.2 Creeping Motion of Viscous Fluid
Consider a slow flow of viscous fluid in a container, V. The velocity is assumed to

be so small that inertia forces are negligible compared to the friction forces. The
velocity of the fluid is prescribed on the boundary,

v =, ondV. (12.14)
The flow is incompressible,
9 i
a—v, —o. (12.15)
xl

while the fluid is homogeneous and isotropic. Then the velocity field is the solution
of the Stokes’ equations,

9
- a—p. +uAv, =0 iV, (12.16)
xl



12.2  Creeping Motion of Viscous Fluid 499

with the boundary conditions (12.14). The dependence of the velocity field on time
appears if the boundary values, or the boundary itself, slowly depend on time. Then
the following variational principle holds.

Least dissipation principle. The true motion of viscous fluid delivers the minimum
value to the total dissipation

D= 2/Mv(i,j)v<"»f>dv (12.17)
|4

on the set of all velocity fields selected by the constraints (12.14) and (12.15).
Indeed, introducing the Lagrange multiplier, p, for the constraint (12.15) we get
the functional

/ (Z,uv(,-,j)v("’j) — pvfi) dv.
v

Its Euler equations with respect to velocity is (12.16).
The functional D differs from the true dissipation by the factor in the integrand:
the dissipation is

nw .
2/ ?v(i,j)v(””dV.

We will assume in this and the next section that temperature is constant and, writing
the dissipation, drop the factor 1/T.

The minimum property of dissipation is a characteristic of the model rather than a
manifestation of a deep physical feature of nonequilibrium processes. This becomes
especially clear if we consider a class of models of viscous flow with non-linear po-

tential stress-strain rate relations. For such models, a dissipation potential, D (elf j) ,

exists such that?
. aD I /ov; = Ov;
ol=—, egi=vip=z|—+—2). 12.18
de;; Y “N=3 <8x1 ox! ( )
The momentum equations are

J ..
— L 140 = 0. (12.19)
(:).X,'

These equations can be obtained by minimization of the functional

/ D (vi,j)dV (12.20)

14

/

2 Primes denote tensor deviators: 0/ = o'/ — {of6'/, ¢}, = e;; — Lef8".
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on the set of incompressible velocity fields obeying the boundary conditions (12.14).
If D is a quadratic form,

D = pejje, (12.21)

then the functional (12.20) differs from the total dissipation

/U/i-je;jdv

1%

by a factor, i.e. the minimum dissipation principle holds. The same is true for any
homogeneous function like, for example, a function

1 1
_ r i 3 (13
D=pu (ei e )
considered in plasticity theory. However, if the dissipative potential is not a
homogeneous function, like, for example, the dissipative potential of visco-plastic
medium,

— Il 1Ll
D =k, /e, + pe;e

then the functional to be minimized, (12.20), differs from the total dissipation.
Further, we consider the case of the media with general constitutive equations
(12.18). We assume that the dissipative potential D is a strictly convex function of
the strain rate tensor, ¢;;.
Let the boundary of region V comprises two surfaces, S and 2.; surface forces,
f:, are given on S, while velocities are given on X.:

v =), onX. (12.22)

Besides, some body forces, F;, acts on the fluid.
Variational principle. The true motion provides the minimum value to the func-

tional
I(U)=/D(e,-j)dV—l(v), (12.23)
|4
z(v)zfﬂv"dv+/ﬁvidA (12.24)
|4 S

on the set of all velocity fields satisfying the constraints (12.15) and (12.22),
If there are no kinematic constraints (12.22) (2 = @ and S = V), then the
functional (12.23) has a kernel — the set of all velocity fields corresponding to the
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rigid motions. For such fields, D = 0. The necessary condition for the functional
I (v) to be bounded from below is the vanishing of the resultant and the total moment
of the forces acting on the fluid:

/F,dV+/f,-dA =0, /e"f"ijdeJrerkfjxde =0. (12.25)
A%

Vv Vv 2%

The sufficiency of the condition (12.25) or (12.22) for boundedness below can
be proven in the same way as for elastic bodies. The uniqueness theorem follows
from the strict convexity of the dissipative potential and the convexity of the set of
the admissible functions.

Now we construct the dual variational principle. Denoting the dual variables, the
components of the viscous stress tensor, by 7/ and the Young-Fenchel transforma-
tion of the function D (elf j) by D* (') (in the space of the deviators of the strain
rate tensor),

D* (t”) = max (t”el’-j —D (e{~)) ,

ij
€ij

we can write

D (¢}) = max (e}, — D" (¢7)).

The maximum is calculated over all T/ of the deviator space,

=1/t ¢ =0. (12.26)

Rewriting the variational principle as the minimax principle
I = min max / (tVe}; — D* (")) dV — 1 (v)

ve(12.22), i (12.26) Y
(12.15) v

and getting rid of the constraint (12.15) by introducing a Lagrange multiplier, the
pressure p (x), we have

I = min max |® @, p,7)— | D*(z7)dV
ve(12.22)  p,te(12.26) ( p ) _/ ( )
%

Here,

.. 0v;
— _ ] L] _
CD(v,p,r)—/( peg’ +1 )—axjdV [ (v).
v
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Following to the general scheme of Sect. 5.8, one can check that the order of
calculation of maximum and minimum can be changed, and, if

_‘9_P+3LU+F1'=0 inV, (—pg’4+7’)n;=f" onS§ (12.27)
0x; dx/ ’ b8 ! ' .

then

in @, p, 1) = (— 5/ .f) W do =1"(p,1).
neli222) @.p.7) / PO ) v do . )
S

If p and 79 does not satisfy the constraints (12.27), then

min ® (v, p, 1) = —00.
v;e(12.22) @, p,7)

After minimization over v', we need to find maximum with respect to p, and
i/, Therefore, all fields p, T/ which do not satisfy the constraints (12.27) should
be excluded. Thus, we get
Dual variational principle. The true stress field provides the maximum for the func-
tional

J(p.7)=1"(p, r)—fD* () dv
Vv

on all fields p and ' satisfying the constraints (12.27). Moreover,

max J (p, 7) = min/ (v).

12.3 Ideal Plasticity

In metals, elastic deformation is usually negligible compared to plastic deformation
(on the order of 10™* compared to, say, 1072). Therefore, one may identify the
plastic strain rate with the total strain rate

1 [ dv; 0v;
-(p) i J
P === —4+—L). 12.28
¢ € 2 (8xl 6x') ( )

Since the plastic deformation usually preserves the volume, motion is incom-
pressible:

vt

— =0. 12.29
e ( )



12.3  Ideal Plasticity 503

For slow motion, one may ignore the inertia effects, and momentum equations
become

dotl
X

Besides, for slow motion heat conduction makes temperature constant over the
specimen and equal to the ambient temperature. Thus,

ds
o=

In ideal plasticity, D is assumed to be a homogeneous function of first order
with respect to ¢;; : D = D (e;j) ;D (Aelfj) = |AD (e;j) . The total dissipation
becomes a functional of the velocity field:

,OT O’ijeij = D.

D:/UijeijdefD(eij)dV. (12.31)
Vv Vv

If velocity is prescribed on the boundary,

v =1, ondV, (12.32)

then the variational principle holds:
Least dissipation principle. The true velocity field provides the minimum value to
the dissipation functional on the set of all incompressible velocity fields with the
prescribed boundary values.

At the minimizer, the stresses

oD

/
éeij

ol — _p(Slj +U/lj’ o'l =

satisfy the equilibrium equations, p being the Lagrange multiplier for the incom-
pressibility condition (12.29).

Ideal plastic body is a special case of non-linear viscous media. For an ideal
plastic body the dissipation is a homogeneous function of the first order. This feature
of dissipation makes an ideal plastic body drastically different from viscous fluid.
To see that, let us construct the dual variational principle. By the definition of the
Young-Fenchel transformation of the dissipation density, D:

D* (a’ij) = max (a’ije;j - D (e’--)) . (12.33)

L
e

First, we compute D* for von Mises model, when

D=k /elfje’[f.
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We have to find

D* (o’”) = max (U’”el{j —k elfje”'/) .
o v

ij

Any element in the strain rate space can be presented as a product of an element,

', on the unit sphere

€ijs

and a positive number, X :

Therefore, the maximization problem can be split into the succession of the two
problems

D* (U’”) = max max A (0/”25 —
>0 ¢ g
>0 &,

k). (12.34)

Maximum of a linear function, o’¥/ é; ;»on the sphere is achieved when é; : is
proportional to o’/ : the linear function is the scalar product of a unit vector, &',
and a given vector, o’, in a five-dimensional space of deviator tensors; it reaches its
maximum when the angle between the two vectors is equal to zero:

o 1 2 1 _lij
¢;; = no;;, x0;0 =1

Hence,

(') = Jo! oii —
D (0 ) r{lg(k( 0;;0 k).

Obviously, D* may have only two values, 0 and 400, depending on whether
o]0/ — k smaller or greater than zero:

0 if ai’]-a”j < k2

D* (¢'V) = » )
( ) +oo if oi’jo”-’ > k2

(12.35)

According to the general scheme of Sect. 5.6 the dual functional is

/(—pS’j +O‘/ij) njv,»(b)dA —/D* (al/J)dV

A% 14
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‘We have to maximize this functional, and thus all stress fields for which D* =
400 must be excluded. Therefore, we admit only the stress field such that

oi’ja'” < k%

The surface o/;0"/ = k? is called yield surface. We arrive at
Dual variational principle. The true stress field provides the maximum value to the
linear functional

/ (—pSij + O'/ij) n; U,‘(b)dA
v

on the set of all stress fields which obey the equilibrium equations and lie inside the
yield surface.

ij
is smooth everywhere (except the origin where such a function is always singular),
Young-Fenchel transformation is similar to (12.35):

For a general homogeneous convex function of the first order, D* (e{ ) which

D* () = 0 ?f f (Uu'j‘) =0
4oo if f (cr”-’) >0

where f (/") , the yield function, is some smooth convex function. Accordingly, in

the dual variational principle the admissible stresses obey the condition f (a”j ) <

0. In ideal plasticity theory some non-smooth convex functions are also used; such

cases can be treated as limits in a sequence of smooth dissipation functions.

12.4 Fluctuations and Variations in Steady Non-Equilibrium
Processes

We have seen in Chap. 2 a deep relationship between fluctuations and variations:
Einstein’s formula for probability density of macroscopic variables (2.38) shows
that in thermodynamic equilibrium the most probable state corresponds to the max-
imum value of entropy, i.e. it yields the first Gibbs principle. The question arises
whether a similar fact is true for non-equilibrium processes. In this section we give
some arguments in favor of the positive answer.

Consider a steady non-equilibrium process in some region, V. The major ex-
ample will be heat conduction. Let the process be characterized by a finite set of
variables, y = (y1, ..., ym). In case of heat conduction we partition the region in a
large number of small subregions and characterize the process in each subregion by
a finite number of variables. The variables, y, fluctuate and have some probability
density function, f(y). We define entropy of the non-equilibrium process by the
formula
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f(y) = conste5Y). (12.36)

Since the system is macroscopic, fluctuations of y are small. Besides, it is
observed a certain macroscopic state, . The most probable values of y provide
maximum to S(y). Therefore, there must be a universal
Variational principle. The true values of the characteristics of a steady non-
equilibrium process correspond to the maximum value of the non-equilibrium
entropy.

Unfortunately, we do not have a reason to state that there is a universal function
of y, S(y), which does not depend on boundary conditions. In principle, for different
true states, y, the non-equilibrium entropy could be different: S = S(9, y). Function
S(¥, y) must have a maximum over y at y = y. If S(9, y) does not depend on ¥, we
would have a “true” variational principle.

Let us try to construct the non-equilibrium entropy for heat conduction. First
of all, we accept that the non-equilibrium entropy coincides with the equilibrium
one for an equilibrium process. The equilibrium entropy for two bodies being in
thermal contact was considered in Sect. 2.5. The thermodynamic state of the body
is characterized by its energy. Denote the equilibrium entropies of the two bodies
by Si1(E) and S»(E»), E| and E; being the energies of the bodies. The total energy,
E = E |+ E, is conserved because the system, body 1+body 2, is isolated. The total
equilibrium entropy, S(E;, E,), is the sum of equilibrium entropies of the bodies:

S(Ey, Ez) = Si1(Ey) + S2(E»).
The energies, E| and E,, fluctuate. Their probability density function is
f(E1, E2) = const8(E — E| — E,) e EVT52(E), (12.37)

The most probable values of energies correspond to the maximum of entropy,
S1(E1) + S2(E»), under the constraint E; + E; = E. As we have seen in Sect. 2.5,
this yields the equality of the temperatures of the bodies at equilibrium.

Expanding this reasoning to a continuum, we choose as the characteristic of the
thermodynamic state of the system the field of the density of internal energy per unit
mass, U(x). The equilibrium entropy density per unit mass is denoted, as before,
by S. The thermodynamic properties of the system are described by the function,
S = S(U). Internal energy fluctuates. The fluctuations occur in the functional space
of the functions, U (x). The corresponding probability density is a functional, f(U).
Generalizing (12.37) we can write

f(U) = consts (E - / ,oUdV) SO, (12.38)
|4
SWU) = / oS(UHAV. (12.39)
1%

Again, maximum of entropy under constraint,
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/ pUdV = E,
Vv

corresponds to constant temperature over the body, as it must be in thermodynamic
equilibrium.

Let the process now be non-equilibrium. We characterize it by the two fields,
energy density, U(x), and the heat flux, ¢’ (x). For definiteness, let the heat flux be
prescribed at the boundary,

q'nil,, = qu. (12.40)

We wish to construct a functional, S(U, ¢), which has the maximum value at the
solution of the boundary value problem,

. A 1 1 aS)
9:9" =0, G = 50—, — =
a ¢ =x07 T~ o0

, a'nil,, =qp. (1241

Besides, for isolated bodies, i.e. for ¢ = 0, the non-equilibrium entropy, S(U, g),
should coincide with the equilibrium one (12.39). We will consider the general case,
when the heat conductivity, >, depends on temperature, or, for our choice of primary
thermodynamic characteristic, on energy, » = »(U). Then, as was mentioned in
Sect. 12.1, the least dissipation principle is not valid, while we expect to obtain a
meaningful variational principle for such a case.

Fluctuations of energy and the heat flux are not arbitrary; they are linked by the
energy equation:

oU ag’
— = (12.42)
at ax!

Let the initial value of U be U , and At be so small that qi can be viewed as
practically constant during this time interval. Denote by U and 8¢’ the differences,

sU=U-U, 8q' =q' —q'.

Then from (12.42),

a8q’
At. (12.43)

U = ——
p ax!

We see that the fluctuations of energy are completely determined by the fluctuations
of the heat flux.
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Consider the functional

p .
S, =/< SWU) — —q' iAt)dV. 12.44
W, q) Vp() zk(U)qq ( )
For ¢/ = 0 it transforms to the functional (12.39). We consider the functional

(12.44) in a small vicinity of the field, §’, which is divergence-free. Variations of

heat flux, 8¢, are not divergence-free. The non-zero divergence of 8¢ yields the

variation of energy. At the boundary 8¢'n; = 0. The dependence of S(U, ¢) on the

true fields, U and ', enters through the small deviations of U and ¢’ from U and §'.
Variation of the functional, S(U, q), is

1 I,
3SWU, q) /Vp <T<SU %(U)q 5q,At>dV. (12.45)
Plugging in (12.45) the expression of §U in terms of 8g° (12.43), and setting §S =0
for arbitrary 8¢°, we arrive at the equations of steady heat conduction. Similarly, the
variational principles for other non-equilibrium processes can be formulated.

The variational principle described is not a “true” variational principle: the func-
tional depends on the stationary point. This makes it similar to the variational prin-
ciples for vortex flows of Sects. 9.6 and 11.5.



Chapter 13
Motion of Rigid Bodies in Fluids

13.1 Motion of a Rigid Body in Creeping Flow of Viscous Fluid

Consider in some vessel, V, a linearly viscous isotropic incompressible fluid. The
fluid occupies the entire vessel and contains a rigid body which can move in the fluid
(Fig. 13.1). At some instant, the body occupies a region B and has a translational
velocity, u':

v\ =u' ondB. (13.1)
At the walls of the vessel, the fluid does not slip:
v' =0 onaV. (13.2)

If the region V is unbounded, then the no-slip condition at the boundary is re-
placed by the condition that the fluid is at rest at infinity.
Least dissipation principle. The true fluid motion minimizes the dissipation

- 1/ ov; Jdv;
_ ol S T
D) = / 2ue;ijeldV, e = > <8xi + axi)’ (13.3)
V—B

on the set of all incompressible velocity fields,

N’

- =0, 13.4
o (13.4)

satisfying the boundary conditions (13.1), (13.2).
The minimizing element, v, obeys the momentum equation,

ool , . o o
%:o, ol = —pgl + u (o'0 + 070", (13.5)

where p is the Lagrange multiplier for the incompressibility constraint (13.4).
V.L. Berdichevsky, Variational Principles of Continuum Mechanics, 509
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Fig. 13.1 Notation for
motion of rigid body in a
vessel

The system of equations for the minimizer, the so-called Stokes approximation,
is linear. Therefore ¥' depends linearly on u'. Hence, the minimum value, D, of
dissipation D (v) is a quadratic function of u;:

D= D’Juiuj.

To determine the meaning of the coefficients of this quadratic form we note that,
due to (13.1), (13.2), (13.4) and (13.5),

13: / Zﬂﬁ([,j)l\j(i’j)dv = / O’ijl\ji’jdv :/oijnjbidA:Fiui.
V—B V-B B

Here we introduced the notation,

Fl = /a"-fnjdA. (13.6)

aB

The normal vector in (13.6) looks outside the region occupied by the fluid, and
therefore F' are the components of the force with which the body acts on the fluid.
The negative force, —F", is the force acting on the body. Since F' is linear with
respect to u;,

F' = D"u;.
The force is potential,
Fi— oD
- (:)Mi ’

with the dissipative potential, D, equal to
1
D= -D.
2

The estimates of the minimum value of dissipation yield the estimates of the
force. Consider a few elementary consequences of the least dissipation principle.
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1. For a steady flow of the viscous fluid, the force found within the Stokes approx-
imation gives a low bound for the force calculated by means of the Navier-Stokes
equations.

Indeed, the value of dissipation on any velocity field, including the velocity field
found from the Navier-Stokes equations, is greater than that for the velocity field
minimizing the functional D (v) and corresponding to the Stokes theory. It remains
to show that for steady flow, F “u; coincides with dissipation in the framework of
the Navier-Stokes theory. If v; is a solution of the Navier-Stokes equations and F 1’\, s
is the force computed from the Navier-Stokes theory, then

/2Mv(i,j>v(i’j)dV= /(ZMU(i’j)—pSij)vi,jdV

V-B V-B
= Flqu; — f Quvti — p(Sij),jv;dV = Flqu; — / pvjvfjv,-dv
V-B V-B
i Lo i i L
= Fygui — =(pv/v?) ;dV = Fyqu; — —pu'un;dA.
2 9B 2
V-B

Here we used the boundary conditions of the Navier-Stokes theory: v/ = u’ on dB.
The last integral is, obviously, zero. Thus, the dissipation is equal to F’ 1lv Ui

2. The dissipation, and, consequently, the force increases as the size of the body
increases.

Indeed, let a body B’ be added to the body B. Denote by Dp (v) and ZV)BJrBr(v)
the dissipations corresponding to the bodies B and B’, respectively, and by v’ B
the velocity field of the fluid motion around the body B + B’.Consider the velocity
field

b — Vgip,Xx €V —(B+B)
u' xeB

The velocity field ¥’ is defined outside the body B and satisfies the conditions on
dB and 0V. Consequently, it is admissible in the minimization problem for the func-
tional Dg (v). We have

Dp < Dy (V) = Dpsp,

as claimed.

An immediate consequence of that feature is the following statement.

3. The force acting on the body in the Stokes flow increases if any additional
body is placed in the flow and kept at rest.

If the rigid body, B, moves arbitrarily, then

v, =u; + e,-jka)j (xk—rk) on dB, (13.7)
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where r* are the coordinates of the point of the body with the velocity u;, and w’
the angular velocity. It can be checked that D is the quadratic form with respect to
u; and w;, and the derivatives

14D ;19D
_26ul~’ _280),”

i

(13.8)

have the meaning of the resultant and the moment of the forces with which the
body acts on the fluid. The moments have the same variational features as those
mentioned for the resultants.

The inversion of formulas (13.8) is

_ 9D*(F, M)

_ OD*(F, M)
OF" N B

13.9
oM’ (13.9)

where D*(F, M) is the Legendre transformation of /2 with respect to u; and ;.
Clearly, D* also depends on the position vector of the rigid body, ¥, and on the or-
thogonal matrix, o/, specifying the orientation of the body. Therefore, we write fur-
ther D* = D*(r, a, F, M). Let us derive the variational formula for D*(r, o, F, M).

Consider the variational principle dual to the least dissipation principle. Follow-
ing the general scheme of Sect. 5.6 we have

X . . 1 .
D= min max / o"ojv; — —ao"ol |dV
vie(13.7),(13.2),(134) i =01 Jy_p 4u J

= min max / (0" = psydiv; — —o"aj; | dV,
vie(13.7),(13.2) ¢/i=c"il,p Jy _p 4p /

where p is the Lagrange multiplier for the constraint (13.4). Denoting the sum, 0"/ —

p8, by o'/, and switching the order of computation of minimum and maximum,
we obtain

v . ii 1 nj
D =max  min o/dvj ——ac"o;; |dV.
oii vie(13.7),(132) Jy_p 4u

Hence, the admissible fields, o/, obey the constraints,

do'll
— =0, 13.10
Y ( )
and
e im i k k 1 rij !
D = max o (l/[i —|— ei]'ka)j (}C —r ))l’lmdA — —0 jO'ludV .
aiie(13.10) \JsB ’ v_p 4 !

(13.11)
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Using the notation
i _ im _ im k k
F _f o'""n,dA, M; _/ o' ek (x —r )nmdA, (13.12)
9B B

we can write the variational problem (13.11) as

. . . 1
D= max <F’ui + M'w; —/ /zlg dV) (13.13)
ol €(13.10) v_p 4p

Consider the following function of the force and the moment:

D*(r,a, F, M) = ool dV. (13.14)

min /
oii €(13.10),(13.12) 4[,L
It follows from (13.13) and (13.14) that

D= max (Fiui + M'w; — D*(r,a, F, M)).
Fi M

Therefore (13.9) holds true, while to find D*(r, @, F, M) one has to solve the varia-
tional problem (13.14).

Since u; = dr;/dt, and w; = %eijkaf"doefj/dt (see (3.54)), (13.9) becomes a sys-
tem of ordinary differential equations governing motion of a rigid body in viscous
fluid:

dr; ID*(r,a, F, M) 1 ja docg oD*(r,a, F, M)
—_—= —eket =

= : , = s 13.15
dt oF" 2 dt oM' ( )

If there is a system of rigid bodies, with kinematic parameters, rgl),
o (m), (l)a, . (m)a, and kth body is subject to the external forces with the
resultant, F(k), and moment, M(k), then D* is a function of the sets of argu-

ments, r = (r(,),..., (m)) o = (a(l)a,.. oz(m)a) F = (F (,),.. (m)) M =

(M("1 yrooes M(im)), and the system of differential equations takes the form
dr(k),- BD*(r, o, F, M) 1 da(k)a é)D*(r, o, F, M)
7 = - , zeuk“(k) 7 = - , k=1,...,m.
t IF ! IM 1
(13.16)

The “potential” structure of this system indicates that there are quite peculiar inter-
actions between the bodies moving in viscous fluid. The system of equations (13.16)
is the basis for theoretical studies of properties of suspensions.
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13.2 Motion of a Body in Ideal Incompressible Fluid

The Thomson-Tait equations. Constructing the equations governing the motion
of a deformable body in a potential flow of ideal incompressible fluid is a non-
elementary issue if the starting point is momentum equations. The derivation is
considerably simplified if the variational approach is used.

We assume that the body occupies region B (¢) at time 7, B will denote the region
run by the Lagrangian coordinates of the body, X“. The motion and the deformation
of the body are described by a finite number of parameters ¢* (t) (k = 1, ..., n):

(X%t = (X qY)  for X“eaB; ¢"=4"@).

The velocity of the boundary points depends linearly on §*:
o a (:)Xi -k a
XX 1) = Sord" for X edB. (13.17)
q

The characteristics of the rigid motion of the body, r' (r) and o' (¢), are included
in the set of parameters g*.

Suppose that the fluid occupies a moving and possibly deforming vessel V (¢)
and in the process of motion does not detach from the walls of the vessel and the
boundary of the body. The deformation and the motion of the vessel is also given
by a finite number of parameters, b* (¢); the velocity of the vessel wall depends
linearly on b*. The sets of the parameters, ¢* and b*, will be denoted by ¢ and b,
respectively.

Let @ (x) be the potential of the external body forces, K g and Up the kinetic and
the internal energies of the body, and Kz = K5 (q, ¢), Up = Up (q).

Least action principle. The true motion of the body and the fluid is a stationary
point of the functional

}< [ (Gevivi—p®x)dV+Kg —u3>dr (13.18)

1o \V()—B()

on the set of functions x(X, t) and q (t) with the prescribed initial and final values.

Assigning the initial positions of the fluid particles fixes the choice of the La-
grangian coordinates. Assume that the final positions of the fluid particles are chosen
in such a way as to cause a potential flow in the vessel. The possibility of such a
choice is guaranteed by the solvability of the corresponding problems.

For potential flow, the velocity field of the fluid at each instant is defined by the
geometry of the regions V (¢) and B (¢), i.e. by the values of the parameters ¢ and
b and the velocities of the fluid on dV (¢) and 9B (¢), i.e. by ¢ and b. The kinetic
energy of the fluid, ICr, is found by solving the variational problem
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1 .
Kr = min / i,ov’v,-dV, (13.19)

V(6)—B()
where the minimum is sought over all the velocity fields satisfying the conditions

axt .
|aB(t) = a_qkq

vl =0, vin; kn;, vini|avm = ¢, b*, (13.20)

where ¢;b* is the normal component of the velocity of the fluid on 9V (¢). The
kinetic energy of fluid motion is a function of ¢, ¢, b, b: Kr = Kr(q, ¢, b, b).

Suppose that the variational problem (13.19) and (13.20) is solved and the func-
tion KCp (q, q,b, b) is found. Then the functional (13.18) becomes

1
jL(q,q,b,b)dt, (13.21)

fo

where

L = ICF +ICB —UB _q_)(qsb)s
(g, b) = / p® (x)dV.

V(t)—B(t)

The least action principle yields the equations of motion

L  d oL
— =0 (13.22)
dgk  dt ogk
For the case of motion of rigid bodies, these equations were established by Thom-
son and Tait [293]. Consider some examples.

Example 1. Consider the motion of a rigid body in an unbounded fluid being at rest
at infinity. The position of the body is defined by the position vector ' (¢) and an
orthogonal matrix afl (t). The constraints (13.20) become

v, =0 inRs—B@), vn=(r'+e"w;(xx —r))n; ondB (), (13.23)

where w, = %eklmaid’”“. The kinetic energy of the fluid is finite only if vl — 0as
x — oo; therefore, the condition that the fluid is at rest at infinity is automatically
included in the variational formulation and does not need to be mentioned explicitly.

Let X“ be Cartesian coordinates rigidly linked to the body. The constraints

(13.23) become

v, =0 inR;— B, v'n, = (u” + e”b"wac) Ny, (13.24)
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where u¢ = alf’i’i ,wp = %ebma[‘d“, and B is the region in which the Lagrangian

coordinates of the body particles change. The kinetic energy of the fluid is quadratic
with respect to u* and w* is

1
Kr=3 (M®uqup 4+ 2R uqwy, + I wa03) . (13.25)

The coefficients M“®, R*, and J** depend only on the geometry of the region B.
The kinetic energy of the rigid body also has the form (13.25). The coefficients of
the quadratic form K = Ky + Kz will be denoted by M, R*, and J. The
explicit dependence of X on the characteristics of motion is:

1 _ o _ . _ .
b Joo o b J- k-1 b J . " ence!
K= 3 Moo i+ R ap e o’ + ZJ” 0,0 €iyn O Qe oty @)

Euler equations for the action functional are the equations of motion of a free
rigid body with the effective characteristics M, R, b,
If L% and M are diagonal,

Mab — m(a)(sab’ Mab — M(Sab

and m is the mass of the body, then

M =m +m,.

This looks like an effective increase of the mass of the body; the parameter m g
is called the attached mass. In general case, the tensor M is called the tensor of
attached mass, and its trace, %M <, the averaged attached mass.

Example 2. In the previous example, the kinetic energy did not depend on the posi-
tion of the body. This is caused by the invariance of the kinetic energy with respect
to translations, which, in turn, appears due to the absence of the external boundaries
of the flow. Let us consider a problem where the flow has an external boundary.

Let the fluid occupy the half-space x > 0 and a ball of radius @ move in the
fluid along the x axis. The system has one degree of freedom — the distance g from
the center of the ball to the plane x = 0. The flow potential , ¢, is defined by the
boundary value problem

d i)
Ap =0, ad =0 forx =0, id = gn, on the ball surface.
on on

At infinity V¢ = 0 because kinetic energy of the fluid is finite.
In the absence of the wall, ¢ is the dipole potential:

1 5.0 1
=—a’qg— .
¢ 2 q8x|r—r0|
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Here, r and r( are the position vectors of a space point and the center of the ball,
respectively, and |r| the magnitude of vector, r. For large g /a, the harmonic function

_1 5. 0 1 1 (13.26)
$=399% lr —rol  |r =+ rol ’

satisfies the boundary condition at the wall and approximately satisfies the boundary
condition on the ball. One can show that (13.26) is the leading term of the expansion
with respect to a small parameter a/q. We will use only this term. Then kinetic
energy is

3 3
Tpa 3a’\ .,
Kr = 14+ -— . 13.27

r 3 ( 8q3>q ( )

In particular, it follows from (13.27) that for a ball in an unbounded fluid flow, the
tensor of attached mass is spherical and has the value, M ab — % ,ona38“b .

According to (13.22), the motion equation for a ball of mass m is governed by
the equation

d 2rwa’ 3a° 3npa®
— 1+ =—=14 P> =0.
dt[m+ 3 p( +8q3>]q+ 8g%

It takes much more effort to derive this equation considering the balance of forces.

Example 3. The body B may consist of several simply connected components. Then
(13.22) describes the interactions of the bodies in fluids. For example, let us consider
two balls moving in an unbounded fluid which is at rest at infinity. The system has
six degrees of freedom r{ (t) and ré (1) — the coordinates of the centers of the balls. In
order to calculate the kinetic energy of the fluid, K, we have to solve the boundary
value problem

d . J .
Ap =0 inR; — B; — By, a—(p =7in; ondB, a—(p =ryn; ondB, (13.28)
n n

with the condition that kinetic energy of the fluid is finite. Kinetic energy is a
quadratic form:

1 - . .
Kr= 3 <A1/Ir{r{ + 2N;ji i + Azflrérz’) (13.29)
The equations (13.28) are invariant with respect to translations, therefore, in the
quadratic form (13.29) the coefficients, ]\1/1 ij» Nij and 1\2/1 ij» depend only on the dif-

ference, rf — ré.

The exact solution of the problem (13.28) can be obtained in the form of series;
however, the corresponding expressions for the coefficients in (13.29) are so com-
plicated that they can hardly help in the analysis of the motion of the balls. We give
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here the first terms of an asymptotic expansion when the ratios of the radii of the
balls, ay, a,, to the distance between their centers, R = |r; — r,|, are small. In the
first approximation, the balls do not interact, and

2
M,'/' = —pafS
1 3

2w 4
Nij =0, Mij = —=abj.

ij

The approximation which takes into account corrections on the order of (a;/R)?,
(az/ R)3, is as follows: the expressions for ]\14 ij and ]lz/l ij do not change, while N;;

becomes

3.3
Tpaia 3 . . .
Nij = pRé 2 <8ij — —RiRj> . R' = I‘i —I’é.

Polia-Shiffer’s theorem. Even in the case of the bodies moving in unbounded fluid,
KCr was found analytically only for ellipsoids. Therefore, for bodies with a more
complex shape and any bodies in bounded regions, the approximation methods are
used.

As an example of application of the variational formula for the kinetic energy,
consider an elegant statement hypothesized by Polia and proved by Shiffer:

The averaged attached mass of the body moving in an unbounded fluid being
at rest at infinity is not smaller than the attached mass of the sphere of the same
volume.

Actually, a stronger statement holds: each eigenvalue of the tensor of attached
mass is not smaller than the attached mass of the sphere; it yields the assertion on
the averaged attached mass.

Denote the region occupied by the body by B and the exterior of B by V.
According to the Dirichlet principle,

Kr = max K* (¢),
%

1 : 1 dp dp
—K:* = i ‘do — = —_—
0 @) /(pu S 2 ) ox!ox;
OB v

The unit normal vector is directed outward of the fluid.
Choosing various functions ¢, we get low estimates of /Cp:

K*(¢) < KF. (13.30)
Let us take ¢ as
.0
o=a X, (13.31)
ax!

where y is the gravity potential of the body B,
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d3x'
x=[] ———-
lx — x|
B

and a' are some constants. We will choose a’ later to optimize the estimate. We
can expect that the trial functions (13.31) provide a good estimate, because for an
appropriate choice of constants a’, formula (13.31) gives the exact solution for fluid
motion past an ellipsoid.

Substituting the trial functions (13.31) in the functional, K£* (¢), and integrating
by parts we obtain

Lir (p) = f 7 (ui - 18—”) n'dA. (13.32)
P X

BB((,)

The index (e) emphasizes that in computation of the integral (13.32) the limit of the
integrand is taken when dB is approached from the exterior side of the body, the
fluid side. In deriving (13.32), it is taken into account that the integral over V of
@A is equal to zero since ¢ is a harmonic function.

Let us replace the limit value of the integrand from the exterior of B by the limit
value from the interior of B in order to reduce the surface integral to an integral over
the region B by means of the divergence theorem. We have to take into account that
the function ¢ = a'x; is continuous on 4B, while the derivatives, dp/dx’, have a
discontinuity, and

dg
dxk

dp

~ o :47mkn-"aj. (13.33)
X

@)

(e)

The index (i) denotes the limit values at d B from the interior side of the body.
Replacing in (13.32) the limit values of the functions from the fluid side by the
limit values of the functions from the body side, we get

1 ; 19 :
—K* (p) = / @ <ui —2mnin’a; — __(p) n'dA. (13.34)
P T 20x!

B

Applying to (13.34) the divergence theorem, we find

1 g . 0o 1 dp dp
—K* = ——u' +27d'— + -——|dV
0 2 f|: 6xlu +ama ax! + 2 0x! 0x;

The term pAp = (pakﬁA X 1s equal to zero in B, since the gravity potential x
satisfies the equation Ay = const. in the region B.
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Let us decrease the last term using the Cauchy inequality (5.20):!

9 9
gy < [ 99299,y (13.35)
|B| Bx’ ox; oxt ox;

Introducing the notation

Ajj = —/X,ijdV,

B

we get the estimate

%/c* (p) > Ajju'a’ — % (4nA,»,- — %Aim/&;ﬁ) aa’. (13.36)
It is important that for an ellipsoid, d¢/ dx' are constant in B; therefore in (13.35),
and, consequently, in (13.36) (for a’ which maximize the right hand side) the equal-
ity is attained.
Let us choose a system of coordinates x' oriented along the principle axes of the
tensor A;;. Then

2

——1 4T A ! A —1 4T A ! A a? (13.37)
T T .
2 27 |B| 2 T |B| 3

| S 1 1 2
-K (p) > Aura; + Aruzar + Asuzas — - (4w A — |B|A
P

A1 = Ay, Ay = Ay, Az = Assz. In this system of coordinates, the maximum of
the right hand side is attained for
uq uq ui
@y =-—"F “= =—x-
IB] Bl AT =

Therefore,

A A A
1 uz 2 M2 3 uz)

1 We set in (5.20) g = 1 to obtain

2
(B/ de) < |B|B/f2dv,

then apply this inequality to each component of the vector V¢, and take the sum of the three
inequalities such obtained.
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The following inequality holds:
A A A A A A
1 Ay + - Ay + : Az = L A12+1_‘1'_2+A3; : (1338)
4 — m 4 — m 47 — m 47 — T

Indeed, the function

X

f(X)I—L

4 — 5]

is strictly convex because, for 0 < x < |B], 62]‘/8x2 > 0. Let us consider the
minimum of the strictly convex function f (A)+ f (A2)+ f (Az) with the constraint
A| 4+ Ay + A3z = const = c. Introducing the Lagrange multiplier, we see that the

minimum is reached for A; = A, = A;. Consequently, at the minimum point
C C C
Al=to=M=3 fAD+FA)+f(A)=3f(5)=
31B|

For arbitrary A, A, As this yields, (13.38).
From the definition of A;; it follows that

A1+A2+A3=/Ade=47T|B|.

B

Therefore,

1 3
S @) = Z1BI (4 3+ 15)

A — 5

and each eigenvalue of the tensor of the attached mass is not smaller than % p|B|,

i.e. the attached mass of the sphere. In particular,

1 .
|B| = _Mil(ball)‘

M >
- 3

l

W =
| —

13.3 Motion of a Body in a Viscous Fluid

The equations for forces and moments acting on the body moving in a potential
flow of the ideal incompressible fluid and in Stokes flow of a viscous fluid possess
a variational structure, as has been shown in the two preceding sections. The force

acting on the body in ideal fluid, is?

2 Since in this section the kinetic energy of the body does not appear and only the kinetic energy

of the fluid is encountered, the corresponding index at kinetic energy is omitted.
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)¢ d oK
Fi=— — ——, 13.39
ort  dt ort ( )
while in viscous fluid
oD
F,=——. (13.40)
ar!

In these equations, /C and DD are functions of the instantaneous characteristics of the
motion only.

The following question arises: is there a universal relation between the general-
ized forces acting on the body with the kinetic energy of the fluid XC and the dissi-
pative potential D, when they depend not only on the instantaneous characteristics
of the motion, but also on the “history” of the motion?

It turns out that, with some assumptions (which shall be introduced further), a
generalization of (13.39) and (13.40) is the variational equation

d
018g* = 8K — E"S’C — &D. (13.41)

Here, the generalized coordinates g¥ characterize the motion and the deformation of
the body, Qy are the corresponding generalized forces, C and ID are the functionals
of the motion history. The dependence of X and D on the motion history can be
described by the two groups of variables (separated by a semi-colon)?:

K=KZ(q@:¢ @), D=D;5(q():q(r).

The actual method of distinguishing the two groups of variables is described
below. In (13.41), § is the variation operator with respect to both variables, and §
is the operator which performs the variation with respect to the second group of
arguments and subsequently substitutes §g by 8q.

If K is a function of 7 () and 7' (t) only: K = K (r';#") and D = 0, then (13.39)
follows from (13.41):

oKk . oK .. d oK . oKk d ok )
F,»Sr’:—_Sr'—}—fSrl——fSr’: — — — 8r’.
ort ort dt or! art  dt ort

If K =0and D =D (r;7), then (13.40) follows from (13.41) as well.

The variational equation (13.41) defines n functionals Q;, ..., Q, through the
two functionals /C and D.

Let us prove (13.41). Let V and B be regions in the space of variables X¢ which
are run by the Lagrangian coordinates of the fluid and the body, respectively. The

3 The symbol ICZ’ (g) denotes the functionals of functions ¢ (t) defined on the segment 0 <
T <t
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fluid is assumed to be viscous and incompressible, and the boundary of the vessel
V does not move. For given particle positions of the body and the fluid at the initial
and final instants, and given motion of the boundary of the region V, we have the
variational equation

1
P . . oD
1) —vv'dV + PiSx'dA— —ajéx,-dV dt =0,
2 aeij
0 V-B JB

where P; are the components of the surface force acting on the fluid from the body,
D is the density of the fluid dissipative potential (the fluid does not have to be
Newtonian).

The variational equation can be written as an equality valid at any time ¢

t
v? . oD )
) pEdV—f- Psx'dA — a—ajéx,-dV dt — pv;dx'dV| =0.
€;i
0 V-B aB v ! V-B ;
(13.42)

Let us prescribe some motion of the body, g = ¢ (¢). Then, the motion of the
fluid can by found from the system of equations

p%z_aip+aj%, (13.43)
et | 2] = e | s} (13.44)
which are supplemented by the boundary conditions
X (X9 1) =X (X%) onav, x' (X% 1)=x" (X" ¢")onaB.  (13.45)
Assume that the body and the fluid are at rest at the initial instant:
xH(x9,0) =% (X*), ' (X% 0)=0. (13.46)

For the consistency of the initial and the boundary conditions on 9B at t = 0, we
require that

g 0) =0.

We assume that the system of equations (13.43), (13.44), (13.45) and (13.46)
determines uniquely the fluid motion on the considered time interval. Then, in prin-
ciple, one can find the particle trajectories of the fluid, and, for each X“ and ¢, they
are some functionals of the motion history of the body B, i.e.of g (t) for0 <7 <1t.
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The variational equation (13.42) is an identity due to (13.43), (13.44) and (13.45)
and the equality,

i, oD
—p(Si—}—a—i n; =P ondbB,
€j

for arbitrary 8x’ vanishing at = 0 and on 9V x [0, ¢]. In particular, the particle
trajectories for the fluid, satisfying (13.43), (13.44), (13.45) and (13.46), can be
substituted into (13.42), and 8x’ can be interpreted as its variation caused by an
infinitesimally small variation of the body motion. Then the variations §x' are some
functionals of ¢ (t) and 8¢ () at every point X, ¢ for 0 < t < ¢, which are linear
with respect to 8¢q (7). Let us write this as follows:

=t

Sxl = Tl:io (X, tlg (v);8q (v)).

At the boundary of the body,

The variational equation (13.42) becomes

t

oD A

/ SIC—Qkaqk—/a—ajax,- av — /pv,-ax’dv =0, (13.47)
€i

0 % ! V-B ¢

where /C, the kinetic energy of the fluid calculated for the solutions of the problem

(13.43), (13.44), (13.45) and (13.46), is some functional of g (7), § is the variation
of the body motion, and Q, are the generalized forces:

ax!
Qk = —/ P,WdA

q
aB
It remains to check the relation
. T='t
v (X, 1) = Il_’O(X,th (t);q (7)), (13.48)

to finish the proof. Indeed, if the equality (13.48) is true, then the functionals

K = / Sv'udv., D=/D(a<z’”j>)dv’

V-B v
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which are calculated for the velocity (13.48), become the functionals of the two
groups of variables.

Let us introduce the operator § which takes the variation with respect to the sec-
ond group of variables and subsequently substitutes g (7) by 8¢ (7). If follows from
(13.48) that

sv' = 8x'.

The operator §, as the operator of taking the variation with respect to g, commutes
with the differential operators:

§0ivj = 9;dv; = 9;8x;.

Therefore, the variational equation (13.47) can be written as

t
/ [K—Qu8¢* — §D]dr — 8K = 0. (13.49)
0

Taking the derivative of (13.49) with respect to time results in (13.41).

So, we have to prove the relation (13.48). Let us take the variation of (13.43)
and (13.44). We get some system of equations for 8x' in the region V — B. Let us
write it as L8x = 0. The operator L is a linear differential operator with variable
coefficients. Taking the variation of the initial conditions results in

A dsxi
Sxi =0, d—f=0 inV—B fort=0. (13.50)

At the boundary of the fluid,

. 9yl
Sx' =0 onaV, &x' =% onaB. (13.51)
aq*

The equations, Lix = 0, together with the initial and the boundary conditions
=t

(13.50) and (13.51) define the functionals l_"0 (X, tlg (r);0q (7).

Let us differentiate (13.43), (13.44) and (13.45) with respect to time. We get the
equations Lv = 0 with the boundary conditions

i

| )
vi=0 onav, o =%4* onoB, (13.52)
Iq

and the initial conditions

vl =0 atr =0.
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Let §* = 0 for t = 0. Then,

Y 0 forr=0 (13.53)
_—= orft = . .
dt

Indeed, it follows from (13.43) that curl dv/dt = 0 for ¢+ = 0. Differentiating
the continuity equation vfi = 0 with respect to time and setting t = 0, we get
div dv/dt = 0. Consequently, dv/dt = gradg and A¢ = 0. On the boundary of the
fluid, taking the derivative of (13.52), we have dv/dt = gradgp = 0 at 9V and 0B
for ¢t = 0. Therefore, ¢ = const and (13.53) holds.

The assumption that the motion starts from rest is essential, because otherwise
(13.48) is not valid.

It is easy to check that the above reasoning can be applied verbatim for vis-
coelastic fluid, for which the internal energy is a function of the distortion. Then the
internal energy U/, which is a functional of the previous motion of the body, must be
included in the variational equation as well:

d
0:8¢" = 8 (K—U) — 8K — aD. (13.54)

The problem of calculating forces and moments acting on the rigid body in
viscous fluid is extremely difficult. Therefore, it is sensible to use the variational
equation (13.41) to determine forces and moments, by postulating the functionals C
and D from phenomenological reasonings. Note that there is a universal dependence
between K and D due to which they cannot be prescribed arbitrarily. Indeed, let us
set 8¢* = 0 at time ¢ in (13.41). Then, for any functions 8¢g* (r) which, along with
their first and second derivatives, are equal to zero at the initial time and time ¢, the
following relation holds:

d
8K+~ 3K +4D =0. (13.55)

If I and D are some functions of ¢, ¢, then (13.55) is automatically satisfied. How-
ever, if memory is taken into consideration, the relation (13.55) puts the constraint
on the possible functionals, /C and .
Consider some examples.

Translational unsteady motion of a sphere. Consider a sphere of radius « in an
unbounded flow of viscous incompressible fluid. For ¢+ = 0, the fluid and the ball
are at rest. Then the sphere begins to move along a line with the velocity u (7).
Let us find the force acting on the sphere, supposing that the nonlinear terms in
the momentum equations for the fluid can be ignored. Let R, 0, ¢ be the spherical
coordinates rigidly connected to the ball, vg, vy, v, the velocity components relative
to an inertial system projected on R, 6 and ¢—axes, and the velocity of the sphere
is directed along the ray & = 0. The solution of the problem is of the form [172]
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1 oy 1 oy 0
VR = — — VW= Uy =0,
k R2sinf 90° ©  Rsin@ oR* °
o—+ioo
b= [ et ([F ) (e[
2 2 v sa R s s
o—i00
e sin® 0 }ds,
+o00
u(s):/u(t)e”dt, v=¥,
0
0

t
_patu (1) N 3a’p /T [ u (v)dt 3/w
 2R? 2R? N

u(t).

where u’ (t) = du (t) /dt. Calculations yield the following expressions for the ki-
netic energy and the dissipative potential:

3 ; _ —
_pr;a uz(t)—l-%p nvaZ/fu(t Dult E) dédr,
00

(t +6)3
D = 37 pau® (1) + 3p nvaZ//u ¢ —Dw (I—E) dédr. (13.56)
J (z+8)

Since in the system of coordinates attached to the sphere, the geometry of the region
does not change, C and D do not depend on the first group of variables. It is easy
to check that the functionals (13.56) satisfy the equality (13.55). From (13.41) and
(13.56) follows the known equation for the force acting on the sphere (Basset’s
formula):

t
2 "t —
F = —6mpau (t) — gnpa3u’ () —6p nvaZ/ %dt.

0

Bubble vibrations. Consider a spherical cavity of radius a in an unbounded viscous
incompressible non-heat-conducting fluid. There is a surface tension on the surface
of the cavity with the coefficient of the surface tension, o. The radius of the cavity
may change with time. The cavity is filled with a gas, and its energy density per unit
mass is denoted by U, (pg, S ) The motions of the gas in the cavity is assumed to be
adiabatic, while the change of the gas density, p,, over the cavity negligibly small.
There is no exchange of mass between the gas and the fluid, hence the total mass of
the gas does not change with time
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gna3pg = m = const. (13.57)

Let us derive the equation describing the change of the bubble radius a with time
from the variational equation for the fluid-bubble system:

1 i .
a/ / p(% —U)dV—47m20 —/p(Sx‘n,-dA—i-rS/DdV dt =0,
o

-B ) 14
(13.58)

where V is the volume bounded by a sphere, 2, of a large radius (further, we will
tend it to 00), p is the pressure given at 2, (in the limit, p becomes py,); the variations
are assumed to be equal to zero for r = 1y, 1.

Let us calculate the functionals in the variational equation. Due to the incom-
pressibility and symmetry, the motion of the fluid is determined by the continuity
equation

501 :
v, = —aa”— —, r =y Xx'x;.
axtr

Therefore, after integration of K and ID over the exterior of the bubble, we get
K =2na*pa®, D =8mpad®.
The kinetic energy of the gas, as well as the change in the entropy of the fluid,

related to the viscous dissipation of the gas, will be ignored. The internal energy of
the gas in the bubble is

4
Up = §”a3ngg (pg)'

For the motion of the fluid corresponding to the bubble expansion,

. J 1
Sxt = — (az—.—> da
axt r

Therefore,

/p&xin,-dA = p4mwa’sa
b
and the integral over 3 in (13.58) does not depend on the radius of the sphere 3.

Tending the radius of the sphere to infinity, we see that the work of the external
forces at infinity is
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2 43
Pocdmada =6 gna Poo | -
Finally, the variational equation becomes

t t
b fl (2a’pa® — $ma’ (pgUs (pg) +Poc) — 4ma’o)dt — (_Sfl(Snu,azézz)dt =0.
I I
i i (13.59)

Varying with respect to a, and taking into account (13.57), we obtain the equation

3 1 2 4ua
aé+—él2=—<pg_poo__o_ﬂ>’ (13.60)
2 0 a a

where p, = pgaU ¢/ 0pg is the pressure inside the bubble. This equation governs the
bubble vibrations. It was first derived from other reasoning by Rayleigh. Note that
for a moving bubble, the kinetic energy of the fluid caused by translational motion
of the bubble with velocity u, %na3 pu?, must be included in the total kinetic energy
of the system. Accordingly, the term — %uz appears in the right hand side of (13.60).
It describes the interaction between the translational and vibrational motions of the
bubble.



Appendices

Appendices A, B, C contain some interesting variational principles that are beyond
the main scope of the book. Appendices D and E provide some details to the issues
that have been considered.

A. Holonomic Variational Equations

Consider a functional, §(), of two variables, u and Su, which is linear with respect
to du. The equation

80 =0, (A1)

is called variational equation. The variational equation is holonomic if §€} is the
variation of some functional 7 (#). The question arises, what are the conditions under
which the variational equation is holonomic? In this appendix such necessary and
sufficient conditions are formulated and discussed.

Let us start with the finite-dimensional case. A “finite-dimensional model” of §{)
is a linear differential form of the type F,, (u) Su*, where u = {u*} € R, :

8O = F, (u)éu”™.

The usual mathematical notation for such forms is ) (8); we prefer the “ther-
modynamic notation” §€). The question is: what are the conditions for §€) to be a
variation of some function ¢ (u), §) = § (¢), or, equivalently, what are the condi-
tions for the vector, F,, (1), to be potential, F,, = d¢/du*?

Let functions F,, (1) be continuous and differentiable in some region A in R,,.
Define in A two infinitesimally small fields du* and §'u*. Denote by §'8() the
variation of §{) along the field §'u*. By definition, §'3() is

§'8Q =F,, (u + 8’14) Su” — F,. (u)du™, (A.2)
where one keeps only the terms of leading order. Thus,

IF, (u)

§'8Q = 2 8'u” su”. (A.3)
u%

531
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The following theorem holds: in order for () to be a variation of some function
in the region A, it is necessary and sufficient that the equation

580 =88'Q (A4)

is satisfied at every point of the region. It follows from (A.3) and (A.4), the well-
known conditions for the potentiality of the vector field, F,, (u),

dF;, (u) _ % (M)

ou* ou*

(AS)

The conditions (A.5) are local, i.e. compliance with those conditions in a neigh-
borhood of a certain point guarantees the existence in this neighborhood of such a
function, ¢ (u) , that §{) = § (¢). The extension of ¢ (1) onto the whole region is not
necessarily unique. The uniqueness is guaranteed only if A is simply-connected.

The idea of the proof of (A.4) is the following. In order for §{) to be a variation
of some function, it is necessary and sufficient for the integral of §() over any closed
curve ["in A to be zero:

%30 =0. (A.6)

r

Suppose that in A, every closed curve is a boundary of some two-dimensional
surface, 3. At every point of 3, we take two linearly independent vectors contin-
uously changing along 3. Denote the infinitesimally small increments along these
vectors by u* and §'u*. According to the Stokes theorem,

f 50 = / (850 — 85'Q2). (A7)
r 3

Due to the arbitrariness of the curve I' and the surface 2, it follows from (A.6)
and (A.7) that () is holonomic if and only if (A.4) holds at any point, u*, for any
infinitesimally small increments u* and 8'u*.

It turns out that this statement can be generalized to infinite-dimensional spaces
[298, 299], and (A.4) is the criterion that the functional §() is holonomic.

Example 1. Consider the functional §() of the form

§Q0) = / F (x, u, uj, u,-j) Sud"x, (A.8)
v

where x = {xi} € R,, uj = u;, ujj = u;j, and F is a twice continuously
differentiable function with respect to its arguments. The function F' (x, U, Uj, U; j)
can be considered as an operator acting on u (x). Operator F is called potential
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if 8() is a variation of some functional. Let us obtain the conditions for §{) to be

holonomic, or, equivalently, for the operator, F, to be potential. For simplicity we
will assume that the admissible functions are zero on dV:

Su=0 onadV. (A.9)

The variation of the functional §() is

880 = /(aF 8 +—(a/ )+ — or (8'u), >5ud”x.
ij

u; u;

According to (A.4), the following equality holds:

f oF s + or (8'u) oF (8'u),; ) Sud"
o u; it 814,] " -
Vv
a ! n
= —5 +—(3 )i+ o (5u) 8'ud"x. (A.10)
Ju
\4

Let us put the left-hand side of (A.10) into the same form as the right-hand side.
To this end, we need to move derivatives from §'u to Su using integration by parts.
Taking into account that the integrals over the boundary of V are zero due to (A.9),

we can write
oF oF ,
f (8 u) Sud'x = —/ —dSu ) S'ud"x,
auz 6u,~ i
1% % '

JoF JoF
/ (8 u) Sud"x = / (—514) 8'ud"x. (A.11)
v 4

au,j Ujj

Due to the arbitrariness of §'u in V, it follows from (A.10) and (A.11) that the

equality is true:
oF oF oF
—ou—|—odu) +|{—du| =
u u; K aui,- i

= —8u+ —(814) + o, (814),} (A.12)
ij

This equality holds at any point of the region V for an arbitrary function du. At
every point, du and all derivatives of §u can be considered independent. Therefore,
the coefficients at du, (8u);, and (Su); ; should vanish. The coefficient at (Su); ;18
equal to zero identically. Setting the coefficient at (du); equal to zero, we get the
condition
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Rl —) (A.13)

au,- axJ au,-j

The coefficient at du is equal to zero due to (A.13). So, the necessary and suffi-
cient condition for the functional (A.8) to be holonomic is (A.13). It is easy to check
that when F = §L/Su, where L = L (x, u, u;), the condition (A.13) is satisfied
identically.

It follows from (A.13) that when F = F (x, u), functional (A.8) is always holo-
nomic, and when F = F (x, u, u;) (0F /du; # 0) it is always non-holonomic.

Let us show that in the holonomic case F can depend on the second derivatives
only linearly. Indeed, a more detailed version of (A.13) is

oF 9*F 9*F 9*F 9*F

— — - Mj - ukj —
dut axJ du;; oudu;; oupdu;; ou;joug

Uklj = 0.

The third derivatives of u are present only in the last term, and, since u and the
derivatives of u can take on arbitrary values at any given point,

9*F
ou;jduy

)

which proves the statement made.

Holonomic integral functionals. Similarly, one can investigate when the function-
als of the form

§Q = f F,. (xi, u*,u’, ..., ul’]‘,N) Su>d"x (A.14)
v

are holonomic. In (A.14),

o
ur . =

el = gyl gxie’

and F,, are functions of u#* and their derivatives up to the order N, differentiable
the necessary number of times.
We assume that #” on 9V satisfy the conditions

»

., ou* . u
ulgy = g “on =uy, 2
n lay n= lav

=i, ... (A.15)

where d/dn is the normal derivative on dV. The number of given derivatives de-
pends on N. When N is even, this number is N /2 (including the derivative of
the zeroth order), and when N is odd, the number is (N + 1) /2. The boundary
conditions (A.15) are equivalent to prescribing on dV functions, u*, and the corre-
sponding number of their derivatives. Therefore,
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Su*=0, sur=0, du”

l iliz

=0,... on dV. (A.16)

The condition (A.4) for the functional (A.14) yields the equation

N—k .
(:)F% k+s s 0 aF%’
ou” . Z D™ Gl Axik+l . dxiks Qu* ’ (A-17)

i1k s=0 Epeedbeg 1o lhgs

which has to be satisfied identically for any functions u* (xi ) Here, C}' = ﬁ,

and to write the equations in a compact form, the following convention is accepted:
if a quantity, Ti-i& is encountered in the sum for k = 0, that means that this
quantity does not have any indices; in particular, u;* ; for k = 0, coincides with the
zeroth derivative of u*, i.e. u*.

Example 1 (continued). In the case of the functional (A.8), the conditions (A.17)

contains three equations corresponding to k = 0, 1, 2. Equations for k = 2, are
identities; for k = 0, 1 the equations are

OF OF 9 OF N > OF
u ou  oxtou;  Ox'axs duy;’
oF JIF ) Jd oF

8_u,- au[ dx/ 314,'/‘.

(A.18)

The second equation (A.18) can be rewritten as (A.13), while the first is an iden-
tity due to (A.13).

Example 2. Let F,, depend on the derivatives of #* not higher than the second order.
Then (A.17) is reduced to the three equations corresponding to k = 0, 1, 2:

OF, 8F. §F, 0F. 8 0F. R O

ur  sur’ <8u” T owr axi gur | axioxi du;j >

IF,, IF,, 9 OF,.

o T our | Cox) ouf

O _ 0Fe (A.19)
auf; aufj

Using the third relation (A.19), the second one can be written as

i 3 = i 3 3
ox' dug; ox' \ ouj; ou;

9 0F. 0 (aF%f 8F%f>
It can be put in a symmetric form:

0F,, O0F,,
— =0.
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Here we used the notation for the variational derivative,

SF _9F 9 oF

(S_Mi - 814,- 8xi 814,-,- '

Similarly transforming the first equation (A.19), we get the following holonomic-

ity conditions:
oF, dF, 1 9 (8F, SF.
our  our  20x \su¥  Sur )’

L 1

8F,, O0F,.

— =0,

Sur Su?

oF,, O0F,.

— — =0. (A.20)
au;; 8ui’;

Note that the general holonomicity conditions (A.17) can be written more com-
pactly by means of the following construction. Consider u#* as functions of n 4 1
variables, x’ (i = 1,...,n) and an auxiliary variable, T (u" (xi) =u* (xi, r) for
t = 0). Let us introduce the “Lagrangian’:

: u*
L = F% l’ %7 ?{’
()
Then (A.17) are equivalent to
SL
— =0, (A.21)
Su*

where the variational derivative is taken with respect to the functions u* (xi, ‘L’), and
then t is set equal to zero.

The potential. If the conditions for the functional §{) to be holonomic are satisfied,
then the “potential,” I (1), can be found from by the equation

u

1(u)=/59,

uo

where the integral is taken over some path in the functional space connecting a
fixed element, u(, with the current element, u. Usually, the potential of holonomic
functionals is easy to guess. The holonomicity condition is useful in cases when the
existence of the potential is not obvious.

Expanding the functional space. Some functionals can be made holonomic by
expanding the set of functions on which they are considered. A number of examples
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of this kind will be given in the next appendix. Here we consider one common
indication for such a possibility.

Let two continua occupy regions V| and V,, respectively. These two regions have
a common piece of boundary, ..

The variational equation for the first continuum has the form

§(I) +8A; = 0.

We need to decide whether this variational equation is holonomic. Let the varia-
tional equation for the second continuum and for the system ‘“continuum 1 + con-
tinuum 2” be

§(L)+8A, =0, 8(I)+ L) +8A; =0.

The functional, § A ,, describes the action of the surrounding on the system “con-
tinuum 1 4 continuum 2.” From these variational equations,

8A1p =8A1 +5A;.

If the functional, § A}, is holonomic, then the variational equation for the first con-
tinuum is also holonomic, since

SA; =8A1n+8(D).

The holonomicity is achieved by expanding the set of field variables by including
in this set the field variables of the second continuum.

The variational equation for the first continuum is holonomic, in particular, for
8A1, = 0. This is true, for example, in the case of an isolated system ‘“continuum
1 + continuum 2,” or in the case when the boundary of the second continuum is
clamped.

Example 3. Consider an elastic body which has a common piece of boundary, 3,

with a rigid body, T. We assume that the elastic body is “glued” to T along 2. The

rest of the boundary of the elastic body could be subjected to external surface force.
The virtual work of forces, acting from the rigid body on the elastic body,

t
SA = / / fidx'dodst, (A.22)

fh 3

can be expressed in terms of work on the infinitesimally small displacements and
rotations of the rigid body, 87" and §¢' (see (3.47)):
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t
SA = / (Fidr' + M;s¢")dt (A.23)

fo

where F; and M; are the total resultant and total moments of forces acting on the
elastic body:

F =ff,da, M, =5ijk/fj (x* = r* (1)) do.
s 3

If F; and M; are some prescribed functions of parameters, r' () and ozé (),
defining the motion of the rigid body, §A is, in general, non-holonomic. However,
if the rigid body does not experience other external actions than those from the
elastic body, then § A is holonomic on the expanded set of variables, including the
functions, r' (r) and &/, (1), because the following variational equation holds:

n t
S/ICTdt—/(F,-(Sri + M;3¢')dt =0,
fo

to

where K7 is the kinetic energy of the rigid body, a known function of dr'/dt, o
and da! /dt. The potential of §A is the action of the rigid body.

This is an example of the expansion of the functional space suggested by a
physical reasoning. Using “non-physical” expansions, one can put any system of
equations in the form of Euler equations of some functional. An example of that
was given in Sect. 1.8.

B. On Variational Formulation of Arbitrary Systems
of Equations

Consider a system of equations and boundary conditions,

F ; ou” o*u* 0 inV
X, — — .. ) = inVv,
axt  oxlox/

. du*
S (x’ ,) =0 onaV. (B.1)

T 9xi

We are going to discuss the following question: in which cases this system of
equations is Euler system of equations for some functional?

There is a certain difficulty in getting the answer caused by the possibility of
transforming the system of equations by, e.g., multiplication on some functions of
x', u*, 9u” /dx', or by substitution of the required functions. As a result, the system
may lose (or acquire) the property of being Euler system of equations.
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Example. Consider on the segment [0, a] the boundary value problem

d2
F= P(x) 5 +4q (x) + r(u+ fx)= (B.2)

u0)=u(a)=0. (B.3)

We form the functional

a

8Q=/F8udx. (B.4)
0

If this functional is holonomic on the set of functions selected by the conditions
(B.3), then (B.2) are the Euler equations.
From the holonomicity conditions (A.13) for the functional (B.4), we have

d
q(x)— d—p(X) =0. (B.5)
X

If the functions, p (x) and g (x), do not satisfy (B.5), then the functional (B.4) is
not holonomic and (B.2) cannot be the Euler equation for a functional of the form

a
du
/L <x u, —)dx
dx
0

Let us show that (B.2) can be transformed in such a way, that it becomes a Euler
equation. Let us make the substitution u — v:

ux)=bx)vx).

The equation takes the form

2

d
d 2bv+qd—bv+rbv+f—O (B.6)

Now we choose b (x) in such a way that (B.6) satisfy the criterion (A.13). Then
b (x) must satisfy the equation

b (x)
- [b(x)P( = 2d—17( xX)+qx)b(x).
This equation has the following solution:
_j g(x)dx
b(x)=cpx)e © " ¢ = const. (B.7)

For definiteness, we set ¢ = 1.
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The equations and boundary conditions for the function v (x) become

d _ _ d’*b db
G=—0bxp)+rvx)+ fx)=0, F=rb+p-—+qg—, (B3
dx dx dx

v(0)=v(a)=0. (B.9)

The functional

/ Gdévdx
0

is holonomic on the set of functions satisfying (B.9). Itis easy to guess the functional
for which (B.8) is the Euler equation:

a

2
/(b(x)p(X) (%) —Fv? —2f(x)v>dx. (B.10)

0

The holonomicity was achieved by a change of the required function.
It could also be obtained by multiplying (B.2) by 1/b (x) where b (x) is the func-
tion (B.7). Then, (B.2) becomes

d (pdu r
() 4 ~0.
dx (bdx>+bu+f

It is the Euler equation for the functional

h p (du 2y 5
f Z<E> —Bu —2fu |dx. (B.11)

0

The functional (B.11) becomes the functional (B.10) after the substitution
u— v:u = bv.

Another complication is related to a hardly formalized requirement that the vari-
ational principle sought has some physical meaning. Without such a requirement, it
is easy to construct various “non-physical” variational principles, which are of little
or no interest. For example: the solution of (B.1) minimizes the functional

fF%F”dv+/f%f”dA.

Vv 2%
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There are no sensible answers to the posed question. However, the search for
these answers lead to the formulation of a number of nontrivial “non-physical” vari-
ational principles.

Morse-Feshbach principle. Consider the Cauchy problem for the heat conductiv-
ity equations

u, = kAu + f, (B.12)
ulpy =0, ul,o=0. (B.13)

in a four-dimensional region V x [0, T'].
It is easy to obtain from (A.17) that there are no functionals of the form

T
. Ju Ju
L(x',t,—,— |dVdr
Jat  ox!
0 v

for which (B.12) would be the Euler equation.
Let us introduce the adjoint boundary value problem

—v, = kAv + g, (B.14)
U|8V = 0, U|t:7‘ =0. (BIS)

and consider (B.12), (B.13), (B.14) and (B.15) as a system of equations for two
functions, u and v.
Then, (B.12) and (B.13) are the Euler equations for the functional

T
// (utv + ku vt — fo— gu) avdt (B.16)
0V

with the constraints (B.13) and (B.15).

Generalization. Let u, v be elements of some Hilbert space, H, (u, v) the scalar
product in H, L — the linear operator acting from H to H, L* — the conjugate
operator, i.e. the operator which is defined by the equality

(Lu,v) = (u, L*v)

which holds for any « and v.
Then the equations

Lu=f Lv=g (B.17)

are the stationary points of the functional
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D u,v)=(Lu,v) = (f,v) — (g, u).

Indeed, (B.17) follow from the equations

8D = (Ldu, v)+(Lu, dv)—(f, Sv)— (g, du) = (L*v - g, 8u)+(Lu — f,6v) =

Gurtin-Tonti principle. Consider the Cauchy problem

du (t)

=f@, (B.18)
u0)=0 (B.19)
on the segment [0, a]. The functional

/ <d” @ _ (r)) Su (t)dt

0

is obviously non-holonomic. Let us consider a different functional,

asf %),

on the set of continuous differentiable functions selected by the condition (B.19).
Here, (du/dt — f)|,_, is the value of the function du/dt — f at the pointa — .
Let us check whether the holonomicity condition (A.4) is satisfied:

[ ds
550 = / aou
dt a—t

0 0

r dsu
= [ sum ==
/ u(t) e

0

Su (t)dt (B.20)

Su (t)dt = —/ ddu (T)Su (a —t)dt =
dt

dr = 88'Q.

a—rt

Consequently, the functional (B.20) is holonomic. It is easy to guess the corre-
sponding potential,

I () ljd“

u)=—-[ —

2 dt
0

Note that the Lagrangian in the functional (B.21)

u(t)dt—/f(a—t)u(t)dt. (B.21)

a—t
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L=12 w- fa-nun
= - — u@)— fa—1tu
2dt|,,
is nonlocal.
The analogous principle holds for the Cauchy problem for the equations of
second order:

2
U =0, 0<i<T, (B.22)
_ du (0) _
=0, —=-= (B.23)

On the set of functions u (0) = 0, the extremals of the functional

T
) = /du
W=5 ) ar

satisfy (B.22) and the second relation (B.23). Note that the condition du (0) /dt = 0
turns out to be the natural boundary condition for the functional (B.24), while the
“natural” functional for (B.22) with a local Lagrangian

5/(‘”‘) dt—}—/f(t)u(t)dt
0

does not feel this boundary condition.

The variational principles for (B.18), (B.19), (B.22) and (B.23) can easily be
extended to the Cauchy problems for linear parabolic and hyperbolic systems of
equations.

dt — /f(T—t)u(t)dt (B.24)
I dt

C. A Variational Principle for Probability Density

The close relationship between first-order partial differential equations and ordi-
nary differential equations is well known. In analytical mechanics, its counterpart is
the relationship between the Hamilton-Jacobi equation and Hamiltonian equations.
Since Hamiltonian equations can be obtained from the variational principle, it can
be expected that a certain variational principle also exists for the Hamilton-Jacobi
equation. That variational principle cannot be of the same type as the ordinary inte-
gral variational principles because Euler equations for them are partial differential
equations of at least second order, while the Hamilton-Jacobi equation is a first-order
equation. Here we formulate and prove the variational principle for the Hamilton-
Jacobi equation. We show that a natural construction in terms of which the varia-
tional principle can be formulated is the Gibbs ensemble of statistical mechanics;
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the varied functional is the mathematical expectation of the action of analytical me-
chanics, while the Hamilton-Jacobi equation is the Euler equation corresponding to
varying the probability density function.

Consider a mechanical system with generalized coordinates ql, qz, ..., q", mo-
menta pp,..., p,, and the Hamiltonian H(p,q,t), p = {p1,.--.Pn}, 9 =
{ql, cee q”}. Let us take an ensemble of such systems with the probability density

function f(p, g, t). In this ensemble the velocities, p, ¢, of the points representing
the system in the phase space, R, can be viewed as functions of p, ¢, ¢. The function
f (p, g, t) then satisfies the continuity equation

9 alg'f J(pi
of L olds) ik C.1)
at aq' dpi
All indices run through the values 1, ..., n.
We introduce some ‘“Lagrangian coordinates” of the system’s trajectories — the
functions 7, (p, q,t) (a = 1, ..., n) which are conserved along the trajectories:

J1T, L 07T, . 0my,
f— i = 0. C.2
py +q Py +p p; (C2)

Consider the functional

1=f/[piq'i (p,q,t)—H(p,q,t)]f(p,q,t)dpdth—/tp(q,ﬂ)f(p,q,tn)dpdm
o R R
(C.3)

Here ¢ (g, ) is considered to be a given function of the arguments ¢’ and 7, and
f(p,q,t)foreacht is assumed to be decaying in R at infinity with a rate sufficient
for the convergence of the integrals.

The first term in (C.3) has the meaning of the mathematical expectation of the
action functional of analytical mechanics; the second term, as will be seen, is related
to the momentum flux at r = #,.

Consider the stationary points of the functional (C.3) on a set of the functions
f(p,q,t), pi(p,q,t), qi (p,q,t), and 7, (p, q,1t), subject to constraints (C.1),
(C.2), and the initial conditions

f=v(g,m)

am
—‘ for t = 1y, (C4)
ap

where Y (g, ) is a given function, and |drr/dp| is the determinant of the matrix
97t/ pill.

Variational principle. At the stationary points of functional (C.3), the functions p;,
q; satisfy Hamiltonian equations; the Lagrange multiplier for the constraint (C.1)
satisfies the Hamilton-Jacobi equation.
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Indeed, let us write down Euler equations of functional (C.3). Denote by « and
0, f the Lagrange multipliers for the constraints (C.1) and (C.2). Euler equations are
then found by varying the functional

/ 3 of  9(d'f)  aGnf)
/ / |:(p[q —H) f+a (5 =gt o )
T R

ong ., 0mg . 07,
+0°f (7 +4' Py + pi ap )}dpdth —/w(q,n)f(p,q,tl)dpdq.
R

i

In R we obtain the following equations: by variation of ¢’ (p, g, 1),

oo + a9 (C.5)
o P = PDi, .
by variation of p; (p, q, 1),
d d
9% _gaTla _ (C.6)
api api
by variation of f (p, q,1),
» oo L 0o . da Jar, 01Ty, . 0my,
O — H— — — ' — — p— + 0 +q'— i =0, (C7
piq o oq Di 0 ( o T4 g Di ap,-) (C.7)

by variation of 7, (p, g, t),

O f) 904 f) 90 pif)
Y agi + api

0. (C.8)

The variation of « and 6, yields (C.1) and (C.2). The equations hold in a region
of space R where f > 0.

By virtue of the arbitrariness of the variations § f and 87, at t = t;, we obtain the
additional relations

a=¢(g,m) att=rt, (C9
ea—;%z at 1t =1,. (C.10)
Variations at t = 1, yield the equality

/ (a8f +0° f874)|,_, dpdq = 0. (C.11)
R
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It will be shown further that equality (C.11) is fulfilled automatically by virtue of
(C.4) and (C.6).

We now proceed to the analysis of (C.5)—(C.10). Equation (C.7) can be re-written
by using (C.5) and (C.6) in a simpler form:

Jo 2 97a

Jat Jat

+H(p,q.1)=0. (C.12)

Suppose that functions 7 (p, g, t) at each g, t determine a one-to-one mapping p <>
7 so that p can be considered as functions of ¢, ¢, w: p = p (7, g, t) and

lorr Jap| # 0. (C.13)

Then all the functions of p, g, and ¢ can also be considered as functions of 7, ¢
and 7. In particular, « = « (7, g, t). Equations (C.5) and (C.6) in terms of « (7, ¢, )
take a simpler form:

B = pi, (C.14)
a = 0. (C.15)

By 0;« and 9« we denoted the partial derivatives of o with respect to ¢; and 7, at
constant i, t and ¢, t, respectively. Equations (C.14) and (C.15) define a canonical
transformation of p, ¢ — m, 6 (see [4]).

By virtue of (C.14) and (C.15), (C.12) can be rewritten as a Hamilton-Jacobi
equation for the function « (7, g, 1) :

g+ H (90, 9", 1) = 0. (C.16)

Here 9, is the time derivative of « at constant 7, ¢.

Equation (C.16) together with the initial condition (C.9) form the Cauchy prob-
lem for the function «.

Note that the assumption (C.13) is satisfied if the determinant of the matrix
Ua%p /9q;dm, H is nonzero and #; — t; is sufficiently small. Indeed, for small #; — 7
and smooth ¢ and H, one can guarantee the unique existence of a smooth solution
to the Cauchy problem (C.16) and (C.9) (see §47 in [4]). By virtue of (C.14), the
determinant of the matrix ||dp;/dm,|| coincides with the determinant of the matrix
”aza/ aqiana| ; due to (C.9), at + = 1 it coincides with the determinant of the
matrix ||62(p /0q;0m, || By continuity, it will be nonzero over a sufficiently small
time interval.

Let us show now that at a stationary point the Hamiltonian equations hold:

, oH . oH
pi=—7—> 4¢=—7—. (C.17)
dq' api
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We will need the auxiliary equations

00 o, 009 dm, 00“ o,  00“ om,

aqi aqi  oqi ag' " ap;ap; op; api

a0 871,1 _ a0 aﬂa —Sj (C18)

ap; 9q’ dq' dp; T

These equations can be obtained by differentiating (C.5) and (C.6) with respect to
Pi> qi :

o 0 om, . 9w,

— + ——— +0'——— =0,
dq'aq’  0q’ dq’ dq'aq’

afa a0 0, L g 82715,. _ s
dq'dp;  Ip; Iq’ apjoqt "

Pa_00°0m g, P
dg'dp; 9q'dp;  dqidp;

9% 90° 9%,

apidpj  IOp; Ip; dpidp;

In the first equation we eliminate « and 7, by alternating over i, j. That gives the
first equation (C.18). Similarly, from the last equation we obtain the second equation
(C.18). Subtraction of the second and the third equations yields the third equation
(C.18).

Let us differentiate (C.12) with respect to p and ¢g. Making use of (C.6) and (C.7)
we have

am, 004  90“ am, oH
agi ot gt ot dg'’
dm, 004  90° am, oH

ap: ot ap: ot ap:

Substituting here drr, /9t in terms of p, ¢ from (C.2) and 96 /9t from the equation

aea+,iaea+_ 90 _
ot qaqi p’api_

which follows from (C.8) and (C.1), and making use of (C.18), we obtain the Hamil-

tonian equations (C.17).
Equation (C.1), by virtue of Hamiltonian equations (C.17), is transformed into

the Liouville equation

8f+aHaf aHaf_O
at  apidqt gl api
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The system of equations obtained can be solved as follows. First we solve the
Cauchy problem (C.16) and (C.9). From its solution « (7, ¢, t), we find from (C.14)
the functions 7, (7, g, t). The values of these functions are substituted into the initial
data (C.4), and the initial value f (p, g, tp) of the function f is found. The Cauchy
problem is then solved for Liouville equation (C.1) and (C.16). The functions 6¢ are
reconstructed from « (7, ¢, t) using (C.15).

If ¢ = g;m;, then “the Lagrangian coordinates” m,, by virtue of (C.14) have the
meaning of momenta at the final time point t = ¢;, and v (g, ) have the meaning
of the density of the simultaneous distribution of the initial coordinates and the final
momenta.

Equation (C.10) is satisfied as an identity due to (C.15) and (C.9). We will show
that (C.11) is also satisfied as an identity.

Let us find the variation of the function f at t = #y. To this end we need the
equality

am
ap

am
ap

a7,
o,

(C.19)

which is obtained in the same way as (4.19).
According to the initial condition (C.4) and formula (C.19), we have for the vari-
ation of the function f,

5f = 61//8% g y o adm, _ o 6(1/;8710)'
g, ap ap| om, ap oy,
Therefore
o | d (Yém,
/a&fdpdq =/oe aid Ma’pdq =
ap Jm,
R R

a

3 (Y7,
- / a%dndq - / Vdgadmadndg = — f fo.admadpdg. (C.20)
R R R

From equality (C.20) it follows that relation (C.11) is satisfied identically by virtue
of (C.15). This completes the proof of the variational principle stated.
Note that the constraint (C.2) could be replaced by the constraint

9 (a f) " a(ﬂaqif) n d(api f) _ 0.
ot aq' Jdpi
in which case the Lagrange multiplier for constraint (C.1) would have the meaning
of Legendre transformation of the function « (1, ¢, t) with respect to 7, and would
be a function of 6, ¢, ¢.
If the function v (g, 7r) is chosen as the §-function, then the variational principle
becomes the Hamilton principle for a mechanical system with given coordinates g
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at t = ty. The values of momenta at ¢+ = ¢#; are obtained as the natural boundary
condition. One can modify the variational principle for the case when the positions
of the particles at ¢t = 1y and r = t; are given. Then, instead of n “Lagrangian
coordinates” m,, 2n Lagrangian coordinates should be introduced, half of which
take the given values at t = #; and the other half at r = ¢,.

D. Lagrange Variational Principle

To derive (1.40) we have first to find the variation of the action functional. To this
end, it is convenient to get rid of the constraint (1.36) by means of a Lagrange
multiplier. We consider an auxiliary variational problem which contains an extra
unknown function, A (¢), and has a modified action functional,

I= /(K+/\ (t)(K4+U—E))dt. (D.1)

We denote the integrand by L :
L(g,q,») =K+\()(K+U—E).

Note that this function is not necessarily equal to K —U.

At the stationary trajectory the variation of functional 7 must vanish for all ad-
missible variations 8¢, 6¢; and SA.

We will work with a more general functional,

4

1(q @), m) = /L(q,q',wdr, (D2)

fo

not assuming that L =K+A (K+U —E). The difference from the Hamilton varia-
tional principle is that the upper limit of the integral is also varied.
Let us give infinitesimally small variation to the trajectory and the arrival time,

g ) =q@)+38q ), t; =11+ 81,

and consider the difference,

’

12

: d(qg+35 / d
I(g' (). 6))—1(q (). 1) =/L (q+8q, %,t)dr—fL (q, d—ct],t)dt.

I fo
(D.3)
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To obtain §1 we have to keep only the terms of the first order in (D.3). Note that
the domain of integration of the first integral in (D.3) differs from that of the second
integral. To perform the calculation it is convenient to write down the first integral
in (D.3) as an integral over the segment [f, f;]. Therefore, we consider a mapping
of [19, 1] onto [z, 1]:

' =t'(t)=1+6t.

Here 41 is an infinitesimally small smooth function of time which is zero at t = #y
and equal to §¢; att = ¢;. Thus,

/
h

d(g (t') +8q (¢
M@m¢0=/LG0?+MO% @OM'””U>M (D.4)

dr’
o
1

= /L <q (¢ ) + 54 (' 1)), d(q (1" (1)) + 8q (1 (t))),t'(t)) d_t/dt.

dt’ dt

1)
Let us introduce the total variation of g (¢), Sq, as the difference of the values

of the function, ¢’ = ¢ + 3¢, at the shifted point, #’ (¢), and the function, ¢, at the
point ¢ :

Sqg=q (') —q ).

Obviously, up to the terms of higher order,
5 , dq
oqg =¢q (t+8t)—q(t)=8q+58t.

. d
The operator § commutes with the operator e

d dg’ d d 8 d d
g4 _da _da_dlgtdg) dg _ d, (D.5)
dt dt dt dt dt dt

~ <d d ~
The operator 6 does not possess such a property: (SE and E(S are different and

linked by the relation

~d d - dg dét
544 _ 25, 44900 (D.6)
dt dt dt dt

This relation follows from a chain of equalities:
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sda _ dq' (1) _dq (1)
dt dr’ dt
t'=t'(t)
_Mﬂ_d_q_(d_u@) <1+@)—1_d_q
dt dv  dt dt dt dt dt
(o By (i) da_dhy_dadn
dt dt dt dt dt dt dt

Let us show that the variation of the functional / is

fo

where the function H is defined as

H=-—¢ —L.

551

SL - SL d [ 9dL .
81_/ —38q" — —4'8t + — —8’ Hét ) |dt (D.7)
3q! (Sl dt

% (D.8)

Indeed, expanding the integrand in (D.4), we have

I

~ d ~d dst
I(q'(t),t{)=/L(q(t)+8q,£+5£,t+81) <1+Z>dt

fo

I3t .
dq oL . . 9oL .dq" IL dét
= Llg, —.,t -8q' —4 1+ — | dt
/[ (q dr >+6q,4+ ](*w)

aq' dt ot
)
t ~ .
=1(q () t)+/ L g+ (D4 _ ) Oy P g
- rt.n agi T T agi Uar dt ot dr |
1o

Integrating the second term in the integrand by parts, we find

t
51—/ oL 5gi+ L aLs Lse - m % | (D.9)
N 8qi KNP ¢ o ’ '

dt
o

It may be checked by inspection that there is an identity,

Sl L D.10
dt 8q’q ot ( )
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aL
where o is the partial derivative of L (g, g, t) with respect to ¢t (with ¢ and g held
fixed) and o is the derivative which takes into account the change of all arguments

oL
with time. Substituting o found from (D.10) into (D.9), we obtain (D.7).
After moving the terms with time derivative to the boundary, (D.7) takes the form

I3

SL . . 8L .. oL - . i
8q' 8q' aq' o

fo
The admissible variations g must be zero at the ends of the integration domain,
Sg=0at t =19, 1, (D.12)

because ¢ (t) are prescribed at the ends: both ¢ () and g (¢) + Sq (t) must be equal
to qo and g at t = fy and ¢t = t;, respectively. Actually, the possibility of writing
the constraints for variations in such a simple form is the major motivation for using
the variation 8¢ instead of the variation 8¢. For zero 8¢ at the ends, the third term
in (D.11) vanishes.

Variation §¢ must be zero at t = #y. At all other points of the segment [z, #;] the
variation 4t is arbitrary.

Let us first take 6+ = 0. Then, from the equality §/ = 0, the expression for
81 (D.7) and the main lemma of calculus of variations, we obtain the system of
equations

SL
=0

— = D.13
= (D.13)

Now allow §¢ to be non-zero. The first two terms of (D.11) are zero due to (D.13).
Therefore, the equation, §/ = 0, yields the condition

H=0 fort=1. (D.14)

The equations obtained are valid for an arbitrary (smooth) function L. Let us
return now to the Lagrange function of the Lagrange variational principle,

L=K+Mt)(K+U—-E). (D.15)

We have a closed system of equations for n 4 1 functions g; (¢), A (#) comprising
the energy equation (1.36), (D.13) and the boundary conditions (1.37) and (D.14).
Let us show that the function A (#) can be found explicitly. From (D.15), and the
definition of H (D.8),
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K .
H=F(1+A)q’ —K—-2K+U-—E).
q

Using the homogeneity of kinetic energy, (1.33), and the energy equation (1.36),
we see that

H=(0+2)K.
According to (D.13) and the identity (D.10),

dH _ aL
dr — o’

The explicit dependence of L on time is due only to the the dependence of L on
A, and therefore

oL oL di KlU—E di
Gt_a/\dt_( + )dt'

Therefore, in addition, d H/dt = 0, and H = (1 4+ 2X) K = const. The bound-
ary condition (D.14) shows that this constant is equal to zero. Since K # 0, we
have 1 +2A = const. So, function A (¢) is constant and is equal to —%. For A = —%,
function L, up to a constant, is half of the difference of the kinetic and the potential
energy,

1 1
L=-(K- —E. D.1
S (K=U)+ 3 (D.16)

For the function L (D.16), (D.13) are equivalent to Lagrange equations (1.40).

Apparently, the factor % and the additive constant %E are not essential in writ-
ing down the dynamical equations, and one can replace function L (D.16) by the
function (1.41).

E. Microdynamics Yielding Classical Thermodynamics

As we have seen, the Hamiltonian structure of the equations of micro-mechanics
yields the laws of equilibrium thermodynamics. The question arises: How impor-
tant it is that the equations of micro-mechanics are Hamiltonian? In other words:
Could non-Hamiltonian equations of microdynamics yield the equations of classical
equilibrium thermodynamics? It turns out that the class of such equations is indeed
slightly wider than the class of Hamiltonian equations.

To formulate the answer, it is convenient to introduce coordinates x*(u =
1,...,2n) in the phase space, xl = Ply..., X" = p,,,)c’“rl = ql, X = q"
and write down the Hamiltonian equations (1.63) in the form



554 Appendices

W JdH (x)
axv

=

(E.1)

where w"" is a constant antisymmetric tensor:

1l u=n+1,v=u
o= -1lu<nv=n+nu
0 otherwise

Tensor w*’ has a non-zero determinant. Therefore, one can introduce an inverse
tensor, i.e. the tensor obeying the equations

Q0" =8, (E.2)
with 8 being Kronecker’s tensor:
(S)‘ _ 1ifA=v
VT 0ifA#

Tensor (), is antisymmetric. Contracting (E.1) with €),,, and using (E.2) we obtain
another form of the Hamiltonian equations,

o 0H)
Q,, 1" = . E3
wr ax"” €3

If one makes a general coordinate transformation then ), and w** transform in
accordance with the tensor laws. If the Hamiltonian equations are written in arbitrary
coordinates, the tensors "’ and (), are certain functions of those coordinates.
These functions are not arbitrary because there are special coordinates {p, g} for
which (E.3) takes (locally) the form of the usual Hamiltonian equations (1.63). It
turns out [5] that the sufficient and necessary condition for the system (E.3) to be
Hamiltonian is

00y, 0, 0,
ax* dxH axV

=0. (E4)

Equations (E.4) are equivalent to the existence of functions P, (x) such that

0P, (x) 9dP,(x)
Q= —7 — .
dx axH

The coordinate system in which equations (E.3) takes the form (1.63) is the system
where the differential expression P, (x)dx* takes the canonical form pidg' +...+
pndq”. Some natural reasonings on the features of micromotion show that equa-
tions of micromotion should have the from (E.1) with @*” being functions of phase



Appendices 555

coordinates. These equations yield the laws of equilibrium thermodynamics if the
tensor w"¥ obeys the condition [50]

9 (La)’“’> =0 (E.5)

where w = det ||w""|| . This condition is weaker than (E.4): one can show that (E.5)
follows from (E.4) but not vice versa.
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The diversity of topics considered makes it impossible to give a comprehensive
literature review. The bibliographic comments given here are based on the papers
which turned out to be in the view field of the author, and make no pretence at
completeness.

Chapter 1

The history of variational principles can be learned from the collection of the
original papers [248]. It is considered also in the books by E. Mach [195], A.
Mayer [207], F. Klein [149], C. Lanczos [170], and H. Goldstine [116]. There are
many excellent books to master in Hamiltonian mechanics; we mention just a few:
Arnold [4], Arnold, Kozlov and Neistadt [6], Landau and Lifshits [171], and Licht-
enberg and Liberman [182].

Chapter 2

There is a tremendous wealth of literature on thermodynamics. The key contri-
butions to the “derivation of thermodynamics from mechanics” were made by
Boltzmann, Gibbs, P. Hertz, Birkhoff, Khinchine and Kubo. The treatment of ther-
modynamics in this chapter closely follows the author’s monograph [46], where a
historic review and the references to the original papers can be found. A gener-
alization of the Einstein formula for finite-dimensional Hamiltonian systems was
obtained in [43], the quasi-Hamiltonian structure of equations of macrophysics was
suggested in [44] and later justified in [50] where the notion of the secondary and
the higher order thermodynamics was also introduced. A proposition that entropy in
secondary thermodynamics is decaying in isolated stable systems was made in [54].

Chapters 3 and 4

The contents of these chapters is standard. As an additional reading one can use
the text books by L.I. Sedov [268, 269], .M. Gelfand and S.V. Fomin [110], A.J.
McConnell [208], S.R. de Groot and P. Mazur [87] and a paper by L.I. Sedov [270].
A key point used in the development of models with high derivatives, a proper
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transformation of surface integrals, was made by Kirchhoff. It was applied in the
1960s to the construction of refined elastic models by Mindlin [215].

Chapter 5

Additional readings: S.G. Mikhlin [209, 210, 211, 212], A.D. Ioffe and V.M.
Tikhomirov [138], I. Ekeland and R. Temam [95], R. Rockafellar [256], L.C. Young
[320], J.L. Synge [290], L.S. Pontrjagin [249], R.E. Bellman and R.E. Kalaba [20],
and K.A. Lurie [190]. See regarding inequalities [18, 124, 138, 238, 240], dual vari-
ational principles [7, 26, 81, 95, 131, 138, 232, 250, 274, 290] error estimates of
approximate solutions [151, 209, 220, 221, 250, 280, 290], method of constraint
unlocking [222], and Rayleigh-Ritz’s method [81, 117, 209, 210, 211, 253]. The
treatment of the dual variational problems in the book follows [26]. The idea to
eliminate differential constraints in the dual variational principle was suggested by
Hashin and Strikman in [126]. The treatment of this topic in the book is slightly dif-
ferent from [126] and the studies that followed. The variational-asymptotic method
was formulated in the author’s papers [28, 31]. It was further applied to various
problems in [35, 37, 62, 68, 134, 173]. Nowadays, it is being actively developed the
so-called I'-convergence method (see [74, 75]), which is, in fact, a version of the
variational-asymptotic method. Some exact results in variational problems with a
small parameter were obtained by E.S. Levitin [178, 179, 180, 181]. A link between
the minimization and the integration in functional spaces was mentioned and used
in [48]. Its further applications can be found in [49, 52, 53, 56, 61, 65, 174]. In the
book we do not consider various modifications of the notion of convexity. Besides,
the minimization of non-convex functionals has not been discussed.! This can be
learned from [12, 13, 14, 15, 16, 73, 74].

Chapter 6

There are many modifications of variational principles of linear elasticity the-
ory. Our treatment is focused on three major statements: Gibbs principle, its dual
version — Castigliano principle, and the corresponding minimax principle —
Reissner principle. These three assertions are enough for most applications. The
Hashin-Strikman variational principle is used to obtain the bounds for effective
characteristics of micro-inhomogeneous bodies (see [126, 127, 318] and a review
[214]). Regarding Korn’s inequality [153] see [105, 137, 162, 210, 217, 241, 279].

Chapter 7

Dual variational principle in geometrically nonlinear elasticity was discussed in
[30, 90, 176, 189, 203, 225, 226, 227, 228, 235, 237, 287, 288, 289, 312, 313, 314,
333, 334, 335, 336].

' An exception is the dual variational principle in nonlinear elasticity considered in Chap. 7.
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The stationary principle for complementary energy of semi-linear material was
obtained by L.M. Zubov [333]. W. Koiter [152] noted that the functional of com-
plementary energy can be multi-valued, and it remained unclear how to choose the
proper branch of the functional. Later Zubov described the character of ambiguity
in the dependence of distortion on Piola-Kirchhoff’s stress tensor [336]; a complete
treatment of the problem was given in [38]. The extended stationary principle of
complementary energy was suggested by Fraijs de Vebeke [101] and Christoffersen
[80].

A review of the relations suggested for free energy is given by A.IL. Lurie [189].

An issue of a priori constraints which should be imposed on free energy has been
actively investigated in recent years; one of the first papers was that by Ball [12].

Young-Fenchel transformation of energy of semi-linear material and the corre-
sponding dual variational principle were obtained in [66].

The conditions of phase equilibrium of elastic bodies were derived by Eshelby
[98] and Grinfeld [118, 119]; an extension to dynamics is proposed by Truskinovsky
[297].

Chapter 8

Action functional in dynamical problems is studied in practically all treatises on
classical calculus of variation. Theory of eigenvibrations of linear systems was
created by Rayleigh [253]. A comprehensive treatment of this subject was given
by Courant [81]. Note also the monograph by Gould [117]. A generalization of
Rayleigh’s variational principle to nonlinear vibrations and a variational principle
in Eulerian variables were given in [38].

Chapter 9

The first formulation of variational principle for ideal incompressible fluid was
given by Lagrange [168]. He derived from this principle the dynamical equations
of ideal fluid known now as Euler-Lagrange equations. Variational principle for
fluid with a free surface was suggested by Riabuchinsky [255]. Surprisingly, the
variational principle for a flow over a plane (Luke principle) was found only in
1967 [188]. The hypothesis on the extremal property of the attached mass was sug-
gested by Paolya [238] and proved by Shiffer [275, 276] (see also Payne [239]). A
variational principle in terms of Clebsch’s potentials was suggested by Seliger and
Whitham [271]. The variational principle in dynamics of vortex lines was found by
Berdichevsky [46, 47] and Kuznetsov and Ruban [166]. Further modifications were
done in [49, 53]; an extension to dynamics of vortex lines in compressible fluid is
suggested in [260]. A derivation of the variational principle of vortex line dynamics
from the least action principle is given in [57]. For a vortex filament in unbounded
domain the functional A4 first appeared in the paper by Rasetti and Regge [251]. It
remained unclear though what is a proper choice of kinetic energy. Further analysis
[58] showed that the Rasetti-Regge variational principle yields the correct equations
in the leading approximation, when one keeps logarithmically large terms, and needs
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a correction, reproduced here, if the terms on the order of unity are also retained.
Note that the Hamiltonian structure of the dynamical equations of a vortex filament
in unbounded region, when one keeps only logarithmically large terms, was first
established by Marsden and Weinstein [202] (see also a review in [5], Sect. 6.3B).
The variational principle for open flows was formulated in [46]. Some exact results
on minimization of the action functional of ideal incompressible fluid were obtained
by Shnirelman [278].

Chapter 10

Variational principles in fluid mechanics were discussed in [76, 79, 88, 89, 91, 92,
94,97, 135, 139, 141, 165, 175, 184, 186, 194, 198, 226, 242, 272, 273, 283, 285,
291,292,310, 311, 326, 327]. The Hamilton principle for ideal compressible fluid in
Lagrangian variables was studied by G. Zemplen [329]; he also obtained the discon-
tinuity conditions. A detailed treatment is given in the monograph by L. Lichtenstein
[183]. Variational principles in Eulerian coordinates when the field functions are La-
grangian variables were constructed by Davydov [84], Mauersberger [204, 205, 206]
and Rogula [258]. Herivel [128] noted that by varying velocity, density and entropy
as functions of Eulerian coordinates subjected to continuity equation and the conser-
vation of entropy in fluid particle, one obtains from the Hamilton principle the quasi-
potential flows (v; = d;¢ + 0, S). Lin variational principle was suggested in [185].
Earlier, Davydov [84] noticed that instead of three constraints (10.31) one can use
one constraint (10.39), thus obtaining the correct expression of velocity in terms of
Clebsch’s potentials. However, since the set of admissible functions was not clearly
introduced the necessity to set the constraint (10.31) or (10.39), as was mentioned in
[271], seemed puzzling. The extension of the set of admissible functions described
in the text makes transparent the link between these two variational principles. As
was mentioned by Moffat [218] (see also [76]), presentation of velocity in terms
of Clebsch’s potentials, though possible locally, yields some integral constraints on
velocity.

Pressure as Lagrangian appears for the first time, perhaps, in Hargreave’s paper
[125]; a detailed study was given by Bateman [17].

The variational principle for the functional (10.54) [38] generalizes for com-
pressible case the Luke principle (an attempt of such generalization in [304] was
not successful).

Derivation of discontinuity conditions from variational principles was considered
in [161, 165, 183, 186, 192, 193, 330, 331].

Chapter 11

Arnold’s variational principle was suggested in [3], its generalization to compressible
fluids in [120], other variational principles of Sect. 11.5 in [57], Giese variational
principle in [112], Giese-Kraiko variational principle in [112, 161], Lin-Rubinov
variational principle in [186], variational principles for potential compressible flows
in [17], and other variational principles of this chapter in [38].
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Chapter 12

Regarding the principle of least dissipation see, e.g., Rayleigh [252]. A recent review
of variational principles of ideal plasticity is given by Kamenjarzh [145]. The idea
that variations in variational principles are closely related to fluctuations in physical
systems was suggested by Glansdorff and Prigogine [114], but they did not pursue
it to obtain quantitative statements.

Chapter 13

Theory of motion of bodies in fluids was developed by Thompson and Tait [293]. It
is discussed in detail by Lamb [169] and Milne-Thomson [213], where many exam-
ples of calculation of kinetic energy are given, and by Birkhoff [71]. Kirchhoff [148]
found a number of exact solutions of equations of motion of rigid body in potential
flows. Generalizations to vortex flows are given in [243, 244, 303]. Section 13.3
follows the paper [36]. An example with Basset force was prepared by S. Utkina.

Appendices

The proof of (A.4) in functional spaces can be found in monographs by Vainberg
[298, 299]. Holonomicity condition (A.17) was obtained independently by Tonti
[294] and the author [23]. Holonomicity condition (A.21) was suggested by B.
Kupershmidt (see [197]). Holonomicity condition (A.20) was found in the case of
functions of one variable by Helmholtz. “Non-physical” variational principles are
considered in [121, 122, 133, 196, 259, 295]. Appendix C follows paper [40].
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random structures, 842
two-dimensional, 862
two-dimensional elastic composites, 875

1
indices
Eulerian , 76
juggling, 76
Lagrangian , 76
symmetrization, 81
inequality
Cauchy, 157
Korn, 290
Poincare-Steklov-Fridrichs-Erlich, 162
Wirtinger, 158
integration
functional, 277
invariant, 84
isentropic flow, 461
isovorticity group, 449

J
Jacobian, 74, 84
material time derivative, 85

K

Kolmogorov’s theorem, 802

Kronecker’s delta, 69
decomposition, 592
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L
Lagrange equations, 25
Lagrange function, 25, 42
divergence terms, 279
double pendulum, 31
particle in a box, 31
pendulum, 30
vibrating suspension point, 258
spring, 29
Lagrange multipliers, 224
Laplace’s asymptotics, 763
least action principle, 127, 375
ideal compressible fluid, 455, 462
ideal incompressible fluid, 389, 398
in Eulerian coordinates, 381
minimum action, 44
nonlocal nature, 43
rigid body in ideal fluid, 514
vortex line dynamics, 422
least dissipation principle
heat conduction, 497
plastic body, 503
viscous flow, 499, 500
Levi-Civita symbol
identity, 72
three-dimensional, 72
Levi-Civita tensor
Lagrangian components, 75
three-dimensional, 73
two-dimensional, 591

M
main lemma of calculus of variations, 17, 119
mass, 23
attached, 40, 518
mass density, 85
matrix
inverse , 71, 73
orthogonal, 78
orthogonal , 77
Maxwell rule, 199
metric tensor, 71
contravariant components, 71
contravariant Lagrangian components, 72
Lagrangian components, 72, 75
minimizing sequence, 162
mixing, 48
model
Cattaneo, 101
dislocations, 323
continuously distributed, 328
elastic body, 101
geometrically linear, 285
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geometrically nonlinear, 341
Moony, 343
physically linear, 294
semi-linear, 368
Treloar, 344
entropic elasticity, 103
granular material, 976
heat conductivity, 100
heterogeneous mixtures, 966
ideal compressible fluid, 105
ideal compressible gas, 191
perfect, 191
incompressible ideal fluid, 107
internal stresses, 318
perfect gas, 106
plastic body, 109, 502
von Mises, 111
shallow water, 961
turbulent flow, 978
van der Waals gas, 194
viscous compressible fluid, 107
viscous incompressible fluid, 108
with high derivatives, 134

N
Newton’s polygon rule, 249

P
particle
positions, 67
phase equilibrium
elastic body, 369
liquids, 374
phase transition, 194
phase volume, 50, 56
Plank’s constant, 44
polar decomposition, 77
Polia-Shiffer’s theorem, 518
position
current , 68
initial, 68
principle of virtual displacements, 129
problem
cell, 825, 875
dual, 826, 876
elasticity, 915
random structure, 848
Dirichet, 201
Kozlov’s cell, 844, 899, 905
linear, 164
von Neuman, 161, 206
process
adiabatic, 57

Index

dissipative, 63
nonequilibrium, 60

R
random field
Gaussian, 759
homogeneous, 903
probability densities, 802
Rayleigh-Ritz method, 172
reciprocity
inertial, 40
of interactions, 37
Onsager, 62
relabeling group, 446
rigid motion, 81

S
Schrodinger equation, 44
set
convex, 169
shell theory
anisotropic heterogeneous, 665
bending measures, 607
boundary conditions, 604
energy, 613
geometric relations, 589
geometrically linear, 607
isotropic shell, 613
linear, 612, 620
low frequency vibrations, 677
membrane, 624
phenomenology, 598
physically linear, 606
small parameters, 627
strain measures, 599
von Karman, 622
short wave extrapolation, 640, 966
Snell law, 5, 6
spring theory, 856
step function, 49
strain
measures, 77
tensor, 77, 78
strain rate tensor
Eulerian components, 81
Lagrangian components, 80
stress tensor, 94
Piola-Kirchhoff, 95
surface geometry
area element, 592
compatibility conditions, 597
covariant derivatives, 594
curvatures, 597
divergence theorem, 598



Index

metric tensor, 590

normal vector, 591
derivatives, 597

second quadratic form, 595

surface tensors, 590

T

temperature, 47, 50
gas, 56

torsional rigidity, 733

transformation
Fourier, 240, 310
Legendre, 185
Young-Fenchel, 188

free energy of geometrically nonlinear

elastic body, 365
quadratic form, 201
transverse shear, 671

\%

variation
and fluctuations, 505
beam strain measures, 719

contravariant components of Lagrangian

metrics, 123

density, 462

Eulerian of mass density, 125

Eulerian of velocity, 125

integral functional, 117

inverse distortion, 123

Jacobian, 122

Lagrangian coordinates, 125, 396, 461

mass density, 122

particle trajectories of rigid body, 123

strain tensor, 123

surface characteristics, 601

tensor, 142

scalar function, 145

velocity, 122, 399, 462
variational derivative, 25
variational equation, 128, 531

d’Alambert, 129

holonomic, 531

Sedov, 132

virtual displacements, 129
variational principle

potential flows, 405

Arnold, 487

Arnold-Grinfeld, 488

Bateman, 466, 467

Bateman-Dirichlet, 491

Bateman-Kelvin, 493

beam energy density, 725, 727

bubble vibration, 527
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Castigliano, 298
for stress functions, 299, 300
two-dimensional problems, 302
cell problem, 916
Dirichlet, 408
dual
anti-plane problem, 306
Bateman, 467
Dirichlet problem, 201
dislocation, 326
general integral functional, 212
general scheme, 178
geometrically nonlinear elastic body,
355, 361
heat conduction, 497
internal stresses, 320
kinetic energy of vortex flow, 410, 412
plastic body, 505
potential flows, 406, 469
semi-linear elastic body, 368
stress function, 321
viscous flow, 502
elastic body, 626
steady flow, 490
Fermat, 4
Gibbs, 59, 60
anti-plane problem, 305
dislocation, 325
elastic body, 285
geometrically nonlinear elastic body,
351
internal stresses, 320
Giese, 482
Giese-Kraiko, 482
Gurtin-Tonti, 542
Hamilton, 27, 215
Hashin-Strikman, 216
elastic body, 306, 317
ideal compressible fluid, 465
free surface, 469
open steady flow, 481
steady flow, 476
ideal fluid with free surface, 402
ideal incompressible fluid, 402
open steady flow, 481
steady flow, 479
Jacobi, 26, 457
Kelvin, 407, 469
kinetic energy of vortex flow, 409, 412
Kozlov’s cell problem, 906
Lagrange, 25, 549
Lin, 400, 463
Lin-Rubinov, 484
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Luke, 407

Migdal, 445

Mopertuis, 11

Mopertuis-Lagrange, 456

Morse-Feshbach, 541

non-equilibrium processes, 506

open flows, 453

point vortices, 433

Pontrjagin, 237

potential flows, 407

probabilities densities, 801, 809

probability densities, 920

probability density, 544

Rayleigh, 380

Reissner, 294

shell theory, 600

steady vortex flow, 485, 487

two-dimensional vortex flow, 431

vortex filament, 441, 443

vortex line dynamics, 419, 420
variational problem

and functional integrals, 270

existence of minimizer, 167

extreme values, 761

minimax, 179

minimum drag body, 228

modification, 280

quadratic functional

various forms, 165

Index

setting, 150
stochastic, 751
uniqueness of minimizer, 168
with constraints, 224
integral constraints for derivatives, 238
variational-asymptotic method, 243
beam theory, 742
compressible flow, 472
homogenization of periodic structures, 827
homogenization of random structures, 844
shallow water, 961
shell theory, 631
vector product, 72
velocity, 70
angular , 83
volume element
in Lagrangian coordinates, 84
in Eulerian coordinates, 84
in initial state, 84
vortex filament, 434
kinetic energy, 437
self-induction approximation, 443
vortex gas, 766, 786, 792
vortex line, 415
vortex sheet, 444
vorticity, 393, 408, 458

W
‘Whitham’s method, 262



Notation

x a point in three-dimensional space, x' are its coordinates. Indices, i, j, k, [, m, run
through values 1, 2, 3.

In consideration of mathematical issues, x is a point in n-dimensional space,
x' are its coordinates, and small Latin indices, i, j, k, [, m, run through values
1,2,...,n.

Usually, writing the arguments of a function, the indices are suppressed, and the
notation, f(x), is used for function f(x', ..., x™). The notation, f(x'), is used if it
desirable to emphasize that f is a function of several arguments.

Summation is always conducted over repeated low and upper indices. Indices of
vectors and tensors are written as low or upper indices depending on convenience
and in accordance with the rule of summation over repeated low and upper index.

Indices, which do not have tensor nature are put usually in parentheses; for
example, the boundary values of a function, u, is denoted by u ).

t time

R, n-dimensional space

R; three-dimensional Euclidean space
Ry four-dimensional space-time

X Lagrangian coordinates

a,b,c,d small Latin indices run through values 1, 2, 3 and correspond to pro-
jections on Lagrangian axes

o, B,y,8 small Greek indices run through values 1, 2 and correspond to projec-
tions on a two-dimensional coordinate frame

gij. 8" components of the metric tensor in observer’s frame

Zab> 8°° components of the metric tensor in Lagrangian frame

ai; | matrix with the components, a;;

|a,- J | determinant of the matrix with the components a;;
g determinant of the matrix with the components g;;
g determinant of the matrix with the components g,

this symbol marks quantities in Lagrangian coordinates in cases when
an ambiguity appears without such a mark; it also marks a maximizer —
the particular meaning is seen from the context.
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(= J)

(i<

u%

u,x, X

this symbol marks quantities in the initial state

symbol Levi-Civita

tensor Levi-Civita

Kronecker’s delta

distortion

inverse distortion

components of the strain tensor in Lagrangian coordinates
components of the strain tensor in Eulerian coordinates
magnitude of deformation; small parameter

components of the strain rate tensor in Lagrangian
coordinates

components of the strain rate tensor in Eulerian coordinates
components of the stress tensor in Lagrangian coordinates
components of the stress tensor in Eulerian coordinates
components of Piola-Kirchhoff’s tensor

modulus of distortion

orthogonal matrices

the components of matrix inverse to the matrix Hai J ||
physical (11)-component of the tensor 7;; (the correspond-
ing indices are underlined)

parentheses in indices mean symmetrization: a;;y =
3 (aij +aji)

brackets in indices mean antisymmetrization: ap;; =
! — a)

parenthesis for a single index are used to emphasize its non-
tensor nature; e.g., u?) usually denotes the boundary value
of u

being combined with the contraction, the symmetriza-
tion does not act on the dummy index: bf\a Yapy =

5 (bé%\ﬁ + bﬁm)

the expression in the previous parentheses with index i
changed by j

the expression in the previous parentheses with the substitu-
tion of indices: i — j, j — i

multi-index; it denotes a set of indices of various physical
nature

field variables

sometimes we drop indices and write u instead of u*, x in-
stead of x!, X instead of X¢.

U, F, K, S densities of internal energy, free energy, kinetic energy and

entropy per unit mass

U, F, K, S total internal energy, free energy, kinetic energy and entropy

of the body

Notation
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mass density

-), time derivative at constant Eulerian coordinates, x

time derivative at constant Lagrangian coordinates, X
partial space derivative in Eulerian variables

covariant space derivatives in Eulerian coordinates
partial space derivatives in Lagrangian variables
Lagrangian covariant space derivatives in the deformed
state

Lagrangian covariant space derivatives in the initial
state

the Jacobian of transformation from Lagrangian to Eu-
lerian coordinates

variation at constant X

S-function; if x is a point in n-dimensional space, then
8(x) is the product of n one-dimensional §-functions
the step function: 0(x) = 0 for x < 0, (x) = 1 for
x>0

usually a region in three-dimensional space

boundary of region V

volume of region V

volume element

usually a surface

area of the surface ()

usually a curve

length of curve I'

parts of the boundary of elastic body in which one pre-
scribes forces and displacements, respectively

volume element in R,

volume element in R3 in Cartesian coordinates

area element

usually functionals

usually action functional

minimum value of the functional

maximum value of the functional

Lagrange function or Lagrangian

symbol of empty set

function u satisfies the constraint (1.1)

usually the symbol of Young-Fenchel transformation;
complex conjugation in consideration of Fourier
transformation

symbol of Legendre transformation

this sign is usually used for definitions
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586 Notation

[¢] difference of values of function ¢ on the two sides of the discontinuity
surface
[go]ﬁ(‘] difference of values of function ¢ at the instant #; and #,
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