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## Foreword

Space Vehicle Dynamics and Control by Bong Wie is a comprehensive textbook that incorporates the latest methods used for the analysis of spacecraft orbital dynamics and control, spacecraft attitude dynamics and control, and spacecraft structural dynamics and control. In addition, the necessary mathematical tools are provided for modeling, analysis, and control of dynamic systems. The text is a companion volume to the previously published AIAA Education Series text, An Introduction to the Mathematics and Methods of Astrodynamics, by Richard H. Battin. The author's extensive knowledge of the subject and his experience as a professor while teaching the subject matter at Arizona State University, Tempe, Arizona, are reflected in this volume.

In this text spacecraft dynamics is treated as a dynamic system with emphasis on practical applications, typical examples of which are the analysis and redesign of the pointing control system of the Hubble Space Telescope and the analysis of an active vibrations control for the COFS (Control of Flexible Structures) Mast Flight System. The material is organized into four major areas: 1) Dynamic Systems Modeling, Analysis, and Control, 2) Orbital Dynamics and Control, 3) Attitude Dynamics and Control, and 4) Structural Dynamics and Control. Thus all the important aspects of spacecraft control are covered. Another important feature is the inclusion of exercise problems that form integral parts of the text.

The Education Series of textbooks and monographs, published by the American Institute of Aeronautics and Astronautics, embraces a broad spectrum of theory and applications of different disciplines in aeronautics and astronautics, including aerospace design practice. The series also includes texts on defense science, engineering, and management. The complete list of textbooks published in the series (over 50 titles) can be found on the end pages of this volume. The series includes teaching texts as well as reference materials for practicing engineers, scientists, and managers.

J. S. Przemieniecki Editor-in-Chief AIAA Education Series

## Preface

This textbook is intended to provide the reader with a coherent and unified framework for mathematical modeling, analysis, and control of space vehicles. Spacecraft dynamics and control problems of practical and/or theoretical interest are treated from a dynamic systems point of view.

To cover a variety of dynamics and control problems of orbital, rotational, and structural motions of space vehicles, this textbook is organized into four separate parts.

Part 1 (Chapters 1 and 2 ) provides a comprehensive introduction to dynamic systems modeling, analysis, and control; it provides the necessary background material for the rest of the text. Chapter 1 is intended as a summary of many of the useful results in classical mechanics and dynamic systems theory. Chapter 2, which is somewhat independent of the rest of the text, is concerned with dynamic systems control. In particular, emphasis is placed on both classical and modern robust control of uncertain dynamic systems.

Part 2 (Chapters 3 and 4) is concerned with orbital dynamics and control of space vehicles. Chapter 3 deals with the fundamental problems of orbital mechanics, such as the two-body and restricted three-body problems. Chapter 4 is concerned with orbital maneuvering and control problems. The problems of orbital transfer, rendezvous, and orbit control are treated with special emphasis on a halo orbit determination and control problem.

Part 3(Chapters 5-7) deals with attitude dynamics and control of rigid spacecraft. Chapters 5 and 6 are concerned with the rotational kinematics and attitude dynamics of rigid spacecraft, respectively. Chapter 7 deals with rotational maneuvering and attitude control problems of rigid spacecraft under the influence of reaction jet firings, internal energy dissipation, or momentum transfer via reaction wheels or control moment gyros.

Part 4 (Chapters $8-10$ ) is concerned with structural dynamics and control of flexible spacecraft. Chapter 8 provides basic physical concepts and mathematical tools necessary for the modeling, analysis, and control of structural dynamic systems in space. Chapter 9 is mainly concerned with the analysis and design of attitude control systems for spacecraft in the presence of structural flexibility and/or propellant sloshing. Active structural vibration control problems are also treated in Chapter 9. Chapter 10 deals with robust fuel- and time-optimal maneuvering control problems of flexible spacecraft and robotic manipulators in the presence of structural modeling uncertainties.

Because of the limited scope of the book, many other important topics, such as orbit and attitude determination, stability of multispin satellites, optimal orbit transfer, and multiflexible body dynamics, are not treated in detail. However, such interesting topics are discussed briefly at appropriate places throughout the text.

This textbook is intended for use in a variety of undergraduate or graduate courses in dynamics, dynamic systems and control, dynamics and vibration, spaceflight dynamics, astrodynamics, spacecraft dynamics and control, and structural vibration control, with proper combinations of the material from the book.

For example, Chapters 1, 3, 5, and 6 are suitable for a one-semester course in dynamics with emphasis on applications of dynamic systems theory. Chapters 1 and 2 contain enough material for a one-semester course in dynamic systems and control at the senior or graduate level. Chapters 3-7 are suitable for a one-semester course in spacecraft dynamics and control at the senior or graduate level; however, control-related topics in these chapters may be omitted for a junior-level course in spacecraft dynamics. Chapters 7-10 (also Secs. 2.6, 2.7, and 4.7) are intended mainly for either a graduate level course or self-study by practicing engineers and researchers who are involved in dynamics and control problems of complex spacecraft.

Prerequisite to reading this text is a thorough knowledge of vector and matrix algebra, calculus, ordinary differential equations, linear system dynamics, and engineering mechanics. Chapter 1 provides a summary of such necessary background material. Some familiarity with structural dynamics and partial differential equations is presumed for studying Chapter 8 on flexible spacecraft dynamics. The reader is also presumed to have some acquaintance with feedback control for studying Chapter 2 on dynamic systems control.

The exercise problems, which appear at appropriate places throughout the text, form an integral part of the text, and they extend the subject matter covered. Hence, the problems should be worked out prior to studying the following sections. Certain problems may require the use of computer software such as MATLAB ${ }^{\text {TM }}$ for the analysis, control design, and numerical simulation. This book assumes that the reader has access to computational software such as MATLAB on a personal computer.

References cited in the text are listed at the end of each chapter. A bibliography is provided at the end of the book for those readers who wish to pursue further research in dynamics and control of space vehicles. No attempt was made to provide a complete bibliography nor to provide the original sources of the subject matter. The citation of more of my own technical papers, mostly coauthored with my former graduate students and published in the Journal of Guidance, Control, and Dynamics, does not indicate any measure of their relative importance to the subject; they are frequently cited in this book simply because numerous sections of this book are, in fact, based on those papers.

I am indebted to many persons without whose previous work this text would not have been possible. In particular, special thanks go to my former graduate students: Wayne Warren, Tobin Anthony, Marcelo Gonzalez, Evan Wedell, KukWhan Byun, Ravi Sinha, Qiang Liu, David Cielaszyk, and Jianbo Lu for their hardworking, creative research efforts. Their contributions to numerous sections of this text are gratefully acknowledged.

I would like to thank many of my professional colleagues, including Carl Plescia, John Lehner, Nobi Furumoto, Peter Barba, Arun Banerjee, and Peter Chu (at Ford Aerospace and Communications Corporation, Palo Alto, California); Jason Speyer, David Hull, Roger Broucke, and Heim Weiss (at the University of Texas at Austin); David Schmidt, Karl Bilimoria, and Rafael Livneh (formerly at Arizona

State University); Christopher Heiberg and David Bailey (Honeywell Space Systems, Glendale, Arizona); and Srinivas R. Vadali and John Junkins (Texas A \& M University) for their direct and indirect contributions to this book. In addition, I would like to thank the many students in my classes at Arizona State University over the past several years. They have patiently read through many drafts of this book and have made numerous corrections.

I am also indebted to John Sunkel, David Geller, Kenneth Cox, Frank Bauer, Harold Frisch, Stanley Carroll, Rudeen Smith-Taylor, and Jerry Newsom at NASA for their support through various research projects. Certainly, this book would not have been possible without such support from NASA. Special thanks also go to the Department of Control Engineering and the Department of Aerospace Engineering at Seoul National University for providing me an opportunity to use my draft text in two graduate courses in dynamics and control during my sabbatical leave in 1995. The effort of writing this book has been in part supported by the Korea Science and Engineering Foundation.

Finally, I wish to thank my parents, my wife Sang, and my two sons Brian and Chris, for their support and sacrifice. In particular, my sincere thanks go to my father (Professor Emeritus S.-K. Wie of Aerospace Engineering at Seoul National University) and Professor Emeritus Arthur E. Bryson, J., at Stanford University for their advice and guidance throughout the course of my education and professional career. This textbook is therefore dedicated to my parents and family and Arthur Bryson for their inspiration and support.
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Part 1
Dynamic Systems Modeling, Analysis, and Control

## Dynamic Systems Modeling and Analysis

This chapter provides mathematical tools and physical concepts that play essential roles in the modeling and analysis of dynamic systems. Fundamental concepts in classical mechanics essential to developing mathematical models of dynamic systems are emphasized. A set of differential or difference equations used to describe a physical system is referred to as the mathematical model of the system; however, no mathematical model of a physical system is exact. This chapter will also acquaint the reader with some of the basic definitions and general results in dynamic systems theory, which are applicable to any dynamic systems that are described by ordinary differential equations. This chapter provides a summary of many of the useful results in classical mechanics and dynamic systems theory.

### 1.1 Matrix and Vector Analysis

### 1.1.1 Introduction

It is assumed that the reader has a basic working knowledge of linear algebra as well as vector analysis. This section provides a summary of the basic definitions and fundamental concepts in matrix and vector analysis.*

Scalar and vector. A quantity that is characterized by magnitude only is called a scalar; that is, a scalar is simply a single, real number. Typical examples of scalar quantities in dynamic problems are mass, energy, and time. A quantity having both direction and magnitude is called a vector. ${ }^{\dagger}$ Typical vector quantities are velocity, acceleration, force, and moment.

Matrix. A rectangular array of elements, which may be real numbers, complex numbers, or functions, is called a matrix. A matrix $\mathbf{A}$ of dimension $m \times n$ is denoted by

$$
\mathbf{A}=\left[a_{i j}\right]=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right]
$$

where $a_{i j}$ denotes the $i j$ th element of the matrix $\mathbf{A}$; this matrix has $m$ rows and $n$ columns. If $m=n$, the matrix $\mathbf{A}$ is called a square matrix and $n$ is called its

[^0]

Fig. 1.1 Rectangular Cartesian reference frame with orthogonal basis vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ or $\{\vec{i}, \vec{j}, \vec{k}\}$.
order. The direction cosine matrix and the inertia matrix are examples of $3 \times 3$ square matrices. A rectangular matrix of dimension $n \times 1$ is called a column matrix, whereas a rectangular matrix of dimension $1 \times n$ is called a row matrix.

Three-dimensional vector space and basis vectors. A reference frame, also called a coordinate system, with a right-hand set of three mutually orthogonal unit vectors, represented in set notation by $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$, is illustrated in Fig. 1.1a. Such a set of orthogonal unit vectors forms a rectangular (orthogonal) Cartesian coordinate system of a three-dimensional vector space. The three mutually perpendicular lines shown in Fig. 1.1a are called, respectively, the first, second, and third axes of the rectangular Cartesian coordinate system.

A symbol with an overhead arrow indicates a vector in this book, although most books use a boldface symbol to indicate such a vector quantity. (An overbar or underbar is also commonly used to distinguish vector quantities in hand-written material or at the blackboard.) In the literature, a set of unit vectors $\{\vec{i}, \vec{j}, \vec{k}\}$, associated with the $x, y$, and $z$ axes, is often employed to represent a rectangular Cartesian coordinate system of a three-dimensional vector space, as illustrated in Fig. 1.1b.

In general, sets of vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ or $\{\vec{i}, \vec{j}, \vec{k}\}$, whether the vectors are orthogonal to each other or not, are called basis vectors or simply bases of a threedimensional vector space, if they are linearly independent and any vector can be uniquely expressed as a linear combination of $\vec{a}_{1}, \vec{a}_{2}$, and $\vec{a}_{3}$. That is, basis vectors are not necessarily of unit magnitude or mutually orthogonal. Consequently, a nonorthogonal Cartesian coordinate system consists of straight-line axes that are not perpendicular to each other. The most familiar examples of non-Cartesian (curvilinear) coordinate systems are the cylindrical and spherical coordinate systems consisting of orthogonal basis vectors. Throughout this text we shall employ a right-hand set of three mutually orthogonal unit vectors as bases of the threedimensional vector space, unless otherwise stated.

Representation of a vector. Consider an arbitrary vector $\vec{x}$, which is expressed as a linear combination of the basis vectors $\vec{a}_{1}, \vec{a}_{2}$, and $\vec{a}_{3}$; i.e., let

$$
\begin{equation*}
\vec{x}=x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{a}_{3} \equiv \sum_{i=1}^{3} x_{i} \vec{a}_{i} \tag{1.1}
\end{equation*}
$$

where the scalar coefficients $x_{1}, x_{2}$, and $x_{3}$ are called the components of the vector $\vec{x}$. For notational convenience, the summation sign in Eq. (1.1) is sometimes omitted when one adopts the so-called summation convention traditionally used in tensor analysis, in which scalars, vectors, and matrices are often classified as zero-order tensors, first-order tensors, and second-order tensors, respectively. The summation convention and the more general but less familiar tensor notation will not be used in this book, however.

Using matrix notation, we can rewrite Eq. (1.1) as

$$
\vec{x}=\left[\begin{array}{lll}
\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3}
\end{array}\right]\left[\begin{array}{l}
x_{1}  \tag{1.2}\\
x_{2} \\
x_{3}
\end{array}\right]
$$

in which we have a somewhat unconventional matrix of the form

$$
\left[\begin{array}{lll}
\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3}
\end{array}\right]
$$

with vectors as its elements. Such a special matrix with vectors as its elements is sometimes called a vectrix as suggested in Hughes. ${ }^{1}$ Although we may simply call a rectangular array of any elements a matrix, such a vectrix should be distinguished from a standard matrix.

The column matrix in Eq. (1.2) denoted by

$$
\mathbf{x}=\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
$$

is referred to as the representation of the vector $\vec{x}$ with respect to the basis vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$. The column matrix $\mathbf{x}$ is also frequently referred to as a "column vector," or simply a "vector," in the literature, in which such a column vector is often said to be a tensor of first order. Although a column vector $\mathbf{x}$ should be distinguished from the vector $\vec{x}$ itself, it is also called a vector in this book, though the meaning should be clear from the context and in general we must be clear on what is meant by a vector. Throughout this text, a lowercase boldface symbol indicates a column vector and an uppercase boldface symbol indicates a matrix, unless otherwise stated.

Throughout this text a column vector will also be denoted by

$$
\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)
$$

The transpose of a matrix is denoted by the superscript $T$, and the transpose of a column vector $x$ becomes a "row vector" denoted by

$$
\mathbf{x}^{T}=\left[\begin{array}{lll}
x_{1} & x_{2} & x_{3}
\end{array}\right]
$$

Similarly, other vectors $\vec{y}$ and $\vec{z}$ can be expressed in terms of basis vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ as follows:

$$
\begin{aligned}
& \vec{y}=\sum_{i=1}^{3} y_{i} \vec{a}_{i}=\left[\begin{array}{lll}
y_{1} & y_{2} & y_{3}
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]=\left[\begin{array}{lll}
\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3}
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right] \\
& \vec{z}=\sum_{i=1}^{3} z_{i} \vec{a}_{i}=\left[\begin{array}{lll}
z_{1} & z_{2} & z_{3}
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]=\left[\begin{array}{lll}
\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3}
\end{array}\right]\left[\begin{array}{l}
z_{1} \\
z_{2} \\
z_{3}
\end{array}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbf{y}=\left(y_{1}, y_{2}, y_{3}\right)=\left[\begin{array}{lll}
y_{1} & y_{2} & y_{3}
\end{array}\right]^{T}=\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right] \\
& \mathbf{z}=\left(z_{1}, z_{2}, z_{3}\right)=\left[\begin{array}{lll}
z_{1} & z_{2} & z_{3}
\end{array}\right]^{T}=\left[\begin{array}{l}
z_{1} \\
z_{2} \\
z_{3}
\end{array}\right]
\end{aligned}
$$

In the study of dynamics it is often useful to use both vector and matrix notation to represent complex mathematical or physical expressions. Some basic mathematical facts in vector and matrix analysis, which will be used frequently in this text, are summarized as follows.

### 1.1.2 Matrix Analysis

Matrix addition and multiplication. Let $\mathbf{A}=\left[a_{i j}\right]_{m \times n}$ and $\mathbf{B}=\left[b_{i j}\right]_{m \times n}$ be $m \times n$ matrices with $i j$ th elements of $a_{i j}$ and $b_{i j}$, respectively. Then we have

$$
\mathbf{A} \pm \mathbf{B}=\left[a_{i j} \pm b_{i j}\right]
$$

For $\mathbf{A}=\left[a_{i j}\right]_{p \times q}$ and $\mathbf{B}=\left[b_{i j}\right]_{q \times r}$, we have $\mathbf{A B}=\mathbf{C}=\left[c_{i j}\right]_{p \times r}$ where

$$
c_{i j}=\sum_{k=1}^{q} a_{i k} b_{k j}
$$

If $\mathbf{A B}=\mathbf{B A}$, then $\mathbf{A}$ and $\mathbf{B}$ are said to commute. In general, $\mathbf{A B} \neq \mathbf{B A}$.
Transpose of a matrix. The transpose of a matrix $\mathbf{A}=\left[a_{i j}\right]$ is denoted by $\mathbf{A}^{T}$ and $\mathbf{A}^{T}=\left[a_{j i}\right]$. We also have

$$
\begin{aligned}
(\mathbf{A} \pm \mathbf{B})^{T} & =\mathbf{A}^{T} \pm \mathbf{B}^{T} \\
(\mathbf{A B})^{T} & =\mathbf{B}^{T} \mathbf{A}^{T}
\end{aligned}
$$

Square matrix. A matrix with the same number of columns and rows is called a square matrix. A square matrix is often called a matrix of order $n$, where $n$ is the number of columns (or rows). A diagonal matrix $\mathbf{A}$ of order $n$ is often denoted by

$$
\mathbf{A}=\operatorname{diag}\left(a_{11}, a_{22}, \ldots, a_{n n}\right)
$$

An identity or unit matrix is denoted by

$$
\mathbf{I}=\operatorname{diag}(1, \ldots, 1)=\left[\delta_{i j}\right]
$$

where $\delta_{i j}$ is called the Kronecker delta defined as

$$
\delta_{i j}= \begin{cases}1 & \text { if } i=j \\ 0 & \text { if } i \neq j\end{cases}
$$

Symmetric matrix. A matrix $\mathbf{A}$ is said to be symmetric if $\mathbf{A}=\mathbf{A}^{T}$. A matrix $\mathbf{A}$ is said to be antisymmetric or skew-symmetric if $\mathbf{A}=-\mathbf{A}^{T}$. To be precise, we have to state that a matrix $\mathbf{A}$ is said to be symmetric if and only if $\mathbf{A}=\mathbf{A}^{T}$. That is, mathematical definitions should be understood to be if and only if statements, even though it is customary in mathematics to omit the words "and only if" from definitions. Mathematical theorems are not always if and only if statements, and such brevity is never used for theorems.

Determinant of a matrix. Let $\mathbf{A}=\left[a_{i j}\right]$ be an $n \times n$ square matrix with the $i j$ th element of $a_{i j}$. Then the determinant of the matrix $\mathbf{A}$, expressed in terms of the cofactors of each element of the $i$ th row, is given by

$$
\begin{equation*}
|\mathbf{A}|=\sum_{j=1}^{n} a_{i j} c_{i j}=a_{i 1} c_{i 1}+a_{i 2} c_{i 2}+\cdots+a_{i n} c_{i n} \tag{1.3}
\end{equation*}
$$

where $c_{i j}$ is the $i j$ th cofactor of $\mathbf{A}$ defined as

$$
c_{i j}=(-1)^{i+j} M_{i j}
$$

and $M_{i j}$, called the $i j$ th minor, is the determinant of the reduced matrix formed by omitting the $i$ th row and the $j$ th column of A. For example, we have

$$
\left|\begin{array}{lll}
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3} \\
z_{1} & z_{2} & z_{3}
\end{array}\right|=x_{1}\left(y_{2} z_{3}-y_{3} z_{2}\right)-x_{2}\left(y_{1} z_{3}-y_{3} z_{1}\right)+x_{3}\left(y_{1} z_{2}-y_{2} z_{1}\right)
$$

Similarly, the determinant of A may be expressed in terms of the elements of the $j$ th column, as follows:

$$
\begin{equation*}
|\mathbf{A}|=\sum_{i=1}^{n} a_{i j} c_{i j}=a_{1 j} c_{1 j}+a_{2 j} c_{2 j}+\cdots+a_{n j} c_{n j} \tag{1.4}
\end{equation*}
$$

A square matrix $\mathbf{A}$ is said to be singular if $|\mathbf{A}|=0$ and nonsingular if $|\mathbf{A}| \neq 0$. The rank of a matrix is defined as the maximum number of linearly independent columns or rows. An $n \times n$ square matrix with rank less than $n$ is a singular matrix. Note that $|\mathbf{A}|=\left|\mathbf{A}^{T}\right|$ and $|\mathbf{A B}|=|\mathbf{A}||\mathbf{B}|$ if $\mathbf{A}$ and $\mathbf{B}$ are square matrices. Also note that $|-\mathbf{A}|=(-1)^{n}|\mathbf{A}|$ where $n$ is the order of the matrix $\mathbf{A}$.

Principal minors of a square matrix. The principal minors of, for example, a $3 \times 3$ matrix $\mathbf{A}$ are

$$
a_{11}, a_{22}, a_{33},\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right|,\left|\begin{array}{ll}
a_{11} & a_{13} \\
a_{31} & a_{33}
\end{array}\right|,\left|\begin{array}{ll}
a_{22} & a_{23} \\
a_{32} & a_{33}
\end{array}\right|,\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|
$$

and the leading principal minors of a $3 \times 3$ matrix $\mathbf{A}$, denoted by $\Delta_{i}(\mathbf{A})$, are

$$
\Delta_{1}=a_{11}, \quad \Delta_{2}=\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right|, \quad \Delta_{3}=\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|
$$

Trace of a matrix. The trace of a square matrix $\mathbf{A}=\left[a_{i j}\right]$ of order $n$ is defined to be the sum of the elements of the main diagonal of $\mathbf{A}$; i.e.,

$$
\begin{equation*}
\operatorname{tr}(\mathbf{A})=\sum_{i=1}^{n} a_{i i} \tag{1.5}
\end{equation*}
$$

Inverse of a matrix. The inverse of a nonsingular square matrix A, denoted by $\mathbf{A}^{-1}$, is defined as

$$
\begin{equation*}
\mathbf{A}^{-1}=\frac{\operatorname{adj} \mathbf{A}}{|\mathbf{A}|} \quad \text { if }|\mathbf{A}| \neq 0 \tag{1.6}
\end{equation*}
$$

where the adjoint matrix of $\mathbf{A}$, denoted by $\operatorname{adj} \mathbf{A}$, is defined as

$$
\operatorname{adj} \mathbf{A}=\left[c_{i j}\right]^{T}=\left[(-1)^{i+j} M_{i j}\right]^{T}
$$

where $c_{i j}$ and $M_{i j}$ are, respectively, the $i j$ th cofactor and minor of $\mathbf{A}$.
If $\mathbf{A}$ and $\mathbf{B}$ are nonsingular matrices, then

$$
(\mathbf{A B})^{-1}=\mathbf{B}^{-1} \mathbf{A}^{-1}
$$

By definition, we have

$$
\mathbf{A}^{-1} \mathbf{A}=\mathbf{A A}^{-1}=\mathbf{I}
$$

where $I$ is an identity matrix. Also, we have

$$
\left(\mathbf{A}^{T}\right)^{-1}=\left(\mathbf{A}^{-1}\right)^{T}=\mathbf{A}^{-T}
$$

Orthonormal matrix. A square matrix $\mathbf{A}$ is called an orthogonal matrix if $\mathbf{A A}^{T}$ is a diagonal matrix, and it is called an orthonormal matrix if $\mathbf{A A}^{T}$ is an identity matrix. For an orthonormal matrix $\mathbf{A}$, we have $\mathbf{A}^{-1}=\mathbf{A}^{T}$ and $|\mathbf{A}|= \pm 1$. Note that if $\mathbf{A A}^{T}$ is a diagonal matrix, then $\mathbf{A A}^{T}=\mathbf{A}^{T} \mathbf{A}$.

Cramer's rule. Given $\mathbf{A x}=\mathbf{b}$ where, for example,

$$
\mathbf{A}=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right], \quad \mathbf{x}=\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right], \quad \mathbf{b}=\left[\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right]
$$

and if $|\mathbf{A}| \neq 0$, a unique solution for x can be obtained as

$$
x_{1}=\frac{\left|\begin{array}{lll}
b_{1} & a_{12} & a_{13} \\
b_{2} & a_{22} & a_{23}  \tag{1.7}\\
b_{3} & a_{32} & a_{33}
\end{array}\right|}{|\mathbf{A}|}, \quad x_{2}=\frac{\left|\begin{array}{lll}
a_{11} & b_{1} & a_{13} \\
a_{21} & b_{2} & a_{23} \\
a_{31} & b_{3} & a_{33}
\end{array}\right|}{|\mathbf{A}|}, \quad x_{3}=\frac{\left|\begin{array}{lll}
a_{11} & a_{12} & b_{1} \\
a_{21} & a_{22} & b_{2} \\
a_{31} & a_{32} & b_{3}
\end{array}\right|}{|\mathbf{A}|}
$$

where

$$
|\mathbf{A}|=\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|
$$

Inner product. Given two column vectors $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$ and $\mathbf{y}=\left(y_{1}, y_{2}\right.$, $y_{3}$ ), the inner or scalar product of $\mathbf{x}$ and $\mathbf{y}$ is defined as

$$
\mathbf{x}^{T} \mathbf{y}=\left[\begin{array}{lll}
x_{1} & x_{2} & x_{3}
\end{array}\right]\left[\begin{array}{l}
y_{1}  \tag{1.8}\\
y_{2} \\
y_{3}
\end{array}\right]=x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}=\sum_{i=1}^{3} x_{i} y_{i}
$$

Outer product. The outer product of two column vectors $\mathbf{x}$ and $\mathbf{y}$ is defined as

$$
\mathbf{x y}^{T}=\left[\begin{array}{l}
x_{1}  \tag{1.9}\\
x_{2} \\
x_{3}
\end{array}\right]\left[\begin{array}{lll}
y_{1} & y_{2} & y_{3}
\end{array}\right]=\left[\begin{array}{lll}
x_{1} y_{1} & x_{1} y_{2} & x_{1} y_{3} \\
x_{2} y_{1} & x_{2} y_{2} & x_{2} y_{3} \\
x_{3} y_{1} & x_{3} y_{2} & x_{3} y_{3}
\end{array}\right]
$$

Cross product. The cross product of two column vectors $\mathbf{x}$ and $\mathbf{y}$ is defined as

$$
\mathbf{x} \times \mathbf{y} \equiv\left[\begin{array}{ccc}
0 & -x_{3} & x_{2}  \tag{1.10}\\
x_{3} & 0 & -x_{1} \\
-x_{2} & x_{1} & 0
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]=\left[\begin{array}{l}
x_{2} y_{3}-x_{3} y_{2} \\
x_{3} y_{1}-x_{1} y_{3} \\
x_{1} y_{2}-x_{2} y_{1}
\end{array}\right]
$$

The cross product of two column vectors is defined only for the three-dimensional vector space, although the inner or outer product of two column vectors is defined in general for the $n$-dimensional vector space.

Eigenvalues and eigenvectors. Let $\mathbf{A}$ be an $n \times n$ square matrix. Then a scalar $\lambda$ is called an eigenvalue of $\mathbf{A}$ if there exists a nonzero $n \times 1$ column vector e such that

$$
\begin{equation*}
[\lambda \mathbf{I}-\mathbf{A}] \mathbf{e}=0 \tag{1.11}
\end{equation*}
$$

where $I$ is an identity matrix of order $n$. The eigenvalues are the roots of the $n$ th-order characteristic polynomial equation:

$$
\begin{equation*}
|\lambda \mathbf{I}-\mathbf{A}|=\lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n-1} \lambda+a_{n}=0 \tag{1.12}
\end{equation*}
$$

where $a_{1}, \ldots, a_{n}$ are scalar coefficients. Any nonzero vector $\mathbf{e}_{i}$ satisfying

$$
\left[\lambda_{i} \mathbf{I}-\mathbf{A}\right] \mathbf{e}_{i}=0
$$

is called the $i$ th eigenvector of $\mathbf{A}$ associated with the $i$ th eigenvalue $\lambda_{i}$. Note that $\lambda_{i}\left(\mathbf{A}^{T}\right)=\lambda_{i}(\mathbf{A})$ and

$$
\lambda_{i}\left(\mathbf{A}^{-1}\right)=\frac{1}{\lambda_{i}(\mathbf{A})}
$$

Norm of a vector. Given an $n$-dimensional vector $\mathbf{x}$, the Euclidean norm of $\mathbf{x}$ is defined as

$$
\|\mathbf{x}\| \equiv \sqrt{\mathbf{x}^{T} \mathbf{x}}=\sqrt{x_{\mathbf{1}}^{2}+\cdots+x_{n}^{2}}
$$

which is also called the two-norm or the spectral norm of $\mathbf{x}$.

Sign-definiteness of a scalar function of a vector. A scalar function of a vector, $f(\mathbf{x})$, is said to be 1) positive definite if $f(\mathbf{x})>0$ for all nonzero $\mathbf{x}$ and $f(0)=0,2$ ) positive semidefinite if $f(\mathbf{x}) \geq 0$ for all nonzero $\mathbf{x}$ and $f(0)=0$, 3) negative definite if $f(\mathbf{x})<0$ for all nonzero $\mathbf{x}$ and $f(0)=0$, and 4) negative semidefinite if $f(\mathbf{x}) \leq 0$ for all nonzero $\mathbf{x}$ and $f(0)=0$. Otherwise, it is said to be indefinite. The sign-definiteness of $f(\mathbf{x})$ can also be defined, in general, for all $\mathbf{x} \neq \mathbf{x}^{*}$ such that $f\left(\mathbf{x}^{*}\right)=0$ where $\mathbf{x}^{*}$ is a nonzero constant.

Sign-definiteness of a matrix. An $n \times n$ square matrix $\mathbf{A}$ is said to be 1) positive definite if $f(\mathbf{x})=\mathbf{x}^{T} \mathbf{A x}>0$ for all nonzero $\mathbf{x}, 2$ ) positive semidefinite if $f(\mathbf{x})=\mathbf{x}^{T} \mathbf{A x} \geq 0$ for all nonzero $\mathbf{x}, 3$ ) negative definite if $f(\mathbf{x})=\mathbf{x}^{T} \mathbf{A x}<0$ for all nonzero $\mathbf{x}$, and 4) negative semidefinite if $f(\mathbf{x})=\mathbf{x}^{T} \mathbf{A x} \leq 0$ for all nonzero $\mathbf{x}$. Otherwise, it is said to be indefinite.

The scalar function

$$
f(\mathbf{x})=\mathbf{x}^{T} \mathbf{A} \mathbf{x}=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} x_{i} x_{j}
$$

is called a quadratic form of $\mathbf{A}$. Because any square matrix $\mathbf{A}$ can be decomposed into

$$
\begin{equation*}
\mathbf{A}=\underbrace{\frac{1}{2}\left[\mathbf{A}+\mathbf{A}^{T}\right]}_{\text {symmetric }}+\underbrace{\frac{1}{2}\left[\mathbf{A}-\mathbf{A}^{T}\right]}_{\text {antisymmetric }} \tag{1.13}
\end{equation*}
$$

and $\mathbf{x}^{T} \mathbf{B x}=0$ for any antisymmetric matrix $\mathbf{B}$, the definiteness of a matrix is the same as that of its symmetric part.

All of the eigenvalues of a symmetric matrix are real, and the definiteness of a symmetric matrix $\mathbf{A}$ can be tested by checking the signs of the eigenvalues $\lambda_{i}(\mathbf{A})$ or the signs of the leading principal minors $\Delta_{i}(\mathbf{A})$; i.e., an $n \times n$ symmetric matrix $\mathbf{A}$ is said to be 1) positive definite if all $\lambda_{i}>0$ or if all $\Delta_{i}>0 ; 2$ ) positive semidefinite if all $\lambda_{i} \geq 0$ or if $\Delta_{1} \geq 0, \Delta_{2} \geq 0, \ldots, \Delta_{n-1} \geq 0, \Delta_{n}=0 ; 3$ ) negative definite if all $\lambda_{i}<0$ or if $\Delta_{1}<0, \Delta_{2}>0, \Delta_{3}<0, \ldots,(-1)^{n} \Delta_{n}>0$; and 4) negative semidefinite if all $\lambda_{i} \leq 0$ or if $\Delta_{1} \leq 0, \Delta_{2} \geq 0, \Delta_{3} \leq 0, \ldots$, $\Delta_{n}=0$.

Differentiation of matrices. The time derivative of a matrix $\mathbf{A}(t) \equiv\left[a_{i j}(t)\right]$ is defined as

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbf{A}(t)=\left[\frac{\mathrm{d}}{\mathrm{~d} t} a_{i j}(t)\right]
$$

and we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t}[\mathbf{A}(t) \mathbf{B}(t)]=\frac{\mathrm{d} \mathbf{A}(t)}{\mathrm{d} t} \mathbf{B}(t)+\mathbf{A}(t) \frac{\mathrm{d} \mathbf{B}(t)}{\mathrm{d} t}
$$

Differentiation of a scalar function of a vector. If $f(\mathbf{x})$ is a scalar function of a vector $\mathbf{x}$, which is itself a function of time $t$, then we write ${ }^{\dagger}$

$$
\begin{equation*}
\frac{\mathrm{d} f}{\mathrm{~d} t}=\frac{\partial f}{\partial \mathbf{x}} \frac{\mathrm{~d} \mathbf{x}}{\mathrm{~d} t} \tag{1.14}
\end{equation*}
$$

For example, if $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$, then

$$
\begin{aligned}
\frac{\mathrm{d} f}{\mathrm{~d} t} & =\frac{\partial f}{\partial x_{1}} \frac{\mathrm{~d} x_{1}}{\mathrm{~d} t}+\frac{\partial f}{\partial x_{2}} \frac{\mathrm{~d} x_{2}}{\mathrm{~d} t}+\frac{\partial f}{\partial x_{3}} \frac{\mathrm{~d} x_{3}}{\mathrm{~d} t} \\
& =\left[\begin{array}{lll}
\partial f / \partial x_{1} & \partial f / \partial x_{2} & \partial f / \partial x_{3}
\end{array}\right]\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right]
\end{aligned}
$$

where $\dot{x}_{i} \equiv \mathrm{~d} x_{i} / \mathrm{d} t$. That is, we have

$$
\begin{gathered}
\frac{\partial f}{\partial \mathbf{x}} \equiv\left[\begin{array}{cc}
\partial f / \partial x_{1} & \partial f / \partial x_{2} \\
\partial f / \partial x_{3}
\end{array}\right] \\
\frac{\mathrm{d} \mathbf{x}}{\mathrm{~d} t} \equiv \dot{\mathbf{x}}=\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right]
\end{gathered}
$$

The row vector $\partial f / \partial \mathbf{x}$ is called the gradient vector of the scalar function $f(\mathbf{x})$. If the gradient vector is defined to be a column vector, then we write

$$
\frac{\mathrm{d} f}{\mathrm{~d} t}=\left[\frac{\partial f}{\partial \mathbf{x}}\right]^{T} \frac{\mathrm{~d} \mathbf{x}}{\mathrm{~d} t}
$$

where $\partial f / \partial \mathbf{x} \equiv\left(\partial f / \partial x_{1}, \partial f / \partial x_{2}, \partial f / \partial x_{3}\right)$.
Taylor series expansion of a scalar function of a vector. The Taylor series expansion of $f(\mathbf{x})$ about $\mathbf{x}^{*}$ is given by

$$
\begin{equation*}
f(\mathbf{x})=f\left(\mathbf{x}^{*}\right)+\left.\frac{\partial f}{\partial \mathbf{x}}\right|_{\mathbf{x}^{*}}\left[\mathbf{x}-\mathbf{x}^{*}\right]+\left.\frac{1}{2}\left[\mathbf{x}-\mathbf{x}^{*}\right]^{T} \frac{\partial^{2} f}{\partial \mathbf{x}^{2}}\right|_{\mathbf{x}^{*}}\left[\mathbf{x}-\mathbf{x}^{*}\right]+\cdots \tag{1.15}
\end{equation*}
$$

where

$$
\frac{\partial^{2} f}{\partial \mathbf{x}^{2}} \equiv \frac{\partial}{\partial \mathbf{x}}\left[\frac{\partial f}{\partial \mathbf{x}}\right]^{T} \equiv\left[\frac{\partial f}{\partial x_{i} \partial x_{j}}\right]
$$

is called the Hessian matrix. All the partial derivatives in Eq. (1.15) are to be evaluated at $\mathbf{x}=\mathbf{x}^{*}$.

[^1]Differentiation of a vector function. If $\mathbf{f}(\mathbf{x})$ is a vector function of a vector $\mathbf{x}$, which is itself a function of $t$, then we have

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{f}}{\mathrm{~d} t}=\frac{\partial \mathbf{f}}{\partial \mathbf{x}} \frac{\mathrm{d} \mathbf{x}}{\mathrm{~d} t} \tag{1.16}
\end{equation*}
$$

where $\partial \mathbf{f} / \partial \mathbf{x}$ denotes a matrix with the $i j$ th element of $\partial f_{i} / \partial x_{j}$; that is,

$$
\frac{\partial \mathbf{f}}{\partial \mathbf{x}} \equiv\left[\frac{\partial f_{i}}{\partial x_{j}}\right]
$$

which is called the Jacobian matrix. For example, if $\mathbf{f}=\left(f_{1}, f_{2}, f_{3}\right)$ and $\mathbf{x}=\left(x_{1}\right.$, $x_{2}, x_{3}$ ), then we have

$$
\left[\begin{array}{l}
\dot{f}_{1} \\
\dot{f}_{2} \\
\dot{f}_{3}
\end{array}\right]=\left[\begin{array}{lll}
\partial f_{1} / \partial x_{1} & \partial f_{1} / \partial x_{2} & \partial f_{1} / \partial x_{3} \\
\partial f_{2} / \partial x_{1} & \partial f_{2} / \partial x_{2} & \partial f_{2} / \partial x_{3} \\
\partial f_{3} / \partial x_{1} & \partial f_{3} / \partial x_{2} & \partial f_{3} / \partial x_{3}
\end{array}\right]\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right]
$$

Divergence of a vector function. The divergence of $f(\mathbf{x})$ is defined as

$$
\begin{equation*}
\operatorname{div} \mathbf{f}(\mathbf{x}) \equiv \operatorname{tr}\left[\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right] \tag{1.17}
\end{equation*}
$$

For example, if $\mathbf{f}(\mathbf{x})=\left(f_{1}, f_{2}, f_{3}\right)$ and $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)$, then we have

$$
\operatorname{div} \mathbf{f}(\mathbf{x}) \equiv \operatorname{tr}\left[\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right]=\frac{\partial f_{1}}{\partial x_{1}}+\frac{\partial f_{2}}{\partial x_{2}}+\frac{\partial f_{3}}{\partial x_{3}}
$$

Consider a vector differential equation of the form

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}) \tag{1.18}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ and $\mathbf{f}=\left(f_{1}, \ldots, f_{n}\right)$. The vectors $\mathbf{x}$ and $\mathbf{f}$ are often called a state vector and a vector field, respectively. The $n$-dimensional vector space is also called a state space, and the change in a small volume element in the $n$-dimensional state space is given by

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\Delta x_{1} \Delta x_{2} \cdots \Delta x_{n}\right)=\Delta x_{1} \cdots \Delta x_{n}\left\{\frac{1}{\Delta x_{1}} \frac{\mathrm{~d}}{\mathrm{~d} t} \Delta x_{1}+\cdots+\frac{1}{\Delta x_{n}} \frac{\mathrm{~d}}{\mathrm{~d} t} \Delta x_{n}\right\} \\
&=\Delta x_{1} \cdots \Delta x_{n}\left\{\frac{\Delta \dot{x}_{1}}{\Delta x_{1}}+\cdots+\frac{\Delta \dot{x}_{n}}{\Delta x_{n}}\right\} \\
&=\Delta x_{1} \cdots \Delta x_{n}\left\{\frac{\partial \dot{x}_{1}}{\partial x_{1}}+\cdots+\frac{\partial \dot{x}_{n}}{\partial x_{n}}\right\} \text { as } \Delta x_{i} \rightarrow 0 \\
&=\Delta x_{1} \cdots \Delta x_{n}\{\operatorname{div} \dot{\mathbf{x}}\} \\
&=\Delta x_{1} \cdots \Delta x_{n}\{\operatorname{div} \mathbf{f}\} \tag{1.19}
\end{align*}
$$

Thus, the volume of a set of points in the $n$-dimensional state space is said to be preserved or conserved if the divergence of its vector field is zero, i.e., if $\operatorname{div} \mathbf{f}=0$.

In fluid mechanics, a fluid is said to be incompressible if the divergence of the velocity vector field is zero, i.e., if the volume of every element of the fluid is a constant for all times. This statement is often referred to as the Liouville theorem in dynamic systems theory.

## Problem

1.1. (a) Find the eigenvalues and eigenvectors of the following matrix in so-called companion form:

$$
\mathbf{A}=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right]
$$

(b) Given a scalar function $f\left(x_{1}, x_{2}\right)=x_{1}^{2}+2 a x_{1} x_{2}+x_{2}^{2}$, show that $f\left(x_{1}, x_{2}\right)$ is positive semidefinite if $|a|=1$, positive definite if $|a|<1$, and indefinite if $|a|>1$.
(c) Show that the matrix $\mathbf{A}^{T} \mathbf{A}$ is positive semidefinite for any rectangular matrix $\mathbf{A}$.

Hint: Define a scalar function $f(\mathbf{x})$ of the form: $f(\mathbf{x})=\mathbf{x}^{T} \mathbf{A}^{T} \mathbf{A x}$.
(d) Given a scalar function $f(\mathbf{x})=\mathbf{x}^{T} \mathbf{A x}$ where $\mathbf{A}$ is a square matrix, show that

$$
\begin{aligned}
& \frac{\partial f}{\partial \mathbf{x}}=\mathbf{x}^{T}\left(\mathbf{A}+\mathbf{A}^{T}\right) \\
& \frac{\partial^{2} f}{\partial \mathbf{x}^{2}}=\left(\mathbf{A}+\mathbf{A}^{T}\right)
\end{aligned}
$$

Hint:

$$
\frac{\partial}{\partial \mathbf{x}}\left(\mathbf{x}^{T} \mathbf{y}\right)=\mathbf{y}^{T}, \quad \frac{\partial}{\partial \mathbf{y}}\left(\mathbf{x}^{T} \mathbf{y}\right)=\mathbf{x}^{T}, \quad \frac{\partial}{\partial \mathbf{x}}(\mathbf{A} \mathbf{x})=\mathbf{A}
$$

### 1.1.3 Vector Analysis

Addition and subtraction of vectors. Given two vectors expressed as $\vec{x}=$ $x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{a}_{3}$ and $\vec{y}=y_{1} \vec{a}_{1}+y_{2} \vec{a}_{2}+y_{3} \vec{a}_{3}$, we have

$$
\begin{equation*}
\vec{x} \pm \vec{y}=\left(x_{1} \pm y_{1}\right) \vec{a}_{1}+\left(x_{2} \pm y_{2}\right) \vec{a}_{2}+\left(x_{3} \pm y_{3}\right) \vec{a}_{3} \tag{1.20}
\end{equation*}
$$

Dot product. The dot product of two vectors $\vec{x}$ and $\vec{y}$, denoted by $\vec{x} \cdot \vec{y}$, is a scalar quantity defined as

$$
\begin{equation*}
\vec{x} \cdot \vec{y}=|\vec{x}||\vec{y}| \cos \theta \tag{1.21}
\end{equation*}
$$

where $|\vec{x}|$ and $|\vec{y}|$ denote the magnitudes of $\vec{x}$ and $\vec{y}$, respectively, and $\theta$ is the angle between these two vectors. Consequently, we have

$$
\begin{equation*}
\vec{x} \cdot \vec{x}=|\vec{x}|^{2}, \quad \vec{y} \cdot \vec{y}=|\vec{y}|^{2} \tag{1.22}
\end{equation*}
$$

The dot product of two vectors $\vec{x}$ and $\vec{y}$ can be considered either as the product of $|\vec{x}|$ and the orthogonal projection of $\vec{y}$ along $\vec{x}$, i.e., $|\vec{y}| \cos \theta$, or as the product
of $|\vec{y}|$ and the orthogonal projection of $\vec{x}$ along $\vec{y}$, i.e., $|\vec{x}| \cos \theta$; we have the distributive property for the dot product

$$
\begin{equation*}
\vec{x} \cdot(\vec{y}+\vec{z})=\vec{x} \cdot \vec{y}+\vec{x} \cdot \vec{z} \tag{1.23}
\end{equation*}
$$

For a right-hand set of orthogonal unit vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$, we have

$$
\vec{a}_{i} \cdot \vec{a}_{j}=\delta_{i j}= \begin{cases}1 & \text { if } i=j  \tag{1.24}\\ 0 & \text { if } i \neq j\end{cases}
$$

and we further define the following vectrix operation:
$\left[\begin{array}{l}\vec{a}_{1} \\ \vec{a}_{2} \\ \vec{a}_{3}\end{array}\right] \cdot\left[\begin{array}{lll}\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3}\end{array}\right] \equiv\left[\begin{array}{lll}\vec{a}_{1} \cdot \vec{a}_{1} & \vec{a}_{1} \cdot \vec{a}_{2} & \vec{a}_{1} \cdot \vec{a}_{3} \\ \vec{a}_{2} \cdot \vec{a}_{1} & \vec{a}_{2} \cdot \vec{a}_{2} & \vec{a}_{2} \cdot \vec{a}_{3} \\ \vec{a}_{3} \cdot \vec{a}_{1} & \vec{a}_{3} \cdot \vec{a}_{2} & \vec{a}_{3} \cdot \vec{a}_{3}\end{array}\right]=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]=\left[\delta_{i j}\right]$
where $\delta_{i j}$ is the Kronecker delta. Furthermore, we have

$$
\begin{align*}
\vec{x} & =x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{a}_{3} \\
& =\left(\vec{x} \cdot \vec{a}_{1}\right) \vec{a}_{1}+\left(\vec{x} \cdot \vec{a}_{2}\right) \vec{a}_{2}+\left(\vec{x} \cdot \vec{a}_{3}\right) \vec{a}_{3} \tag{1.26}
\end{align*}
$$

and $|\vec{x}|^{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$.
Given two vectors $\vec{x}=x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{a}_{3}$ and $\vec{y}=y_{1} \vec{a}_{1}+y_{2} \vec{a}_{2}+y_{3} \vec{a}_{3}$, which are expressed in terms of a right-hand set of orthogonal unit vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$, we have

$$
\begin{align*}
\vec{x} \cdot \vec{y} & =\left(x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{a}_{3}\right) \cdot\left(y_{1} \vec{a}_{1}+y_{2} \vec{a}_{2}+y_{3} \vec{a}_{3}\right) \\
& =x_{1} y_{1}\left(\vec{a}_{1} \cdot \vec{a}_{1}\right)+x_{1} y_{2}\left(\vec{a}_{1} \cdot \vec{a}_{2}\right)+x_{1} y_{3}\left(\vec{a}_{1} \cdot \vec{a}_{3}\right) \\
& +x_{2} y_{1}\left(\vec{a}_{2} \cdot \vec{a}_{1}\right)+x_{2} y_{2}\left(\vec{a}_{2} \cdot \vec{a}_{2}\right)+x_{2} y_{3}\left(\vec{a}_{2} \cdot \vec{a}_{3}\right) \\
& +x_{3} y_{1}\left(\vec{a}_{3} \cdot \vec{a}_{1}\right)+x_{3} y_{2}\left(\vec{a}_{3} \cdot \vec{a}_{2}\right)+x_{3} y_{3}\left(\vec{a}_{3} \cdot \vec{a}_{3}\right) \\
& =x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}=\left[\begin{array}{lll}
x_{1} & x_{2} & x_{3}
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]=\mathbf{x}^{T} \mathbf{y} \tag{1.27}
\end{align*}
$$

because $\vec{a}_{i} \cdot \vec{a}_{j}=\delta_{i j}$.
Cross product. The cross product of two vectors $\vec{x}$ and $\vec{y}$, denoted by $\vec{x} \times \vec{y}$, is a vector defined as

$$
\begin{equation*}
\vec{x} \times \vec{y}=|\vec{x}||\vec{y}| \sin \theta \vec{n}=-\vec{y} \times \vec{x} \tag{1.28}
\end{equation*}
$$

where $\theta$ is the smallest angle between these two vectors and $\vec{n}$ is a unit vector perpendicular to both $\vec{x}$ and $\vec{y}$ such that $\{\vec{x}, \vec{y}, \vec{n}\}$ form a right-hand coordinate system. Furthermore, the cross product has the distributive property

$$
\begin{equation*}
\vec{x} \times(\vec{y}+\vec{z})=\vec{x} \times \vec{y}+\vec{x} \times \vec{z} \tag{1.29}
\end{equation*}
$$

For a right-hand set of orthogonal unit vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$, we have

$$
\vec{a}_{1} \times \vec{a}_{2}=\vec{a}_{3}, \quad \vec{a}_{2} \times \vec{a}_{3}=\vec{a}_{1}, \quad \vec{a}_{3} \times \vec{a}_{1}=\vec{a}_{2}
$$

and $\vec{a}_{1} \times \vec{a}_{1}=\vec{a}_{2} \times \vec{a}_{2}=\vec{a}_{3} \times \vec{a}_{3}=0$, and we further define the following vectrix operation

$$
\begin{align*}
& {\left[\begin{array}{c}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right] \times\left[\begin{array}{lll}
\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3}
\end{array}\right] \equiv\left[\begin{array}{lll}
\vec{a}_{1} \times \vec{a}_{1} & \vec{a}_{1} \times \vec{a}_{2} & \vec{a}_{1} \times \vec{a}_{3} \\
\vec{a}_{2} \times \vec{a}_{1} & \vec{a}_{2} \times \vec{a}_{2} & \vec{a}_{2} \times \vec{a}_{3} \\
\vec{a}_{3} \times \vec{a}_{1} & \vec{a}_{3} \times \vec{a}_{2} & \vec{a}_{3} \times \vec{a}_{3}
\end{array}\right]} \\
& \quad=\left[\begin{array}{rrr}
0 & \vec{a}_{3} & -\vec{a}_{2} \\
-\vec{a}_{3} & 0 & \vec{a}_{1} \\
\vec{a}_{2} & -\vec{a}_{1} & 0
\end{array}\right] \tag{1.30}
\end{align*}
$$

Given two vectors $\vec{x}=x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{a}_{3}$ and $\vec{y}=y_{1} \vec{a}_{1}+y_{2} \vec{a}_{2}+y_{3} \vec{a}_{3}$, which are expressed in terms of a right-hand set of orthogonal unit vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$, we obtain

$$
\begin{align*}
\vec{x} \times \vec{y} & =\left(x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{a}_{3}\right) \times\left(y_{1} \vec{a}_{1}+y_{2} \vec{a}_{2}+y_{3} \vec{a}_{3}\right) \\
& =\left(x_{2} y_{3}-x_{3} y_{2}\right) \vec{a}_{1}+\left(x_{3} y_{1}-x_{1} y_{3}\right) \vec{a}_{2}+\left(x_{1} y_{2}-x_{2} y_{1}\right) \vec{a}_{3} \tag{1.31}
\end{align*}
$$

The cross product of $\vec{x}$ and $\vec{y}$ is often written in determinant form as follows:

$$
\vec{x} \times \vec{y}=\left|\begin{array}{ccc}
\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3}  \tag{1.32}\\
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3}
\end{array}\right|
$$

which can also be written as

$$
\begin{aligned}
\vec{x} \times \vec{y} & =\left[\begin{array}{lll}
\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3}
\end{array}\right]\left[\begin{array}{l}
x_{2} y_{3}-x_{3} y_{2} \\
x_{3} y_{1}-x_{1} y_{3} \\
x_{1} y_{2}-x_{2} y_{1}
\end{array}\right] \\
& =\left[\begin{array}{lll}
\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3}
\end{array}\right] \underbrace{\left[\begin{array}{rrr}
0 & -x_{3} & x_{2} \\
x_{3} & 0 & -x_{1} \\
-x_{2} & x_{1} & 0
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]}_{\text {cross product of } \mathrm{x} \text { and } \mathrm{y}}
\end{aligned}
$$

Scalar triple product. Given three vectors $\vec{x}, \vec{y}$, and $\vec{z}$, which are expressed in terms of a set of orthogonal unit vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ as $\vec{x}=\sum x_{i} \vec{a}_{i}, \vec{y}=\sum y_{i} \vec{a}_{i}$, and $\vec{z}=\sum z_{i} \vec{a}_{i}$, the scalar triple product becomes

$$
\vec{x} \cdot(\vec{y} \times \vec{z})=\left|\begin{array}{lll}
x_{1} & x_{2} & x_{3}  \tag{1.33}\\
y_{1} & y_{2} & y_{3} \\
z_{1} & z_{2} & z_{3}
\end{array}\right|
$$

The absolute value of the scalar triple product, $|\vec{x} \cdot(\vec{y} \times \vec{z})|$, represents the volume of a parallelepiped having $\vec{x}, \vec{y}$, and $\vec{z}$ as edges. We also have

$$
\begin{equation*}
\vec{x} \cdot(\vec{y} \times \vec{z})=\vec{y} \cdot(\vec{z} \times \vec{x})=\vec{z} \cdot(\vec{x} \times \vec{y}) \tag{1.34}
\end{equation*}
$$

Vector triple product. Given three vectors $\vec{x}, \vec{y}$, and $\vec{z}$, we have

$$
\begin{align*}
& \vec{x} \times(\vec{y} \times \vec{z})=(\vec{x} \cdot \vec{z}) \vec{y}-(\vec{x} \cdot \vec{y}) \vec{z}  \tag{1.35}\\
& (\vec{x} \times \vec{y}) \times \vec{z}=(\vec{z} \cdot \vec{x}) \vec{y}-(\vec{z} \cdot \vec{y}) \vec{x} \tag{1.36}
\end{align*}
$$

It is clear that $\vec{x} \times(\vec{y} \times \vec{z}) \neq(\vec{x} \times \vec{y}) \times \vec{z}$.
Differentiation of vectors. Consider a vector $\vec{x}$ that is a function of time; i.e., $\vec{x}=\vec{x}(t)$. The time derivative of $\vec{x}$, denoted by $\mathrm{d} \vec{x} / \mathrm{d} t$, is defined as

$$
\begin{equation*}
\frac{\mathrm{d} \vec{x}}{\mathrm{~d} t}=\lim _{\Delta t \rightarrow 0} \frac{\Delta \vec{x}}{\Delta t}=\lim _{\Delta t \rightarrow 0} \frac{\vec{x}(t+\Delta t)-\vec{x}(t)}{\Delta t} \tag{1.37}
\end{equation*}
$$

and we have

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} t}(\vec{x} \pm \vec{y})=\frac{\mathrm{d} \vec{x}}{\mathrm{~d} t} \pm \frac{\mathrm{d} \vec{y}}{\mathrm{~d} t}  \tag{1.38a}\\
\frac{\mathrm{~d}}{\mathrm{~d} t}(\vec{x} \cdot \vec{y})=\frac{\mathrm{d} \vec{x}}{\mathrm{~d} t} \cdot \vec{y}+\vec{x} \cdot \frac{\mathrm{~d} \vec{y}}{\mathrm{~d} t}  \tag{1.38b}\\
\frac{\mathrm{~d}}{\mathrm{~d} t}(\vec{x} \times \vec{y})=\frac{\mathrm{d} \vec{x}}{\mathrm{~d} t} \times \vec{y}+\vec{x} \times \frac{\mathrm{d} \vec{y}}{\mathrm{~d} t} \tag{1.38c}
\end{gather*}
$$

and

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} t}[\vec{x} \cdot(\vec{y} \times \vec{z})]=\frac{\mathrm{d} \vec{x}}{\mathrm{~d} t} \cdot(\vec{y} \times \vec{z})+\vec{x} \cdot\left(\frac{\mathrm{~d} \vec{y}}{\mathrm{~d} t} \times \vec{z}\right)+\vec{x} \cdot\left(\vec{y} \times \frac{\mathrm{d} \vec{z}}{\mathrm{~d} t}\right)  \tag{1.39a}\\
\frac{\mathrm{d}}{\mathrm{~d} t}[\vec{x} \times(\vec{y} \times \vec{z})]=\frac{\mathrm{d} \vec{x}}{\mathrm{~d} t} \times(\vec{y} \times \vec{z})+\vec{x} \times\left(\frac{\mathrm{d} \vec{y}}{\mathrm{~d} t} \times \vec{z}\right)+\vec{x} \times\left(\vec{y} \times \frac{\mathrm{d} \vec{z}}{\mathrm{~d} t}\right) \tag{1.39b}
\end{gather*}
$$

Gradient vector of a scalar field. Consider a scalar field (or function) of position vector $\vec{x}$ of the form

$$
\begin{equation*}
\phi=\phi(\vec{x}) \tag{1.40}
\end{equation*}
$$

Let the position vector $\vec{x}$ be expressed as

$$
\begin{equation*}
\vec{x}=x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{a}_{3} \tag{1.41}
\end{equation*}
$$

where $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ is a set of three orthogonal unit vectors of a rectangular Cartesian reference frame. Then the differential position increment $\mathrm{d} \vec{x}$ becomes

$$
\begin{equation*}
\mathrm{d} \vec{x}=\mathrm{d} x_{1} \vec{a}_{1}+\mathrm{d} x_{2} \vec{a}_{2}+\mathrm{d} x_{3} \vec{a}_{3} \tag{1.42}
\end{equation*}
$$

and the total differential of $\phi=\phi\left(x_{1}, x_{2}, x_{3}\right)$ can be obtained as

$$
\begin{equation*}
\mathrm{d} \phi=\frac{\partial \phi}{\partial x_{1}} \mathrm{~d} x_{1}+\frac{\partial \phi}{\partial x_{2}} \mathrm{~d} x_{2}+\frac{\partial \phi}{\partial x_{3}} \mathrm{~d} x_{3} \tag{1.43}
\end{equation*}
$$

where $\partial \phi / \partial x_{i}$ denotes the partial derivative of $\phi$ with respect to $x_{i}$.

The gradient vector, or simply gradient, of the scalar field $\phi$, denoted by $\operatorname{grad} \phi$ or $\nabla \phi$, is in general defined as

$$
\begin{equation*}
\nabla \phi \cdot \mathrm{d} \vec{x}=\mathrm{d} \phi \tag{1.44}
\end{equation*}
$$

and the gradient vector is simply expressed in a rectangular Cartesian reference frame as

$$
\begin{equation*}
\operatorname{grad} \phi \equiv \nabla \phi=\frac{\partial \phi}{\partial x_{1}} \vec{a}_{1}+\frac{\partial \phi}{\partial x_{2}} \vec{a}_{2}+\frac{\partial \phi}{\partial x_{3}} \vec{a}_{3} \tag{1.45}
\end{equation*}
$$

Thus, the components of the gradient vector of a scalar function of position are simply the partial derivatives of the function with respect to distances along the three orthogonal basis vectors.

Equation (1.45) may be rewritten as

$$
\nabla \phi=\left(\vec{a}_{1} \frac{\partial}{\partial x_{1}}+\vec{a}_{2} \frac{\partial}{\partial x_{2}}+\vec{a}_{3} \frac{\partial}{\partial x_{3}}\right) \phi
$$

and in vector analysis we introduce the nabla vector, $\nabla$, defined as

$$
\begin{equation*}
\nabla \equiv \vec{a}_{1} \frac{\partial}{\partial x_{1}}+\vec{a}_{2} \frac{\partial}{\partial x_{2}}+\vec{a}_{3} \frac{\partial}{\partial x_{3}} \tag{1.46}
\end{equation*}
$$

which is often called the del vector.

Divergence and curl of a vector field. Consider a vector field $\vec{u}$, which is a function of position vector $\vec{x}$, and let $\vec{u}$ and $\vec{x}$ be expressed as

$$
\begin{aligned}
& \vec{u}=u_{1} \vec{a}_{1}+u_{2} \vec{a}_{2}+u_{3} \vec{a}_{3} \\
& \vec{x}=x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{a}_{3}
\end{aligned}
$$

where $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ is a set of three orthogonal unit vectors and $u_{i}=u_{i}\left(x_{1}, x_{2}, x_{3}\right)$.
The divergence and curl of a vector $\vec{u}\left(x_{1}, x_{2}, x_{3}\right)$ are then defined as

$$
\begin{gather*}
\operatorname{div} \vec{u} \equiv \nabla \cdot \vec{u}=\frac{\partial u_{1}}{\partial x_{1}}+\frac{\partial u_{2}}{\partial x_{2}}+\frac{\partial u_{3}}{\partial x_{3}}  \tag{1.47a}\\
\operatorname{curl} \vec{u} \equiv \nabla \times \vec{u}=\left|\begin{array}{ccc}
\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3} \\
\partial / \partial x_{1} & \partial / \partial x_{2} & \partial / \partial x_{3} \\
u_{1} & u_{2} & u_{3}
\end{array}\right| \\
=\left(\frac{\partial u_{3}}{\partial x_{2}}-\frac{\partial u_{2}}{\partial x_{3}}\right) \vec{a}_{1}+\left(\frac{\partial u_{1}}{\partial x_{3}}-\frac{\partial u_{3}}{\partial x_{1}}\right) \vec{a}_{2}+\left(\frac{\partial u_{2}}{\partial x_{1}}-\frac{\partial u_{1}}{\partial x_{2}}\right) \vec{a}_{3} \tag{1.47b}
\end{gather*}
$$

Note that $\nabla \cdot \vec{u}$ becomes a scalar function whereas $\vec{u} \cdot \nabla$ is a scalar operator; i.e., $\nabla \cdot \vec{u} \neq \vec{u} \cdot \nabla$. The curl of a vector vanishes if and only if the vector is the gradient of a scalar function; i.e., $\nabla \times \vec{u}=0$ if and only if $\vec{u}=\nabla \phi$. Such a vector field $\vec{u}$ is said to be irrotational or conservative, and $\phi$ is often called the potential function.

The dot product of the del vector with itself becomes a scalar operator, called the Laplacian denoted in rectangular Cartesian coordinates $x_{1}, x_{2}$, and $x_{3}$ by

$$
\nabla \cdot \nabla \equiv \nabla^{2}=\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}+\frac{\partial^{2}}{\partial x_{3}^{2}}
$$

The divergence of the gradient of a scalar function $\phi\left(x_{1}, x_{2}, x_{3}\right)$ becomes the Laplacian of $\phi\left(x_{1}, x_{2}, x_{3}\right)$; i.e, we have

$$
\begin{equation*}
\nabla \cdot \nabla \phi=\nabla^{2} \phi=\frac{\partial^{2} \phi}{\partial x_{1}^{2}}+\frac{\partial^{2} \phi}{\partial x_{2}^{2}}+\frac{\partial^{2} \phi}{\partial x_{3}^{2}} \tag{1.48}
\end{equation*}
$$

and $\nabla^{2} \phi=0$ is called Laplace's equation.
The following vector identities can be easily verified:

$$
\begin{aligned}
& \nabla \cdot \vec{x}=3 \\
& \nabla \cdot\left(\vec{x} / x^{3}\right)=0 \quad \text { where } x=|\vec{x}| \\
& \nabla \times \vec{x}=0 \\
& \nabla \cdot(\nabla \times \vec{u})=0 \\
& (\nabla \times \nabla) \times \vec{u}=0
\end{aligned}
$$

## Problems

1.2. (a) Given two vectors $\vec{x}$ and $\vec{y}$, show that

$$
|\vec{x} \pm \vec{y}|^{2}=|\vec{x}|^{2}+|\vec{y}|^{2} \pm 2|\vec{x}||\vec{y}| \cos \theta
$$

where $\theta$ denotes the angle between the vectors $\vec{x}$ and $\vec{y}$. This relationship is called the cosine law of trigonometry.

Hint: $|\vec{x} \pm \vec{y}|^{2}=(\vec{x} \pm \vec{y}) \cdot(\vec{x} \pm \vec{y})$.
(b) Given a vector $\vec{\omega}$ expressed as $\vec{\omega}=\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3}$ where $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ is a set of orthogonal unit vectors, verify that

$$
\left[\begin{array}{c}
\vec{\omega} \times \vec{b}_{1} \\
\vec{\omega} \times \vec{b}_{2} \\
\vec{\omega} \times \vec{b}_{3}
\end{array}\right]=-\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]\left[\begin{array}{c}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]
$$

(c) Given a vector $\vec{x}$ that is a function of time, show that

$$
\vec{x} \cdot \frac{\mathrm{~d} \vec{x}}{\mathrm{~d} t}=x \frac{\mathrm{~d} x}{\mathrm{~d} t}
$$

where $x \equiv|\vec{x}|$ denotes the magnitude of the vector $\vec{x}$.
Hint: $\vec{x} \cdot \vec{x}=x^{2}$.
(d) Given a vector $\vec{x}$ expressed as $\vec{x}=x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{x}_{3}$ where $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ is a set of any three nonzero, noncoplanar vectors, show that

$$
x_{1}=\frac{\vec{x} \cdot\left(\vec{a}_{2} \times \vec{a}_{3}\right)}{\vec{a}_{1} \cdot\left(\vec{a}_{2} \times \vec{a}_{3}\right)}, \quad x_{2}=\frac{\vec{x} \cdot\left(\vec{a}_{3} \times \vec{a}_{1}\right)}{\vec{a}_{2} \cdot\left(\vec{a}_{3} \times \vec{a}_{1}\right)}, \quad x_{3}=\frac{\vec{x} \cdot\left(\vec{a}_{1} \times \vec{a}_{2}\right)}{\vec{a}_{3} \cdot\left(\vec{a}_{1} \times \vec{a}_{2}\right)}
$$

Note: $\vec{a}_{1} \cdot\left(\vec{a}_{2} \times \vec{a}_{3}\right)=\vec{a}_{2} \cdot\left(\vec{a}_{3} \times \vec{a}_{1}\right)=\vec{a}_{3} \cdot\left(\vec{a}_{1} \times \vec{a}_{2}\right)$.
1.3. Given a reference frame $A$ with a set of nonorthogonal basis vectors $\left\{\vec{a}_{1}, \vec{a}_{2}\right.$, $\left.\vec{a}_{3}\right\}$, a position vector $\vec{x}$ is expressed as

$$
\vec{x}=x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{a}_{3}
$$

and the differential position increment $\mathrm{d} \vec{x}$ becomes

$$
\mathrm{d} \vec{x}=\mathrm{d} x_{1} \vec{a}_{1}+\mathrm{d} x_{2} \vec{a}_{2}+\mathrm{d} x_{3} \vec{a}_{3}
$$

The total differential of a scalar function $\phi=\phi(\vec{x})=\phi\left(x_{1}, x_{2}, x_{3}\right)$ is also given by

$$
\mathrm{d} \phi=\frac{\partial \phi}{\partial x_{1}} \mathrm{~d} x_{1}+\frac{\partial \phi}{\partial x_{2}} \mathrm{~d} x_{2}+\frac{\partial \phi}{\partial x_{3}} \mathrm{~d} x_{3}
$$

where $\partial \phi / \partial x_{i}$ denotes the partial derivative of $\phi$ with respect to $x_{i}$.
Show that the gradient vector of the scalar function $\phi$ can be defined as

$$
\nabla \phi=\frac{\partial \phi}{\partial x_{1}} \vec{b}_{1}+\frac{\partial \phi}{\partial x_{2}} \vec{b}_{2}+\frac{\partial \phi}{\partial x_{3}} \vec{b}_{3}
$$

such that

$$
\nabla \phi \cdot \mathrm{d} \vec{x}=\mathrm{d} \phi
$$

and $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ is a new set of nonorthogonal basis vectors, defined as

$$
\vec{b}_{1}=\frac{\vec{a}_{2} \times \vec{a}_{3}}{\vec{a}_{1} \cdot\left(\vec{a}_{2} \times \vec{a}_{3}\right)}, \quad \vec{b}_{2}=\frac{\vec{a}_{3} \times \vec{a}_{1}}{\vec{a}_{2} \cdot\left(\vec{a}_{3} \times \vec{a}_{1}\right)}, \quad \vec{b}_{3}=\frac{\vec{a}_{1} \times \vec{a}_{2}}{\vec{a}_{3} \cdot\left(\vec{a}_{1} \times \vec{a}_{2}\right)}
$$

Note: The basis vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ and $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ are called the covariant and contravariant basis vectors, respectively.* They are said to be reciprocal to one another, and we have $\vec{a}_{i} \cdot \vec{b}_{j}=\delta_{i j}$ and

$$
\vec{b}_{1} \cdot\left(\vec{b}_{2} \times \vec{b}_{3}\right)=\frac{1}{\vec{a}_{1} \cdot\left(\vec{a}_{2} \times \vec{a}_{3}\right)}
$$

1.4. Consider a vector field $\vec{u}$ that depends not only on the position vector $\vec{x}$ but also explicitly on the time $t$, i.e., $\vec{u}=\vec{u}(\vec{x}, t)$. Let $\vec{u}=u_{1} \vec{a}_{1}+u_{2} \vec{a}_{2}+u_{3} \vec{a}_{3}$ and $\vec{x}=x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}+x_{3} \vec{a}_{3}$ where $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ is a set of three orthogonal unit vectors of a rectangular Cartesian coordinate system that is assumed to be inertially fixed; i.e., $\left\{\vec{a}_{i}\right\}$ are constant basis vectors. The time derivative of $\vec{x}$ is simply given as: $\mathrm{d} \vec{x} / \mathrm{d} t=\vec{u}$.
(a) Show that the time derivative of $\vec{u}$ can be expressed in vector notation as

$$
\frac{\mathrm{d} \vec{u}}{\mathrm{~d} t}=\frac{\partial \vec{u}}{\partial t}+(\vec{u} \cdot \nabla) \vec{u}
$$

Hint: $u_{i}=u_{i}\left(x_{1}, x_{2}, x_{3}, t\right)$ and $\mathrm{d} x_{i} / \mathrm{d} t=u_{i}$.
(b) Verify the following vector identities:

$$
(\vec{u} \cdot \nabla) \vec{u}=\frac{1}{2} \nabla u^{2}-\vec{u} \times(\nabla \times \vec{u})
$$

[^2]where $u=|\vec{u}|$
$$
\nabla^{2} \vec{u}=\nabla(\nabla \cdot \vec{u})-\nabla \times(\nabla \times \vec{u})
$$
where $\nabla^{2}=\nabla \cdot \nabla$.
(c) Show that $\nabla \times \vec{u}=0$ if and only if $\vec{u}=\nabla \phi$ where $\phi$ is a scalar function.

Note: The vectors $\vec{u}$ and $\vec{x}$ of this problem, in fact, represent the velocity and position vectors of a fluid particle, respectively. In fluid mechanics, the curl of the velocity vector is defined as the vorticity (or rotation) vector $\vec{\Omega} ;$ i.e., $\vec{\Omega} \equiv \nabla \times \vec{u}$. A fluid is said to be irrotational if $\vec{\Omega} \equiv \nabla \times \vec{u}=0$ and is said to be incompressible if $\nabla \cdot \vec{u}=0$. The various vector expressions considered in this problem actually can be seen in the Navier-Stokes equations of a compressible viscous fluid, described by

$$
\frac{\mathrm{d} \vec{u}}{\mathrm{~d} t} \equiv \frac{\partial \vec{u}}{\partial t}+(\vec{u} \cdot \nabla) \vec{u}=-\frac{1}{\rho} \nabla p+\nu \nabla^{2} \vec{u}+\frac{v}{3} \nabla(\nabla \cdot \vec{u})
$$

where $\rho$ denotes the density, $p$ the pressure, $v=\mu / \rho$ the kinematic viscosity, and $\mu$ the constant viscosity coefficient of a Newtonian fluid.

### 1.2 Classical Mechanics

In this section, dynamics of a particle and a system of particles are treated from a dynamic systems point of view. A special emphasis is placed on a kinematic problem in which a vector is expressed in a rotating reference frame but differentiated in an inertial reference frame that is fixed in space or is translating with a constant velocity. This section also introduces the principles of analytical dynamics, including Lagrange's equations of motion and Hamilton's canonical equations of motion. A thorough understanding of the fundamental concepts of analytical dynamics will provide a solid foundation to developing dynamic systems theory. As an introduction to spacecraft dynamics problems of practical concern, a dynamic modeling and computer simulation problem associated with the deployment of solar panel arrays on actual spacecraft is also treated in this section. However, this section is mainly intended as a summary of many of the fundamental concepts in classical mechanics.

We begin the subject of classical mechanics with Kepler's three empirical laws of planetary motion.

### 1.2.1 Kepler's Laws of Planetary Motion

Using the painstaking observational data of Tycho Brahe,* Kepler was able to discover some regularities in the motions of the planet Mars. The regularities were then summarized into what are known as Kepler's three laws of planetary motion ${ }^{\dagger}$ :

1) The orbit of each planet around the sun is an ellipse, with the sun at one focus (the law of orbits).

[^3]2) The radius vector from the sun to a planet sweeps out equal areas in equal time intervals (the law of areas).
3) The square of the orbital period of a planet is proportional to the cube of its mean distance from the sun (the law of periods). (The semimajor axis of an ellipse is often called the mean distance, although it is not the average length of the radius vector with respect to time.)

These three empirical laws, with the first two laws published in 1609 and the third law in 1619, were used later by Isaac Newton (1642-1727) to deduce his law of gravity. In 1666, Newton began to think of gravity, and later, in 1687, he published his law of gravity and three laws of motion in his Principia.

Kepler's three laws of planetary motion describe the motion of planets around the sun, which is considered to be inertially fixed. In Chapter 3, we shall derive these laws of planetary motion by applying Newton's laws of motion and his law of gravity to the general two-body problem in which the primary body is not assumed to be inertially fixed.

### 1.2.2 Newton's Laws of Motion and Law of Gravity

In Principia, Newton published his three laws of motion, which are valid for a particle whose motion is observed in a reference frame that is fixed in space or is translating with a constant velocity. Such a nonrotating and nonaccelerating reference frame as postulated by Newton is frequently referred to as an inertial or Newtonian reference frame. It was, however, Galileo who first introduced the concept of absolute acceleration with respect to an inertial reference frame and first stated the principle of inertia: a body not subject to external forces moves with constant velocity. The principle of inertia is, in fact, Newton's first law, which is a special case of his second law.

Newton's three laws of motion. Classical mechanics, which is primarily based on Newton's three laws of motion and his law of gravity, provides the framework for the study of orbital and attitude motions of space vehicles.

Newton's three laws of motion are stated as follows:

1) A particle remains in its state of rest or uniform, straight-line motion unless it is acted upon by forces to change that state; this is the law of inertia. (Note that the term "particle" is a mathematical abstraction of a relatively small body and it is used interchangeably with the term "point mass.")
2) The force acting on a particle equals the mass of the particle times its inertial acceleration.
3) For every applied force, there is an equal and opposite reaction force; this is the law of action and reaction.

In vector notation, the second law takes the standard form

$$
\begin{equation*}
\vec{f}=m \vec{a} \tag{1.49}
\end{equation*}
$$

where $\vec{f}$ is the force acting on the particle, $m$ is its constant mass, and $\vec{a}$ is its inertial acceleration. Force, mass, and acceleration are dimensional quantities whose magnitude is defined with respect to a set of the SI units, [Newtons (N), kilograms (kg), meters (m), and seconds (s)], or the U.S. customary units, [pounds (lb), slugs (slug), feet (ft), and seconds (s)]. (See Table 1.1.) The inertial acceleration is related

Table 1.1 Conversion of units of measure

| Units | Equivalents |
| :--- | :--- |
| N | $\mathrm{kg} \cdot \mathrm{m} / \mathrm{s}^{2}$ |
| lb | slug $\cdot \mathrm{ft} / \mathrm{s}^{2}$ |
| 1 ft | 0.3048 m |
| 1 slug | 14.5939 kg |
| 1 lb | 4.4482 N |

to the inertial velocity $\vec{v}$ and the inertial position $\vec{r}$, as follows:

$$
\begin{equation*}
\vec{a}=\frac{\mathrm{d} \vec{v}}{\mathrm{~d} t}=\frac{\mathrm{d}^{2} \vec{r}}{\mathrm{~d} t^{2}} \tag{1.50}
\end{equation*}
$$

In formulating the equation of motion of a particle translating in an inertial reference frame, Newton's second law, force equals mass times acceleration, is often rearranged as mass times acceleration equals force, or acceleration equals force divided by mass; i.e., we write the equation of motion of a particle as

$$
\begin{equation*}
m \vec{a}=\vec{f} \quad \text { or } \quad \vec{a}=\frac{\vec{f}}{m} \tag{1.51}
\end{equation*}
$$

Furthermore, integrating Eq. (1.51) for $\vec{f}=0$, we obtain the inertial velocity as

$$
\vec{v}=\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}=\text { constant vector }
$$

Thus, it is said that Newton's first law is a simple consequence of his second law.
In vector notation, the third law for a system of $N$ particles takes the form

$$
\begin{equation*}
\vec{f}_{i j}=-\vec{f}_{j i} \quad(i, j=1, \ldots, N) \tag{1.52}
\end{equation*}
$$

where $\vec{f}_{i j}$ denotes the force acting on the $i$ th particle by the $j$ th particle and, conversely, $\vec{f}_{j i}$ denotes the force acting on the $j$ th particle by the $i$ th particle. Note that the interaction forces between any two particles are assumed to be collinear and $\vec{f}_{i i}=0$ because there are no interacting forces between a particle and itself. Consequently, the internal action and reaction forces of a system of $N$ particles satisfy the following relationships:

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{j=1}^{N} \vec{f}_{i j}=0 \tag{1.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{j=1}^{N} \vec{r}_{i} \times \vec{f}_{i j}=\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N}\left(\vec{r}_{i}-\vec{r}_{j}\right) \times \vec{f}_{i j}=0 \tag{1.54}
\end{equation*}
$$

because $\vec{f}_{i j}$ is collinear with the relative position vector, $\vec{r}_{i}-\vec{r}_{j}$, between two particles.

Newton's law of gravity. Another important physical law in classical mechanics is Newton's law of gravity. According to Newton's law of gravity, two particles of masses $m_{1}$ and $m_{2}$, separated by a distance $r$, attract each other with a force of magnitude

$$
\begin{equation*}
f=\frac{G m_{1} m_{2}}{r^{2}} \tag{1.55}
\end{equation*}
$$

where $G=6.67259 \times 10^{-11} \mathrm{~N} \cdot \mathrm{~m}^{2} / \mathrm{kg}^{2}$ is the universal gravitational constant.* Newton's law of gravity is stated in vector form as

$$
\begin{equation*}
\vec{f}=-\frac{G m_{1} m_{2}}{r^{3}} \vec{r} \tag{1.56}
\end{equation*}
$$

where $\vec{f}$ is the gravity force acting on $m_{2}$ by $m_{1}, \vec{r}$ is the position vector of $m_{2}$ relative to $m_{1}$, and $r$ is the magnitude of $\vec{r}$.

The gravitational acceleration of a point mass near the surface of a nonrotating, spherical model of the Earth, which is commonly denoted by $g$, is given by

$$
g=\frac{G M_{\oplus}}{R_{\oplus}^{2}} \approx 9.8 \mathrm{~m} / \mathrm{s}^{2} \quad\left(=32.2 \mathrm{ft} / \mathrm{s}^{2}\right)
$$

where $M_{\oplus}\left(=5.9737 \times 10^{24} \mathrm{~kg}\right)$ and $R_{\oplus}(=6378 \mathrm{~km})$ are the astronomical symbols for the mass and mean equatorial radius of the Earth, respectively. The product of $G$ and $M_{\oplus}$, often denoted as $\mu_{\oplus}$, is called the gravitational parameter of the Earth; i.e., we have $\mu_{\oplus}=G M_{\oplus}=398,601 \mathrm{~km}^{3} / \mathrm{s}^{2}$.

Because the gravity force $\vec{f}$ is a function of the position vector $\vec{r}$ only, the gravitational force field is said to be conservative, and we introduce a scalar function $\phi$ such that

$$
\begin{equation*}
\vec{f} \cdot \mathrm{~d} \vec{r}=\mathrm{d} \phi \quad \text { or } \quad \vec{f} \cdot \frac{\mathrm{~d} \vec{r}}{\mathrm{~d} t}=\frac{\mathrm{d} \phi}{\mathrm{~d} t} \tag{1.57}
\end{equation*}
$$

where $\mathrm{d} \vec{r} / \mathrm{d} t$ is the time derivative of $\vec{r}$ in an inertial reference frame and $\phi$ is called the gravitational potential. The gravity force is then simply the gradient vector of the gravitational potential $\phi$; i.e., we have

$$
\begin{equation*}
\vec{f}=\nabla \phi \tag{1.58}
\end{equation*}
$$

Such a conservative force field is also sometimes called irrotational because

$$
\operatorname{curl} \vec{f} \equiv \nabla \times \vec{f}=\nabla \times \nabla \phi=0
$$

Substituting Eq. (1.56) into Eq. (1.57) and integrating the resulting equation, we obtain

$$
\begin{equation*}
\phi=\frac{G m_{1} m_{2}}{r}+C \tag{1.59}
\end{equation*}
$$

[^4]where $C$ is a constant of integration. In orbital mechanics, the constant of integration $C$ is often chosen as zero such that $\phi=0$ at $r=\infty$, and the negative of the gravitational potential is called the potential energy $V$; i.e.,
\[

$$
\begin{equation*}
V \equiv-\phi=-\frac{G m_{1} m_{2}}{r} \tag{1.60}
\end{equation*}
$$

\]

We often call $V a$ potential energy, rather than the potential energy because an arbitrary constant can be added to $V$.

Newton's three laws of motion and his law of gravity provide the fundamental framework for classical mechanics, and they are of fundamental importance in formulating equations of motion of space vehicles for the study of their orbital and attitude motions.

## Problem

1.5. Show that the gravitational force $F$ between a particle of mass $m$ and a solid sphere of radius $a$ and constant mass density $\rho$ is given by

$$
F=\frac{G M m}{r^{2}}
$$

where $M=4 \pi \rho a^{3} / 3$ is the total mass of the sphere and $r$ is a distance to the particle from the center of the sphere. That is, a uniformly dense spherical body attracts an external point mass as if all its mass were concentrated at its center.

Note: This problem was not an easy one even for Newton, but eventually it was solved by Newton in 1685 by proving that a homogeneous spherical shell attracts an external particle as if all its mass were concentrated at its center.

### 1.2.3 Kinematics of a Particle

Kinematics is mainly concerned with the geometry of motion. The subject of kinematics is somewhat mathematical in nature and does not involve any forces associated with the motion. A thorough working knowledge of kinematics is a prerequisite to the successful formulation of the equations of motion of particles and rigid bodies, however. We shall consider here the kinematics of a particle, whereas the rotational kinematics of a rigid body is treated in Chapter 5.

Angular velocity vector of a rotating reference frame. Consider a reference frame $A$ with a set of three orthogonal unit vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ and a reference frame $B$ with a set of three orthogonal unit vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$, as shown in Fig. 1.2.

The angular velocity vector of a reference frame $B$ with respect to a reference frame $A$ is denoted by $\vec{\omega}^{B / A}$. For brevity, the symbol $\vec{\omega}^{B / A}$ is to be read as the angular velocity of $B$ with respect to $A$. The terms "with respect to" and "relative to" are often used interchangeably in the literature. The angular velocity vector $\vec{\omega}^{B / A}$ lies along the instantaneous axis of rotation of the reference frame $B$, and it usually changes both its direction and magnitude continuously with time. We can also consider the angular velocity of $A$ with respect to $B$, denoted by $\vec{\omega}^{A / B}$, and we have

$$
\begin{equation*}
\vec{\omega}^{A / B} \equiv-\vec{\omega}^{B / A} \tag{1.61}
\end{equation*}
$$



Fig. 1.2 Reference frames $A$ and $B$.
The angular velocity of $B$ with respect to $A$ can also be expressed as

$$
\begin{equation*}
\vec{\omega}^{B / A}=\vec{\omega}^{B / A_{1}}+\vec{\omega}^{A_{1} / A_{2}}+\vec{\omega}^{A_{2} / A_{3}}+\cdots+\vec{\omega}^{A_{n} / A} \tag{1.62}
\end{equation*}
$$

where $A_{1}, \ldots, A_{n}$ are the $n$ auxiliary reference frames.
Because the unit vectors $\vec{b}_{i}$ fixed in the reference frame $B$ rotate with an angular velocity $\vec{\omega}^{B / A}$ with respect to $A$, the rate of change of $\vec{b}_{i}$ is caused only by $\vec{\omega}^{B / A}$ and it must be normal to both $\vec{b}_{i}$ and $\vec{\omega}^{B / A}$. Thus, the time derivatives of the unit vectors $\vec{b}_{i}$ measured in $A$ are given by

$$
\begin{align*}
& \left\{\frac{\mathrm{d} \vec{b}_{1}}{\mathrm{~d} t}\right\}_{A}=\vec{\omega}^{B / A} \times \vec{b}_{1}  \tag{1.63a}\\
& \left\{\frac{\mathrm{~d} \vec{b}_{2}}{\mathrm{~d} t}\right\}_{A}=\vec{\omega}^{B / A} \times \vec{b}_{2}  \tag{1.63b}\\
& \left\{\frac{\mathrm{~d} \vec{b}_{3}}{\mathrm{~d} t}\right\}_{A}=\vec{\omega}^{B / A} \times \vec{b}_{3} \tag{1.63c}
\end{align*}
$$

If a reference frame $A$ is inertially fixed, it is called an inertial or Newtonian reference frame. In that case, a reference frame $B$ is in motion relative to $A$ and becomes a rotating reference frame with an angular velocity of $\vec{\omega}^{B / A}$. For brevity, we write simply $\vec{\omega}$ for $\vec{\omega}^{B / A}$; that is,

$$
\vec{\omega} \equiv \vec{\omega}^{B / A}
$$

Also let an overdot* denote time differentiation in $A$. Then Eqs. (1.63) are often written as

$$
\begin{align*}
& \dot{\vec{b}}_{1}=\vec{\omega} \times \vec{b}_{1}  \tag{1.64a}\\
& \dot{\vec{b}}_{2}=\vec{\omega} \times \vec{b}_{2}  \tag{1.64b}\\
& \dot{\vec{b}}_{3}=\vec{\omega} \times \vec{b}_{3} \tag{1.64c}
\end{align*}
$$

[^5]

Fig. 1.3 Particle in a rotating and translating reference frame.
and the angular velocity vector $\vec{\omega}$ can also be expressed as

$$
\begin{align*}
\vec{\omega} & =\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3} \\
& =\left(\dot{\vec{b}}_{2} \cdot \vec{b}_{3}\right) \vec{b}_{1}+\left(\dot{\vec{b}}_{3} \cdot \vec{b}_{1}\right) \vec{b}_{2}+\left(\dot{\vec{b}}_{1} \cdot \vec{b}_{2}\right) \vec{b}_{3} \tag{1.65}
\end{align*}
$$

Furthermore, Eqs. (1.64) can also be combined as

$$
\left[\begin{array}{c}
\dot{\vec{b}}_{1} \\
\dot{\vec{b}}_{2} \\
\dot{\vec{b}}_{3}
\end{array}\right]=-\left[\begin{array}{rrr}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]
$$

Particle kinematics. Consider now a particle $P$ that is in motion relative to a reference frame $B$, which is itself in motion relative to an inertial reference frame $A$, as shown in Fig. 1.3. The angular velocity of $B$ relative to $A$ is denoted by $\vec{\omega} \equiv \vec{\omega}^{B / A}$. The position vector of the particle from the origin of $A$ is denoted by $\vec{R}$ and the position vector of $P$ from point $O$ of $B$ is denoted by $\vec{r}$.

Suppose that the position vector $\vec{r}$ is expressed in terms of basis vectors of $B$ as follows:

$$
\vec{r}=r_{1} \vec{b}_{1}+r_{2} \vec{b}_{2}+r_{3} \vec{b}_{3}
$$

Then the time derivative of $\vec{r}$ measured in $A$, or as seen from $A$, becomes

$$
\begin{equation*}
\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{A} \equiv \dot{\vec{r}}=\dot{r}_{1} \vec{b}_{1}+\dot{r}_{2} \vec{b}_{2}+\dot{r}_{3} \vec{b}_{3}+r_{1} \dot{\vec{b}}_{1}+r_{2} \dot{\vec{b}}_{2}+r_{3} \dot{\vec{b}}_{3} \tag{1.66}
\end{equation*}
$$

Defining the time derivative of $\vec{r}$ measured in $B$ as

$$
\begin{equation*}
\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{B} \equiv \dot{r}_{1} \vec{b}_{1}+\dot{r}_{2} \vec{b}_{2}+\dot{r}_{3} \vec{b}_{3} \tag{1.67}
\end{equation*}
$$

and using Eqs. (1.64) and (1.67), we obtain

$$
\begin{aligned}
\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{A} & =\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{B}+r_{1}\left(\vec{\omega} \times \vec{b}_{1}\right)+r_{2}\left(\vec{\omega} \times \vec{b}_{2}\right)+r_{3}\left(\vec{\omega} \times \vec{b}_{3}\right) \\
& =\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{B}+\vec{\omega} \times \vec{r}
\end{aligned}
$$

Note that $\{\mathrm{d} \vec{r} / \mathrm{d} t\}_{A}$ is, in fact, the velocity of the particle $P$ with respect to the origin of $B$ measured in $A$ (or as seen from $A$ ) and that $\{\mathrm{d} \vec{r} / \mathrm{d} t\}_{B}$ is the velocity of the particle $P$ with respect to the origin of $B$ measured in $B$.

We now summarize this important result for an arbitrary vector $\vec{r}$ as follows:

$$
\begin{equation*}
\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{A}=\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{B}+\vec{\omega}^{B / A} \times \vec{r} \tag{1.68}
\end{equation*}
$$

Because $\vec{\omega}^{B / A}=-\vec{\omega}^{A / B}$, we also have

$$
\begin{equation*}
\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{B}=\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{A}+\vec{\omega}^{A / B} \times \vec{r} \tag{1.69}
\end{equation*}
$$

Equations (1.68) and (1.69) apply to any vector quantity and are of fundamental importance to dynamic problems in which a rotating reference frame is involved.

## Problem

1.6. Consider a particle $P$ that is in motion relative to a reference frame $B$, which is itself in motion relative to an inertial reference frame $A$, as shown in Fig. 1.3. The angular velocity of $B$ relative to $A$ is denoted by $\vec{\omega} \equiv \vec{\omega}^{B / A}$. The position vector of $P$ from the origin of $A$ is given as

$$
\vec{R}=\vec{R}_{o}+\vec{r}
$$

where $\vec{R}_{o}$ is the position vector of point $O$ of $B$ from the origin of $A$, and $\vec{r}$ is the position vector of $P$ from point $O$ of $B$.

Suppose that $A$ is inertially fixed and that $\vec{r}$ is expressed in terms of basis vectors of $B$ as follows:

$$
\vec{r}=r_{1} \vec{b}_{1}+r_{2} \vec{b}_{2}+r_{3} \vec{b}_{3}
$$

The velocity and acceleration of the particle $P$ with respect to the origin of $B$ measured in $B$ are defined, respectively, as

$$
\begin{aligned}
& \left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{B} \equiv \dot{r}_{1} \vec{b}_{1}+\dot{r}_{2} \vec{b}_{2}+\dot{r}_{3} \vec{b}_{3} \\
& \left\{\frac{\mathrm{~d}^{2} \vec{r}}{\mathrm{~d} t^{2}}\right\}_{B} \equiv \ddot{r}_{1} \vec{b}_{1}+\ddot{r}_{2} \vec{b}_{2}+\ddot{r}_{3} \vec{b}_{3}
\end{aligned}
$$

(a) Show that the angular acceleration of $B$ with respect to $A$ measured in $A$ is the same as the angular acceleration of $B$ with respect to $A$ measured in $B$; i.e,

$$
\left\{\frac{\mathrm{d} \vec{\omega}}{\mathrm{~d} t}\right\}_{A}=\left\{\frac{\mathrm{d} \vec{\omega}}{\mathrm{~d} t}\right\}_{B}
$$

(b) Show that the velocity and acceleration of the particle $P$ with respect to the origin of $A$ measured in $A$ can be obtained as

$$
\begin{aligned}
\left\{\frac{\mathrm{d} \vec{R}}{\mathrm{~d} t}\right\}_{A} & =\left\{\frac{\mathrm{d} \vec{R}_{o}}{\mathrm{~d} t}\right\}_{A}+\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{A} \\
& =\left\{\frac{\mathrm{d} \vec{R}_{o}}{\mathrm{~d} t}\right\}_{A}+\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{B}+\vec{\omega} \times \vec{r}
\end{aligned}
$$

$$
\begin{aligned}
\left\{\frac{\mathrm{d}^{2} \vec{R}}{\mathrm{~d} t^{2}}\right\}_{A} & =\left\{\frac{\mathrm{d}^{2} \vec{R}_{o}}{\mathrm{~d} t^{2}}\right\}_{A}+\left\{\frac{\mathrm{d}^{2} \vec{r}}{\mathrm{~d} t^{2}}\right\}_{A} \\
& =\left\{\frac{\mathrm{d}^{2} \vec{R}_{o}}{\mathrm{~d} t^{2}}\right\}_{A}+\left\{\frac{\mathrm{d}^{2} \vec{r}}{\mathrm{~d} t^{2}}\right\}_{B}+\dot{\vec{\omega}} \times \vec{r}+\vec{\omega} \times(\vec{\omega} \times \vec{r})+2 \vec{\omega} \times\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{B}
\end{aligned}
$$

where $\dot{\vec{\omega}} \equiv\{\mathrm{d} \vec{\omega} / \mathrm{d} t\}_{A}=\{\mathrm{d} \vec{\omega} / \mathrm{d} t\}_{B}$ is the angular acceleration of $B$ with respect to $A$ measured in $A$ or $B$.

Note: The term $\{\mathrm{d} \vec{R} / \mathrm{d} t\}_{A}$ is called the inertial velocity, $\left\{\mathrm{d}^{2} \vec{R} / \mathrm{d} t^{2}\right\}_{A}$ the inertial acceleration, $\vec{\omega} \times(\vec{\omega} \times \vec{r})$ the centripetal acceleration, $-\vec{\omega} \times(\vec{\omega} \times \vec{r})$ the centrifugal acceleration, and $2 \vec{\omega} \times\{\mathrm{d} \vec{r} / \mathrm{d} t\}_{B}$ the Coriolis acceleration. ${ }^{*}$ The centripetal acceleration vector $\vec{\omega} \times(\vec{\omega} \times \vec{r})$ is orthogonal to both $\vec{\omega}$ and $\vec{\omega} \times \vec{r}$ and it is directed toward the instantaneous axis of rotation.

### 1.2.4 Dynamics of a Particle

In formulating the equations of motion of a particle (or of a system of particles), it is extremely important to correctly take into account all forces, both reactive and externally applied, that act on the particle (or on the system of particles). This vital step in formulating the equations of motion is called isolating the system or sketching its free-body diagram. It is assumed that the reader is familiar with the concept of drawing free-body diagrams through previous study of statics or mechanics.

Formulation of equations of motion. Consider a particle $P$ of constant mass $m$ moving in an inertial reference frame $A$, as shown in Fig. 1.3. Let $\vec{F}$ be the resultant of all forces acting on $P$, including constraint or reaction forces. Then the equation of motion of the particle $P$ of mass $m$ is simply written as

$$
\begin{equation*}
m \ddot{\vec{R}}=\vec{F} \tag{1.70}
\end{equation*}
$$

where $\vec{R}$ is the inertial position vector of $P$ and $\ddot{\vec{R}}$ is the inertial acceleration of $P$; i.e., $\ddot{\vec{R}} \equiv\left\{\mathrm{~d}^{2} \vec{R} / \mathrm{d} t^{2}\right\}_{A}$. Note that $\vec{R}=\vec{R}_{o}+\vec{r}$ and $\ddot{\vec{R}}=\ddot{\vec{R}}_{o}+\ddot{\vec{r}}$.

If the inertial position vector $\vec{R}$ of $P$ and the resultant of all forces $\vec{F}$ acting on $P$ are expressed in terms of a set of basis vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ fixed in an inertial reference frame $A$, as

$$
\begin{aligned}
\vec{R} & =R_{1} \vec{a}_{1}+R_{2} \vec{a}_{2}+R_{3} \vec{a}_{3} \\
\vec{F} & =F_{1} \vec{a}_{1}+F_{2} \vec{a}_{2}+F_{3} \vec{a}_{3}
\end{aligned}
$$

then the vector differential equation (1.70) can be resolved into its three component equations as

$$
\begin{array}{ll}
\vec{a}_{1}: & m \ddot{R}_{1}=F_{1} \\
\vec{a}_{2}: & m \ddot{R}_{2}=F_{2} \\
\vec{a}_{3}: & m \ddot{R}_{3}=F_{3} \tag{1.71c}
\end{array}
$$

[^6]These three equations of motion become independent only if the coordinates $R_{1}$, $R_{2}$, and $R_{3}$ are independent.
If the motion of a particle is subject to possible constraints, then a set of a minimum number of independent coordinates necessary for describing the motion of a particle with constraints is often employed in formulating the equations of motion. Such independent coordinates are called the generalized coordinates. The number of independent generalized coordinates corresponds to the degrees of freedom of the system.

The equation of motion in the form of Eq. (1.70) can be rewritten as

$$
\begin{equation*}
\vec{F}-m \ddot{\vec{R}}=0 \tag{1.72}
\end{equation*}
$$

which is known as D'Alembert's principle. The term $-m \ddot{\vec{R}}$ is often called an inertial force; however, such a fictitious force must be distinguished from an actual force $\vec{F}$ acting on the particle. In formulating the equation of motion of a particle, it is quite often convenient to apply the dynamic equilibrium condition (1.72) to a free-body diagram of a particle. However, considerable care must be taken in formulating the equation of motion by employing D'Alembert's principle.

The equation of motion of a particle also can be rewritten as

$$
\frac{\mathrm{d}}{\mathrm{~d} t}(m \dot{\vec{R}})=\vec{F}
$$

where $\dot{\vec{R}}$ is the inertial velocity of $P$; i.e., $\dot{\vec{R}} \equiv\{\mathrm{~d} \vec{R} / \mathrm{d} t\}_{A}$ and $m \dot{\vec{R}}$ is called the linear momentum vector of a particle of constant mass $m$. If the resultant of all forces acting on the particle $P$ is zero; i.e., $\vec{F}=0$, then

$$
m \dot{\vec{R}}=\text { constant vector }
$$

which is known as the principle of conservation of linear momentum, and we have

$$
\vec{R}(t)=\vec{R}(0)+\dot{\vec{R}}(0) t
$$

The constant vectors $\vec{R}(0)$ and $\dot{\vec{R}}(0)$, which denote the inertial position and velocity vectors of the particle at $t=0$, respectively, represent six constant integrals of the equation of motion.

Angular momentum. We now consider the angular momentum (or the moment of momentum) of a particle about an arbitrary point $O$, which is itself in motion relative to an inertial reference frame $A$, as shown in Fig. 1.3.

The moment about an arbitrary point $O$ of the momentum $m \vec{R}$ of a particle $P$ of mass $m$ is

$$
\begin{equation*}
\vec{H}_{o}=\vec{r} \times m \dot{\vec{R}} \tag{1.73}
\end{equation*}
$$

where $\vec{r}$ is the position vector of $P$ from point $O$ of $B$ and $\dot{\vec{R}}$ is the inertial velocity of $P$. The moment of momentum, $\vec{H}_{o}$, is often called the absolute angular momen$t u m$ due to the absolute momentum $m \vec{R}$ used in defining $\vec{H}_{o}$.

Differentiating $\vec{H}_{o}$ with respect to time, we obtain the angular momentum equation as

$$
\begin{aligned}
\dot{\vec{H}}_{o} & =\dot{\vec{r}} \times m \dot{\vec{R}}+\vec{r} \times m \dot{\vec{R}} \\
& =\dot{\vec{r}} \times m\left(\dot{\vec{R}}_{o}+\dot{\vec{r}}\right)+\vec{r} \times \vec{F} \\
& =m \dot{\vec{r}} \times \dot{\vec{R}}_{o}+\vec{r} \times \vec{F}
\end{aligned}
$$

which can be rewritten as

$$
\begin{equation*}
\dot{\vec{H}}_{o}+\dot{\vec{R}}_{o} \times m \dot{\vec{r}}=\vec{M}_{o} \tag{1.74}
\end{equation*}
$$

where $\vec{M}_{o}=\vec{r} \times \vec{F}$ denotes the moment of the resultant force $\vec{F}$ about point $O$ of $B$.

Similarly, for the relative angular momentum of a particle about an arbitrary point $O$, which is defined as

$$
\begin{equation*}
\vec{h}_{o}=\vec{r} \times m \dot{\vec{r}} \tag{1.75}
\end{equation*}
$$

we also obtain the angular momentum equation of the form

$$
\begin{equation*}
\dot{\vec{h}}_{o}+\vec{r} \times m \ddot{\vec{R}}_{o}=\vec{M}_{o} \tag{1.76}
\end{equation*}
$$

The term "relative angular momentum" for $\vec{h}_{o}$ here is simply due to the relative momentum $m \dot{\vec{r}}$ used in defining $\vec{h}_{g}$.

If point $O$ is inertially fixed, the distinction between $\vec{H}_{o}$ and $\vec{h}_{o}$ disappears, and the angular momentum equation becomes

$$
\begin{equation*}
\dot{\vec{H}}_{o}=\vec{M}_{o} \quad \text { or } \quad \dot{\vec{h}}_{o}=\vec{M}_{o} \tag{1.77}
\end{equation*}
$$

Furthermore, if the external moment $\vec{M}_{o}$ is zero, then the angular momentum vector becomes a constant vector; that is, the angular momentum of the particle is conserved. This is known as the principle of conservation of angular momentum.

Kinetic and potential energy. The kinetic energy $T$ of the particle $P$ of mass $m$ is defined as

$$
\begin{equation*}
T=\frac{1}{2} m \dot{\vec{R}} \cdot \dot{\vec{R}} \tag{1.78}
\end{equation*}
$$

where $\dot{\vec{R}}$ is the inertial velocity of $P$.
If a given force $\vec{F}$ depends only on the position vector $\dot{\vec{R}}$, then a scalar function $V$, which is called the potential energy, is defined such that

$$
\begin{equation*}
\vec{F} \cdot \mathrm{~d} \vec{R}=-\mathrm{d} V \quad \text { or } \quad \vec{F} \cdot \dot{\vec{R}}=-\dot{V} \tag{1.79}
\end{equation*}
$$

Such a force field is said to be conservative, and a conservative force $\vec{F}$ is often expressed as the gradient vector of the potential energy $V$, as follows:

$$
\vec{F}=-\nabla V
$$

and $\nabla \times \vec{F}=0$. For a particle acted upon only by a conservative force, we have the principle of conservation of energy described by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}(T+V)=0 \quad \text { or } \quad T+V=E=\mathrm{const} \tag{1.80}
\end{equation*}
$$

where the constant of integration $E$ is called the total energy.

## Problems

1.7. Consider various mass-spring-damper systems shown in Fig. 1.4, assuming a frictionless horizontal line.
(a) By sketching a free-body diagram and applying Newton's second law of motion, verify that the equation of motion of the single-degree-of-freedom system
a)

b)

c)

d)

e)

f)


Fig. 1.4 Mass-spring-damper systems.
shown in in Fig. 1.4a is simply given as

$$
m \ddot{x}+c \dot{x}+k x=0
$$

where $x$ represents the position of the cart from the unstretched spring position, $m$ the mass of the cart, $k$ the linear spring stiffness, and $c$ the viscous damping coefficient of a dashpot.*
Note: This system is referred to as a second-order dynamic system described by a second-order ordinary differential equation with constant coefficients.
(b) Derive the equation of motion of the system shown in Fig. 1.4b as

$$
\frac{c m}{k_{2}} \frac{\mathrm{~d}^{3} x}{\mathrm{~d} t^{3}}+m \frac{\mathrm{~d}^{2} x}{\mathrm{~d} t^{2}}+c\left(1+\frac{k_{1}}{k_{2}}\right) \frac{\mathrm{d} x}{\mathrm{~d} t}+k_{1} x=0
$$

Note: The junction between the spring $k_{2}$ and the dashpot $c$ is massless. Consequently, this system is referred to as a third-order dynamic system with one and one-half degrees of freedom. ${ }^{2}$
(c) Derive the third-order differential equation for the system shown in Fig. 1.4c.
(d) Derive the equation of motion of the system, with two springs connected in series, shown in Fig. 1.4d as follows:

$$
m \ddot{x}+\frac{k_{1} k_{2}}{k_{1}+k_{2}} x=0
$$

(e) Derive the equation of motion of the mass-spring system, with three springs connected in series, shown in Fig. 1.4e as follows:

$$
m \ddot{x}+\frac{k_{1} k_{2} k_{3}}{k_{1} k_{2}+k_{2} k_{3}+k_{1} k_{3}} x=0
$$

(f) Obtain the equation of motion of the mass-spring-damper system shown in Fig. 1.4f using the result in (d).
1.8. Consider a particle $P$ of mass $m$ that is in motion relative to a reference frame $B$, which is itself in motion relative to an inertial reference frame $A$ (as was shown in Fig. 1.3), and let $\vec{F}$ be the resultant of all forces acting on $P$.

Assume that the reference frame $B$ has a known translational motion $\vec{R}_{o}(t)$ and a known rotational motion $\vec{\omega}(t)$. Also assume that the position of the particle with respect to the origin of $B$ is expressed as

$$
\vec{r}=r_{1} \vec{b}_{1}+r_{2} \vec{b}_{2}+r_{3} \vec{b}_{3}
$$

and

$$
\begin{gathered}
\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{B} \equiv \dot{r}_{1} \vec{b}_{1}+\dot{r}_{2} \vec{b}_{2}+\dot{r}_{3} \vec{b}_{3} \\
\left\{\frac{\mathrm{~d}^{2} \vec{r}}{\mathrm{~d} t^{2}}\right\}_{B} \equiv \ddot{r}_{1} \vec{b}_{1}+\ddot{r}_{2} \vec{b}_{2}+\ddot{r}_{3} \vec{b}_{3}
\end{gathered}
$$

[^7](a) Show that the equation of motion of $P$ can be written as
$$
m\left\{\frac{\mathrm{~d}^{2} \vec{r}}{\mathrm{~d} t^{2}}\right\}_{B}=-m\left(\ddot{\vec{R}}_{o}+\dot{\vec{\omega}} \times \vec{r}+\vec{\omega} \times(\vec{\omega} \times \vec{r})+2 \vec{\omega} \times\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{B}\right)+\vec{F}
$$

The term $-m \vec{\omega} \times(\vec{\omega} \times \vec{r})$ is known as the centrifugal force and $2 m \vec{\omega} \times(\mathrm{d} \vec{r} / \mathrm{d} t)_{B}$ as the Coriolis force. However, such fictitious forces must be distinguished from an actual force $\vec{F}$ acting on the particle.
(b) Show that the kinetic energy defined as $T=\frac{1}{2} m \dot{\vec{R}} \cdot \dot{\vec{R}}$, where $\dot{\vec{R}}$ is the inertial velocity of $P$, can be written as

$$
T=T_{2}+T_{1}+T_{0}
$$

where

$$
\begin{gathered}
T_{2}=\frac{1}{2} m\left|\left\{\frac{\mathrm{~d} \vec{r}}{\mathrm{~d} t}\right\}_{B}\right|^{2} \\
T_{1}=m\left(\ddot{\vec{R}}_{o}+\vec{\omega} \times \vec{r}\right) \cdot\left\{\frac{\mathrm{d} \vec{r}}{\mathrm{~d} t}\right\}_{B} \\
T_{0}=\frac{1}{2} m\left|\dot{\vec{R}}_{o}+\vec{\omega} \times \vec{r}\right|^{2}
\end{gathered}
$$

Notice that $T_{2}$ is a quadratic function of $\left(\dot{r}_{1}, \dot{r}_{2}, \dot{r}_{3}\right), T_{1}$ is a linear function of ( $\dot{r}_{1}, \dot{r}_{2}, \dot{r}_{3}$ ), and $T_{0}$ is a nonnegative function of only ( $r_{1}, r_{2}, r_{3}$ ) and time.
1.9. Consider a simple pendulum of mass $m$ and constant length $\ell$, connected by a massless rod to the inertially fixed, hinged support point $O$, as shown in Fig. 1.5a in which $\theta$ denotes the angular position of the pendulum from the vertical line. The system is constrained to move in a vertical plane. This well-known pendulum problem with one degree of freedom can be formulated and solved without employing vector notation. However, as an exercise problem of vectorial mechanics, a vectorial approach, which is often referred to as the NewtonEuler formulation of the equations of motion, is to be employed here.

As illustrated in Fig. 1.5a, let $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ and $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ be two sets of right-hand, orthogonal unit vectors of two reference frames $A$ and $B$ fixed at the support point $O$ and the pendulum, respectively. Then the position vector of the


Fig. 1.5 Simple pendulum problems.
pendulum mass from the point $O$ can be expressed as: $\vec{r}=x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}$ or $\vec{r}=\ell \vec{b}_{1}$. Because the rectangular coordinates $x_{1}$ and $x_{2}$ are related to $\theta$ as: $x_{1}=\ell \cos \theta$ and $x_{2}=\ell \sin \theta, x_{1}$ and $x_{2}$ are not independent but constrained by: $x_{1}^{2}+x_{2}^{2}=\ell^{2}$, and $\theta$ is the generalized coordinate of the system. The angular velocity of $B$ with respect to $A$ is $\vec{\omega}^{B / A}=\dot{\theta} \vec{b}_{3}$.
(a) Find the absolute acceleration of the pendulum mass as

$$
\ddot{\vec{r}}=-\ell \dot{\theta}^{2} \vec{b}_{1}+\ell \ddot{\theta} \vec{b}_{2}
$$

(b) Derive the equation of motion of the simple pendulum as

$$
m \ell \ddot{\theta}=-m g \sin \theta+u
$$

where $g$ is the gravitational acceleration and $u$ is the applied force along the $\vec{b}_{2}$ direction. Also determine the tension, $T$, in the rod as

$$
T=m \ell \dot{\theta}^{2}+m g \cos \theta
$$

Hint: Sketch a free-body diagram of the pendulum mass, and then apply Newton's second law: $m \ddot{\vec{r}}=\vec{F}$ where $\vec{F}=m g \vec{a}_{1}+u \vec{b}_{2}-T \vec{b}_{1}$.
(c) Let the angular momentum vector be defined as $\vec{h}_{o}=\vec{r} \times m \dot{\vec{r}}$. Then, using the angular momentum equation $\vec{h}_{o}=\vec{M}_{o}$, derive the equation of motion as

$$
m \ell^{2} \ddot{\theta}=-m g \ell \sin \theta+u \ell
$$

which is, in fact, the same as the equation of motion derived in (b).
(d) Obtain the linearized equation of motion for small angle of $\theta$ and solve for $\theta(t)$ for a constant $u$ and initial conditions of $\theta(0)$ and $\dot{\theta}(0)$.

Hint: Assume that the solution is of the form

$$
\theta(t)=A \cos \sqrt{\frac{g}{\ell}} t+B \sin \sqrt{\frac{g}{\ell}} t+C
$$

and then determine constants $A, B$, and $C$ in terms of constants $u, \theta(0)$, and $\dot{\theta}(0)$.
(e) For this conservative dynamic system without the applied force, i.e., $u=0$, verify that

$$
\frac{\mathrm{d}}{\mathrm{~d} t}(T+V)=0
$$

where $T=\frac{1}{2} m \dot{\vec{r}} \cdot \dot{\vec{r}}=\frac{1}{2} m(\ell \dot{\theta})^{2}$ and $V=-m g \ell \cos \theta$.
1.10. Consider the pendulum shown in Fig. 1.5b in which the hinged support point is allowed to move with a horizontal displacement $z(t)$ along a frictionless horizontal line and is acted upon by an external force $u$. The system is constrained to move in a vertical plane. As illustrated in Fig. 1.5b, $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ is a set of basis vectors fixed in an inertial reference frame $A$ and $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ is a set of basis vectors of a rotating reference frame $B$ fixed at the pendulum. The absolute position vector of the pendulum mass is then expressed as $\vec{R}=\vec{R}_{o}+\vec{r}$ where $\vec{R}_{o}=z \vec{a}_{2}$ and $\vec{r}=\ell \vec{b}_{1}$. For this single particle system with two degrees of freedom, the coordinates $\theta$ and $z$ are selected as the generalized coordinates.
(a) Derive the equations of motion of the system as

$$
\begin{array}{ll}
\vec{a}_{2}: & m \ddot{z}+m \ell \ddot{\theta} \cos \theta-m \ell \dot{\theta}^{2} \sin \theta=u \\
\vec{b}_{2}: & m \ell \ddot{\theta}+m \ddot{z} \cos \theta+m g \sin \theta=0
\end{array}
$$

Note that the constraint forces, such as the tension in the rod and the normal force acting on the hinged support point, do not appear in this set of two independent equations.
(b) Obtain the second equation derived in (a) using the relative angular momentum equation: $\dot{\vec{h}}_{o}+\vec{r} \times m \ddot{\vec{R}}_{o}=\vec{M}_{o}$ where $\vec{h}_{o}=\vec{r} \times m \dot{\vec{r}}$.
(c) Also obtain the second equation derived in (a) using the absolute angular momentum equation $\vec{H}_{o}+\vec{R}_{o} \times m \dot{\vec{r}}=\vec{M}_{o}$, where $\vec{H}_{o}=\vec{r} \times m \dot{\vec{R}}$.
1.11. Consider the pendulum shown in Fig. 1.5c in which the hinged support point is allowed to move with a vertical displacement $y(t)$ along a frictionless vertical line and is acted upon by an external force $u$. As illustrated in Fig. 1.5c, $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ is a set of basis vectors fixed in an inertial reference frame $A$ and $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ is a set of basis vectors of a rotating reference frame $B$ fixed at the pendulum. The absolute position vector of the pendulum mass is then expressed as $\vec{R}=\vec{R}_{o}+\vec{r}$ where $\vec{R}_{o}=-y \vec{a}_{1}$ and $\vec{r}=\ell \vec{b}_{1}$.
(a) Derive the equations of motion as

$$
\begin{array}{ll}
\vec{a}_{1}: & m \ddot{y}+m \ell \ddot{\theta} \sin \theta+m \ell \dot{\theta}^{2} \cos \theta=u-m g \\
\vec{b}_{2}: & m \ell \ddot{\theta}+m \ddot{y} \sin \theta+m g \sin \theta=0
\end{array}
$$

(b) Obtain the second equation derived in (a) using the relative angular momentum equation $\dot{\vec{h}}_{o}+\vec{r} \times m \dot{\vec{R}}_{o}=\vec{M}_{o}$ where $\vec{h}_{o}=\vec{r} \times m \dot{\vec{r}}$.
(c) Also obtain the second equation derived in (a) using the absolute angular momentum equation $\vec{H}_{o}+\vec{R}_{o} \times m \dot{\vec{r}}=\vec{M}_{o}$ where $\vec{H}_{o}=\vec{r} \times m \dot{\vec{R}}$.

Note: If the vertical motion of the hinged support point is prescribed as $y(t)=$ $A \cos \omega t$, then for the small angular motion of the pendulum, we have the so-called Mathieu equation:

$$
\ddot{\theta}+\left(\frac{g}{\ell}-\frac{A \omega^{2}}{\ell} \cos \omega t\right) \theta=0
$$

1.12. A particle of mass $m$ is constrained to move on a smooth circular hoop of radius $\ell$ under the action of gravity, as illustrated in Fig. 1.6. It is assumed that the circular hoop rotates with constant angular velocity of $\Omega$ about the vertical line. Like the simple pendulum problem, this dynamic problem can also be formulated and solved without employing vector notation. However, as an exercise problem of three-dimensional vectorial mechanics, a vectorial approach to the formulation of the equations of motion is to be employed.

As illustrated in Fig. 1.6, $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ is a set of basis vectors fixed in an inertial reference frame $A$ with the origin $O$ and $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ is a set of basis vectors of a rotating reference frame $B$ fixed at the particle. The position vector of the particle from the inertially fixed point $O$ is then expressed as: $\vec{r}=\ell \vec{b}_{1}$. The angular velocity of $B$ with respect to $A$ is $\vec{\omega}^{B / A}=-\Omega \vec{a}_{1}+\dot{\theta} \vec{b}_{3}$.


Fig. 1.6 Particle on a rotating circular hoop.
(a) Derive the equation of motion of the particle as

$$
m \ell \ddot{\theta}+m g \sin \theta=m \ell \Omega^{2} \sin \theta \cos \theta
$$

where $\theta$ denotes the angular position of the particle from the vertical line and $g$ is the gravitational acceleration.
(b) In fact, an external torque is required to maintain the constant angular velocity $\Omega$ about the vertical line unless $\dot{\theta}=0$. Determine such external torque required to be acting upon the massless hoop to maintain constant $\Omega$ in the presence of the $\dot{\theta}$ motion of the particle.

Hint: For the same system, but with two degrees of freedom, choosing $\theta$ and $\phi$ ( $\dot{\phi} \equiv \Omega \neq$ const) as the generalized coordinates, derive the additional equation of motion as

$$
m(\ell \sin \theta)^{2} \ddot{\phi}+2 m \ell^{2} \dot{\phi} \dot{\theta} \sin \theta \cos \theta=u
$$

or

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(m \ell^{2} \sin ^{2} \theta \dot{\phi}\right)=u
$$

where $u$ is the external torque acting upon the massless hoop along the vertical line.
(c) For this conservative system without the applied torque $u$, verify that

$$
\frac{\mathrm{d}}{\mathrm{~d} t}(T+V)=0
$$

where $T=\frac{1}{2} m \dot{\vec{r}} \cdot \dot{\vec{r}}=\frac{1}{2} m\left(\ell^{2} \dot{\theta}^{2}+\ell^{2} \dot{\phi}^{2} \sin ^{2} \theta\right)$ and $V=-m g \ell \cos \theta$.

### 1.2.5 Dynamics of a System of Particles

The Newton-Euler formulation of the equations of motion for a system of particles is treated here, with emphasis on the generalized form of Newton's second law of motion and various angular momentum equations of a system of particles.


Fig. 1.7 System of particles.
Generalized form of Newton's second law of motion. Consider a system of $N$ particles $P_{1}, \ldots, P_{N}$ of masses $m_{1}, \ldots, m_{N}$ that are in motion relative to a reference frame $B$ with the origin $O$, which is itself in motion relative to an inertial reference frame $A$, as shown in Fig. 1.7.

The equation of motion of the $i$ th particle can be written as

$$
\begin{equation*}
m_{i} \ddot{\vec{R}}_{i}=\vec{f}_{i}+\sum_{j=1}^{N} \vec{f}_{i j}, \quad i=1,2, \ldots, N \tag{1.81}
\end{equation*}
$$

where $\vec{f}_{i}$ is the external force acting on $P_{i}, \vec{f}_{i j}$ is the internal force acting on $P_{i}$ due to $P_{j}\left(\vec{f}_{i i}=0\right.$ by the definition of an internal force), $\vec{R}_{i}$ is the position vector of $P_{i}$ from the inertial origin of $A$, and $\vec{R}_{i}$ is the inertial acceleration of the $i$ th particle $P_{i}$.

By summing these $N$ equations, we obtain

$$
\begin{equation*}
\sum_{i=1}^{N} m_{i} \ddot{\vec{R}}_{i}=\sum_{i=1}^{N} \vec{f}_{i} \tag{1.82}
\end{equation*}
$$

since

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{j=1}^{N} \vec{f}_{i j}=0 \tag{1.83}
\end{equation*}
$$

by Newton's third law $\vec{f}_{i j}=-\vec{f}_{j i}$.
Introducing the center of mass of the system, as illustrated in Fig. 1.7, such that

$$
\begin{equation*}
\vec{R}_{i}=\vec{R}_{c}+\vec{\rho}_{i}, \quad \sum_{i=1}^{N} m_{i} \vec{r}_{i}=m \vec{r}_{c}, \quad \sum_{i=1}^{N} m_{i} \vec{\rho}_{i}=0 \tag{1.84}
\end{equation*}
$$

where $m=\sum_{i=1}^{N} m_{i}$ denotes the total mass and $\vec{r}_{c}$ denotes the position vector of the center of mass from the origin $O$ of $B$, we rewrite Eq. (1.82) as

$$
\begin{equation*}
m \ddot{\vec{R}}_{c}=\vec{F} \tag{1.85}
\end{equation*}
$$

where

$$
\vec{F}=\sum_{i=1}^{N} \vec{f}_{i}
$$

denotes the resultant of all external forces acting on the system and $\ddot{\vec{R}}_{c}$ is the inertial acceleration of the center of mass.

Equation (1.85) is often referred to as the generalized form of Newton's second law of motion for a system of particles of total mass $m$. This translational equation of motion of the system indicates that the center of mass of the system moves as if the total mass were concentrated at the center of mass and the resultant of all the external forces on the system acted at that point.

Furthermore, if the resultant of all forces acting on the system is zero; i.e., $\vec{F}=0$, then

$$
m \dot{\vec{R}}_{c}=\text { constant vector }
$$

which is known as the principle of conservation of linear momentum for a system of particles.

Angular momentum equations. The angular momentum (also called the moment of momentum), which is one of the fundamental concepts in classical mechanics, is now considered for a system of particles as follows.

The absolute angular momentum of a system of particles about an arbitrary point $O$, which is itself in motion relative to an inertial reference frame, is defined as

$$
\begin{equation*}
\vec{H}_{o}=\sum_{i=1}^{N} \vec{r}_{i} \times m_{i} \dot{\vec{R}}_{i} \tag{1.86}
\end{equation*}
$$

Differentiating $\vec{H}_{o}$ with respect to time, we obtain

$$
\begin{aligned}
\dot{\vec{H}}_{o} & =\sum_{i=1}^{N} \dot{\vec{r}}_{i} \times m_{i} \dot{\vec{R}}_{i}+\sum_{i=1}^{N} \vec{r}_{i} \times m_{i} \ddot{\vec{R}}_{i} \\
& =\sum_{i=1}^{N} \dot{\vec{r}}_{i} \times m_{i}\left(\dot{\vec{R}}_{o}+\dot{\vec{r}}_{i}\right)+\sum_{i=1}^{N} \vec{r}_{i} \times\left(\vec{f}_{i}+\sum_{j=1}^{N} \vec{f}_{i j}\right) \\
& =\sum_{i=1}^{N} m_{i} \dot{\vec{r}}_{i} \times \dot{\vec{R}}_{o}+\sum_{i=1}^{N} \vec{r}_{i} \times \vec{f}_{i}+\sum_{i=1}^{N} \sum_{j=1}^{N} \vec{r}_{i} \times \vec{f}_{i j}
\end{aligned}
$$

Noting that $\sum m_{i} \vec{r}_{i}=m \vec{r}_{c}$ and

$$
\begin{aligned}
\sum_{i=1}^{N} & \sum_{j=1}^{N} \vec{r}_{i} \times \vec{f}_{i j}=\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N}\left(\vec{r}_{i}-\vec{r}_{j}\right) \times \vec{f}_{i j} \\
& \left.=0 \text { (as } \vec{f}_{i j} \text { is collinear with } \vec{r}_{i}-\vec{r}_{j}\right)
\end{aligned}
$$

we obtain the angular momentum equation of the form

$$
\begin{equation*}
\dot{\vec{H}}_{o}+\dot{\vec{R}}_{o} \times m \dot{\vec{r}}_{c}=\vec{M}_{o} \tag{1.87}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{M}_{o}=\sum_{i=1}^{N} \vec{r}_{i} \times \vec{f}_{i} \tag{1.88}
\end{equation*}
$$

is the moment of the external forces about the point $O$. The fact that the internal forces do not appear in $\vec{M}_{o}$ is a reason that angular momentum is a useful concept for a system of particles.

Similarly, defining the relative angular momentum about an arbitrary point $O$ as

$$
\begin{equation*}
\vec{h}_{o}=\sum_{i=1}^{N} \vec{r}_{i} \times m_{i} \dot{\vec{r}}_{i} \tag{1.89}
\end{equation*}
$$

we also obtain the angular momentum equation of the form

$$
\begin{equation*}
\dot{\vec{h}}_{o}+\vec{r}_{c} \times m \ddot{\vec{R}}_{o}=\vec{M}_{o} \tag{1.90}
\end{equation*}
$$

Similar to $\vec{H}_{o}$ and $\vec{h}_{o}$, the absolute angular momentum $\vec{H}_{c}$ and the relative angular momentum $\vec{h}_{c}$ about the center of mass can be defined as

$$
\begin{align*}
\vec{H}_{c} & =\sum_{i=1}^{N} \vec{\rho}_{i} \times m_{i} \dot{\vec{R}}_{i}  \tag{1.91a}\\
\vec{h}_{c} & =\sum_{i=1}^{N} \vec{\rho}_{i} \times m_{i} \dot{\vec{\rho}}_{i} \tag{1.91b}
\end{align*}
$$

Because $\sum m_{i} \vec{\rho}_{i}=0$ by the definition of the center of mass, the absolute and relative angular momenta about the center of mass are in fact identical; i.e.,

$$
\vec{H}_{c} \equiv \vec{h}_{c}
$$

and also we have the following relationships:

$$
\begin{align*}
\vec{H}_{o} & =\vec{H}_{c}+\vec{r}_{c} \times m \dot{\vec{R}}_{c}  \tag{1.92a}\\
\vec{h}_{o} & =\vec{h}_{c}+\vec{r}_{c} \times m \dot{\vec{r}}_{c} \tag{1.92b}
\end{align*}
$$

Consequently, the angular momentum equation (1.87) can be rewritten as

$$
\begin{equation*}
\dot{\vec{H}}_{c}+\vec{r}_{c} \times m \ddot{\vec{R}}_{c}=\vec{M}_{o} \tag{1.93}
\end{equation*}
$$

If the reference point $O$ is either inertially fixed or at the moving center of mass of the system, the distinction between $\vec{H}_{o}$ and $\vec{h}_{o}$ disappears and the angular momentum equation (1.87) simply becomes

$$
\begin{equation*}
\dot{\vec{H}}_{o}=\vec{M}_{o} \quad \text { or } \quad \dot{\vec{H}}_{c}=\vec{M}_{c} \tag{1.94}
\end{equation*}
$$

where

$$
\vec{M}_{o}=\sum_{i=1}^{N} \vec{r}_{i} \times \vec{f}_{i} \quad \text { and } \quad \vec{M}_{c}=\sum_{i=1}^{N} \vec{\rho}_{i} \times \vec{f}_{i}
$$

For this reason, an inertially fixed point or the moving center of mass is often selected as a reference point $O$. Furthermore, if the external moment is zero, then the angular momentum about an inertially fixed point or the center of mass becomes a constant vector; that is, the angular momentum of the system is conserved. This is known as the principle of conservation of angular momentum.

However, there are many cases in which a reference point is selected to be neither inertially fixed nor the center of mass of the system.

A system of particles in which the distance between any two particles is constant is called a rigid body. Because a rigid body is a special case of a system of particles, all of the preceding results developed for a system of particles are also valid for rigid bodies. Rotational kinematics and attitude dynamics of more general rigid bodies will be studied further in Chapters 5 and 6 . For a more detailed treatment of classical dynamics, the reader is referred to other standard textbooks on dynamics; e.g., see Greenwood. ${ }^{3}$

## Problems

1.13. Consider a system of $N$ particles $P_{1}, \ldots, P_{N}$ of masses $m_{1}, \ldots, m_{N}$, as shown in Fig. 1.7. Suppose that there are no external forces and that the internal forces $\vec{f}_{i j}$ are only due to the gravity forces among the particles. The equation of motion for the $i$ th particle can then be written as

$$
m_{i} \ddot{\vec{R}}_{i}=-\sum_{j=1}^{N} \frac{G m_{i} m_{j}}{R_{i j}^{3}} \vec{R}_{i j} \quad(i \neq j)
$$

where $\overrightarrow{\vec{R}}_{i}$ is the inertial acceleration of the $i$ th particle $P_{i}$ and $R_{i j} \equiv\left|\vec{R}_{i j}\right|$ where $\vec{R}_{i j}=\vec{R}_{i}-\vec{R}_{j}$ is the position vector of $P_{i}$ from $P_{j}$.
(a) Verify that for such a conservative dynamic system, we have the principle of conservation of energy:

$$
T+V=\text { const } \quad \text { or } \quad \frac{\mathrm{d}}{\mathrm{~d} t}(T+V)=0
$$

where

$$
\begin{gathered}
T=\text { kinetic energy }=\frac{1}{2} \sum_{i=1}^{N} m_{i}\left(\dot{\vec{R}}_{i} \cdot \dot{\vec{R}}_{i}\right) \\
V=\text { potential energy }=-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{G m_{i} m_{j}}{R_{i j}} \quad(i \neq j)
\end{gathered}
$$

Hint: Take the dot product of Eq. (1.81) with $\dot{\vec{R}}_{i}$ and sum the resulting $N$ equations of all particles. Then show that whether the resulting equation is the
same as $\dot{T}+\dot{V}=0$. Also note that

$$
\begin{aligned}
& \sum_{i=1}^{N} \sum_{j=1}^{N} \vec{R}_{i j} \cdot \dot{\vec{R}}_{i} \equiv \sum_{i=1}^{N} \sum_{j=1}^{N} \vec{R}_{j i} \cdot \dot{\vec{R}}_{j} \equiv-\sum_{i=1}^{N} \sum_{j=1}^{N} \vec{R}_{i j} \cdot \dot{\vec{R}}_{j} \\
& \begin{aligned}
\sum_{i=1}^{N} \sum_{j=1}^{N} \vec{R}_{i j} \cdot \dot{\vec{R}}_{i} & =\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \vec{R}_{i j} \cdot\left(\dot{\vec{R}}_{i}-\dot{\vec{R}}_{j}\right) \\
& =\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \vec{R}_{i j} \cdot \dot{\vec{R}}_{i j}=\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} R_{i j} \dot{R}_{i j}
\end{aligned}
\end{aligned}
$$

(b) Show that the kinetic energy $T$ can also be expressed as

$$
T=\frac{1}{2} m\left|\dot{\vec{R}}_{c}\right|^{2}+\frac{1}{2} \sum_{i=1}^{N} m_{i}\left|\dot{\vec{\rho}}_{i}\right|^{2}
$$

where $m$ is the total mass of the system, $\vec{R}_{c}$ is the position vector of the composite center of mass from the origin of an inertial reference frame $A$, and $\vec{\rho}_{i}$ is the position vector of the $i$ th particle from the composite center of mass.

Hint:

$$
\begin{gathered}
\vec{R}_{i}=\vec{R}_{c}+\vec{\rho}_{i}, \quad \sum_{i=1}^{N} m_{i} \vec{\rho}_{i}=0, \quad m=\sum_{i=1}^{N} m_{i} \\
\sum_{i=1}^{N} m_{i} \vec{r}_{i}=m \vec{r}_{c}, \quad \dot{\vec{\rho}}_{i} \cdot \dot{\vec{\rho}}_{i}=\left|\dot{\vec{\rho}}_{i}\right|^{2}
\end{gathered}
$$

and $\vec{r}_{c}$ is the position vector of the composite center of mass from point $O$.
(c) Show that this dynamic system of $3 N$ degrees of freedom (or $6 N$ states) has 10 constants of integration (or integrals of the motion).
Note: In 1846, Urbain J. LeVerrier in France and John C. Adams in England were able to discover the planet Neptune by considering Eq. (1.81) for the motion of Uranus and comparing the computational results to the observed motion of Uranus.
1.14. Consider a thin uniform bar of mass $m$ and length $\ell$ hinged at an inertially fixed point $O$, as shown in Fig. 1.8a, in which $\theta$ denotes the angular position of the bar from the vertical line, $u$ the external force, and $g$ the gravitational acceleration. The system is constrained to move in a vertical plane.
(a) Considering the thin uniform bar as a system of particles of an infinitesimal mass element $\mathrm{d} m$, show that the angular momentum vector about the hinge point $O$ can be expressed as

$$
\vec{h}_{g}=\frac{1}{3} m \ell^{2} \dot{\theta} \vec{b}_{3}
$$

Hint: Use the definition of the angular momentum vector of a rigid body about a fixed point $O, \vec{h}_{g}=\int \vec{r} \times \dot{\vec{r}} \mathrm{~d} m$, and let $\vec{r}=r \vec{b}_{1}$ be the position vector of an infinitesimal mass element $\mathrm{d} m$ from the point $O$ and $\mathrm{d} m=(m / \ell) \mathrm{d} r$.


Fig. 1.8 Compound pendulum problems of a thin uniform bar.
(b) Using the angular momentum equation, $\vec{h}_{o}=\vec{M}_{o}$, derive the equation of motion of the compound pendulum shown in Fig. 1.8a as

$$
\frac{1}{3} m \ell^{2} \ddot{\theta}+\frac{1}{2} m g \ell \sin \theta=u \ell
$$

Note: The angular momenta, $h_{o}$ and $h_{c}$, of the system can then be expressed as $h_{o}=I_{o} \dot{\theta}$ and $h_{c}=I_{c} \dot{\theta}$, where $I_{o}=m \ell^{2} / 3$ denotes the moment of inertia of the thin uniform bar about the hinge point $O$ and $I_{c}=m \ell^{2} / 12$ denotes the moment of inertia of the thin uniform bar about its center of mass. Note that $I_{o}$ and $I_{c}$ are related to each other by the parallel-axis theorem: $I_{o}=I_{c}+m d^{2}$ where $d$ is the distance between the hinge point $O$ and the center of mass. The thin uniform bar is a simple example of a rigid body. The three-dimensional, rotational kinematics and dynamics of more general rigid bodies will be treated in detail in Chapters 5 and 6.
(c) Also derive the equation of motion derived in (b) using the angular momentum equation about the center of mass and the translational equation of motion of the center of mass.
1.15. Derive the equations of motion of the pendulum shown in Fig. 1.8b.

Hint: $m \ddot{\vec{R}}_{c}=\vec{F}, \dot{\vec{h}}_{c}=\vec{M}_{c}, \vec{h}_{c}=h_{c} \vec{b}_{3}, h_{c}=I_{c} \dot{\theta}, I_{c}=m \ell^{2} / 12, \dot{\vec{h}}_{o}+$ $\vec{r}_{c} \times m \ddot{\vec{R}}_{o}=\vec{M}_{o}, \vec{h}_{o}=h_{o} \vec{b}_{3}, h_{o}=I_{o} \dot{\theta}, I_{o}=m \ell^{2} / 3$.
1.16. Derive the equations of motion of the pendulum shown in Fig. 1.8c.
1.17. Consider a cart of mass $M$ with a) an inverted, point-mass pendulum or b) an inverted, thin uniform bar, on a frictionless horizontal line, as illustrated in Fig. 1.9. Let $z(t)$ be the horizontal position of the cart, $\theta(t)$ the angle of the pendulum or the thin bar measured from the vertical position, $u(t)$ the control input force acting on the cart, and $g$ the gravitational acceleration. The system is constrained to move in a vertical plane.
(a) Derive the equations of motion of the system shown in Fig. 1.9a as

$$
\begin{gathered}
(M+m) \ddot{z}+m \ell \ddot{\theta} \cos \theta-m \ell \dot{\theta}^{2} \sin \theta=u \\
m \ell \ddot{\theta}+m \ddot{z} \cos \theta-m g \sin \theta=0
\end{gathered}
$$



Fig. 1.9 Inverted pendulum problems.
(b) Derive the equations of motion of the system shown in Fig. 1.9b as

$$
\begin{gathered}
(M+m) \ddot{z}+\frac{m \ell}{2} \ddot{\theta} \cos \theta-\frac{m \ell}{2} \dot{\theta}^{2} \sin \theta=u \\
\frac{2 m \ell}{3} \ddot{\theta}+m \ddot{z} \cos \theta-m g \sin \theta=0
\end{gathered}
$$

(c) Also derive the equations of motion of the system shown in Fig. 1.9b with an additional tip mass $m_{o}$.
1.18. Consider a two-link manipulator that is modeled as a double pendulum consisting of two massless rods of lengths $\ell_{1}$ and $\ell_{2}$ and point masses $m_{1}$ and $m_{2}$, as illustrated in Figs. 1.10a and 1.10b. The first link is pinned to a fixed point $O$ and the second link is also pinned to the first link. Let $u_{1}$ and $u_{2}$ be the shoulder and elbow joint control torques, respectively, and let $g$ denote the gravitational acceleration. As illustrated in Fig. 1.10a, $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\},\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ and $\left\{\vec{c}_{1}, \vec{c}_{2}, \vec{c}_{3}\right\}$ are three sets of orthogonal unit vectors fixed at the point $O$, the first link, and the second link, respectively.
(a) Derive the equations of motion of the double pendulum shown in Fig. 1.10a in which $\left\{\theta_{1}, \theta_{2}\right\}$ are chosen as a set of the generalized coordinates of the system


Fig. 1.10 Double pendulum problems.
as follows:

$$
\begin{aligned}
& \left(m_{1}+m_{2}\right) \ell_{1}^{2} \ddot{\theta}_{1}+m_{2} \ell_{1} \ell_{2} \cos \left(\theta_{2}-\theta_{1}\right) \ddot{\theta}_{2} \\
& \quad=u_{1}-u_{2}+m_{2} \ell_{1} \ell_{2} \dot{\theta}_{2}^{2} \sin \left(\theta_{2}-\theta_{1}\right)-\left(m_{1}+m_{2}\right) g \ell_{1} \sin \theta_{1} \\
& m_{2} \ell_{1} \ell_{2} \cos \left(\theta_{2}-\theta_{1}\right) \ddot{\theta}_{1}+m_{2} \ell_{2}^{2} \ddot{\theta}_{2} \\
& \quad=u_{2}-m_{2} \ell_{1} \ell_{2} \dot{\theta}_{1}^{2} \sin \left(\theta_{2}-\theta_{1}\right)-m_{2} g \ell_{2} \sin \theta_{2}
\end{aligned}
$$

(b) Derive the equations of motion for the double pendulum shown in Fig. 1.10b in which $\left\{\phi_{1}, \phi_{2}\right\}$ are chosen as a set of the generalized coordinates of the system.
1.19. For a double pendulum consisting of two uniform slender bars as shown in Fig. 1.10c, derive the equations of motion in terms of $\left\{\theta_{1}, \theta_{2}\right\}$ as

$$
\begin{aligned}
& \left(\frac{1}{3} m_{1} \ell_{1}^{2}+m_{2} \ell_{1}^{2}\right) \ddot{\theta}_{1}+\frac{1}{2} m_{2} \ell_{1} \ell_{2} \cos \left(\theta_{2}-\theta_{1}\right) \ddot{\theta}_{2} \\
& \quad=u_{1}-u_{2}+\frac{1}{2} m_{2} \ell_{1} \ell_{2} \dot{\theta}_{2}^{2} \sin \left(\theta_{2}-\theta_{1}\right)-\frac{1}{2} m_{1} g \ell_{1} \sin \theta_{1}-m_{2} g \ell_{1} \sin \theta_{1} \\
& \frac{1}{2} m_{2} \ell_{1} \ell_{2} \cos \left(\theta_{2}-\theta_{1}\right) \ddot{\theta}_{1}+\frac{1}{3} m_{2} \ell_{2}^{2} \ddot{\theta}_{2} \\
& \quad=u_{2}-\frac{1}{2} m_{2} \ell_{1} \ell_{2} \dot{\theta}_{1}^{2} \sin \left(\theta_{2}-\theta_{1}\right)-\frac{1}{2} m_{2} g \ell_{2} \sin \theta_{2}
\end{aligned}
$$

Note: In terms of $\left\{\phi_{1}, \phi_{2}\right\}$, these equations can be rewritten as

$$
\begin{aligned}
& \left(\frac{1}{3} m_{1} \ell_{1}^{2}+m_{2} \ell_{1}^{2}+\frac{1}{2} m_{2} \ell_{1} \ell_{2} \cos \phi_{2}\right) \ddot{\phi}_{1}+\frac{1}{2} m_{2} \ell_{1} \ell_{2} \cos \phi_{2} \ddot{\phi}_{2} \\
& \quad=u_{1}-u_{2}+\frac{1}{2} m_{2} \ell_{1} \ell_{2}\left(\dot{\phi}_{1}+\dot{\phi}_{2}\right)^{2} \sin \phi_{2}-\frac{1}{2} m_{1} g \ell_{1} \sin \phi_{1}-m_{2} g \ell_{1} \sin \phi_{1} \\
& \left(\frac{1}{3} m_{2} \ell_{2}^{2}+\frac{1}{2} m_{2} \ell_{1} \ell_{2} \cos \phi_{2}\right) \ddot{\phi}_{1}+\frac{1}{3} m_{2} \ell_{2}^{2} \ddot{\phi}_{2} \\
& \quad=u_{2}-\frac{1}{2} m_{2} \ell_{1} \ell_{2} \dot{\phi}_{1}^{2} \sin \phi_{2}-\frac{1}{2} m_{2} g \ell_{2} \sin \left(\phi_{1}+\phi_{2}\right)
\end{aligned}
$$

And we can also obtain the following equivalent set of equations of motion:

$$
\begin{aligned}
& \left(\frac{1}{3} m_{1} \ell_{1}^{2}+\frac{1}{3} m_{2} \ell_{2}^{2}+m_{2} \ell_{1}^{2}+m_{2} \ell_{1} \ell_{2} \cos \phi_{2}\right) \ddot{\phi}_{1}+\left(\frac{1}{3} m_{2} \ell_{2}^{2}+\frac{1}{2} m_{2} \ell_{1} \ell_{2} \cos \phi_{2}\right) \ddot{\phi}_{2} \\
& \quad=u_{1}+\frac{1}{2} m_{2} \ell_{1} \ell_{2}\left(2 \dot{\phi}_{1} \dot{\phi}_{2}+\dot{\phi}_{2}^{2}\right) \sin \phi_{2}-\frac{1}{2} m_{1} g \ell_{1} \sin \phi_{1} \\
& \quad-m_{2} g \ell_{1} \sin \phi_{1}-\frac{1}{2} m_{2} g \ell_{2} \sin \left(\phi_{1}+\phi_{2}\right) \\
& \left(\frac{1}{3} m_{2} \ell_{2}^{2}+\frac{1}{2} m_{2} \ell_{1} \ell_{2} \cos \phi_{2}\right) \ddot{\phi}_{1}+\frac{1}{3} m_{2} \ell_{2}^{2} \ddot{\phi}_{2} \\
& \quad=u_{2}-\frac{1}{2} m_{2} \ell_{1} \ell_{2} \dot{\phi}_{1}^{2} \sin \phi_{2}-\frac{1}{2} m_{2} g \ell_{2} \sin \left(\phi_{1}+\phi_{2}\right)
\end{aligned}
$$

This set of equations of motion can also be obtained somewhat directly using the so-called Lagrange method, which will be treated in the next section.

### 1.2.6 Lagrange's Equations of Motion

Classical mechanics is primarily based on Newton's three laws of motion and his law of gravity. However, more theoretical developments of analytical dynamics are possible by introducing the concepts of virtual displacements and virtual work. We
shall also introduce some fundamental concepts of analytical dynamics,* including the principle of virtual work, Hamilton's principle, Lagrange's equations of motion, and Hamilton's canonical equations of motion. However, no attempt is made here to cover the details of advanced analytical dynamics. For a more detailed treatment of analytical dynamics, the reader is referred to Greenwood ${ }^{3}$ or Meirovitch. ${ }^{4}$

Principle of virtual work. Consider a system of $N$ particles subject to possible constraints. A system is said to be holonomic if the constraints can be expressed as functions of coordinates and/or time; otherwise, it is said to be nonholonomic. A set of a minimum number of independent coordinates necessary for describing the motion of a dynamic system with constraints is called the generalized coordinates, often denoted by $\left\{q_{1}, q_{2}, \ldots, q_{n}\right\}$. The number $n$ of independent generalized coordinates corresponds to the degrees of freedom of the system. However, many different sets of generalized coordinates are possible in a given problem.

As an example of a single-degree-of-freedom system with a holonomic constraint, consider a simple pendulum of mass $m$ and length $\ell$, connected by a massless rod to the hinged support point $O$, as was shown in Fig. 1.5a. The position vector of the pendulum mass can be expressed as $\vec{r}=x_{1} \vec{a}_{1}+x_{2} \vec{a}_{2}$ or $\vec{r}=\ell \vec{b}_{1}$. The rectangular coordinates $x_{1}$ and $x_{2}$ are related to the generalized coordinate $\theta$ as $x_{1}=\ell \cos \theta$ and $x_{2}=\ell \sin \theta$. The holonomic constraint is then simply given by $x_{1}^{2}+x_{2}^{2}=\ell^{2}$. The equation of motion in vector form is

$$
m \ddot{\vec{r}}=m g \vec{a}_{1}+u \vec{b}_{2}-T \vec{b}_{1}
$$

where $m g$ is the gravitational force, $u$ is the applied force, and $T$ is the tension in the massless rod known as a nonworking constraint force.

In general, the equation of motion of the $i$ th particle of mass $m_{i}$ for a system of $N$ particles is written as

$$
\begin{equation*}
m_{i} \ddot{\vec{r}}_{i}=\vec{f}_{i}+\vec{f}_{i}^{\prime}, \quad i=1, \ldots, N \tag{1.95}
\end{equation*}
$$

where $\vec{f}_{i}$ is an applied force acting on the $i$ th particle, $\vec{f}_{i}^{\prime}$ is a constraint force acting on the $i$ th particle, and $\vec{r}_{i}$ is the inertial position vector of the $i$ th particle.

According to the principle of virtual work, the virtual work done by all constraint forces is zero; i.e., we have

$$
\begin{equation*}
\sum_{i=1}^{N} \vec{f}_{i}^{\prime} \cdot \delta \vec{r}_{i}=0 \tag{1.96}
\end{equation*}
$$

where $\delta \vec{r}_{i}$ is called the virtual displacement associated with the $i$ th particle. The virtual displacement $\delta \vec{r}_{i}$ is different from the actual displacement $d \vec{r}_{i}$, but it must be compatible with the constraints irrespective of time.

[^8]Hamilton's principle. The principle of virtual work and D'Alembert's principle provide the following equation of motion for a system of $N$ particles:

$$
\begin{equation*}
\sum_{i=1}^{N}\left(\vec{f}_{i}-m_{i} \ddot{\vec{r}}_{i}\right) \cdot \delta \vec{r}_{i}=0 \tag{1.97}
\end{equation*}
$$

which is rewritten as

$$
\begin{equation*}
\sum_{i=1}^{N} m_{i} \ddot{\vec{r}}_{i} \cdot \delta \vec{r}_{i}=\delta W \tag{1.98}
\end{equation*}
$$

where the virtual work done by all of the applied forces, denoted by $\delta W$, is defined as

$$
\begin{equation*}
\delta W=\sum_{i=1}^{N} \vec{f}_{i} \cdot \delta \vec{r}_{i} \tag{1.99}
\end{equation*}
$$

Equation (1.98) can also be written as

$$
\begin{equation*}
\sum_{i=1}^{N} m_{i} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\dot{\vec{r}}_{i} \cdot \delta \vec{r}_{i}\right)=\delta T+\delta W \tag{1.100}
\end{equation*}
$$

where

$$
\delta T=\sum_{i=1}^{N} m_{i} \dot{\vec{r}}_{i} \cdot \dot{\delta \dot{\vec{r}}_{i}}
$$

and $T$, called the kinetic energy of the system, is defined as

$$
T=\frac{1}{2} \sum_{i=1}^{N} m_{i} \dot{\vec{r}}_{i} \cdot \dot{\vec{r}}_{i}
$$

If we consider times $t_{1}$ and $t_{2}$ at which $\delta \vec{r}_{i}=0$, then Eq. (1.100) can be integrated as

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \sum_{i=1}^{N} m_{i} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\dot{\vec{r}}_{i} \cdot \delta \vec{r}_{i}\right) \mathrm{d} t=\int_{t_{1}}^{t_{2}}(\delta T+\delta W) \mathrm{d} t \tag{1.101}
\end{equation*}
$$

Because $\delta \vec{r}_{i}=0$ at $t_{1}$ and $t_{2}$, we have

$$
\begin{equation*}
0=\int_{t_{1}}^{t_{2}}(\delta T+\delta W) \mathrm{d} t \tag{1.102}
\end{equation*}
$$

which, in fact, represents Hamilton's principle.
In many dynamic systems, if a given force $\vec{f}$ depends only on the position vector $\vec{r}$, then we introduce a scalar function $V(\vec{r})$ such that

$$
\begin{equation*}
\vec{f} \cdot \mathrm{~d} \vec{r}=-\mathrm{d} V \quad \text { or } \quad \vec{f}=-\nabla V \tag{1.103}
\end{equation*}
$$

where $V$ is called the potential energy. If the force $\vec{f}$ depends not only on $\vec{r}$ but also explicitly on the time $t$, then $\vec{f}$ can also be expressed as the gradient vector of a scalar function $V(\vec{r}, t)$. Such a force field is said to be irrotational or lamellar, and it becomes a conservative field if $\vec{f}$ does not depend explicitly on the time $t$.

If all the applied forces in Eq. (1.99) can be expressed as the gradient of a scalar function $V$, then we have $\delta W=-\delta V$. For such a dynamic system, Hamilton's principle becomes

$$
\begin{equation*}
0=\int_{t_{1}}^{t_{2}}(\delta T-\delta V) \mathrm{d} t=\int_{t_{1}}^{t_{2}} \delta(T-V) \mathrm{d} t \tag{1.104}
\end{equation*}
$$

and it may be written as

$$
\delta \int_{t_{1}}^{t_{2}}(T-V) \mathrm{d} t=0
$$

when the system is holonomic.
Lagrange's form of D'Alembert's principle. For a system of $N$ particles with holonomic constraints, the inertial position vector of the $i$ th particle, denoted by $\vec{r}_{i}$, is expressed in terms of the $n$ independent generalized coordinates, as follows:

$$
\begin{equation*}
\vec{r}_{i}=\vec{r}_{i}\left(q_{1}, \ldots, q_{n}, t\right), \quad i=1, \ldots, N \tag{1.105}
\end{equation*}
$$

Given $\vec{r}_{i}$ as expressed in Eq. (1.105), we obtain the virtual displacement $\delta \vec{r}_{i}$ as

$$
\begin{equation*}
\delta \vec{r}_{i}=\sum_{j=1}^{n} \frac{\partial \vec{r}_{i}}{\partial q_{j}} \delta q_{j} \tag{1.106}
\end{equation*}
$$

Substituting Eq. (1.106) into Eq. (1.97), we obtain

$$
\begin{equation*}
\sum_{j=1}^{n}\left\{\sum_{i=1}^{N}\left(\vec{f}_{i}-m_{i} \ddot{\vec{r}}_{i}\right) \cdot \frac{\partial \vec{r}_{i}}{\partial q_{j}}\right\} \delta q_{j}=0 \tag{1.107}
\end{equation*}
$$

Because the virtual generalized displacements $\left\{\delta q_{1}, \ldots, \delta q_{n}\right\}$ are independent, the coefficients of $\delta q_{j}$ in Eq. (1.107) must be zero; thus, we have

$$
\begin{equation*}
\sum_{i=1}^{N}\left(\vec{f}_{i}-m_{i} \ddot{\vec{r}}_{i}\right) \cdot \frac{\partial \vec{r}_{i}}{\partial q_{j}}=0, \quad j=1, \ldots, n \tag{1.108}
\end{equation*}
$$

Note that nonworking constraint forces do not appear in these $n$ equations. The $n$ equations of motion of the form of Eq. (1.108) are known as Lagrange's form of D'Alembert's principle.

Lagrange's equations of motion for holonomic systems. Consider again a system of $N$ particles with holonomic constraints. The inertial position vector of the $i$ th particle is expressed in terms of the $n$ independent generalized coordinates as

$$
\vec{r}_{i}=\vec{r}_{i}\left(q_{1}, \ldots, q_{n}, t\right), \quad i=1, \ldots, N
$$

The velocity vector of the $i$ th particle becomes

$$
\begin{equation*}
\dot{\vec{r}}_{i}=\sum_{j=1}^{n} \frac{\partial \vec{r}_{i}}{\partial q_{j}} \dot{q}_{j}+\frac{\partial \vec{r}_{i}}{\partial t} \tag{1.109}
\end{equation*}
$$

and the kinetic energy $T$ can be expressed as

$$
\begin{equation*}
T=\frac{1}{2} \sum_{i=1}^{N} m_{i} \dot{\vec{r}}_{i} \cdot \dot{\vec{r}}_{i}=T_{2}+T_{1}+T_{0} \tag{1.110}
\end{equation*}
$$

where

$$
\begin{gathered}
T_{2}=\frac{1}{2} \sum_{i=1}^{N} m_{i} \sum_{j=1}^{n} \sum_{k=1}^{n} \frac{\partial \vec{r}_{i}}{\partial q_{j}} \cdot \frac{\partial \vec{r}_{i}}{\partial q_{k}} \dot{q}_{j} \dot{q}_{k} \\
T_{1}=\sum_{i=1}^{N} m_{i} \sum_{j=1}^{n} \frac{\partial \vec{r}_{i}}{\partial q_{j}} \cdot \frac{\partial \vec{r}_{i}}{\partial t} \dot{q}_{j} \\
T_{0}=\frac{1}{2} \sum_{i=1}^{N} m_{i} \frac{\partial \vec{r}_{i}}{\partial t} \cdot \frac{\partial \vec{r}_{i}}{\partial t}
\end{gathered}
$$

Note that $T_{2}$ is a quadratic function in the generalized velocities $\left\{\dot{q}_{1}, \ldots, \dot{q}_{n}\right\}, T_{1}$ is a linear function in the generalized velocities, and $T_{0}$ is a nonnegative function of only the generalized coordinates $\left\{q_{1}, \ldots, q_{n}\right\}$ and time.

Consequently, the kinetic energy $T$ becomes a function of $q_{j}, \dot{q}_{j}$, and $t$, and it is expressed as

$$
\begin{equation*}
T=T\left(q_{1}, \ldots, q_{n}, \dot{q}_{1}, \ldots, \dot{q}_{n}, t\right) \tag{1.111}
\end{equation*}
$$

The variation $\delta T$ with $t$ fixed can then be obtained as

$$
\begin{equation*}
\delta T=\sum_{j=1}^{n} \frac{\partial T}{\partial q_{j}} \delta q_{j}+\sum_{j=1}^{n} \frac{\partial T}{\partial \dot{q}_{j}} \delta \dot{q}_{j} \tag{1.112}
\end{equation*}
$$

and

$$
\begin{aligned}
\int_{t_{1}}^{t_{2}} \delta T \mathrm{~d} t & =\sum_{j=1}^{n} \int_{t_{1}}^{t_{2}} \frac{\partial T}{\partial q_{j}} \delta q_{j} \mathrm{~d} t+\sum_{j=1}^{n} \int_{t_{1}}^{t_{2}} \frac{\partial T}{\partial \dot{q}_{j}} \delta \dot{q}_{j} \mathrm{~d} t \\
& =\sum_{j=1}^{n} \int_{t_{1}}^{t_{2}} \frac{\partial T}{\partial q_{j}} \delta q_{j} \mathrm{~d} t-\sum_{j=1}^{n} \int_{t_{1}}^{t_{2}} \frac{\mathrm{~d}}{\mathrm{~d} t} \frac{\partial T}{\partial \dot{q}_{j}} \delta q_{j} \mathrm{~d} t \\
& =-\sum_{j=1}^{n} \int_{t_{1}}^{t_{2}}\left(\frac{\mathrm{~d}}{\mathrm{~d} t} \frac{\partial T}{\partial \dot{q}_{j}}-\frac{\partial T}{\partial q_{j}}\right) \delta q_{j} \mathrm{~d} t
\end{aligned}
$$

as it is assumed that $\delta q_{j}=0$ at $t_{1}$ and $t_{2}$.
Because the virtual displacement $\delta \vec{r}_{i}$ can be expressed as

$$
\delta \vec{r}_{i}=\sum_{j=1}^{n} \frac{\partial \vec{r}_{i}}{\partial q_{j}} \delta q_{j}
$$

the virtual work $\delta W$ as defined in Eq. (1.99) becomes

$$
\begin{equation*}
\delta W=\sum_{i=1}^{N} \vec{f}_{i} \cdot \delta \vec{r}_{i}=\sum_{i=1}^{N} \vec{f}_{i} \cdot \sum_{j=1}^{n} \frac{\partial \vec{r}_{i}}{\partial q_{j}} \delta q_{j}=\sum_{j=1}^{n}\left\{\sum_{i=1}^{N} \vec{f}_{i} \cdot \frac{\partial \vec{r}_{i}}{\partial q_{j}}\right\} \delta q_{j} \tag{1.113}
\end{equation*}
$$

Furthermore, we express the virtual work as

$$
\begin{equation*}
\delta W=\sum_{j=1}^{n} Q_{j} \delta q_{j} \tag{1.114}
\end{equation*}
$$

where $Q_{j}$, called the generalized force associated with $q_{j}$, is defined as

$$
\begin{equation*}
Q_{j}=\sum_{i=1}^{N} \vec{f}_{i} \cdot \frac{\partial \vec{r}_{i}}{\partial q_{j}} \tag{1.115}
\end{equation*}
$$

Note that $Q_{j} \delta q_{j}$ is the work done by all of the applied forces when $q_{j}$ alone is changed by a virtual displacement $\delta q_{j}$ (time and all other coordinates held fixed).

Finally, Hamilton's equation (1.102) becomes

$$
\begin{equation*}
0=\int_{t_{1}}^{t_{2}}(\delta T+\delta W) \mathrm{d} t=-\sum_{j=1}^{n} \int_{t_{1}}^{t_{2}}\left\{\frac{d}{\mathrm{~d} t} \frac{\partial T}{\partial \dot{q}_{j}}-\frac{\partial T}{\partial q_{j}}-Q_{j}\right\} \delta q_{j} \mathrm{~d} t \tag{1.116}
\end{equation*}
$$

Because $\left\{q_{1}, \ldots, q_{n}\right\}$ are independent, the coefficients of $\delta q_{j}$ in Eq. (1.116) must be zero; thus, Lagrange's equation for the holonomic system is given by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial T}{\partial \dot{q}_{j}}\right)-\frac{\partial T}{\partial q_{j}}=Q_{j}, \quad j=1, \ldots, n \tag{1.117}
\end{equation*}
$$

If some of the applied forces acting on a system of particles are derivable from a potential energy $V\left(q_{1}, \ldots, q_{n}, t\right)$ whereas other forces are nonpotential forces, then Lagrange's equations of motion of the system are of the form

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}=Q_{j}, \quad j=1, \ldots, n \tag{1.118}
\end{equation*}
$$

where

$$
\begin{gathered}
L=T-V=\text { Lagrangian } \\
T=T\left(q_{1}, \ldots, q_{n}, \dot{q}_{1}, \ldots, \dot{q}_{n}, t\right)=\text { kinetic energy } \\
V=V\left(q_{1}, \ldots q_{n}, t\right)=\text { potential energy }
\end{gathered}
$$

and $Q_{j}$ is the $j$ th generalized force associated with the nonpotential forces in the system. Lagrange's equations of motion of the form of Eq. (1.118) represent a set of $n$ second-order differential equations in terms of the independent generalized coordinates $\left\{q_{1}, \ldots, q_{n}\right\}$. If the potential energy $V$ does not depend explicitly on time, then $Q_{j}$ represent the nonconservative forces, including nonholonomic constraint forces to be discussed next.

Lagrange's equations of motion for nonholonomic systems. Consider a system of particles subject to $m$ nonholonomic constraints of the form

$$
\begin{equation*}
\sum_{j=1}^{n} a_{i j} d q_{j}+a_{i} \mathrm{~d} t=0, \quad i=1, \ldots, m \tag{1.119}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{j=1}^{n} a_{i j} \dot{q}_{j}+a_{i}=0, \quad i=1, \ldots, m \tag{1.120}
\end{equation*}
$$

where $a_{i j}$ and $a_{i}$ are, in general, functions of $n$ coordinates $q_{j}$ and time. Because the nonholonomic constraints are not integrable, the system cannot be described in terms of ( $n-m$ ) independent generalized coordinates; i.e., more coordinates than there are degrees of freedom are needed. Note that this system has $(n-m)$ degrees of freedom.

Let $C_{j}$ be the $j$ th generalized constraint force associated with $q_{j}$, then, according to the principle of virtual work, the virtual work done by all constraint forces is zero; i.e., we have

$$
\begin{equation*}
\sum_{j=1}^{n} C_{j} \delta q_{j}=0 \tag{1.121}
\end{equation*}
$$

where $\delta q_{j}$ is the virtual displacement, which is different from the actual displacement $d q_{j}$, but which must be compatible with the constraints irrespective of time; i.e.,

$$
\begin{equation*}
\sum_{j=1}^{n} a_{i j} \delta q_{j}=0, \quad i=1, \ldots, m \tag{1.122}
\end{equation*}
$$

Multiplying this equation by an arbitrary factor $\lambda_{i}$, known as a Lagrange multiplier, and adding the resulting $m$ equations, we obtain

$$
\begin{equation*}
\sum_{i=1}^{m}\left(\lambda_{i} \sum_{j=1}^{n} a_{i j} \delta q_{j}\right)=0 \tag{1.123}
\end{equation*}
$$

Combining Eqs. (1.121) and (1.123), we obtain

$$
\begin{equation*}
\sum_{j=1}^{n}\left(C_{j}-\sum_{i=1}^{m} \lambda_{i} a_{i j}\right) \delta q_{j}=0 \tag{1.124}
\end{equation*}
$$

If we select the Lagrange multipliers $\lambda_{i}$ such that

$$
\begin{equation*}
C_{j}=\sum_{i=1}^{m} \lambda_{i} a_{i j} \tag{1.125}
\end{equation*}
$$

then $q_{j}$ can be considered independent. Consequently, we have Lagrange's equations of motion of the form

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}_{j}}\right)-\frac{\partial L}{\partial q_{j}}=\sum_{i=1}^{m} \lambda_{i} a_{i j}+Q_{j}, \quad j=1, \ldots, n \tag{1.126}
\end{equation*}
$$

where $L=T-V$. Note that the right-hand side simply consists of the nonholonomic constraint force $C_{j}$ and other generalized force $Q_{j}$. Equations (1.120) and (1.126) constitute a set of $(m+n)$ simultaneous differential equations in the unknown functions $\lambda_{j}$ and $q_{j}$.

Hamilton's canonical equations of motion. Let the $j$ th generalized momentum $p_{j}$ be defined as

$$
\begin{equation*}
p_{j}=\frac{\partial L}{\partial \dot{q}_{j}}=\frac{\partial T}{\partial \dot{q}_{j}} \tag{1.127}
\end{equation*}
$$

where $L=T-V$, then Lagrange's equations of motion of the form of Eq. (1.118) can be rewritten as

$$
\begin{equation*}
\dot{p}_{j}=\frac{\partial L}{\partial q_{j}}+Q_{j} \tag{1.128}
\end{equation*}
$$

The generalized momenta $p_{j}$ are, in general, linear functions of the generalized velocities $\dot{q}_{j}$. For example, if $T=T_{2}$ with $T_{1}=T_{0}=0$, then $T$ can be expressed as

$$
\begin{equation*}
T=\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} \dot{q}_{i} \dot{q}_{j} \tag{1.129}
\end{equation*}
$$

where $a_{i j}=a_{j i}$ are constants or functions of $\left\{q_{1}, \ldots, q_{n}\right\}$, and we obtain

$$
\left[\begin{array}{c}
p_{1}  \tag{1.130}\\
\vdots \\
p_{n}
\end{array}\right]=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\vdots & & \vdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right]\left[\begin{array}{c}
\dot{q}_{1} \\
\vdots \\
\dot{q}_{n}
\end{array}\right]
$$

In the formulation of Hamilton's canonical equations of motion, the generalized velocities $\dot{q}_{j}$ need to be expressed in terms of $p_{j}$, as follows:

$$
\left[\begin{array}{c}
\dot{q}_{1}  \tag{1.131}\\
\vdots \\
\dot{q}_{n}
\end{array}\right]=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\vdots & & \vdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right]^{-1}\left[\begin{array}{c}
p_{1} \\
\vdots \\
p_{n}
\end{array}\right]
$$

The Hamiltonian function, or simply the Hamiltonian, is defined as

$$
\begin{equation*}
H=\sum_{j=1}^{n} \frac{\partial L}{\partial \dot{q}_{j}} \dot{q}_{j}-L=\sum_{j=1}^{n} p_{j} \dot{q}_{j}-L \tag{1.132}
\end{equation*}
$$

Taking the variation of $H$, we obtain

$$
\delta H=\sum_{j=1}^{n}\left\{\delta p_{j} \dot{q}_{j}+p_{j} \delta \dot{q}_{j}-\frac{\partial L}{\partial q_{j}} \delta q_{j}-\frac{\partial L}{\partial \dot{q}_{j}} \delta \dot{q}_{j}\right\}
$$

which becomes

$$
\begin{equation*}
\delta H=\sum_{j=1}^{n}\left\{\delta p_{j} \dot{q}_{j}-\frac{\partial L}{\partial q_{j}} \delta q_{j}\right\} \tag{1.133}
\end{equation*}
$$

since $p_{j} \delta \dot{q}_{j}=\left(\partial L / \partial \dot{q}_{j}\right) \delta \dot{q}_{j}$.
Substituting Eq. (1.131) for the generalized velocities $\dot{q}_{j}$ in Eq. (1.132), we obtain the Hamiltonian of the form

$$
H=H\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots p_{n}, t\right)
$$

Taking the variation of $H$ of this form, we obtain

$$
\begin{equation*}
\delta H=\sum_{j=1}^{n}\left\{\frac{\partial H}{\partial q_{j}} \delta q_{j}+\frac{\partial H}{\partial p_{j}} \delta p_{j}\right\} \tag{1.134}
\end{equation*}
$$

Comparing Eqs. (1.133) and (1.134) and using Lagrange's equations of motion of the form (1.128), we obtain a set of $2 n$ first-order differential equations of the form

$$
\begin{array}{cc}
\dot{q}_{j}=\frac{\partial H}{\partial p_{j}}, & j=1, \ldots, n \\
\dot{p}_{j}=-\frac{\partial H}{\partial q_{j}}+Q_{j}, & j=1, \ldots, n \tag{1.135b}
\end{array}
$$

where $Q_{j}$ is the $j$ th generalized force associated with the nonpotential forces in the system, and Eqs. (1.135) are known as Hamilton's canonical equations of motion.

Differentiating the Hamiltonian $H=H\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}, t\right)$ of a holonomic system in an irrotational field, we obtain

$$
\begin{aligned}
\frac{\mathrm{d} H}{\mathrm{~d} t} & =\sum_{j=1}^{n} \frac{\partial H}{\partial q_{j}} \dot{q}_{j}+\sum_{j=1}^{n} \frac{\partial H}{\partial p_{j}} \dot{p}_{j}+\frac{\partial H}{\partial t} \\
& =\sum_{j=1}^{n} \frac{\partial H}{\partial q_{j}} \frac{\partial H}{\partial p_{j}}-\sum_{j=1}^{n} \frac{\partial H}{\partial p_{j}} \frac{\partial H}{\partial q_{j}}+\frac{\partial H}{\partial t} \\
& =\frac{\partial H}{\partial t} \\
& =-\frac{\partial L}{\partial t}
\end{aligned}
$$

Consequently, for a conservative holonomic system in which the Hamiltonian does not depend explicitly on time, we have

$$
H=\mathrm{const}
$$

When the kinetic energy $T$ is expressed as Eq. (1.110), the Hamiltonian function defined as Eq. (1.132) becomes

$$
\begin{align*}
H & =\sum_{j=1}^{n} \frac{\partial L}{\partial \dot{q}_{j}} \dot{q}_{j}-L \\
& =2 T_{2}+T_{1}-\left(T_{2}+T_{1}+T_{0}-V\right) \\
& =T_{2}-T_{0}+V \tag{1.136}
\end{align*}
$$

Furthermore, if $T=T_{2}$ with $T_{1}=T_{0}=0$, then the Hamiltonian simply becomes

$$
\begin{equation*}
H=T+V \tag{1.137}
\end{equation*}
$$

which indicates that the Hamiltonian is simply the total energy of the system. Finally, the principle of conservation of energy for a conservative holonomic system can be described as

$$
H=T+V=\text { const }
$$

Using Hamilton's canonical equations of motion, we describe the motion or trajectory of a dynamic system in the $2 n$-dimensional state space or phase space by the set of $2 n$ state variables $\left\{q_{1}, \ldots, q_{n}\right\}$ and $\left\{p_{1}, \ldots, p_{n}\right\}$. In Lagrange's equations of motion, a set of $2 n$ coordinates $\left\{q_{1}, \ldots, q_{n}\right\}$ and $\left\{\dot{q}_{1}, \ldots, \dot{q}_{n}\right\}$ can be regarded as the state variables of the system. The concepts of state variables and state space will be studied further in the next section.

## Example 1.1

Consider again a particle of mass $m$ that is constrained to move on a massless, circular hoop of radius $\ell$ under the action of gravity, as was illustrated in Fig. 1.6. The circular hoop is also allowed to rotate freely about the vertical line. This dynamic system with two degrees of freedom is equivalent to a spherical pendulum of mass $m$ and length $\ell$ with the generalized coordinates $\theta$ and $\phi$.

As illustrated in Fig. 1.6, let $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ and $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ be two sets of orthogonal unit vectors of two reference frames $A$ and $B$, fixed at point $O$ and the pendulum mass, respectively. The angular velocity of $B$ with respect to $A$ is: $\vec{\omega}^{B / A}=-\dot{\phi} \vec{a}_{1}+\dot{\theta} \vec{b}_{3}$ and $\vec{a}_{1}=\cos \theta \vec{b}_{1}-\sin \theta \vec{b}_{2}$. The position vector of the pendulum mass from point $O$ is given by $\vec{r}=\ell \vec{b}_{1}$, and the velocity vector can be obtained as $\dot{\vec{r}}=\vec{\omega}^{B / A} \times \vec{r}=\ell \dot{\theta} \vec{b}_{2}-\ell \dot{\phi} \sin \theta \vec{b}_{3}$.

The Lagrangian then becomes

$$
L=T-V=\frac{1}{2} m\left(\ell^{2} \dot{\theta}^{2}+\ell^{2} \dot{\phi}^{2} \sin ^{2} \theta\right)-m g \ell(1-\cos \theta)
$$

and Lagrange's equations of motion of a spherical pendulum can be found as

$$
\begin{gathered}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{\theta}}\right)-\frac{\partial L}{\partial \theta}=0 \Rightarrow m \ell^{2} \ddot{\theta}-m \ell^{2} \dot{\phi}^{2} \sin \theta \cos \theta+m g \ell \sin \theta=0 \\
\frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{\phi}}\right)-\frac{\partial L}{\partial \phi}=0 \Rightarrow m \ell^{2} \sin ^{2} \theta \ddot{\phi}+2 m \ell^{2} \dot{\phi} \dot{\theta} \sin \theta \cos \theta=0
\end{gathered}
$$

which can be rewritten as

$$
\left[\begin{array}{cc}
m \ell^{2} & 0 \\
0 & m \ell^{2} \sin ^{2} \theta
\end{array}\right]\left[\begin{array}{l}
\ddot{\theta} \\
\ddot{\phi}
\end{array}\right]=\left[\begin{array}{c}
m \ell^{2} \dot{\phi}^{2} \sin \theta \cos \theta-m g \ell \sin \theta \\
-2 m \ell^{2} \dot{\theta} \dot{\phi} \sin \theta \cos \theta
\end{array}\right]
$$

or as a set of first-order nonlinear differential equations of the form

$$
\begin{aligned}
& \dot{x}_{1}=x_{3} \\
& \dot{x}_{2}=x_{4} \\
& \dot{x}_{3}=x_{4}^{2} \sin x_{1} \cos x_{1}-(g / \ell) \sin x_{1} \\
& \dot{x}_{4}=-2 x_{3} x_{4} \cos x_{1} / \sin x_{1}
\end{aligned}
$$

where $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=(\theta, \phi, \dot{\theta}, \dot{\phi})$.
Furthermore, the generalized momenta associated with the generalized coordinates $\theta$ and $\phi$ are related to $\dot{\theta}$ and $\dot{\phi}$ as

$$
\begin{gathered}
p_{\theta}=\frac{\partial L}{\partial \dot{\theta}}=m \ell^{2} \dot{\theta} \Rightarrow \dot{\theta}=\frac{p_{\theta}}{m \ell^{2}} \\
p_{\phi}=\frac{\partial L}{\partial \dot{\phi}}=m \ell^{2} \dot{\phi} \sin ^{2} \theta \Rightarrow \dot{\phi}=\frac{p_{\phi}}{m \ell^{2} \sin ^{2} \theta}
\end{gathered}
$$

and we obtain Hamiltonian as

$$
H=p_{\theta} \dot{\theta}+p_{\phi} \dot{\phi}-L=\frac{1}{2 m \ell^{2}} p_{\theta}^{2}+\frac{1}{2 m \ell^{2} \sin ^{2} \theta} p_{\phi}^{2}+m g \ell(1-\cos \theta)
$$

Finally, we obtain Hamilton's canonical equations of motion as

$$
\begin{gathered}
\dot{\theta}=p_{\theta} /\left(m \ell^{2}\right) \\
\dot{\phi}=p_{\phi} /\left(m \ell^{2} \sin ^{2} \theta\right) \\
\dot{p}_{\theta}=p_{\phi}^{2} \cos \theta /\left(m \ell^{2} \sin ^{3} \theta\right)-m g l \sin \theta \\
\dot{p}_{\phi}=0
\end{gathered}
$$

## Problems

1.20. Consider a system of $N$ particles of tree-topology connected by massless rods, such as a double pendulum. Lagrange's form of D'Alembert's principle for such a system is given by

$$
\sum_{i=1}^{N}\left(\vec{f}_{i}-m_{i} \ddot{r}_{i}\right) \cdot \frac{\partial \vec{r}_{i}}{\partial q_{j}}=0, \quad j=1, \ldots, n
$$

where $\vec{f}_{i}$ is an applied force acting on the $i$ th particle (excluding nonworking constraint forces), $\vec{r}_{i}$ is the inertial position vector of the $i$ th particle represented as

$$
\vec{r}_{i}=\vec{r}_{i}\left(q_{1}, \ldots, q_{n}, t\right), \quad i=1, \ldots, N
$$

and $\left\{q_{1}, \ldots, q_{n}\right\}$ are the $n$ independent generalized coordinates.
(a) Show that

$$
\frac{\partial \vec{r}_{i}}{\partial q_{j}} \equiv \frac{\partial \dot{\vec{r}}_{i}}{\partial \dot{q}_{j}}
$$

Hint: Eq. (1.109).
(b) Let the generalized force $Q_{j}$ and the kinetic energy $T$ be defined as

$$
\begin{gathered}
Q_{j}=\sum_{i=1}^{N} \vec{f}_{i} \cdot \frac{\partial \vec{r}_{i}}{\partial q_{j}} \equiv \sum_{i=1}^{N} \vec{f}_{i} \cdot \frac{\partial \dot{\vec{r}}_{i}}{\partial \dot{q}_{j}} \\
T=\frac{1}{2} \sum_{i=1}^{N} m_{i} \dot{\vec{r}}_{i} \cdot \dot{\vec{r}}_{i}
\end{gathered}
$$

then derive Lagrange's equation of motion of the form

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial T}{\partial \dot{q}_{j}}\right)-\frac{\partial T}{\partial q_{j}}=Q_{j}, \quad j=1, \ldots, n
$$

(c) Also show that the generalized force $Q_{j}$ can also be expressed as

$$
Q_{j}=\sum_{i=1}^{N} \vec{f}_{i} \cdot \frac{\partial \dot{\vec{r}}_{i-1}}{\partial \dot{q}_{j}}+\sum_{i=1}^{N} \underbrace{\vec{\rho}_{i} \times \vec{f}_{i}}_{\text {moment }} \cdot \frac{\partial \vec{\omega}_{i}}{\partial \dot{q}_{j}}
$$

where $\vec{\rho}_{i} \equiv \vec{r}_{i}-\vec{r}_{i-1}$ is the position vector of the $i$ th particle with respect to the ( $i-1$ )th particle, and $\vec{\omega}_{i}$ is the angular velocity vector of the $i$ th particle with respect to the $(i-1)$ th particle.
1.21. For the simple pendulum problems illustrated earlier in Fig. 1.5, derive both Lagrange's and Hamilton's equations of motion.
1.22. For the compound pendulum problems illustrated earlier in Fig. 1.8, derive both Lagrange's and Hamilton's equations of motion.
1.23. For the inverted pendulum problems illustrated earlier in Fig. 1.9, derive both Lagrange's and Hamilton's equations of motion.
1.24. Consider a two-link manipulator that is modeled as the double pendulum consisting of two massless rods of lengths $\ell_{1}$ and $\ell_{2}$ and point masses $m_{1}$ and $m_{2}$, as illustrated earlier in Fig. 1.10a.
(a) Find the kinetic energy $T$ as

$$
T=\frac{1}{2}\left(a_{11} \dot{\theta}_{1}^{2}+2 a_{12} \dot{\theta}_{1} \dot{\theta}_{2}+a_{22} \dot{\theta}_{2}^{2}\right)
$$

where $a_{11}=\left(m_{1}+m_{2}\right) \ell_{1}^{2}, a_{12}=a_{21}=m_{2} \ell_{1} \ell_{2} \cos \left(\theta_{2}-\theta_{1}\right)$, and $a_{22}=m_{2} \ell_{2}^{2}$.
(b) Derive Lagrange's equations of motion for the double pendulum in terms of the generalized coordinates $\theta_{1}$ and $\theta_{2}$, as follows:
$\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]\left[\begin{array}{l}\ddot{\theta}_{1} \\ \ddot{\theta}_{2}\end{array}\right]=\left[\begin{array}{c}m_{2} \ell_{1} \ell_{2} \dot{\theta}_{2}^{2} \sin \left(\theta_{2}-\theta_{1}\right)-\left(m_{1}+m_{2}\right) g \ell_{1} \sin \theta_{1}+u_{1}-u_{2} \\ -m_{2} \ell_{1} \ell_{2} \dot{\theta}_{1}^{2} \sin \left(\theta_{2}-\theta_{1}\right)-m_{2} g \ell_{2} \sin \theta_{2}+u_{2}\end{array}\right]$
Note: The double pendulum with the shoulder and elbow joint control torques $u_{1}$ and $u_{2}$ is equivalent to a double pendulum with

$$
\begin{gathered}
\vec{f}_{1}=\frac{u_{1}}{\ell_{1}} \vec{b}_{2}-\frac{u_{2}}{\ell_{1}} \vec{b}_{2}-\frac{u_{2}}{\ell_{2}} \vec{c}_{2} \\
\vec{f}_{2}=\frac{u_{2}}{\ell_{2}} \vec{c}_{2}
\end{gathered}
$$

(c) Express $\dot{\theta}_{1}$ and $\dot{\theta}_{2}$ in terms of the generalized momenta $p_{1}=\partial T / \partial \dot{\theta}_{1}$ and $p_{2}=\partial T / \partial \dot{\theta}_{2}$, as follows:

$$
\begin{aligned}
& \dot{\theta}_{1}=\frac{a_{22} p_{1}-a_{12} p_{2}}{a_{11} a_{22}-a_{12}^{2}} \\
& \dot{\theta}_{2}=\frac{a_{11} p_{2}-a_{12} p_{1}}{a_{11} a_{22}-a_{12}^{2}}
\end{aligned}
$$

and then obtain the kinetic energy as

$$
T=\frac{a_{22} p_{1}^{2}-2 a_{12} p_{1} p_{2}+a_{11} p_{2}^{2}}{2\left(a_{11} a_{22}-a_{12}^{2}\right)}
$$

(d) Derive Hamilton's canonical equations of motion in terms of $\theta_{1}, \theta_{2}, p_{1}$, and $p_{2}$.
1.25. Consider again the double pendulum shown earlier in Fig. 1.10b with $\left\{\phi_{1}, \phi_{2}\right\}$ as a set of the generalized coordinates of the system.
(a) Derive Lagrange's equations of motion in terms of the generalized coordinates $\phi_{1}$ and $\phi_{2}$, as follows:

$$
\begin{aligned}
& {\left[\begin{array}{cc}
\left(m_{1}+m_{2}\right) \ell_{1}^{2}+m_{2} \ell_{2}^{2}+2 m_{2} \ell_{1} \ell_{2} \cos \phi_{2} & m_{2} \ell_{2}^{2}+m_{2} \ell_{1} \ell_{2} \cos \phi_{2} \\
m_{2} \ell_{2}^{2}+m_{2} \ell_{1} \ell_{2} \cos \phi_{2} & m_{2} \ell_{2}^{2}
\end{array}\right]\left[\begin{array}{l}
\ddot{\phi}_{1} \\
\ddot{\phi}_{2}
\end{array}\right]} \\
& =\left[\begin{array}{c}
m_{2} \ell_{1} \ell_{2} \sin \phi_{2}\left(2 \dot{\phi}_{1} \dot{\phi}_{2}+\dot{\phi}_{2}^{2}\right)-\left(m_{1}+m_{2}\right) g \ell_{1} \sin \phi_{1}-m_{2} g \ell_{2} \sin \left(\phi_{1}+\phi_{2}\right)+u_{1} \\
-m_{2} \ell_{1} \ell_{2} \dot{\phi}_{1}^{2} \sin \phi_{2}-m_{2} g \ell_{2} \sin \left(\phi_{1}+\phi_{2}\right)+u_{2}
\end{array}\right]
\end{aligned}
$$

(b) Also derive Hamilton's canonical equations of motion in terms of $\phi_{1}, \phi_{2}$, $p_{1}$, and $p_{2}$ where $p_{i}=\partial T / \partial \dot{\phi}_{i}$.
1.26. For the double pendulum consisting of two uniform slender bars shown earlier in Fig. 1.10c, derive Lagrange's equations of motion in terms of the generalized
coordinates $\phi_{1}$ and $\phi_{2}$, as follows:

$$
\begin{aligned}
& {\left[\begin{array}{cc}
\frac{1}{3} m_{1} \ell_{1}^{2}+\frac{1}{3} m_{2} \ell_{2}^{2}+m_{2} \ell_{1}^{2}+m_{2} \ell_{1} \ell_{2} \cos \phi_{2} & \frac{1}{3} m_{2} \ell_{2}^{2}+\frac{1}{2} m_{2} \ell_{1} \ell_{2} \cos \phi_{2} \\
\frac{1}{3} m_{2} \ell_{2}^{2}+\frac{1}{2} m_{2} \ell_{1} \ell_{2} \cos \phi_{2} & \frac{1}{3} m_{2} \ell_{2}^{2}
\end{array}\right]\left[\begin{array}{l}
\ddot{\phi}_{1} \\
\ddot{\phi}_{2}
\end{array}\right]} \\
& \quad=\left[\begin{array}{c}
\frac{1}{2} m_{2} \ell_{1} \ell_{2}\left(2 \dot{\phi}_{1} \dot{\phi}_{2}+\dot{\phi}_{2}^{2}\right) S_{2}-\frac{1}{2} m_{1} g \ell_{1} S_{1}-m_{2} g \ell_{1} S_{1}-\frac{1}{2} m_{2} g \ell_{2} S_{12}+u_{1} \\
-\frac{1}{2} m_{2} \ell_{1} \ell_{2} \dot{\phi}_{1}^{2} S_{2}-\frac{1}{2} m_{2} g \ell_{2} S_{12}+u_{2}
\end{array}\right]
\end{aligned}
$$

where $S_{1} \equiv \sin \phi_{1}, S_{2} \equiv \sin \phi_{2}$, and $S_{12} \equiv \sin \left(\phi_{1}+\phi_{2}\right)$.

### 1.2.7 Applications to Spacecraft Deployment Dynamics

Thus far in this section we have presented the fundamentals of classical mechanics and analytical dynamics. This is a textbook about spacecraft dynamics and control. Hence, as an introduction to dynamic problems of practical concern, we consider in this section, based on Wie et al., ${ }^{5}$ the dynamic modeling and computer simulation problems associated with the deployment of solar panel arrays on INTELSAT V and INSAT spacecraft. Each spacecraft is characterized by very distinct mechanisms for its solar array deployment.

As spacecraft become larger and more complex, the need to stow the spacecraft within the dimensions of launch vehicle fairing becomes a serious design constraint. For this reason, spacecraft are being built that are stowed in one configuration, then deployed into another configuration once in orbit. INTELSAT $V$ and INSAT spacecraft, shown in Figs. 1.11 and 1.12, respectively, are examples of such spacecraft, with solar panel arrays that must be deployed for the normal on-orbit configuration.

The arrays on INTELSAT $V$ are in a topological tree configuration, whereas the INSAT solar panel array is in a closed-loop configuration because of the four-bar linkage deployment mechanism. The closed-loop multibody configuration poses a unique dynamic problem in formulating the equations of motion. However, the kinematic control rod on the INSAT spacecraft has a synchronizing function very similar to that of the closed cable loop on the INTELSAT V spacecraft.

Such complex deployment mechanisms, to be discussed hereafter, present two major issues that often arise in the modeling and computer simulation of complex dynamic systems: how one can formulate analytically the complex equations of motion, and to what extent one can utilize a multibody computer code for the computerized generation of symbolic equations of motion.

INTELSAT V solar array deployment. INTELSAT V, shown in Fig. 1.11, has two symmetric solar panel arrays that deploy simultaneously in an accordion manner. Each array consists of a yoke and three panels. A schematic of the deployment mechanism consisting of torsion springs and closed cable loops is shown in Fig. 1.13. The solar panel itself is assumed to be rigid. It can also be assumed that the solar arrays are attached to the fixed base for the deployment analysis, because the two symmetric arrays deploy simultaneously. To prevent large disturbance torques to the mechanism, the attitude control system is disabled during the approximately $20-\mathrm{s}$ deployment period.


Fig. 1.11 INTELSAT V on-orbit deployed configuration. (Courtesy of Ford Aerospace and Communications Corp., Palo Alto, CA.)


Fig. 1.12 INSAT on-orbit deployed configuration. (Courtesy of Ford Aerospace and Communications Corp., Palo Alto, CA.)


Fig. 1.13 INTELSAT V solar array showing closed cable loops.

The preloaded torsion springs located at each hinge provide the energy to deploy the panels, whereas the closed cable loops restrain the deployment by synchronizing the deployment angles. The first cable connects the first panel and the spacecraft main body, the second cable connects the second panel and the yoke, and the third cable connects the third and first panels. These cables synchronize the deployment angles of each panel by applying a passive control torque that is proportional to the angle difference. The cables also serve to slow down the deployment rate to a point below the structural failure rate. Figure 1.14 illustrates a simplified planar model with equivalent cable torques on each body, which, during the deployment, can be simply modeled as

$$
\begin{align*}
& T_{1}=k\left(2 \theta_{1}-\theta_{2}\right)  \tag{1.138a}\\
& T_{2}=k\left(\theta_{2}-\theta_{3}\right)  \tag{1.138b}\\
& T_{3}=k\left(\theta_{3}-\theta_{4}\right) \tag{1.138c}
\end{align*}
$$

where $\theta_{i}$ is the $i$ th hinge angle in rad, $T_{i}$ is the $i$ th cable torque in $\mathrm{N} \cdot \mathrm{m}, k=4500 r^{2}$ is the equivalent cable torsional stiffness in $\mathrm{N} \cdot \mathrm{m} / \mathrm{rad}$, and $r=0.01835 \mathrm{~m}$ is the cable-pulley radius at the panel hinges. The pulley radius at yoke hinge is $2 r$, because the fully deployed yoke hinge angle $\theta_{1}$ is only 90 deg whereas the fully deployed first hinge angle $\theta_{2}$ becomes 180 deg .

The most critical parameter in the deployment is the hinge friction level, which is temperature dependent and can be a source of premature partial deployment. The nominal friction levels are given in Table 1.2 with other parameter values. In Table 1.2, the inertia value of each body is the moment-of-inertia value of each body about its center of mass. The moment of inertia of a thin uniform bar of

Table 1.2 INTELSAT V solar array deployment parameters

|  |  |  |  |  | Hinge spring |  |
| :--- | :---: | ---: | :---: | :---: | :---: | :---: |
|  | Length, <br> m | Mass, <br> kg, | Inertia, <br> $\mathrm{kg} \cdot \mathrm{m}^{2}$ | Friction, <br> $\mathrm{N} \cdot \mathrm{m}$ | Stiffness, <br> $\mathrm{N} \cdot \mathrm{m} / \mathrm{rad}$ | Pretorque, <br> $\mathrm{N} \cdot \mathrm{m}$ |
| Yoke | 1.090 | 2.222 | 0.2798 | 0.66 | 0.1273 | 1.70 |
| Panel 1 | 1.965 | 12.637 | 4.2009 | 0.64 | 0.1305 | 0.85 |
| Panel 2 | 1.965 | 9.982 | 3.8773 | 0.69 | 0.1305 | 0.85 |
| Panel 3 | 1.936 | 8.920 | 2.9316 | 0.70 | 0.1305 | 0.85 |

mass $m$ and length $\ell$ about its center of mass is $I_{c}=m \ell^{2} / 12$, and its moment of inertia about one end is: $I_{o}=I_{c}+m(\ell / 2)^{2}=m \ell^{2} / 3$. As in the case of a double-pendulum model, one can derive analytically the equations of motion of the planar, four-body model shown in Fig. 1.14 using the Lagrangian approach. Figure 1.15 shows the computer simulation results for such a deployment model of INTELSAT V. As can be seen in this figure, after the yoke initially deploys the deployment occurs fairly evenly due to deployment synchronization by the closed cable loops. At the end of the deployment, the hinges latch into the full deployment position. As latch-up occurs, the locking lever slides into a slot. In the computer


Fig. 1.14 INTELSAT V solar array deployment analysis model.


Fig. 1.15 Simulation results for INTELSAT V solar array deployment.
simulation, it is adequate to model the latch-up by hinges restrained by very stiff hinges; however, this requires a smaller integration time step near the end of the deployment in the computer simulation.

In practice, extensive computer simulations and ground experiments are often needed to investigate, in particular, the effects of the hinge friction and pretorque level on the overall deployment dynamics. As a result of such efforts the following changes were made in the INTELSAT V case to avoid any premature partial deployment: 1) special application of a dry lubricant to all moving parts in the hinges to reduce the hinge friction level, 2) increase of torsion spring pretorque level, and 3 ) increase of bearing tolerance to allow greater variation in temperature.

INSAT solar array deployment. The INSAT spacecraft shown in Fig. 1.12 has a solar array deployment sequence and mechanism quite different from that of the INTELSAT V spacecraft. Figure 1.16 illustrates the deployment sequence for the solar array and other appendages on the INSAT spacecraft, which occurs in five separate steps, each controlled by pyrotechnic devices. As in the INTELSAT V case, the attitude control system is disabled during each deployment, except the solar-sail deployment. In the fully deployed configuration, the solar array is extended from the south side of the satellite, where it is oriented to the sun by the solar array drive assembly. When stowed for launch, panel 1 and the yoke are held parallel with the south wall of the satellite. Panels 2 and 4 are also folded on the south face, whereas panels 3 and 5 are folded against the Earth face. Two hinge assemblies are used at each of the four lines to join the panels together.

The final stage solar array deployment is discussed here in detail because of the unique dynamic characteristics of the four-bar linkage deployment mechanism. A schematic of this four-bar linkage for the final stage deployment is shown in Fig. 1.17. To prevent possible interference between the array and the spacecraft main body, the control link synchronizes the deployment of the solar panels with


Fig. 1.16 INSAT spacecraft deployment sequence.


Fig. 1.17 INSAT solar array deployment mechanism (four-bar linkage).


Fig. 1.18 INSAT solar array deployment analysis model.
the motion of the yoke. In fact, the kinematic control rod on the INSAT has a synchronizing function very similar to that of the closed cable loops on the INTELSAT V.

The analytical modeling of the INSAT final stage deployment is not as straightforward as the INTELSAT V case. The four-bar linkage results in a closed-loop configuration, which requires a special consideration in formulating the equations of motion. A schematic of a planar model of the INSAT final-stage deployment is shown in Fig. 1.18. We consider here a simple case with a fixed base. The spacecraft main body is assumed to be fixed in space, and the rotational motion of the linkage and solar panel is assumed to occur about a single axis.

For the Lagrangian formulation of the equations of motion of the model in Fig. 1.18 , but with a fixed base, the following kinetic and potential energy terms can be defined as

$$
\begin{gather*}
T=\frac{1}{2}\left(I_{1}+m_{1} r_{1}^{2}+m_{2} d_{1}^{2}\right) \dot{\theta}_{1}^{2}+\frac{1}{2}\left(I_{2}+m_{2} r_{2}^{2}\right)\left(\dot{\theta}_{1}+\dot{\theta}_{2}\right)^{2} \\
+m_{2} d_{1} r_{2} \dot{\theta}_{1}\left(\dot{\theta}_{1}+\dot{\theta}_{2}\right) \cos \theta_{2}  \tag{1.139a}\\
V=\frac{1}{2} k_{1}\left(\theta_{1 F}-\theta_{1}\right)^{2}+\frac{1}{2} k_{2}\left(\theta_{2 F}-\theta_{2}\right)^{2} \tag{1.139b}
\end{gather*}
$$

Table 1.3 INSAT solar array deployment parameters

| Parameters | Values |
| :---: | :---: |
| Spacecraft main body yaw inertia $I_{z}, \mathrm{~kg} \cdot \mathrm{~m}^{2}$ | 360.3 |
| Yoke hinge location with respect to main body center of mass, $m$ | $\left(x_{o}, y_{o}\right)=(-0.2171,0.7409)$ |
| Distance $d_{o}$ from yoke hinge to control rod, m | 0.15225 |
| Yoke length $d_{1}, \mathrm{~m}$ | 1.32588 |
| Distance $d_{2}$ from yoke/panel hinge to control rod, m | 0.08024 |
| Control rod length $d_{3}, \mathrm{~m}$ | $(\min , \max )=(1.3939,1.4165)$ |
| Distance $r_{1}$ from yoke hinge to yoke c.m., m | 0.8915 |
| Distance $r_{2}$ from yoke/panel hinge to panel c.m., m | 1.8288 |
| Yoke mass $m_{1}, \mathrm{~kg}$ | 8.899 |
| Panel mass $m_{2}$, kg | 36.891 |
| Yoke inertia $I_{1}$ about its $\mathrm{c} . \mathrm{m} ., \mathrm{kg} \cdot \mathrm{m}^{2}$ | 0.9369 |
| Panel inertia $l_{2}$ about its $\mathrm{c} . \mathrm{m} ., \mathrm{kg} \cdot \mathrm{m}^{2}$ | 43.527 |
| Yoke spring constant $k_{1}, \mathrm{~N} \cdot \mathrm{~m}$ | 0.6114 |
| Yoke spring zero-torque angle $\theta_{l F}$, deg | 240 |
| Simulation data |  |
| $k_{2}=-0.776 \mathrm{~N} \cdot \mathrm{~m} / \mathrm{rad}$ for $5 \mathrm{deg}<\theta_{2}<172.8 \mathrm{deg}$ |  |
| $k_{2}=-40.1 \mathrm{~N} \cdot \mathrm{~m} / \mathrm{rad}$ for $-3 \mathrm{deg}<\theta_{2}<5 \mathrm{deg}$ |  |
| $\theta_{2 F}=298 \mathrm{deg}$ for $5 \mathrm{deg}<\theta_{2}<172.8 \mathrm{deg}$ |  |
| $\theta_{2 F}=12.7 \mathrm{deg}$ for $-3 \mathrm{deg}<\theta_{2}<5 \mathrm{deg}$ |  |
| Initial angles $\theta_{1}, \theta_{2}, \theta_{3}$, deg | 0.294, 172.817, 7.283 |
| Deployed yoke/body spring constant, $\mathrm{N} \cdot \mathrm{m} / \mathrm{rad}$ | 1582.3 |
| Deployed panel/yoke spring constant, $\mathrm{N} \cdot \mathrm{m} / \mathrm{rad}$ | 28523.5 |
| Deployed modal damping ratio | 0.02 |
| Fully deployed fixed-base frequencies, Hz | 0.5, 2.74 |

where $\theta_{1 F}$ and $\theta_{2 F}$ are the hinge angles when the hinge springs are unstressed. The hinge angles $\theta_{i}$ and the geometric parameters used in the preceding equations are defined in Fig. 1.18. The INSAT solar-array deployment parameters are summarized in Table 1.3.

Note that the two hinge angles, $\theta_{1}$ and $\theta_{2}$, used in Eq. (1.139) are not independent variables. Because the four-bar linkage system has only one degree of freedom, a single coordinate, such as the angle $\theta_{2}$, suffices for the description of all admissible configurations. The kinetic energy cannot be expressed readily in terms of only $\theta_{2}$ and $\dot{\theta}_{2}$, however, because of the transcendental character of the relationship among the three hinge angles. Thus, the third angle $\theta_{3}$ is introduced, and the angles $\theta_{1}$ and $\theta_{3}$ are selected as extraneous coordinates, which must satisfy the following geometrical constraints:

$$
\begin{gather*}
d_{0}+d_{1} \cos \theta_{1}+d_{2} \cos \left(\theta_{1}+\theta_{2}\right)+d_{3} \cos \left(\theta_{1}+\theta_{2}+\theta_{3}\right)=0  \tag{1.140a}\\
d_{1} \sin \theta_{1}+d_{2} \sin \left(\theta_{1}+\theta_{2}\right)+d_{3} \sin \left(\theta_{1}+\theta_{2}+\theta_{3}\right)=0 \tag{1.140b}
\end{gather*}
$$

The selection of $\theta_{2}$ as an independent coordinate here is, however, arbitrary.

Because it is impractical to express $\theta_{1}$ and $\theta_{3}$ in terms of the independent coordinate $\theta_{2}$, these holonomic-constraint equations are differentiated with respect to time and treated as nonholonomic constraints, and the dependent variables are eliminated by the method of Lagrange multipliers. Differentiating Eqs. (1.140), we obtain the following nonholonomic constraints:

$$
\begin{align*}
& a_{11} \dot{\theta}_{1}+a_{12} \dot{\theta}_{2}+a_{13} \dot{\theta}_{3}=0  \tag{1.14la}\\
& a_{21} \dot{\theta}_{1}+a_{22} \dot{\theta}_{2}+a_{23} \dot{\theta}_{3}=0 \tag{1.141b}
\end{align*}
$$

where the coefficients $a_{i j}$ are functions of $\theta_{1}, \theta_{2}$, and $\theta_{3}$. These equations are linear in $\dot{\theta}_{1}$ and $\dot{\theta}_{3}$, and they can be easily solved for these quantities in terms of $\dot{\theta}_{2}$, as follows:

$$
\begin{align*}
& \dot{\theta}_{1}=f_{1}\left(\dot{\theta}_{2}, a_{i j}\right)  \tag{1.142a}\\
& \dot{\theta}_{3}=f_{3}\left(\dot{\theta}_{2}, a_{i j}\right) \tag{1.142b}
\end{align*}
$$

The equations of motion are then derived using the Lagrange multiplier method, as follows:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial L}{\partial \dot{\theta}_{1}}-\frac{\partial L}{\partial \theta_{1}}=\lambda_{1} a_{11}+\lambda_{2} a_{21}  \tag{1.143a}\\
& \frac{\mathrm{~d}}{\mathrm{~d} t} \frac{\partial L}{\partial \dot{\theta}_{2}}-\frac{\partial L}{\partial \theta_{2}}=\lambda_{1} a_{12}+\lambda_{2} a_{22}  \tag{1.143b}\\
& \frac{\mathrm{~d}}{\mathrm{~d} t} \frac{\partial L}{\partial \dot{\theta}_{3}}-\frac{\partial L}{\partial \theta_{3}}=\lambda_{1} a_{13}+\lambda_{2} a_{23} \tag{1.143c}
\end{align*}
$$

where $L=T-V$ is the Lagrangian function and $\lambda_{1}$ and $\lambda_{2}$ are the Lagrange multipliers.

Differentiating Eq. (1.142), substituting the resulting $\ddot{\theta}_{1}$ and $\ddot{\theta}_{3}$ into Eq. (1.43), and then eliminating the Lagrange multipliers, one can obtain a differential equation of the form

$$
\begin{equation*}
\ddot{\theta}_{2}=f_{2}\left(\theta_{i}, \dot{\theta}_{i}\right) \tag{1.144}
\end{equation*}
$$

where the right-hand side is somewhat complicated. Equations (1.142) and (1.144) constitute a set of three simultaneous differential equations in the unknown functions $\theta_{1}, \theta_{2}$, and $\theta_{3}$.

The results of the computer simulation using these analytically derived equations with parameter values given in Table 1.3 are shown in Fig. 1.19. The complete deployment takes about 10.5 s , which closely matches the actual flight-observed deployment of 11 s .

Figure 1.20 shows the computer simulation results using a more complex model with slotted link and coupled to the free motion of the spacecraft main body. The array vibration after lock-up is modeled by two springs, at the yoke/body and array/yoke hinges. Spring and damping constants are tuned to give the first two fixed-base bending mode frequencies and a modal damping ratio of 0.02 . The overall response characteristics between Figs. 1.19 and 1.20 are in good agreement, with the exception of the initial yoke response. The yoke angle plot clearly shows


Fig. 1.19 Simulation results for INSAT solar array deployment (fixed base and no slot).
the impact of the slotted link. The yoke also locks up slightly before the array does. The spacecraft yaw offset is about 16 deg, with peak yaw rates up to $10 \mathrm{deg} / \mathrm{s}$. After the yoke initially deployed, the overall deployment occurs fairly evenly. By comparing this with the INTELSATV yoke response in Fig. 1.15, it can be seen that the kinematic control rod on the INSAT has a synchronizing function very similar to that of the closed cable loop on the INTELSAT V. A peak compressive force of about $220 \mathrm{~N}(50 \mathrm{lb}$ ) is carried by the link. This is well within the designed capacity of the link. The link effectively pushes up the panel to expedite its clearance from the spacecraft main body.


Fig. 1.20 Simulation results for INSAT solar array deployment (free base and slotted link).

It is possible to derive analytically the equations of motion of a more complex model of a three-axis coupled system; see, e.g., Kane and Levinson. ${ }^{6}$ However, a multibody computer code needs to be employed for the automatic generation of symbolic equations of motion for such a complex model. Such computer programs will eliminate the time-consuming part of the analytic formulation and will also automatically generate symbolic equations for more efficient computer simulations, as is discussed in Schaecther and Levinson. ${ }^{7}$

## Problems

1.27. Derive the equations of motion for the planar, four-body model of the solar array deployment dynamics of the INTELSAT V spacecraft, shown in Fig. 1.14, and verify the computer simulation results shown in Fig. 1.15. (Assume that the center of mass of each body is located at the middle of each body.) Also perform computer simulations to investigate the effects of the hinge friction and pretorque level on the overall deployment dynamics, with particular emphasis on premature partial deployment.
1.28. Complete the derivation of the equations of motion (1.142) and (1.144), in detail for a planar model of the INSAT solar array deployment dynamics, shown in Fig. 1.18 (but with fixed base and no slot), and verify the computer simulation results shown in Fig. 1.19. Using a multibody computer code (see, e.g., Refs. 7 and 8), verify the computer simulation results shown in Fig. 1.20 for the planar model with free base and slotted link.

### 1.3 Dynamic Systems Analysis

This section introduces some fundamental concepts in dynamic systems theory, and it is mainly concerned with the stability analysis of dynamic systems. A solid background in dynamic systems theory is essential to understanding the stability and control problems of space vehicles treated in this book. In particular, the subject of linear system dynamics is important for a wide range of dynamics and control problems of practical interest; however, this section is only intended to serve as a brief summary of the subject matter.

We begin the subject of dynamic systems analysis with a brief introduction of the theory of dynamic systems, including Lyapunov's stability theorems.*

### 1.3.1 Introduction to Dynamic Systems Theory

Consider a dynamic system described by a set of first-order nonlinear differential equations of the following form:

$$
\begin{aligned}
\dot{x}_{1} & =f_{1}\left(x_{1}, \ldots, x_{n} ; u_{1}, \ldots, u_{p} ; t\right) \\
\dot{x}_{2} & =f_{2}\left(x_{1}, \ldots, x_{n} ; u_{1}, \ldots, u_{p} ; t\right) \\
& \vdots \\
& \\
\dot{x}_{n} & =f_{n}\left(x_{1}, \ldots, x_{n} ; u_{1}, \ldots, u_{p} ; t\right)
\end{aligned}
$$

where $x_{i}(t)$ are state variables and $u_{i}(t)$ are control input variables or control parameters. The state of a system at time $t_{0}$ is the amount of information at $t_{0}$ that, together with the input, uniquely determines the behavior of the system for all $t \geq t_{0}$.

In vector notation, the state-variable description of nonlinear dynamic systems becomes

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \mathbf{u}, t) \tag{1.145}
\end{equation*}
$$

where $\mathbf{x}$ is the state vector and $\mathbf{u}$ the control input vector defined as

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right], \quad \mathbf{u}=\left[\begin{array}{c}
u_{1} \\
\vdots \\
u_{p}
\end{array}\right], \quad \mathbf{f}=\left[\begin{array}{c}
f_{1} \\
\vdots \\
f_{n}
\end{array}\right]
$$

If the equations of motion do not explicitly depend on the time, then the system is said to be autonomous; otherwise, it is said to be nonautonomous.

An equilibrium point, or a critical point (also called fixed point, stationary point, singular point, and steady-state point in the literature), of a nonlinear dynamic system corresponding to a known constant input or parameter vector $\mathbf{u}^{*}$ can be found by solving the steady-state equation $\mathbf{f}(\mathbf{x}, \mathbf{u}, t)=0$. That is, we have the

[^9]equilibrium condition
\[

$$
\begin{equation*}
\mathbf{f}\left(\mathbf{x}^{*}, \mathbf{u}^{*}, t\right)=0 \quad \text { for all } t \geq t_{0} \tag{1.146}
\end{equation*}
$$

\]

where $\mathbf{x}^{*}$ denotes the state vector at an equilibrium point for a known constant input or parameter vector $\mathbf{u}^{*}$.

A sudden change in the dynamic character of a system when a constant parameter is changed from below to above some critical value is called a bifurcation in dynamic systems theory. In particular, bifurcation theory is concerned with how the number and character of equilibrium points depends on parameters.

## Example 1.2

Consider the simple pendulum of mass $m$ and length $\ell$, connected by a massless rod to the hinged support point $O$, as shown in Fig. 1.5a. The nonlinear differential equation of motion of this system is given by

$$
m \ell \ddot{\theta}=-m g \sin \theta+u
$$

where $\theta$ is the generalized coordinate of the pendulum from the vertical line, $g$ is the gravitational acceleration, and $u(t)$ is the input force. The natural equilibrium points of this system with $u=0$ can be directly found by solving the equilibrium condition $\sin \theta=0$. Thus, the equilibrium points are $\theta=0, \pm \pi, \ldots$. Note that the equilibrium points $\theta=0, \pm 2 \pi, \ldots$ and $\theta= \pm \pi, \pm 3 \pi, \ldots$ correspond to the vertical down and up positions, respectively.

If we choose $x_{1}=\theta$ and $x_{2}=\dot{\theta}$ as the state variables, then the state-variable description of this nonlinear system becomes

$$
\begin{gathered}
\dot{x}_{1}=x_{2} \\
\dot{x}_{2}=-\frac{g}{\ell} \sin x_{1}+\frac{1}{m \ell} u
\end{gathered}
$$

## Example 1.3

Consider Hamilton's canonical equations of motion described by

$$
\begin{array}{cc}
\dot{q}_{i}=\frac{\partial H}{\partial p_{i}}, & i=1, \ldots, n \\
\dot{p}_{i}=-\frac{\partial H}{\partial q_{i}}+u_{i}, & i=1, \ldots, n \tag{1.147b}
\end{array}
$$

where $H=H\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}, t\right)$ and $u_{i}$ denotes the $i$ th generalized force associated with the nonpotential forces in the system. Defining $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right)$, $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$, and $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right)$, we obtain Hamilton's equations of motion in matrix form, as follows:

$$
\begin{gathered}
\frac{\mathrm{d} \mathbf{q}}{\mathrm{~d} t}=\left[\frac{\partial H}{\partial \mathbf{p}}\right]^{T} \\
\frac{\mathrm{~d} \mathbf{p}}{\mathrm{~d} t}=-\left[\frac{\partial H}{\partial \mathbf{q}}\right]^{T}+\mathbf{u}
\end{gathered}
$$

where

$$
\begin{aligned}
& \frac{\partial H}{\partial \mathbf{p}} \equiv\left[\begin{array}{lll}
\frac{\partial H}{\partial p_{1}} & \cdots & \frac{\partial H}{\partial p_{n}}
\end{array}\right] \\
& \frac{\partial H}{\partial \mathbf{q}} \equiv\left[\begin{array}{lll}
\frac{\partial H}{\partial q_{1}} & \cdots & \frac{\partial H}{\partial q_{n}}
\end{array}\right]
\end{aligned}
$$

Finally, Hamilton's equations of motion are rewritten in state-vector form as

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \mathbf{u}, t) \tag{1.148}
\end{equation*}
$$

where

$$
\mathbf{x}=\left[\begin{array}{l}
\mathbf{q} \\
\mathbf{p}
\end{array}\right], \quad \mathbf{f}=\left[\begin{array}{c}
(\partial H / \partial \mathbf{p})^{T} \\
-(\partial H / \partial \mathbf{q})^{T}+\mathbf{u}
\end{array}\right]
$$

A dynamic system described by Hamilton's canonical equations of the form (1.147) or (1.148) with $\mathbf{u}=0$ is often called a Hamiltonian dynamic system. For such a Hamiltonian system, we have

$$
\operatorname{div} \dot{\mathbf{x}}=\operatorname{div} \mathbf{f}=\operatorname{tr}\left[\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right]=\sum_{i=1}^{n} \frac{\partial}{\partial q_{i}}\left(\frac{\partial H}{\partial p_{i}}\right)-\sum_{i=1}^{n} \frac{\partial}{\partial p_{i}}\left(\frac{\partial H}{\partial q_{i}}\right)=0
$$

Consequently, it is often said that a Hamiltonian system preserves the volume of a set of points in the $2 n$-dimensional state or phase space of $\mathbf{x}=\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots\right.$, $p_{n}$ ), whether or not $H$ depends explicitly on $t$. This statement is often referred to as the Liouville theorem in dynamic systems theory.

Given $H=H(\mathbf{q}, \mathbf{p}, t)$, we obtain

$$
\begin{aligned}
\frac{\mathrm{d} H}{\mathrm{~d} t} & =\frac{\partial H}{\partial \mathbf{q}} \frac{\mathrm{~d} \mathbf{q}}{\mathrm{~d} t}+\frac{\partial H}{\partial \mathbf{p}} \frac{\mathrm{~d} \mathbf{p}}{\mathrm{~d} t}+\frac{\partial H}{\partial t} \\
& =-\left[\frac{\mathrm{d} \mathbf{p}}{\mathrm{~d} t}\right]^{T} \frac{\mathrm{~d} \mathbf{q}}{\mathrm{~d} t}+\left[\frac{\mathrm{d} \mathbf{q}}{\mathrm{~d} t}\right]^{T} \frac{\mathrm{~d} \mathbf{p}}{\mathrm{~d} t}+\frac{\partial H}{\partial t} \\
& =\frac{\partial H}{\partial t}
\end{aligned}
$$

Thus, for an autonomous Hamiltonian system with $H=H(\mathbf{q}, \mathbf{p})$, we have $\dot{H}=0$; i.e, $H$ is constant.

In dynamic systems theory, a nonlinear system described by $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, t)$ with $\operatorname{div} \mathbf{f}=0$ is called a volume-preserving, nondissipative or conservative system; hence, the Hamiltonian system is said to be a conservative system. A system with $\operatorname{div} \mathbf{f}<0$ is called a dissipative system, and stable, persistent motion in the $2 n$ dimensional dissipative system remains on an attractor that has dimension less than $2 n$. It should be emphasized that the dissipativeness or conservativeness here is concerned with whether the volume of a set of points in state space of a particular set of state variables is preserved (conserved) or not.

Furthermore, if div $\mathbf{f}$ of a dynamic system described by $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, t)$ is not identically zero or does not change sign, then periodic solutions (or closed orbits) are not
possible for the system. This statement is called Bendixon's criterion in dynamic systems theory.

## Problem

1.29. Consider a cart of mass $M$ with an inverted pendulum on a frictionless horizontal surface, as was shown in Fig. 1.9a. The inverted pendulum, consisting of a massless rod of length $\ell$ and a point mass $m$, is hinged on top of the cart. Let $z(t)$ be the horizontal position of the cart, $\theta(t)$ the angle of the pendulum measured from the vertical position, $u(t)$ the control input force acting on the cart, and $g$ the gravitational acceleration.

The nonlinear equations of motion for this system can be derived as

$$
\begin{gathered}
(M+m) \ddot{z}+m \ell \ddot{\theta} \cos \theta-m \ell \dot{\theta}^{2} \sin \theta=u \\
m \ell^{2} \ddot{\theta}+m \ell \ddot{z} \cos \theta-m g \ell \sin \theta=0
\end{gathered}
$$

(a) Defining $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=(z, \theta, \dot{z}, \dot{\theta})$ as a state vector, obtain the statevariable description of the form $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \mathbf{u})$. Then show that div $\dot{\mathbf{x}}$ of this system with $u=0$ is neither identically zero nor sign definite.
(b) Defining $\mathrm{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left(z, \theta, p_{z}, p_{\theta}\right)$ as a state vector, where $p_{z}$ and $p_{\theta}$ are the generalized momenta associated with the generalized coordinates $z$ and $\theta$, obtain Hamilton's canonical equations of the form $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \mathbf{u})$, and then show that $\operatorname{div} \dot{\mathbf{x}}$ of this system with $u=0$ is identically zero.

Note: It is important to point out that the divergence of the vector field of a dynamic system of the form $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, t)$ depends on the selection of a particular state vector $\mathbf{x}$.

### 1.3.2 Nonlinear System Stability

Consider a nonlinear dynamic system described by

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, t) \tag{1.149}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ is the state vector. An equilibrium point of this dynamic system is a point $\mathbf{x}^{*}$ such that

$$
\begin{equation*}
f\left(\mathbf{x}^{*}, t\right)=0 \quad \text { for all } t \tag{1.150}
\end{equation*}
$$

## Definition 1.1 Lyapunov Stability

An isolated equilibrium point $\mathbf{x}^{*}$ of the system described by Eq. (1.149) is said to be Lyapunov stable, or simply called stable, if for any $\epsilon>0$ there exists a real positive number $\delta\left(\epsilon, t_{0}\right)$ such that

$$
\left\|\mathbf{x}\left(t_{0}\right)-\mathbf{x}^{*}\right\| \leq \delta \Rightarrow\left\|\mathbf{x}(t)-\mathbf{x}^{*}\right\| \leq \epsilon \quad \text { for all } t \geq t_{0}
$$

where $\|\mathbf{x}\|$ denotes the Euclidean norm of a vector $\mathbf{x}$; i.e.,

$$
\|\mathbf{x}\| \equiv \sqrt{\mathbf{x}^{T} \mathbf{x}}
$$

Note that the real number $\delta$ depends on $\epsilon$ and, in general, also depends on $t_{0}$. If $\delta$ does not depend on $t_{0}$, then it is said to be uniformly Lyapunov stable.

## Definition 1.2 Local Asymptotic Stability

An isolated equilibrium point $\mathbf{x}^{*}$ is said to be locally asymptotically stable, or simply asymptotically stable, if it is Lyapunov stable and

$$
\left\|\mathbf{x}\left(t_{0}\right)-\mathbf{x}^{*}\right\| \leq \delta \Rightarrow \mathbf{x}(t) \rightarrow \mathbf{x}^{*} \quad \text { as } t \rightarrow \infty
$$

## Definition 1.3 Global Asymptotic Stability

An equilibrium point $\mathbf{x}^{*}$ is said to be globally asymptotically stable or asymptotically stable in the large if it is Lyapunov stable and $\mathbf{x}(t) \rightarrow \mathbf{x}^{*}$ as $t \rightarrow \infty$ for any initial conditions $\mathbf{x}\left(t_{0}\right)$.

## Definition 1.4 Instability

An equilibrium point is simply said to be unstable if it is not stable; i.e., if it is neither Lyapunov stable nor asymptotically stable.

A necessary condition for an equilibrium point to be locally asymptotically stable is that it be isolated. A necessary condition for an equilibrium point to be globally asymptotically stable is that it be the only equilibrium point.

In the stability theory of dynamic systems described by

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, t), \quad \mathbf{f}\left(\mathbf{x}^{*}, t\right)=0 \quad \text { for all } t \tag{1.151}
\end{equation*}
$$

where $\mathbf{x}^{*}$ is an equilibrium point, we often introduce the following transformation

$$
\mathbf{x}=\mathbf{x}^{*}+\mathbf{z}
$$

where the perturbation $\mathbf{z}$ from an equilibrium point $\mathbf{x}^{*}$ is, in general, not necessarily small. A new set of nonlinear differential equations is then obtained as

$$
\begin{equation*}
\dot{\mathbf{z}}=\mathbf{f}\left(\mathbf{x}^{*}+\mathbf{z}, t\right) \tag{1.152}
\end{equation*}
$$

with the origin $\mathbf{z}=0$ as an equilibrium point.
Assuming that the perturbation $\mathbf{z}$ is small, we further obtain a set of linearized equations about an equilibrium point $\mathbf{x}^{*}$, as follows:

$$
\begin{equation*}
\dot{\mathbf{z}}=\mathbf{A z} \tag{1.153}
\end{equation*}
$$

where

$$
\mathbf{A}=\left[\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right]_{\mathbf{x}^{*}} \equiv\left[\frac{\partial f_{i}}{\partial x_{j}}\right]_{\mathbf{x}^{*}}
$$

is the Jacobian matrix to be evaluated at the equilibrium point $\mathbf{x}^{*}$.

## Definition 1.5 Linear System Stability

The origin $\mathbf{z}=0$ of a linearized system described by Eq. (1.153) is said to be infinitesimally asymptotically stable, or simply called asymptotically stable if
all the eigenvalues of $\mathbf{A}$ have negative real parts. A linear system is said to be Lyapunov stable if none of its eigenvalues has a positive real part and if it has no repeated eigenvalues on the imaginary axis. It is said to be unstable if any one of its eigenvalues has a positive real part or if it has repeated eigenvalues on the imaginary axis. (The stability of a dynamic system linearized about an equilibrium point is defined here although linear system dynamics will be studied in detail later in this chapter.)

Note that

$$
\begin{gathered}
\mathbf{A}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] \quad \text { does not have repeated eigenvalues } \\
\mathbf{A}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] \quad \text { has repeated eigenvalues }
\end{gathered}
$$

The following very important stability theorem for determining the stability of an equilibrium point of a nonlinear system from the stability of its linearized system was first established by Lyapunov (see Ref. 9).

## Theorem 1.1 Lyapunov's First Stability Theorem

This theorem is often referred to as the indirect (or first) method of Lyapunov in the literature, and can be described as follows:

1) If the origin $\mathbf{z}=0$ of a linearized system described by Eq. (1.153) is asymptotically stable, then the equilibrium point $\mathbf{x}^{*}$ of the nonlinear system described by either Eq. (1.151) or Eq. (1.152) is also asymptotically stable.
2) If the origin $\mathbf{z}=0$ of a linearized system is unstable, then the equilibrium point $\mathbf{x}^{*}$ of the nonlinear system is also unstable.

It is important to note, however, that the Lyapunov stability of the equilibrium point at the origin $z=0$ of a linearized system does not guarantee the Lyapunov stability of the equilibrium point $\mathbf{x}^{*}$ of the nonlinear system. As an example, consider a system described by

$$
\begin{gather*}
\dot{x}_{1}=x_{2}+b x_{1}\left(x_{1}^{2}+x_{2}^{2}\right)  \tag{1.154a}\\
\dot{x}_{2}=-x_{1}+b x_{2}\left(x_{1}^{2}+x_{2}^{2}\right) \tag{1.154b}
\end{gather*}
$$

where $b$ is a constant parameter. It can be easily shown that the origin of a linearized system is Lyapunov stable for any value of $b$. However, using Lyapunov's second stability theorem (to be presented next), one can show that the origin of the nonlinear system described by Eq. (1.54) is unstable for any $b>0$ and asymptotically stable for any $b<0$.

## Theorem 1.2 Lyapunov's Second Stability Theorem

This theorem is often referred to as the direct (or second) method of Lyapunov in the literature; however, it is not of the original form of Lyapunov's theorem. In fact, the theorem presented here is an extended version of Lyapunov's second
stability theorem by many other researchers. Consider an autonomous nonlinear dynamic system described by

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}), \quad \mathbf{f}\left(\mathbf{x}^{*}\right)=0 \tag{1.155}
\end{equation*}
$$

where $\mathbf{x}^{*}$ is an isolated equilibrium point.
If there exists in some finite neighborhood $\mathcal{D}$ of the equilibrium point $\mathbf{x}^{*}$ a positive-definite scalar function $E(\mathbf{x})$ with continuous first partial derivatives with respect to $\mathbf{x}$ and $t$ such that the following conditions exist:

1) $E(\mathbf{x})>0$ for all $\mathbf{x} \neq \mathbf{x}^{*}$ in $\mathcal{D}, E\left(\mathbf{x}^{*}\right)=0$ for all $t$
2) $\dot{E}(\mathbf{x}) \leq 0$ for all $\mathbf{x} \neq \mathbf{x}^{*}$ in $\mathcal{D}$ and $t$
then the equilibrium point $\mathbf{x}^{*}$ is Lyapunov stable.
If, in addition,
3) $\dot{E}(\mathbf{x})$ is not identically zero along any solution $\mathbf{x}$ of Eq. (1.155) other than $\mathbf{x}^{*}$ then the equilibrium point $\mathbf{x}^{*}$ is locally asymptotically stable.

If, in addition,
4) there exists in the entire state space a positive-definite function $E(\mathbf{x})$ which is radially unbounded; i.e., $E(\mathbf{x}) \rightarrow \infty$ as $\|\mathbf{x}\| \rightarrow \infty$
then the equilibrium point $\mathbf{x}^{*}$ is globally asymptotically stable; i.e., $\mathbf{x}(t) \rightarrow \mathbf{x}^{*}$ as $t \rightarrow \infty$ for any initial conditions $\mathbf{x}\left(t_{0}\right)$.

If instead condition 2 is
$\left.2^{\prime}\right) \dot{E}(\mathbf{x})>0$ for all $\mathbf{x} \neq \mathbf{x}^{*}$ and $t$, and $\dot{E}\left(\mathbf{x}^{*}\right)=0$ for all $t$
then the equilibrium point $\mathbf{x}^{*}$ is unstable. Such a positive-definite function $E(\mathbf{x})$ is called a Lyapunov function.

This theorem provides only sufficient conditions for checking the stability of an equilibrium point of a nonlinear dynamic system, and does not provide a method for determining a positive-definite Lyapunov function $E(\mathbf{x})$ for a given nonlinear system. A Lyapunov function may be considered as a generalized energy function; however, the total energy or the Hamiltonian of the system may be used as a Lyapunov function.

For example, consider a case in which the total energy of a given dynamic system is chosen as a Lyapunov function, as follows:

$$
E=T+V
$$

where the kinetic energy $T$ is of the general form

$$
T=T_{2}+T_{1}+T_{0}
$$

and $T_{2}$ is a quadratic function in the generalized velocities, $T_{1}$ is a linear function in the generalized velocities, and $T_{0}$ is a nonnegative function of only the generalized coordinates and time. In this case, it may become difficult to determine the positive definiteness of the chosen Lyapunov function $E=T+V$. In a case where $T=$ $T_{2}$ with $T_{1}=T_{0}=0$, and where $V$ is a quadratic function of the generalized coordinates, however, the total energy $E$ becomes positive definite and it can be used as a Lyapunov function.

Because the Hamiltonian is defined as

$$
H=\sum_{i=1}^{n} \frac{\partial L}{\partial \dot{q}_{i}} \dot{q}_{i}-L=T_{2}-T_{0}+V
$$

it is also difficult to determine the positive definiteness of the Hamiltonian function unless $T_{0}=0$. Thus, only for dynamic systems with $T=T_{2}$ and $T_{1}=T_{0}=0$, we often choose the total energy or the Hamiltonian as the Lyapunov function, and then determine the sign definiteness of

$$
\dot{E}=\sum_{i=1}^{n} \dot{q}_{i} u_{i}
$$

where $u_{i}$ is the $i$ th generalized nonconservative force associated with the $i$ th generalized coordinate $q_{i}$ of the system.

Given a dynamic system of the form

$$
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x})+\mathbf{u}
$$

the system is called norm-invariant if the solution $\mathbf{x}(t)$ of the homogeneous system $(\mathbf{u}=0)$ satisfies the following condition:

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\|\mathbf{x}\|=0
$$

where $\|\mathbf{x}\| \equiv \sqrt{\mathbf{x}^{T} \mathbf{x}}$; i.e., if $\|\mathbf{x}\|$ is constant for all $t$. Note that

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\|\mathbf{x}\|=\frac{\mathbf{x}^{T} \dot{\mathbf{x}}}{\|\mathbf{x}\|}
$$

Given a control problem of dynamic systems described by

$$
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \mathbf{u}) \quad \text { and } \quad \mathbf{f}\left(\mathbf{x}^{*}, 0\right)=0 \quad \text { for all } t
$$

where $\mathbf{u}$ is the control input vector to be determined, we may select a suitable Lyapunov function $E(\mathbf{x})$, and obtain $\dot{E}$ as

$$
\begin{aligned}
\dot{E}(\mathbf{x}) & =\frac{\partial E}{\partial \mathbf{x}} \frac{\mathrm{~d} \mathbf{x}}{\mathrm{~d} t} \\
& =\frac{\partial E}{\partial \mathbf{x}} \mathbf{f}(\mathbf{x}, \mathbf{u})
\end{aligned}
$$

Then it may be possible to find a globally asymptotically stabilizing control input $\mathbf{u}=\mathbf{u}(\mathbf{x})$, which guarantees $\dot{E} \leq 0$ for all $\mathbf{x} \neq \mathbf{x}^{*}$ and $t$ and $E\left(\mathbf{x}^{*}\right)=0$.

## Example 1.4

Consider again the simple pendulum described by

$$
\begin{gathered}
\dot{x}_{1}=x_{2} \\
\dot{x}_{2}=-\frac{g}{\ell} \sin x_{1}+\frac{1}{m \ell} u
\end{gathered}
$$

where $u$ is the applied input force of the form $u=-c x_{2}$, where $c$ is a positive constant. The stability of an equilibrium point at the origin $\mathbf{x}^{*}=(0,0)$ is to be investigated using Lyapunov's second stability theorem.

The total mechanical energy of the system is chosen as a Lyapunov function:

$$
E(\mathbf{x})=T+V=\frac{1}{2} m \ell^{2} x_{2}^{2}+m g \ell\left(1-\cos x_{1}\right)
$$

since $E\left(\mathbf{x}^{*}\right)=0$ and $E(\mathbf{x})>0$ for all $\mathbf{x} \neq \mathbf{x}^{*}$. We then, obtain

$$
\begin{aligned}
\dot{E} & =m \ell^{2} x_{2} \dot{x}_{2}+m g \ell\left(\sin x_{1}\right) \dot{x}_{1} \\
& =m \ell^{2} x_{2}\left(-\frac{g}{\ell} \sin x_{1}-\frac{c}{m \ell} x_{2}\right)+m g \ell\left(\sin x_{1}\right) x_{2} \\
& =-c \ell x_{2}^{2} \leq 0
\end{aligned}
$$

Because $E$ satisfies condition 3, but not condition 4, of Lyapunov's second stability theorem (Theorem 1.2), the equilibrium point $\mathbf{x}^{*}=(0,0)$ is said to be asymptotically stable. Intuitively, we also know that the vertical down position of the pendulum with rate damping is asymptotically stable and that the vertical up position is unstable.

## Problems

1.30. Consider a system described by

$$
\begin{gathered}
\dot{x}_{1}=a x_{1}+x_{2}+b x_{1}\left(x_{1}^{2}+x_{2}^{2}\right) \\
\dot{x}_{2}=-x_{1}-a x_{2}+b x_{2}\left(x_{1}^{2}+x_{2}^{2}\right)
\end{gathered}
$$

where $a$ and $b$ are constant parameters.
(a) Show that the origin of a linearized system is Lyapunov stable for $|a|<1$ and unstable for $|a|>1$.
(b) Show that the origin of the nonlinear system is asymptotically stable for $|a|<1$ and $b<0$, and unstable for $|a|<1$ and $b>0$.

Hint: Use $E=x_{1}^{2}+2 a x_{1} x_{2}+x_{2}^{2}$, which is positive definite if $|a|<1$.
1.31. Consider the rotational motion of a rigid spacecraft described by Euler's equations of motion

$$
\begin{aligned}
J_{1} \dot{\omega}_{1} & =\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+u_{1} \\
J_{2} \dot{\omega}_{2} & =\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}+u_{2} \\
J_{3} \dot{\omega}_{3} & =\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}+u_{3}
\end{aligned}
$$

where $J_{i}$ are principal moments of inertia of the spacecraft with $J_{1}>J_{2}>J_{3}, \omega_{i}$ are the angular velocity components along principal axes, and $u_{i}$ are the control torque inputs about principal axes.
(a) For a torque-free ( $u=0$ ), rigid body, show that there exist two constants of integration such as

$$
\begin{aligned}
& J_{1} \omega_{1}^{2}+J_{2} \omega_{2}^{2}+J_{3} \omega_{3}^{2}=\mathrm{const} \\
& J_{1}^{2} \omega_{1}^{2}+J_{2}^{2} \omega_{2}^{2}+J_{3}^{2} \omega_{3}^{2}=\mathrm{const}
\end{aligned}
$$

and that, consequently, we have

$$
\begin{aligned}
& J_{1}\left(J_{1}-J_{3}\right) \omega_{1}^{2}+J_{2}\left(J_{2}-J_{3}\right) \omega_{2}^{2}=\mathrm{const} \\
& J_{2}\left(J_{1}-J_{2}\right) \omega_{2}^{2}+J_{3}\left(J_{1}-J_{3}\right) \omega_{3}^{2}=\mathrm{const} \\
& J_{1}\left(J_{1}-J_{2}\right) \omega_{1}^{2}-J_{3}\left(J_{2}-J_{3}\right) \omega_{3}^{2}=\mathrm{const}
\end{aligned}
$$

(b) For a torque-free, rigid body, show that the equilibrium points ( $\Omega, 0,0$ ) and ( $0,0, \Omega$ ), where $\Omega$ is an arbitrary constant spin rate, are both Lyapunov stable; i.e., a pure spinning motion about the major or minor axis is Lyapunov stable. Also show that the equilibrium point $(0, \Omega, 0)$ is unstable; i.e., a pure spinning motion about the intermediate axis is unstable.

Hint: One can show that $(0, \Omega, 0)$ is an unstable equilibrium point by showing that the linearized system about $(0, \Omega, 0)$ is unstable. But note that the Lyapunov stability of the linearized system about $(\Omega, 0,0)$ or $(0,0, \Omega)$ does not guarantee the Lyapunov stability of those equilibrium points of the nonlinear system.
(c) For a case of three-axis rate damping control with $u_{i}=-c_{i} \omega_{i}$, where $c_{i}$ are all positive constants, show that the origin $(0,0,0)$ is globally asymptotically stable for any positive constants $c_{i}$.
(d) Show that the origin $(0,0,0)$ is not asymptotically stable (but Lyapunov stable) for a spacecraft with only two control inputs of the form $u_{1}=-c_{1} \omega_{1}$, $u_{2}=-c_{2} \omega_{2}$, and $u_{3}=0$ where $c_{1}$ and $c_{2}$ are positive constants.
(e) For a spin-up maneuver control with $u_{1}=-c_{1}\left(\omega_{1}-\Omega\right), u_{2}=-c_{2} \omega_{2}$, and $u_{3}=-c_{3} \omega_{3}$, where $\Omega$ is the desired spin rate about the first principal axis, show that the equilibrium point $(\Omega, 0,0)$ is globally asymptotically stable for any positive constants $c_{i}$.
1.32. Defining $x_{i}=J_{i} \omega_{i}$, we rewrite Euler's equations of motion described in the preceding problem as

$$
\begin{aligned}
& \dot{x}_{1}=\frac{J_{2}-J_{3}}{J_{2} J_{3}} x_{2} x_{3}+u_{1} \\
& \dot{x}_{2}=\frac{J_{3}-J_{1}}{J_{3} J_{1}} x_{3} x_{1}+u_{2} \\
& \dot{x}_{3}=\frac{J_{1}-J_{2}}{J_{1} J_{2}} x_{1} x_{2}+u_{3}
\end{aligned}
$$

(a) Show that this dynamic system is norm-invariant.
(b) If this dynamic system is subject to a control input constraint of the form

$$
\|\mathbf{u}\|=\sqrt{u_{1}^{2}+u_{2}^{2}+u_{3}^{2}} \leq 1
$$

the time-optimal control inputs are given by

$$
u_{i}=-\frac{x_{i}}{\|\mathbf{x}\|}, \quad i=1,2,3
$$

Show that the origin $(0,0,0)$ of the system with such time-optimal control inputs is globally asymptotically stable.
1.33. Euler's equations of motion for an axisymmetric body with $J_{1}=2$ and $J_{2}=J_{3}=1$ are

$$
\begin{aligned}
2 \dot{\omega}_{1} & =u_{1} \\
\dot{\omega}_{2} & =-\omega_{3} \omega_{1}+u_{2} \\
\dot{\omega}_{3} & =\omega_{1} \omega_{2}+u_{3}
\end{aligned}
$$

For a given linear feedback control logic of the form

$$
\begin{aligned}
& u_{1}=-2 \sigma \omega_{1}+2 \sigma \omega_{2} \\
& u_{2}=-\omega_{2}+r \omega_{1} \\
& u_{3}=-b \omega_{3}
\end{aligned}
$$

where $\sigma, r$, and $b$ are real positive constant parameters, the closed-loop system is described by

$$
\begin{aligned}
& \dot{\omega}_{1}=-\sigma \omega_{1}+\sigma \omega_{2} \\
& \dot{\omega}_{2}=-\omega_{3} \omega_{1}-\omega_{2}+r \omega_{1} \\
& \dot{\omega}_{3}=\omega_{1} \omega_{2}-b \omega_{3}
\end{aligned}
$$

These equations are, in fact, the so-called Lorenz equations ${ }^{10}$ that are commonly described in $x, y$, and $z$ coordinates, as follows:

$$
\begin{aligned}
& \dot{x}=-\sigma x+\sigma y \\
& \dot{y}=-z x-y+r x \\
& \dot{\mathbf{z}}=x y-b z
\end{aligned}
$$

A dynamic system of the preceding mathematical form is often referred to as the Lorenz system.
(a) Find the equilibrium points of the Lorenz system as follows:

For $r \leq 1, \quad(0,0,0)$
For $r>1, \quad(0,0,0) \quad$ and $\quad C^{ \pm}=( \pm \sqrt{b(r-1)}, \pm \sqrt{b(r-1)}, r-1)$ where $r$ is the bifurcation parameter of the system.
(b) Show that the origin of the Lorenz system is globally asymptotically stable when $r<1$, stable when $r=1$, and unstable when $r>1$.

Hint: $E=\frac{1}{2}\left(x^{2}+\sigma y^{2}+\sigma z^{2}\right)$.
(c) Show that the equilibrium points $C^{ \pm}=( \pm 7.5542, \pm 7.5542,21.4)$ of the Lorenz system with $\sigma=10, b=8 / 3$, and $r=22.4$ are both asymptotically stable. Performing a computer simulation of this case, verify that the trajectory starting from $(-10,-10,30)$ ends up at $C^{+}$and that the trajectory starting from ( $-12,-12,30$ ) ends up at $C^{-}$.
(d) Show that, for the Lorenz system with $\sigma=10, b=8 / 3$, and $r=28$, the equilibrium points $C^{ \pm}=( \pm 8.4852, \pm 8.4852,27)$ are both unstable. Also
perform a computer simulation of this case with an initial condition $(0,1,0)$ to observe the turbulent or chaotic dynamic behavior of the system, known as a strange attractor.
(e) Show that the Lorenz system is dissipative and that there exists a solid ellipsoid

$$
\mathcal{E}=\left\{(x, y, z): r x^{2}+\sigma y^{2}+\sigma(z-2 r)^{2} \leq C<\infty\right\}
$$

or

$$
\mathcal{E}=\left\{(x, y, z): x^{2}+y^{2}+\sigma(z-r-\sigma)^{2} \leq C<\infty\right\}
$$

such that all solutions of the Lorenz system enter $\mathcal{E}$ within finite time and thereafter remain in $\mathcal{E}$.

Hint: Show that $\dot{\mathcal{E}}<0$ as $\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2} \rightarrow \infty$.
1.34. Consider a rigid body with a spherical, dissipative fuel slug. Such a simplified model of a rigid body with internal energy dissipation is described by

$$
\begin{gathered}
\left(J_{1}-J\right) \dot{\omega}_{1}=\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+\mu \sigma_{1} \\
\left(J_{2}-J\right) \dot{\omega}_{2}=\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}+\mu \sigma_{2} \\
\left(J_{3}-J\right) \dot{\omega}_{3}=\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}+\mu \sigma_{3} \\
\dot{\sigma}_{1}=-\dot{\omega}_{1}-\frac{\mu}{J} \sigma_{1}-\omega_{2} \sigma_{3}+\omega_{3} \sigma_{2} \\
\dot{\sigma}_{2}=-\dot{\omega}_{2}-\frac{\mu}{J} \sigma_{2}-\omega_{3} \sigma_{1}+\omega_{1} \sigma_{3} \\
\dot{\sigma}_{3}=-\dot{\omega}_{3}-\frac{\mu}{J} \sigma_{3}-\omega_{1} \sigma_{2}+\omega_{2} \sigma_{1}
\end{gathered}
$$

where $\left(J_{1}, J_{2}, J_{3}\right)$ are the principal moments of inertia of the spacecraft including the spherical, dissipative fuel slug of inertia $J ;\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ are the body rates about the principal axes; $\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right)$ are the relative rates between the rigid body and the fuel slug about the principal axes; and $\mu$ is the viscous damping coefficient of the fuel slug. It is assumed that $J_{1}>J_{2}>J_{3}$ without loss of generality.
(a) Show that a necessary condition for the equilibrium points is $\sigma_{1}^{2}+\sigma_{2}^{2}+\sigma_{3}^{2}=$ 0 ; i.e., $\sigma_{1}=\sigma_{2}=\sigma_{3}=0$.
(b) Show that an equilibrium point $\left(\omega_{1}, \omega_{2}, \omega_{3}, \sigma_{1}, \sigma_{2}, \sigma_{3}\right)=(\Omega, 0,0,0,0,0)$ is stable; i.e., a pure spinning motion about the major axis is stable.
(c) Show that an equilibrium point $(0,0, \Omega, 0,0,0)$ is unstable; i.e., a pure spinning motion about the minor axis is unstable whereas it is Lyapunov stable for a rigid body without energy dissipation.
(d) Show that an equilibrium point $(0, \Omega, 0,0,0,0)$ is also unstable.
(e) Consider a spacecraft with the following numerical values: $\left(J_{1}, J_{2}, J_{3}, J\right)=$ $(2000,1500,1000,18) \mathrm{kg} \cdot \mathrm{m}^{2}$ and $\mu=30 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}$. Performing computer simulation, verify that the trajectory starting from an initial condition $(0.1224,0,2.99,0,0,0)$ $\mathrm{rad} / \mathrm{s}$ ends up at $(-1.5,0,0,0,0,0) \mathrm{rad} / \mathrm{s}$.

Note: The kinetic energy $T$ and the angular momentum $H$ of the system are defined as

$$
\begin{aligned}
H^{2}= & \left(J_{1} \omega_{1}+J \sigma_{1}\right)^{2}+\left(J_{2} \omega_{2}+J \sigma_{2}\right)^{2}+\left(J_{3} \omega_{3}+J \sigma_{3}\right)^{2} \\
2 T= & \left(J_{1}-J\right) \omega_{1}^{2}+\left(J_{2}-J\right) \omega_{2}^{2}+\left(J_{3}-J\right) \omega_{3}^{2} \\
& +J\left\{\left(\omega_{1}+\sigma_{1}\right)^{2}+\left(\omega_{2}+\sigma_{2}\right)^{2}+\left(\omega_{3}+\sigma_{3}\right)^{2}\right\}
\end{aligned}
$$

During computer simulation of this case, the angular momentum $H$ needs to be checked whether or not it is maintained at a constant value of $3000 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}$.
(f) Also perform a computer simulation with a slightly different initial condition ( $0.125,0,2.99,0,0,0$ ) and verify that the trajectory ends up at ( $+1.5,0,0,0,0,0$ ).

Note: For such a spinning spacecraft with energy dissipation, a small change in initial conditions can lead to a change in the final spin polarity for $\omega_{1}$. Such sensitive dependence on initial conditions is the property characterizing a chaotic dynamic system.
1.35. Consider the rotational equations of motion of a rigid spacecraft described by

$$
\begin{aligned}
2 \dot{q}_{1} & =\omega_{1} q_{4}-\omega_{2} q_{3}+\omega_{3} q_{2} \\
2 \dot{q}_{2} & =\omega_{1} q_{3}+\omega_{2} q_{4}-\omega_{3} q_{1} \\
2 \dot{q}_{3} & =-\omega_{1} q_{2}+\omega_{2} q_{1}+\omega_{3} q_{4} \\
2 \dot{q}_{4} & =-\omega_{1} q_{1}-\omega_{2} q_{2}-\omega_{3} q_{3} \\
J_{1} \dot{\omega}_{1} & =\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+u_{1} \\
J_{2} \dot{\omega}_{2} & =\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}+u_{2} \\
J_{3} \dot{\omega}_{3} & =\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}+u_{3}
\end{aligned}
$$

where $q_{i}$ are the attitude quaternions constrained by

$$
q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+q_{4}^{2}=1
$$

and where $\omega_{i}$ are the body angular rates, $J_{i}$ are the principal moments of inertia of the spacecraft, and $u_{i}$ are the control torque inputs.

The stability of the equilibrium point

$$
\begin{aligned}
\mathbf{x}^{*} & =\left(q_{1}, q_{2}, q_{3}, q_{4}, \omega_{1}, \omega_{2}, \omega_{3}\right) \\
& =(0,0,0,+1,0,0,0)
\end{aligned}
$$

is to be determined for different control inputs. [In fact, there exists another equilibrium point ( $0,0,0,-1,0,0,0$ ); however, both equilibrium points correspond to the physically identical orientation.]
(a) For a case of rate damping control with $u_{i}=-c_{i} \omega_{i}$ where $c_{i}$ are positive constants, determine the stability of the equilibrium point $\mathbf{x}^{*}$.
(b) Given the control torque inputs $u_{i}$ of the form

$$
\begin{aligned}
& u_{1}=-k q_{1}-c_{1} \omega_{1} \\
& u_{2}=-k q_{2}-c_{2} \omega_{2} \\
& u_{3}=-k q_{3}-c_{3} \omega_{3}
\end{aligned}
$$

where $k$ and $c_{i}$ are positive constants, show that the equilibrium point $\mathbf{x}^{*}$ is globally asymptotically stable for any positive values of $k$ and $c_{i}$.

Hint: Select $E=\left(J_{1} \omega_{1}^{2}+J_{2} \omega_{2}^{2}+J_{3} \omega_{3}^{2}\right) / 2+k\left[q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+\left(q_{4}-1\right)^{2}\right]$ as a Lyapunov function.
(c) Given the control torque inputs $u_{i}$ of the form

$$
\begin{aligned}
& u_{1}=-k_{1} q_{1}-c_{1} \omega_{1} \\
& u_{2}=-k_{2} q_{2}-c_{2} \omega_{2} \\
& u_{3}=-k_{3} q_{3}-c_{3} \omega_{3}
\end{aligned}
$$

where $k_{i}$ and $c_{i}$ are positive constants, determine whether or not the equilibrium point $\mathbf{x}^{*}$ is globally asymptotically stable for any positive values of $k_{i}$ and $c_{i}$. (This is a much harder unsolved problem!)

### 1.3.3 Linearization and State-Space Equations

Consider a nonlinear dynamic system described by

$$
\begin{array}{rlr}
\dot{x}_{i}=f_{i}\left(x_{1}, \ldots, x_{n} ; u_{1}, \ldots, u_{p} ; t\right), & & i=1, \ldots, n \\
y_{j} & =g_{j}\left(x_{1}, \ldots, x_{n} ; u_{1}, \ldots, u_{p} ; t\right), & j=1, \ldots, q \tag{1.156b}
\end{array}
$$

where $x_{i}(t)$ are called state variables, $u_{i}(t)$ control input variables, and $y_{i}(t)$ output variables.

In vector notation, Eqs. (1.156) become

$$
\begin{align*}
\dot{\mathbf{x}} & =\mathbf{f}(\mathbf{x}, \mathbf{u}, t)  \tag{1.157a}\\
\mathbf{y} & =\mathbf{g}(\mathbf{x}, \mathbf{u}, t) \tag{1.157b}
\end{align*}
$$

where $\mathbf{x}$ is the state vector, $\mathbf{u}$ the control input or parameter vector, and $\mathbf{y}$ the output vector of the dynamic system, defined as $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right), \mathbf{f}=\left(f_{1}, \ldots, f_{n}\right)$, $\mathbf{u}=\left(u_{1}, \ldots, u_{p}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{q}\right)$, and $\mathbf{g}=\left(g_{1}, \ldots, g_{q}\right)$.

An equilibrium point $\mathbf{x}^{*}$ is determined from

$$
\begin{equation*}
\mathbf{f}\left(\mathbf{x}^{*}, \mathbf{u}^{*}, t\right)=0 \quad \text { for all } t \geq t_{0} \tag{1.158}
\end{equation*}
$$

for a known constant input or parameter vector $\mathbf{u}^{*}$.
Expanding the right-hand side of Eqs. (1.157) in a first-order Taylor series expansion in terms of small perturbations

$$
\begin{aligned}
\delta \mathbf{x} & =\mathbf{x}-\mathbf{x}^{*} \\
\delta \mathbf{u} & =\mathbf{u}-\mathbf{u}^{*}
\end{aligned}
$$

we obtain the linearized equations about the equilibrium point as follows:

$$
\begin{align*}
& \delta \dot{\mathbf{x}}=\mathbf{A} \delta \mathbf{x}+\mathbf{B} \delta \mathbf{u}  \tag{1.159a}\\
& \delta \mathbf{y}=\mathbf{C} \delta \mathbf{x}+\mathbf{D} \delta \mathbf{u} \tag{1.159b}
\end{align*}
$$

where $\delta \mathbf{y}=\mathbf{y}-\mathbf{y}^{*}$ and $\mathbf{A}, \mathbf{B}, \mathbf{C}$, and $\mathbf{D}$ are constant matrices defined as

$$
\begin{array}{ll}
\mathbf{A}=\left.\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right|_{*}, & \mathbf{B}=\left.\frac{\partial \mathbf{f}}{\partial \mathbf{u}}\right|_{*} \\
\mathbf{C}=\left.\frac{\partial \mathbf{g}}{\partial \mathbf{x}}\right|_{*}, & \mathbf{D}=\left.\frac{\partial \mathbf{g}}{\partial \mathbf{u}}\right|_{*} \tag{1.160b}
\end{array}
$$

The partial derivatives in Eqs. (1.160) are evaluated at the equilibrium point $\mathbf{x}=\mathbf{x}^{*}$ and $\mathbf{u}=\mathbf{u}^{*}$. Note that $\partial \mathbf{f} / \partial \mathbf{x}, \partial \mathbf{f} / \partial \mathbf{u}$, etc., in Eqs. (1.160) denote the matrices with the $i j$ th elements of $\partial f_{i} / \partial x_{j}, \partial f_{i} / \partial u_{j}$, etc., respectively.

For notational simplicity, the linear time-invariant systems are often described by

$$
\begin{align*}
& \dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u}  \tag{1.161}\\
& \mathbf{y}=\mathbf{C x}+\mathbf{D u} \tag{1.162}
\end{align*}
$$

where $\mathbf{x}, \mathbf{u}$, and $\mathbf{y}$ denote the small perturbed state, input, and output vectors, respectively. Equations (1.161) and (1.162) are called the state-space equation and output equation of the linear time-invariant system, respectively.

## Example 1.5

Consider the simple pendulum of mass $m$ and length $\ell$, connected by a massless rod to the hinged support point $O$, as shown earlier in Fig. 1.5a. Choosing $x_{1}=\theta$ and $x_{2}=\dot{\theta}$ as the state variables, the state-space equation of this system linearized about an equilibrium point $\mathbf{x}^{*}=(0,0)$ can be obtained as

$$
\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
-g / \ell & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{c}
0 \\
1 / m \ell
\end{array}\right] u
$$

If we consider $x_{1}=\theta$ as an output variable $y$, then the output equation becomes

$$
y=\left[\begin{array}{ll}
1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]
$$

## Problem

1.36. For a cart with an inverted pendulum on a frictionless horizontal surface, which was shown previously in Fig. 1.9a, the nonlinear equations of motion can be obtained as

$$
\begin{gathered}
(M+m) \ddot{z}+m \ell \ddot{\theta} \cos \theta-m \ell \dot{\theta}^{2} \sin \theta=u \\
m \ell^{2} \ddot{\theta}+m \ell \ddot{z} \cos \theta-m g \ell \sin \theta=0
\end{gathered}
$$

(a) Directly linearize these equations of motion for the small angular motion of the pendulum about $\theta=0$. Defining $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=(z, \theta, \dot{z}, \dot{\theta})$ as a state vector, obtain the linear state-space equation of the form (1.161).
(b) Also obtain the same linear state-space equation derived in (a) by linearizing the state-variable description of the nonlinear system of the form $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \mathbf{u})$ where $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=(z, \theta, \dot{z}, \dot{\theta})$.

### 1.3.4 Laplace Transformation

The method of Laplace transformation is a mathematical tool particularly useful for characterizing and analyzing linear dynamic systems. Thus, the basic definitions and results in the theory of Laplace transformation are briefly introduced here.

A complex variable $s$ has a real component $\sigma$ and an imaginary component $j \omega$; i.e.,

$$
s=\sigma+j \omega
$$

where $j=\sqrt{-1}$. A complex function $G(s)$ has a real part, $\operatorname{Re}[G(s)]$, and an imaginary part, $\operatorname{Im}[G(s)]$; i.e.,

$$
G(s)=\operatorname{Re}[G(s)]+j \operatorname{Im}[G(s)]
$$

and the complex conjugate of $G(s)$ is defined as

$$
G^{*}(s)=\operatorname{Re}[G(s)]-j \operatorname{Im}[G(s)]
$$

The Laplace transform of a function $f(t)$ is defined as

$$
\begin{equation*}
\mathcal{L}\{f(t)\}=F(s)=\int_{0}^{\infty} f(t) e^{-s t} \mathrm{~d} t \tag{1.163}
\end{equation*}
$$

where the symbol $\mathcal{L}$ denotes the Laplace transform of a function and $s$ is called the Laplace transform variable, which is in fact a complex variable. The inverse Laplace transform of $F(s)$ is denoted by

$$
f(t)=\mathcal{L}^{-1}\{F(s)\}
$$

For example, the Laplace transform of a unit impulse function, denoted by $\delta(t)$, is given as

$$
\begin{equation*}
\mathcal{L}\{\delta(t)\}=1 \tag{1.164}
\end{equation*}
$$

where $\delta(t)$, often called the Dirac delta function, is defined such that

$$
\begin{gathered}
\delta(t)= \begin{cases}0 & \text { if } t \neq 0 \\
\infty & \text { if } t=0\end{cases} \\
\int_{-\infty}^{\infty} \delta(t) \mathrm{d} t=1 \\
\int_{-\infty}^{\infty} f(t) \delta\left(t-t_{0}\right) \mathrm{d} t=f\left(t_{0}\right)
\end{gathered}
$$

Similarly, the Laplace transform of a unit step function, denoted by $\boldsymbol{u}_{s}(t)$, can be found as

$$
\begin{equation*}
\mathcal{L}\left\{u_{s}(t)\right\}=\frac{1}{s} \tag{1.165}
\end{equation*}
$$

where the unit step function is defined as

$$
u_{s}(t)= \begin{cases}0 & \text { if } t<0  \tag{1.166}\\ 1 & \text { if } t>0\end{cases}
$$

The unit impulse function is the derivative of the unit step function; i.e., we have

$$
\delta(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{u}_{s}(t)
$$

The following Laplace transform pairs also exist:

$$
\begin{gathered}
\mathcal{L}\left\{e^{-a t}\right\}=1 /(s+a) \\
\mathcal{L}\left\{1-e^{-a t}\right\}=a / s(s+a) \\
\mathcal{L}\left\{t e^{-a t}\right\}=1 /(s+a)^{2} \\
\mathcal{L}\{t\}=1 / s^{2} \\
\mathcal{L}\left\{t^{2}\right\}=2 / s^{3} \\
\mathcal{L}\{\sin \omega t\}=\omega /\left(s^{2}+\omega^{2}\right) \\
\mathcal{L}\{\cos \omega t\}=s /\left(s^{2}+\omega^{2}\right) \\
\mathcal{L}\left\{e^{-a t} \sin \omega t\right\}=\omega /\left[(s+a)^{2}+\omega^{2}\right] \\
\mathcal{L}\left\{e^{-a t} \cos \omega t\right\}=(s+a) /\left[(s+a)^{2}+\omega^{2}\right]
\end{gathered}
$$

Some useful properties of the Laplace transformation are summarized as follows.

## Differentiation theorem.

$$
\begin{align*}
& \mathcal{L}\{\dot{f}(t)\}=s F(s)-f(0)  \tag{1.167a}\\
& \mathcal{L}\{\ddot{f}(t)\}=s^{2} F(s)-s f(0)-\dot{f}(0) \tag{1.167b}
\end{align*}
$$

$$
\begin{equation*}
\mathcal{L}\left\{f^{(n)}(t)\right\}=s^{n} F(s)-s^{n-1} f(0)-s^{n-2} f^{(1)}(0)-\cdots-f^{(n-1)}(0) \tag{1.167c}
\end{equation*}
$$

where $F(s)=\mathcal{L}\{f(t)\}$ and $f^{(n)}(t)$ denotes the $n$th time derivative of $f(t)$.
Final value theorem. If all poles of $s F(s)$ lie in the left-half $s$ plane,

$$
\begin{equation*}
f(\infty)=\lim _{t \rightarrow \infty} f(t)=\lim _{s \rightarrow 0} s F(s) \tag{1.168}
\end{equation*}
$$

But if $s F(s)$ has poles on the imaginary axis or in the right-half $s$ plane, $f(\infty)$ does not exist.

Convolution integral. The convolution integral of two functions $f_{1}(t)$ and $f_{2}(t)$, denoted by $f_{1}(t) * f_{2}(t)$, are defined as

$$
\begin{align*}
f_{1}(t) & * f_{2}(t)=\int_{0}^{t} f_{1}(t-\tau) f_{2}(\tau) \mathrm{d} \tau \\
& =\int_{0}^{t} f_{1}(t) f_{2}(t-\tau) \mathrm{d} \tau \tag{1.169}
\end{align*}
$$

The Laplace transform changes the convolution integral in the time domain into an algebraic equation in the $s$ domain; i.e.,

$$
\begin{equation*}
\mathcal{L}\left\{f_{1}(t) * f_{2}(t)\right\}=F_{1}(s) F_{2}(s) \tag{1.170}
\end{equation*}
$$

where $F_{1}(s)=\mathcal{L}\left\{f_{1}(t)\right\}$ and $F_{2}(s)=\mathcal{L}\left\{f_{2}(t)\right\}$.
Time delay. A delayed function of $f(t)$ by a time $T$ is denoted by $f(t-T)$, and its Laplace transform becomes

$$
\begin{equation*}
\mathcal{L}\{f(t-T)\}=F(s) e^{-T s} \tag{1.171}
\end{equation*}
$$

where $F(s)$ is the Laplace transform of $f(t)$. For example, we have

$$
\begin{gathered}
\mathcal{L}\{\delta(t-T)\}=e^{-T s} \\
\mathcal{L}\left\{u_{s}(t-T)\right\}=(1 / s) e^{-T s}
\end{gathered}
$$

Periodic functions. If a function $f(t)$ is periodic with period $T$, then $f(t)=$ $f(t+T)$ and its Laplace transform is

$$
\begin{equation*}
F(s)=\tilde{F}(s)\left[1 /\left(1-e^{-T s}\right)\right] \tag{1.172}
\end{equation*}
$$

where $\bar{F}(s)$ is the Laplace transform of

$$
\bar{f}(t)= \begin{cases}f(t) & \text { for } 0<t \leq T \\ 0 & \text { for } t>T\end{cases}
$$

## Problem

1.37. Show that the Laplace transforms of various pulse functions shown in Fig. 1.21 are

$$
\begin{gathered}
F_{1}(s)=\left(1-e^{-a s}\right) / s \\
F_{2}(s)=\left(1-e^{-a s}\right) / s\left(1-e^{-T s}\right) \\
F_{3}(s)=\left(1-e^{-a s}\right) / s\left(1+e^{-a s}\right)
\end{gathered}
$$

### 1.3.5 Transfer Function

Single-input single-output system. As an example of the single-input singleoutput (SISO) system, consider the mass-spring-damper system of mass $m$, linear spring stiffness $k$, and viscous damping coefficient $c$, as shown in Fig. 1.22.


Fig. 1.21 Pulse functions.

The mathematical model of this system is described by the ordinary differential equation

$$
\begin{equation*}
m \ddot{y}(t)+c \dot{y}(t)+k y(t)=u(t) \tag{1.173}
\end{equation*}
$$

where $y$ is the displacement output of the mass and $u$ is the input force acting on the mass. Taking the Laplace transform of this differential equation, we obtain

$$
\begin{equation*}
m\left[s^{2} Y(s)-s y(0)-\dot{y}(0)\right]+c[s Y(s)-y(0)]+k Y(s)=U(s) \tag{1.174}
\end{equation*}
$$

where $Y(s)=\mathcal{L}\{y(t)\}$ and $U(s)=\mathcal{L}\{u(t)\}$. Rearranging Eq. (1.174) yields

$$
\begin{equation*}
Y(s)=\underbrace{\frac{1}{m s^{2}+c s+k} U(s)}_{\text {zero-state response }}+\underbrace{\frac{m y(0) s+m \dot{y}(0)+c y(0)}{m s^{2}+c s+k}}_{\text {zero-input response }} \tag{1.175}
\end{equation*}
$$

The transfer function of a linear dynamic system is, in general, defined as the ratio of the Laplace transform of the output to the Laplace transform of the input,
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Fig. 1.22 Mass-spring-damper system.
assuming all initial conditions are zero. Customarily, we use $u(s)$ and $y(s)$, instead of $U(s)$ and $Y(s)$, to denote the Laplace transforms of $u(t)$ and $y(t)$, respectively, though the meaning should be clear from the context. Consequently, the mass-spring-damper system can be described in transfer function form as

$$
\begin{equation*}
y(s)=G(s) u(s) \tag{1.176}
\end{equation*}
$$

where $u(s)$ and $y(s)$ are called the input and output of the system, respectively, and $G(s)$ is the transfer function given by

$$
\begin{equation*}
G(s)=\frac{1}{m s^{2}+c s+k} \tag{1.177}
\end{equation*}
$$

A block diagram representation of this SISO system is also given in Fig. 1.22.
If we choose $x_{1}=y$ and $x_{2}=y$ as the state variables, this system can also be represented in state-space form, as follows:

$$
\begin{gathered}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B} u \\
y=\mathbf{C} \mathbf{x}
\end{gathered}
$$

where

$$
\mathbf{x}=\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right], \quad \mathbf{A}=\left[\begin{array}{cc}
0 & 1 \\
-k / m & -c / m
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{c}
0 \\
1 / m
\end{array}\right], \quad \mathbf{C}=\left[\begin{array}{ll}
1 & 0
\end{array}\right]
$$

It can be easily verified that

$$
\frac{y(s)}{u(s)}=G(s)=\mathbf{C}[s \mathbf{I}-\mathbf{A}]^{-1} \mathbf{B}=\frac{1}{m s^{2}+c s+k}
$$

Poles and zeros. In general, the transfer function $G(s)$ is given as a ratio of polynomials in $s$, as follows:

$$
\begin{equation*}
G(s)=\frac{N(s)}{D(s)}=\frac{b_{0} s^{m}+b_{1} s^{m-1}+\cdots+b_{m-1} s+b_{m}}{a_{0} s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n}} \tag{1.178}
\end{equation*}
$$

where $N(s)$ is called the numerator polynomial and $D(s)$ the denominator polynomial. The roots of $N(s)$ and $D(s)$ are called, respectively, the zeros and poles of the transfer function, and the transfer function in pole-zero form is often represented as

$$
\begin{equation*}
G(s)=\frac{k \prod\left(s / z_{i}-1\right)}{s^{\ell} \prod\left(s / p_{i}-1\right)} \tag{1.179}
\end{equation*}
$$

where $k$ is called the steady-state (or D.C.) gain of the system. A system with $\ell$ poles at the origin is called the type $\ell$ system. If all of the poles and zeros of a transfer function lie in the left-half $s$ plane, then it is called the minimum-phase transfer function. If a transfer function has at least one pole or zero in the righthalf $s$ plane, then it is called the nonminimum-phase transfer function. (The term nonminimum-phase comes from the phase shift characteristics of such a system when subjected to sinusoidal inputs.)

A ratio of polynomials is, in general, called a rational function. Consider a rational function $G(s)=N(s) / D(s)$, where $N(s)$ is the numerator polynomial, $D(s)$ the denominator polynomial, and $s$ the complex variable. A rational function $G(s)$ is said to be strictly proper if

$$
\lim _{s \rightarrow \infty} G(s)=0
$$

and it is said to be proper if $\lim _{s \rightarrow \infty} G(s)$ is a finite (zero or nonzero) constant.
A number $\lambda$ (real or complex) is said to be a pole of a proper rational function $G(s)$ if $|G(\lambda)|=\infty$. It is said to be a zero of $G(s)$ if $|G(\lambda)|=0$. If a proper rational function is irreducible (relatively prime or coprime; that is, there is no common factor between its numerator polynomial and denominator polynomial), then every root of the denominator of $G(s)$ is a pole of $G(s)$ and every root of the numerator of $G(s)$ is a zero of $G(s)$.

A rational function $G(s)$ is said to be positive real if $G(s)$ is real when $s$ is real and $\operatorname{Re}[G(s)] \geq 0$ when $\operatorname{Re}[s]>0$. For example, the following transfer functions are positive real:

$$
\begin{array}{cl}
G(s)=\frac{s^{2}+z^{2}}{s\left(s^{2}+p^{2}\right)}, & 0<z \leq p \\
G(s)=\frac{s+z}{s(s+p)}, & 0<z \leq p \\
G(s)=\frac{(s+z)^{2}}{s\left(s+p_{1}\right)\left(s+p_{2}\right)}, & 0<z \leq p_{1} \leq p_{2}
\end{array}
$$

Transfer function matrix. Consider a linear, time-invariant system described as

$$
\begin{align*}
& \dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u}  \tag{1.180a}\\
& \mathbf{y}=\mathbf{C x}+\mathbf{D u} \tag{1.180b}
\end{align*}
$$

where $\mathbf{x}, \mathbf{u}$, and $\mathbf{y}$ denote the state, input, and output vectors, respectively. This multi-input multi-output (MIMO) system can also be represented as

$$
\begin{equation*}
\mathbf{y}(s)=\mathbf{G}(s) \mathbf{u}(s) \tag{1.181}
\end{equation*}
$$

where $\mathbf{y}(s)=\mathcal{L}\{\mathbf{y}(t)\}, \mathbf{u}(s)=\mathcal{L}\{\mathbf{u}(t)\}$, and $\mathbf{G}(s)$, called the transfer function matrix, is defined as

$$
\begin{equation*}
\mathbf{G}(s)=\mathbf{C}[s \mathbf{I}-\mathbf{A}]^{-1} \mathbf{B}+\mathbf{D} \tag{1.182}
\end{equation*}
$$

and $\mathbf{I}$ is an identity matrix. The matrix $\mathbf{D}$ is zero for most dynamic systems.
The characteristic polynomial of a proper rational matrix $\mathbf{G}(s)$, denoted by $D(s)$, is defined to be the least common denominator of all minors of $\mathbf{G}(s)$. The degree of $\mathbf{G}(s)$ is defined to be the degree of the characteristic polynomial of $\mathbf{G}(s)$. The characteristic polynomial of $\mathbf{G}(s)$, is, in general, different from the denominator of the determinant of $\mathbf{G}(s)$ if $\mathbf{G}(s)$ is a square matrix. It is also different from the least common denominator of all the entries of $\mathbf{G}(s)$.

## Example 1.6

$$
\begin{gathered}
\mathbf{G}(s)=\left[\begin{array}{ll}
1 /(s+1) & 1 /(s+1) \\
1 /(s+1) & 1 /(s+1)
\end{array}\right]=\frac{1}{s+1}\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right] \Longrightarrow D(s)=s+1 \\
\mathbf{G}(s)=\left[\begin{array}{ll}
2 /(s+1) & 1 /(s+1) \\
1 /(s+1) & 1 /(s+1)
\end{array}\right] \\
=\frac{1}{(s+1)^{2}}\left[\begin{array}{cc}
2(s+1) & s+1 \\
s+1 & s+1
\end{array}\right] \Longrightarrow D(s)=(s+1)^{2}
\end{gathered}
$$

For a square MIMO system with $n$ inputs and $n$ outputs described by

$$
\begin{equation*}
\mathbf{y}(s)=\mathbf{G}(s) \mathbf{u}(s)=\frac{1}{D(s)} \mathbf{N}(s) \mathbf{u}(s) \tag{1.183}
\end{equation*}
$$

we have

$$
\begin{equation*}
\operatorname{det} \mathbf{G}(s)=\operatorname{det}\left[\frac{\mathbf{N}(s)}{D(s)}\right]=\frac{\operatorname{det}[\mathbf{N}(s)]}{D^{n}(s)}=\frac{D^{n-1}(s) N(s)}{D^{n}(s)}=\frac{N(s)}{D(s)} \tag{1.184}
\end{equation*}
$$

where $N(s)$ is called the coupling numerator polynomial as described in Ref. 11. The roots of $N(s)=0$ are defined to be the transmission zeros of the MIMO system described by Eq. (1.183).

## Problems

1.38. Given the linearized equations of motion of a cart with an inverted pendulum about an equilibrium point of $\theta=0$ (see Problem 1.36), obtain the transfer functions from $u$ to $z$ and $\theta$, as follows:

$$
\begin{aligned}
& \frac{z(s)}{u(s)}=\frac{s^{2}-g / \ell}{s^{2}\left\{M s^{2}-(M+m) g / \ell\right\}} \\
& \frac{\theta(s)}{u(s)}=\frac{-s^{2} / \ell}{s^{2}\left\{M s^{2}-(M+m) g / \ell\right\}}
\end{aligned}
$$

Note: There are pole-zero cancellations of $s^{2}$ in the transfer function $\theta / u$, which indicate a lack of controllability by $u$ and/or observability by $\theta$. (The concept of controllability and observability will be introduced in Chapter 2. The system is, in fact, controllable by $u$ and observable by $z$ because there are no pole-zero cancellations in the transfer function $z(s) / u(s)$. Consequently, the pole-zero cancellations in the transfer function $\theta(s) / u(s)$ indicate that the system is unobservable by $\theta$.)
1.39. (a) Consider a transfer function of the form

$$
\begin{aligned}
\frac{y(s)}{u(s)} & =G(s)=\frac{N(s)}{\left(s-p_{1}\right)^{3}\left(s-p_{2}\right)\left(s-p_{3}\right)} \\
& =\frac{K_{11}}{\left(s-p_{1}\right)^{3}}+\frac{K_{12}}{\left(s-p_{1}\right)^{2}}+\frac{K_{13}}{\left(s-p_{1}\right)}+\frac{K_{2}}{\left(s-p_{2}\right)}+\frac{K_{3}}{\left(s-p_{3}\right)}
\end{aligned}
$$

where $p_{i}$ are the poles, $N(s)$ the numerator polynomial, and $K_{i j}$ and $K_{i}$ are called the residues of the transfer function.

Show that the residues of this transfer function can be determined as

$$
\begin{gathered}
K_{11}=\left\{\left(s-p_{1}\right)^{3} G(s)\right\}_{s=p_{1}} \\
K_{12}=\left\{\frac{\mathrm{d}}{\mathrm{~d} s}\left(s-p_{1}\right)^{3} G(s)\right\}_{s=p_{1}} \\
K_{13}=\frac{1}{2!}\left\{\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}}\left(s-p_{1}\right)^{3} G(s)\right\}_{s=p_{1}} \\
K_{2}=\left\{\left(s-p_{2}\right) G(s)\right\}_{s=p_{2}} \\
K_{3}=\left\{\left(s-p_{3}\right) G(s)\right\}_{s=p_{3}}
\end{gathered}
$$

Hint: For the determination of $K_{11}, K_{12}$, and $K_{13}$ of the preceding form, notice that
$\left(s-p_{1}\right)^{3} G(s)=K_{11}+K_{12}\left(s-p_{1}\right)+K_{13}\left(s-p_{1}\right)^{2}+\frac{K_{2}\left(s-p_{1}\right)^{3}}{\left(s-p_{2}\right)}+\frac{K_{3}\left(s-p_{1}\right)^{3}}{\left(s-p_{3}\right)}$
Also show that this transfer function can be realized into a so-called Jordan canonical form, as follows:

$$
\begin{gathered}
\dot{\mathbf{x}}=\left[\begin{array}{ccccc}
p_{1} & 1 & 0 & 0 & 0 \\
0 & p_{1} & 1 & 0 & 0 \\
0 & 0 & p_{1} & 0 & 0 \\
0 & 0 & 0 & p_{2} & 0 \\
0 & 0 & 0 & 0 & p_{3}
\end{array}\right] \mathbf{x}+\left[\begin{array}{l}
0 \\
0 \\
1 \\
1 \\
1
\end{array}\right] u \\
y=\left[\begin{array}{lllll}
K_{11} & K_{12} & K_{13} & K_{2} & K_{3}
\end{array}\right] \mathbf{x}
\end{gathered}
$$

(b) Find the state-space representation of the following transfer function using its partial fraction expansion:

$$
\frac{y(s)}{u(s)}=\frac{s^{2}+1}{s^{3}+6 s^{2}+12 s+8}
$$

1.40. Consider a transfer function of the form

$$
\frac{y(s)}{u(s)}=G(s)=\frac{b_{1} s^{2}+b_{2} s+b_{3}}{s^{3}+a_{1} s^{2}+a_{2} s+a_{3}}
$$

where $a_{i}$ and $b_{i}$ are real constants, or the equivalent differential equation

$$
\frac{\mathrm{d}^{3} y}{\mathrm{~d} t^{3}}+a_{1} \frac{\mathrm{~d}^{2} y}{\mathrm{~d} t^{2}}+a_{2} \frac{\mathrm{~d} y}{\mathrm{~d} t}+a_{3} y=b_{1} \frac{\mathrm{~d}^{2} u}{\mathrm{~d} t^{2}}+b_{2} \frac{\mathrm{~d} u}{\mathrm{~d} t}+b_{3} u
$$

Verify that this system with the input $u$ and the output $y$ can be represented by the following equivalent state-space equations ${ }^{12}$ :
(a) Observer canonical form

$$
\begin{aligned}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right] } & =\left[\begin{array}{lll}
0 & 0 & -a_{3} \\
1 & 0 & -a_{2} \\
0 & 1 & -a_{1}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{l}
b_{3} \\
b_{2} \\
b_{1}
\end{array}\right] u \\
y & =\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
\end{aligned}
$$

or

$$
\begin{aligned}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right] } & =\left[\begin{array}{lll}
-a_{1} & 1 & 0 \\
-a_{2} & 0 & 1 \\
-a_{3} & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right] u \\
y & =\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
\end{aligned}
$$

(b) Controller canonical form

$$
\begin{aligned}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right] } & =\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
-a_{3} & -a_{2} & -a_{1}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] u \\
y & =\left[\begin{array}{lll}
b_{3} & b_{2} & b_{1}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
\end{aligned}
$$

or

$$
\begin{aligned}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right] } & =\left[\begin{array}{ccc}
-a_{1} & -a_{2} & -a_{3} \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] u \\
y & =\left[\begin{array}{lll}
b_{1} & b_{2} & b_{3}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
\end{aligned}
$$

(c) Observability canonical form

$$
\begin{aligned}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right] } & =\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
-a_{3} & -a_{2} & -a_{1}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{l}
h_{1} \\
h_{2} \\
h_{3}
\end{array}\right] u \\
y & =\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
\end{aligned}
$$

where

$$
\left[\begin{array}{l}
h_{1} \\
h_{2} \\
h_{3}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
a_{1} & 1 & 0 \\
a_{2} & a_{1} & 1
\end{array}\right]^{-1}\left[\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right]
$$

(d) Controllability canonical form

$$
\begin{aligned}
{\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right] } & =\left[\begin{array}{lll}
0 & 0 & -a_{3} \\
1 & 0 & -a_{2} \\
0 & 1 & -a_{1}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] u \\
y & =\left[\begin{array}{lll}
h_{1} & h_{2} & h_{3}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
\end{aligned}
$$

where

$$
\left[\begin{array}{lll}
h_{1} & h_{2} & h_{3}
\end{array}\right]=\left[\begin{array}{lll}
b_{1} & b_{2} & b_{3}
\end{array}\right]\left[\begin{array}{ccc}
1 & a_{1} & a_{2} \\
0 & 1 & a_{1} \\
0 & 0 & 1
\end{array}\right]^{-1}
$$

1.41. Consider a proper rational function of the form

$$
G(s)=\frac{b_{0} s^{n}+b_{1} s^{n-1}+\cdots+b_{n}}{s^{n}+a_{1} s^{n-1}+\cdots+a_{n}}
$$

where $a_{i}$ and $b_{i}$ are real constants.
Show that $G(s)$ can be expanded into an infinite power series of descending power of $s$, as follows:

$$
G(s)=h_{0}+h_{1} s^{-1}+h_{2} s^{-2}+h_{3} s^{-3}+\cdots
$$

where the coefficients $h_{i}$, called the Markov parameters, can be obtained recursively, as

$$
\begin{aligned}
& h_{0}=b_{0} \\
& h_{1}=-a_{1} h_{0}+b_{1} \\
& h_{2}=-a_{1} h_{1}-a_{2} h_{0}+b_{2} \\
& \quad \vdots \\
& h_{n}=-a_{1} h_{n-1}-a_{2} h_{n-2}-\cdots-a_{n} h_{0}+b_{n}
\end{aligned}
$$

Hint: Let $b_{0} s^{n}+b_{1} s^{n-1}+\cdots+b_{n}=\left(s^{n}+a_{1} s^{n-1}+\cdots+a_{n}\right)\left(h_{0}+h_{1} s^{-1}+\right.$ $\left.h_{2} s^{-2}+h_{3} s^{-2}+\cdots\right)$.
1.42. Given a SISO system described by

$$
\begin{gathered}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B} u \\
y=\mathbf{C x}
\end{gathered}
$$

show that its transfer function

$$
\frac{y(s)}{u(s)}=G(s)=\mathbf{C}[s \mathbf{I}-\mathbf{A}]^{-1} \mathbf{B}
$$

can be expanded as

$$
G(s)=h_{1} s^{-1}+h_{2} s^{-2}+h_{3} s^{-3}+\cdots
$$

where the Markov parameters $h_{i}$ are expressed as

$$
h_{i}=\mathbf{C A}^{i-1} \mathbf{B}, \quad i=1,2, \ldots
$$

Hint: $\left[\mathbf{I}-s^{-1} \mathbf{A}\right]^{-1}=\sum_{k=0}^{\infty}\left(s^{-1} \mathbf{A}\right)^{k}$.

### 1.3.6 Linear System Stability

Characteristic equation. Consider a linear dynamic system described by the state-space equation

$$
\dot{\mathbf{x}}=\mathbf{A} \mathbf{x}+\mathbf{B u}
$$

Taking the Laplace transform of this equation and ignoring the initial conditions and $\mathbf{u}$, we obtain

$$
\begin{equation*}
[s \mathbf{I}-\mathbf{A}] \mathbf{x}=0 \tag{1.185}
\end{equation*}
$$

where $I$ is an identity matrix and $s$ is the Laplace transform variable. This set of equations has a solution for $\mathbf{x}$ other than the trivial one, $\mathbf{x}=0$, only if the matrix [ $s \mathbf{I}-\mathbf{A}$ ] is singular. Consequently, the characteristic equation of a linear dynamic system is defined as

$$
\begin{equation*}
|s \mathbf{I}-\mathbf{A}|=s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n}=0 \tag{1.186}
\end{equation*}
$$

where $a_{i}$ are scalar constants. The polynomial in Eq. (1.186) is called the characteristic polynomial. The roots of the characteristic equation are then called the characteristic roots or the eigenvalues of the system. The concepts of characteristic equation and eigenvalues play a very important role in the study of linear dynamic systems.

Let $\lambda_{1}, \ldots, \lambda_{n}$ be the eigenvalues of $\mathbf{A}$. Then the $i$ th eigenvector associated with the $i$ th eigenvalue $\lambda_{i}$ is defined to be a nonzero $\mathbf{e}_{i}$ such that

$$
\begin{equation*}
\left[\lambda_{i} \mathbf{I}-\mathbf{A}\right] \mathbf{e}_{i}=0 \tag{1.187}
\end{equation*}
$$

Furthermore, we have

$$
\begin{gathered}
|s \mathbf{I}-\mathbf{A}|=\left(s-\lambda_{1}\right)\left(s-\lambda_{2}\right) \cdots\left(s-\lambda_{n}\right)=\prod_{i=1}^{n}\left(s-\lambda_{i}\right) \\
|\mathbf{A}|=\lambda_{1} \lambda_{2} \cdots \lambda_{n}=\prod_{i=1}^{n} \lambda_{i}=(-1)^{n} a_{n} \\
\operatorname{tr}(\mathbf{A})=\sum_{i=1}^{n} \lambda_{i}=-a_{1}
\end{gathered}
$$

Linear dynamic systems are also often described by the second-order matrix differential equations of the form

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{x}}+(\mathbf{D}+\mathbf{G}) \dot{\mathbf{x}}+\mathbf{K} \mathbf{x}=\mathbf{u} \tag{1.188}
\end{equation*}
$$

where $\mathbf{x}$ and $\mathbf{u}$ are the generalized coordinate and input vectors, respectively. $\mathbf{M}=\mathbf{M}^{T}, \mathbf{D}=\mathbf{D}^{T}, \mathbf{G}=-\mathbf{G}^{T}$, and $\mathbf{K}=\mathbf{K}^{T}$ are called, respectively, the mass matrix, damping matrix, gyroscopic coupling matrix, and stiffness matrix. For this case, the characteristic equation simply becomes

$$
\begin{equation*}
\left|\mathbf{M} s^{2}+(\mathbf{D}+\mathbf{G}) s+\mathbf{K}\right|=0 \tag{1.189}
\end{equation*}
$$

Because Eq. (1.188) can be transformed into a state-space equation of the form

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
\mathbf{x}  \tag{1.190}\\
\dot{\mathbf{x}}
\end{array}\right]=\left[\begin{array}{cc}
0 & \mathbf{I} \\
-\mathbf{M}^{-1} \mathbf{K} & -\mathbf{M}^{-1}(\mathbf{D}+\mathbf{G})
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\dot{\mathbf{x}}
\end{array}\right]+\left[\begin{array}{l}
0 \\
\mathbf{I}
\end{array}\right] \mathbf{u}
$$

we also have the characteristic equation of the form

$$
|s \mathbf{I}-\mathbf{A}|=0
$$

where

$$
\mathbf{A}=\left[\begin{array}{cc}
0 & \mathbf{I} \\
-\mathbf{M}^{-1} \mathbf{K} & -\mathbf{M}^{-1}(\mathbf{D}+\mathbf{G})
\end{array}\right]
$$

Example 1.7
Given a matrix

$$
\mathbf{A}=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right]
$$

the characteristic equation can be found as

$$
|s \mathbf{I}-\mathbf{A}|=s^{4}-1=\left(s^{2}-1\right)\left(s^{2}+1\right)=0
$$

Thus, the characteristic roots (or eigenvalues) are $\pm 1$ and $\pm j$. The $i$ th eigenvector of $\mathbf{A}$ associated with the $i$ th eigenvalue $\lambda_{i}$ can be found as $\mathbf{e}_{i}=\left(1, \lambda_{i}, \lambda_{i}^{2}, \lambda_{i}^{3}\right)$.

Linear stability. A linear time-invariant system or its equilibrium state is said to be asymptotically stable if all of its eigenvalues have negative real parts. A linear system is said to be stable in the sense of Lyapunov (or Lyapunov stable) if none of its eigenvalues has a positive real part and if it has no repeated eigenvalues on the imaginary axis. It is said to be unstable if any one of its eigenvalues has a positive real part or if it has repeated eigenvalues on the imaginary axis. In this book, a linear system that is Lyapunov stable is simply said to be stable and a linear system that is not Lyapunov stable is said to be unstable.

A system is also said to be bounded-input bounded-output (BIBO) stable, if, for every bounded input, the output remains bounded for all time. In other words, a linear time-invariant system is BIBO stable provided all of its eigenvalues lie in the left-half of the $s$ plane (not including the imaginary axis). The BIBO stability concept is applicable to nonlinear time-varying dynamic systems, whereas the asymptotic stability concept is applicable only to linear time-invariant systems.

Linear systems are characterized by the principle of superposition, and a sinusoidal input to an asymptotically stable linear system results in a sinusoidal output of the same frequency.

## Example 1.8

Consider the mass-spring-damper system described by

$$
m \ddot{y}+c \dot{y}+k y=u
$$

where $y$ is the output displacement of the mass and $u$ is the input force acting on the mass. The characteristic equation is given by

$$
\begin{equation*}
m s^{2}+c s+k=0 \tag{1.191}
\end{equation*}
$$

or

$$
\begin{equation*}
s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}=0 \tag{1.192}
\end{equation*}
$$

where $\omega_{n}=\sqrt{k / m}$ and $\zeta=c / \sqrt{m k}$ are called the natural frequency and the damping ratio of the system, respectively. For nonzero positive values of $c$ and $k$, this system is asymptotically stable, BIBO stable, and also Lyapunov stable.

A mass-spring system with $c=0$, often called a simple harmonic oscillator, is Lyapunov stable; however, it is neither asymptotically stable nor BIBO stable. A simple cart system with $k=c=0$, often called a double integrator plant, is not Lyapunov stable because of its double pole at the origin, and it is simply said to be unstable.

## Problem

1.43. (a) Consider a set of differential equations, which describes the in-plane motion of a spacecraft near the equilateral equilibrium point of the Earth-moon system, given by

$$
\begin{aligned}
& \ddot{x}-2 \dot{y}-\frac{3}{4} x-\frac{3 \sqrt{3}}{2}\left(\rho-\frac{1}{2}\right) y=0 \\
& \ddot{y}+2 \dot{x}-\frac{3 \sqrt{3}}{2}\left(\rho-\frac{1}{2}\right) x-\frac{9}{4} y=0
\end{aligned}
$$

where $\rho$ is a constant parameter. Obtain the characteristic equation as

$$
s^{4}+s^{2}+\frac{27}{4} \rho(1-\rho)=0
$$

and discuss the stability of this system with $\rho=0.01215$.
(b) Consider a set of differential equations, which describes the in-plane motion of a spacecraft near the collinear equilibrium point of the Earth-moon system, given by

$$
\begin{gathered}
\ddot{x}-2 \dot{y}-(2 \sigma+1) x=0 \\
\ddot{y}+2 \dot{x}+(\sigma-1) y=0
\end{gathered}
$$

where $\sigma$ is a constant parameter. Obtain the characteristic equation as

$$
s^{4}-(\sigma-2) s^{2}-(2 \sigma+1)(\sigma-1)=0
$$

and discuss the stability of this system with $\sigma=3.19043$.

### 1.3.7 Linear Stability Criteria

Historical background. In 1868 the British physicist J. C. Maxwell proposed the mathematical problem of determining the number of roots of a real polynomial in the right-half plane, and in 1875 Routh discovered a solution to the problem. In 1893 Stodola, unaware of Routh's solution, again proposed the same problem, and in 1895 Hurwitz, on the basis of Hermite's paper published in 1856, gave another solution to the same problem (independent of Routh's). The equivalence of the solutions of Routh and Hurwitz was shown by Bompiani in 1911. The determinantal inequalities obtained by Hurwitz are nowadays called the inequalities of Routh-Hurwitz. The Routh-Hurwitz criterion provides an analytical way of determining if all roots of a polynomial have negative real parts. Thus, it provides an analytical way of checking whether or not a given linear time-invariant system is asymptotically stable. For a more detailed, historical, as well as technical treatment of this subject of linear stability criteria, the reader is referred to Refs. 9 and 13 .

It is interesting to note, however, that in 1892, before Hurwitz's solution, the Russian mathematician Lyapunov had found that a linear time-invariant system described by $\dot{\mathbf{x}}=\mathbf{A x}$ is asymptotically stable if and only if for the matrix equation

$$
\begin{equation*}
\mathbf{A}^{T} \mathbf{P}+\mathbf{P A}=-\mathbf{Q} \tag{1.193}
\end{equation*}
$$

there exists a positive definite matrix $\mathbf{P}$ for any positive definite matrix $\mathbf{Q}$.
Hermite-Bieler theorem. Consider a real polynomial of the form

$$
\begin{aligned}
f(s) & =s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n} \\
& =h\left(s^{2}\right)+s g\left(s^{2}\right) \\
& =h(\lambda)+s g(\lambda), \quad \lambda=s^{2}
\end{aligned}
$$

where $h\left(s^{2}\right)$ and $s g\left(s^{2}\right)$ are the even and odd parts of $f(s)$, respectively. The polynomial $f(s)$ has all its roots in the left-half $s$ plane if and only if $h(\lambda)$ and $g(\lambda)$ have simple real negative alternating roots and $a_{1}>0$. The first root next to zero is of $h(\lambda)$. Such polynomials $h(\lambda)$ and $g(\lambda)$ are called a positive pair, and for even $n$ we have

$$
\begin{equation*}
\frac{s g\left(s^{2}\right)}{h\left(s^{2}\right)}=\frac{s a_{1}\left(s^{2}+\omega_{2}^{2}\right)\left(s^{2}+\omega_{4}^{2}\right) \cdots\left(s^{2}+\omega_{n-2}^{2}\right)}{\left(s^{2}+\omega_{1}^{2}\right)\left(s^{2}+\omega_{3}^{2}\right) \cdots\left(s^{2}+\omega_{n-1}^{2}\right)}=s a_{1} \sum_{i=1,3} \frac{K_{i}}{s^{2}+\omega_{i}^{2}} \tag{1.194}
\end{equation*}
$$

where $\omega_{1}<\omega_{2}<\omega_{3}<\cdots<\omega_{n-1}$ and $K_{i}>0$ for all $i$. Such a function described by Eq . (1.194) is called a reactance function.

Routh-Hurwitz criterion. All of the roots of the real polynomial

$$
\begin{equation*}
f(s)=s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n} \tag{1.195}
\end{equation*}
$$

have negative real parts if and only if the following $n$ inequalities are satisfied:

$$
\begin{equation*}
\Delta_{1}>0, \quad \Delta_{2}>0, \quad \ldots, \quad \Delta_{n}>0 \tag{1.196}
\end{equation*}
$$

where $\Delta_{i}$, called the Hurwitz's determinants, are the leading principal minors of
the Hurwitz matrix $\mathbf{H}$ defined as

$$
\mathbf{H}=\left[\begin{array}{cccccc}
a_{1} & a_{3} & a_{5} & a_{7} & \cdots & 0 \\
1 & a_{2} & a_{4} & a_{6} & \cdots & 0 \\
0 & a_{1} & a_{3} & a_{5} & \cdots & 0 \\
0 & 1 & a_{2} & a_{4} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & a_{n}
\end{array}\right]
$$

That is, we have

$$
\begin{aligned}
\Delta_{1} & =a_{1} \\
\Delta_{2} & =\left|\begin{array}{cc}
a_{1} & a_{3} \\
1 & a_{2}
\end{array}\right| \\
\Delta_{3} & =\left|\begin{array}{ccc}
a_{1} & a_{3} & a_{5} \\
1 & a_{2} & a_{4} \\
0 & a_{1} & a_{3}
\end{array}\right| \\
\Delta_{4} & =\left|\begin{array}{cccc}
a_{1} & a_{3} & a_{5} & a_{7} \\
1 & a_{2} & a_{4} & a_{6} \\
0 & a_{1} & a_{3} & a_{5} \\
0 & 1 & a_{2} & a_{4}
\end{array}\right| \\
& \vdots \\
\Delta_{n} & =\left|\begin{array}{cccccc}
a_{1} & a_{3} & a_{5} & a_{7} & \cdots & 0 \\
1 & a_{2} & a_{4} & a_{6} & \cdots & 0 \\
0 & a_{1} & a_{3} & a_{5} & \cdots & 0 \\
0 & 1 & a_{2} & a_{4} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & a_{n}
\end{array}\right|=a_{n} \Delta_{n-1}
\end{aligned}
$$

A real polynomial whose coefficients satisfy the Routh-Hurwitz criterion is often called a Hurwitz polynomial.

Because $f(s)$ can be expressed as

$$
f(s)=\left(s-\lambda_{1}\right)\left(s-\lambda_{2}\right) \cdots\left(s-\lambda_{n}\right)=\prod_{i=1}^{n}\left(s-\lambda_{i}\right)
$$

where $\lambda_{i}$ are the roots of $f(s)$, we have

$$
\begin{gathered}
a_{1}=-\left(\lambda_{1}+\lambda_{2}+\cdots+\lambda_{n}\right)=-\sum_{i=1}^{n} \lambda_{i} \\
a_{n}=(-1)^{n} \lambda_{1} \lambda_{2} \cdots \lambda_{n}=(-1)^{n} \prod_{i=1}^{n} \lambda_{i}
\end{gathered}
$$

The necessary conditions for a polynomial of the form of Eq. (1.195) to be a Hurwitz polynomial are that all of the coefficients are positive; that is,

$$
\begin{equation*}
a_{1}>0, \quad a_{2}>0, \quad \ldots, \quad a_{n}>0 \tag{1.197}
\end{equation*}
$$

When these conditions hold, the Routh-Hurwitz inequalities are not independent. This fact was investigated by Liénard and Chipart in 1914 and enabled them to develop a stability criterion different from the Routh-Hurwitz criterion. The Liénard and Chipart criterion has a definite advantage over the Routh-Hurwitz criterion, because it involves only about half the number of determinantal inequalities.

Liénard and Chipart criterion. The necessary and sufficient conditions for all of the roots of the polynomial $f(s)=s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n}$ to have negative real parts can be given in any one of the following four forms:

$$
\begin{array}{rlllllll}
a_{n}>0, & a_{n-2}>0, & \ldots, & \Delta_{1}>0, & \Delta_{3}>0, & \ldots & \\
a_{n}>0, & a_{n-2}>0, & \ldots, & \Delta_{2}>0, & \Delta_{4}>0, & \ldots & \\
a_{n}>0, & a_{n-1}>0, & a_{n-3}>0, & \ldots, & \Delta_{1}>0, & \Delta_{3}>0, & \ldots \\
a_{n}>0, & a_{n-1}>0, & a_{n-3}>0, & \ldots, & \Delta_{2}>0, & \Delta_{4}>0, & \ldots
\end{array}
$$

## Example 1.9

Given a characteristic polynomial

$$
f(s)=s^{4}+a_{1} s^{3}+a_{2} s^{2}+a_{3} s+a_{4}
$$

where all of the coefficients are positive numbers, the necessary and sufficient condition for stable roots is

$$
\Delta_{3}=\left|\begin{array}{ccc}
a_{1} & a_{3} & a_{5}  \tag{1.198}\\
1 & a_{2} & a_{4} \\
0 & a_{1} & a_{3}
\end{array}\right|=a_{1}\left(a_{2} a_{3}-a_{1} a_{4}\right)-a_{3}^{2}>0
$$

Kharitonov's theorem. The following stability criterion by Kharitonov, ${ }^{14}$ which is often called Kharitonov's theorem in the literature, is concerned with the stability problem of a so-called interval polynomial. Consider an interval polynomial

$$
f(s)=s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n}
$$

with the coefficients $a_{i}$ in prescribed intervals

$$
\underline{a}_{i} \leq a_{i} \leq \bar{a}_{i}, \quad i=1, \ldots, n
$$

The interval polynomial $f(s)$ is a Hurwitz polynomial if and only if the four extreme polynomials (often called Kharitonov's polynomials):

$$
\begin{align*}
& f_{1}(s)=\bar{a}_{n}+\underline{a}_{n-1} s+\underline{a}_{n-2} s^{2}+\bar{a}_{n-3} s^{3}+\cdots  \tag{1.199a}\\
& f_{2}(s)=\bar{a}_{n}+\bar{a}_{n-1} s+\underline{a}_{n-2} s^{2}+\underline{a}_{n-3} s^{3}+\cdots  \tag{1.199b}\\
& f_{3}(s)=\underline{a}_{n}+\bar{a}_{n-1} s+\bar{a}_{n-2} s^{2}+\underline{a}_{n-3} s^{3}+\cdots  \tag{1.199c}\\
& f_{4}(s)=\underline{a}_{n}+\underline{a}_{n-1} s+\bar{a}_{n-2} s^{2}+\bar{a}_{n-3} s^{3}+\cdots \tag{1.199d}
\end{align*}
$$

are Hurwitz polynomials.

A proof of this theorem will be given in Chapter 2. According to Kharitonov's theorem, stability of an interval polynomial can be determined by examining only four members of the set of all of the polynomials obtained by restricting coefficients to the extreme corner (or vertex) points of their range of variations. This important result is limited, however, by an assumption of independent coefficient perturbations in the interval polynomial, which introduces conservative stability bounds if the coefficients are, in fact, functionally dependent. The subject of uncertainty modeling and stability robustness analysis will be further studied in Chapter 2. For more details of Kharitonov's theorem and the subject of uncertainty modeling and stability robustness analysis, the reader is referred to Refs. 15 and 16.

## Problems

1.44. Consider a set of differential equations, which describes the linearized attitude motion of a spacecraft in a circular orbit, given by

$$
\begin{gathered}
\ddot{\theta}_{1}+\left(k_{1}-1\right) n \dot{\theta}_{3}+4 n^{2} k_{1} \theta_{1}=0 \\
\ddot{\theta}_{2}+3 n^{2} k_{2} \theta_{2}=0 \\
\ddot{\theta}_{3}+\left(1-k_{3}\right) n \dot{\theta}_{1}+n^{2} k_{3} \theta_{3}=0
\end{gathered}
$$

where $n$ is a constant orbital rate and $k_{i}$ are constant parameters. Find the necessary and sufficient conditions for the Lyapunov stability of the system.
1.45. Consider a cubic polynomial

$$
f(s)=s^{3}+a_{1} s^{2}+a_{2} s+a_{3}
$$

with the coefficients $a_{i}$ in prescribed intervals $0<\underline{a}_{i} \leq a_{i} \leq \bar{a}_{i}$ for all $i$. Show that $f(s)$ is a Hurwitz polynomial if and only if Kharitonov's polynomial $f_{\mathbf{1}}(s)$ is a Hurwitz polynomial; i.e.,

$$
\underline{a}_{1} \underline{a}_{2}>\bar{a}_{3}
$$

1.46. Consider a quartic polynomial

$$
f(s)=s^{4}+a_{1} s^{3}+a_{2} s^{2}+a_{3} s+a_{4}
$$

with the coefficients $a_{i}$ in prescribed intervals: $0<\underline{a}_{i} \leq a_{i} \leq \bar{a}_{i}$ for all $i$. Show that $f(s)$ is a Hurwitz polynomial if and only if Kharitonov's polynomials $f_{1}(s)$ and $f_{2}(s)$ are Hurwitz polynomials; i.e.,

$$
\begin{aligned}
& \bar{a}_{1} \underline{a}_{2} \underline{a}_{3}>\bar{a}_{1}^{2} \bar{a}_{4}+\underline{a}_{3}^{2} \\
& \underline{a}_{1} \underline{a}_{2} \bar{a}_{3}>\underline{a}_{1}^{2} \bar{a}_{4}+\bar{a}_{3}^{2}
\end{aligned}
$$

1.47. Consider a fifth-order polynomial of the form $f(s)=s^{5}+a_{1} s^{4}+a_{2} s^{3}+$ $a_{3} s^{2}+a_{4} s+a_{5}$ with the coefficients $a_{i}$ in prescribed intervals: $0<a_{i} \leq a_{i} \leq \bar{a}_{i}$ for all $i$. Show that $f(s)$ is a Hurwitz polynomial if and only if Kharitonov's polynomials $f_{1}(s), f_{2}(s)$, and $f_{3}(s)$ are Hurwitz polynomials.

### 1.3.8 Linear System Dynamics

First-order system. Consider a first-order system represented in transfer function form as

$$
\begin{equation*}
y(s)=\frac{1}{T s+1} u(s) \tag{1.200}
\end{equation*}
$$

where $u(s)$ is called the input, $y(s)$ the output, $T$ the time constant, and $1 / T$ the bandwidth of the system. The bandwidth of a linear system is often defined as the frequency at which the magnitude of its frequency-response function drops by a factor of $0.707(3 \mathrm{~dB})$ from its low-frequency gain.

For the unit-impulse input $u(s)=1$, the unit impulse response of this first-order system can be obtained as

$$
\begin{equation*}
y(t)=\mathcal{L}^{-1}\left\{\frac{1}{T s+1}\right\}=\frac{1}{T} e^{-t / T} \tag{1.201}
\end{equation*}
$$

Similarly, the unit step response for $u(s)=1 / s$ can be found as

$$
\begin{equation*}
y(t)=\mathcal{L}^{-1}\left\{\frac{1}{s(T s+1)}\right\}=\mathcal{L}^{-1}\left\{\frac{1}{s}-\frac{T}{T s+1}\right\}=1-e^{-t / T} \tag{1.202}
\end{equation*}
$$

and its steady-state value becomes $y(\infty)=1$. The value of the unit step response $y(t)$ at $t=T$ becomes

$$
y(T)=1-e^{-1}=0.632
$$

That is, the unit step response at $t=T$ reaches $63.2 \%$ of its steady-state value, and, for $t \geq 4 T$, the unit-step response remains within $2 \%$ of its steady-state value.

Second-order system. A second-order system is often represented in transfer function form as

$$
\begin{equation*}
y(s)=\frac{\omega_{n}^{2}}{s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}} u(s) \tag{1.203}
\end{equation*}
$$

where $\zeta$ and $\omega_{n}$ are, respectively, the damping ratio and the natural frequency of this second-order system. The poles are

$$
-\zeta \omega_{n} \pm j \omega_{n} \sqrt{1-\zeta^{2}}
$$

The unit impulse response of this system with $0 \leq \zeta<1$ is given as

$$
\begin{equation*}
y(t)=\mathcal{L}^{-1}\left\{\frac{\omega_{n}^{2}}{s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}}\right\}=\frac{\omega_{n}}{\sqrt{1-\zeta^{2}}} e^{-\zeta \omega_{n} t} \sin \omega_{n} \sqrt{1-\zeta^{2}} t \tag{1.204}
\end{equation*}
$$

and the unit step response can be found as

$$
\begin{align*}
y(t) & =\mathcal{L}^{-1}\left\{\frac{\omega_{n}^{2}}{s\left(s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}\right)}\right\}=\mathcal{L}^{-1}\left\{\frac{1}{s}-\frac{s+2 \zeta \omega_{n}}{s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}}\right\} \\
& =\mathcal{L}^{-1}\left\{\frac{1}{s}-\frac{s+\zeta \omega_{n}}{\left(s+\zeta \omega_{n}\right)^{2}+\omega_{d}^{2}}-\frac{\zeta \omega_{n}}{\left(s+\zeta \omega_{n}\right)^{2}+\omega_{d}^{2}}\right\} \\
& =1-e^{-\zeta \omega_{n} t} \cos \omega_{d} t-\frac{\zeta \omega_{n}}{\omega_{d}} e^{-\zeta \omega_{n} t} \sin \omega_{d} t \tag{1.205}
\end{align*}
$$

where $\omega_{d}=\omega_{n} \sqrt{1-\zeta^{2}}$ is called the damped natural frequency, and the steadystate value becomes $y(\infty)=1$.

The time constant of a second-order system is defined as

$$
T=1 / \zeta \omega_{n}
$$

and $\omega_{n}$ is often considered the bandwidth of a second-order system with $\zeta \approx 0.707$. For $t \geq 3 T$, the unit-step response remains within $5 \%$ of its steady-state value, whereas it remains within $2 \%$ of its steady-state value for $t \geq 4 T$. Consequently, either $t_{s}=3 T$ or $t_{s}=4 T$ is called the settling time of an underdamped secondorder system, corresponding to the $5 \%$ or $2 \%$ criterion, respectively.

Impulse response function. We now consider a general linear time-invariant dynamic system represented in transfer function form, as follows:

$$
\begin{equation*}
y(s)=G(s) u(s) \tag{1.206}
\end{equation*}
$$

where $u(s)$ and $y(s)$ are called the input and output of the system, respectively, and $G(s)$ is the transfer function of the system.

The input-output description in the time domain is then given by

$$
\begin{equation*}
y(t)=\int_{0}^{t} g(t-\tau) u(\tau) \mathrm{d} \tau=\int_{0}^{t} g(\tau) u(t-\tau) \mathrm{d} \tau \tag{1.207}
\end{equation*}
$$

where $g(t)$, called the impulse response function at time $t$ due to an impulse input applied at time 0 , is defined as

$$
\begin{equation*}
g(t)=\mathcal{L}^{-1}\{G(s)\} \quad \text { or } \quad G(s)=\mathcal{L}\{g(t)\} \tag{1.208}
\end{equation*}
$$

That is, the Laplace transform of the impulse response function is, in fact, the transfer function of the system.

Similarly, for a system described by a transfer function matrix of the form

$$
\begin{equation*}
\mathbf{y}(s)=\mathbf{G}(s) \mathbf{u}(s) \tag{1.209}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathbf{y}(t)=\int_{0}^{t} \mathbf{G}(t-\tau) \mathbf{u}(\tau) \mathrm{d} \tau=\int_{0}^{t} \mathbf{G}(\tau) \mathbf{u}(t-\tau) \mathrm{d} \tau \tag{1.210}
\end{equation*}
$$

where the impulse response matrix of the system, denoted as $\mathbf{G}(t)$, is defined such that

$$
\begin{equation*}
\mathbf{G}(s)=\mathcal{L}\{\mathbf{G}(t)\}=\int_{0}^{\infty} \mathbf{G}(t) e^{-s t} \mathrm{~d} t \tag{1.211}
\end{equation*}
$$

That is, the transfer function matrix is simply the Laplace transform of the impulse response matrix.

State transition matrix. Consider a linear time-invariant dynamic system described by

$$
\begin{gather*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u}  \tag{1.212}\\
\mathbf{y}=\mathbf{C x} \tag{1.213}
\end{gather*}
$$

where $\mathbf{x}$ is the state vector, $\mathbf{u}$ the control input vector, and $\mathbf{y}$ the output vector. Equations (1.212) and (1.213) are called the state-space equation and output equation of the linear time-invariant system, respectively.

Taking the Laplace transform of Eq. (1.212), we obtain

$$
s \mathbf{x}(s)-\mathbf{x}(0)=\mathbf{A x}(s)+\mathbf{B u}(s)
$$

or

$$
[s \mathbf{I}-\mathbf{A}] \mathbf{x}(s)=\mathbf{x}(0)+\mathbf{B u}(s)
$$

where $\mathbf{x}(0)$ denotes the state vector $\mathbf{x}(t)$ at $t=0$. This equation can be rewritten as

$$
\begin{equation*}
\mathbf{x}(s)=[s \mathbf{I}-\mathbf{A}]^{-1} \mathbf{x}(0)+[s \mathbf{I}-\mathbf{A}]^{-1} \mathbf{B u}(s) \tag{1.214}
\end{equation*}
$$

Taking the inverse Laplace transform of Eq. (1.214), we obtain the solution of Eq. (1.212) as

$$
\begin{equation*}
\mathbf{x}(t)=\mathcal{L}^{-1}\left\{[s \mathbf{I}-\mathbf{A}]^{-1}\right] \mathbf{x}(0)+\mathcal{L}^{-1}\left\{[s \mathbf{I}-\mathbf{A}]^{-1} \mathbf{B u}(s)\right\} \tag{1.215}
\end{equation*}
$$

which is rewritten as

$$
\begin{equation*}
\mathbf{x}(t)=e^{\mathbf{A} t} \mathbf{x}(0)+\int_{0}^{t} e^{\mathbf{A}(t-\tau)} \mathbf{B u}(\tau) \mathrm{d} \tau \tag{1.216}
\end{equation*}
$$

where

$$
\begin{equation*}
e^{\mathbf{A} t} \equiv \mathcal{L}^{-1}\left\{[s \mathbf{I}-\mathbf{A}]^{-1}\right\} \tag{1.217}
\end{equation*}
$$

and the matrix $e^{\mathbf{A} t}$ is called the state transition matrix.
Using the infinite series expression of $e^{\mathbf{A t} t}$, the state transition matrix $e^{\mathbf{A} t}$ can also be expressed as

$$
\begin{equation*}
\boldsymbol{e}^{\mathbf{A} t}=\sum_{k=0}^{\infty} \frac{\mathbf{A}^{k} \boldsymbol{t}^{k}}{k!}=\mathbf{I}+\mathbf{A} t+\frac{1}{2} \mathbf{A}^{2} t^{2}+\cdots \tag{1.218}
\end{equation*}
$$

Some interesting properties of $e^{\text {At }}$ are

$$
\begin{gathered}
e^{\mathbf{A}\left(t_{1}+t_{2}\right)}=e^{\mathbf{A} t_{1}} e^{\mathbf{A}_{2}} \\
{\left[e^{\mathbf{A} t}\right]^{-1}=e^{-\mathbf{A}_{t}}} \\
\frac{\mathrm{~d}}{\mathrm{~d} t} e^{\mathbf{A} t}=\mathbf{A} e^{\mathbf{A} t}=e^{\mathbf{A} t} \mathbf{A}
\end{gathered}
$$

and we also have

$$
e^{(\mathbf{A}+\mathbf{B}) \boldsymbol{r}}=e^{\mathbf{A} \boldsymbol{r} \cdot} e^{\mathbf{B} \boldsymbol{r}} \text { if and only if } \mathbf{A B}=\mathbf{B A}
$$

## Example 1.10

$$
\begin{gathered}
\mathbf{A}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] \Rightarrow[s \mathbf{I}-\mathbf{A}]^{-1}=\left[\begin{array}{cc}
s^{-1} & s^{-2} \\
0 & s^{-1}
\end{array}\right] \Rightarrow e^{\mathbf{A} t}=\left[\begin{array}{ll}
1 & t \\
0 & 1
\end{array}\right] \\
\mathbf{A}=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right] \Rightarrow[s \mathbf{I}-\mathbf{A}]^{-1}=\frac{1}{s^{2}+1}\left[\begin{array}{rr}
s & 1 \\
-1 & s
\end{array}\right] \Rightarrow e^{\mathbf{A} t}=\left[\begin{array}{cc}
\cos t & \sin t \\
-\sin t & \cos t
\end{array}\right] \\
\mathbf{A}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] \Rightarrow[s \mathbf{I}-\mathbf{A}]^{-1}=\frac{1}{s^{2}-1}\left[\begin{array}{rr}
s & -1 \\
-1 & s
\end{array}\right] \Rightarrow e^{\mathbf{A} t}=\left[\begin{array}{cc}
\cosh t & \sinh t \\
\sinh t & \cosh t
\end{array}\right]
\end{gathered}
$$

## Problems

1.48. (a) Find the state transition matrix of the following matrix:

$$
A=\left[\begin{array}{rrr}
0 & 0 & -2 \\
0 & 1 & 0 \\
1 & 0 & 3
\end{array}\right]
$$

(b) Given a matrix

$$
\mathbf{A}=\left[\begin{array}{ccccc}
\lambda_{1} & 1 & 0 & 0 & 0 \\
0 & \lambda_{1} & 1 & 0 & 0 \\
0 & 0 & \lambda_{1} & 0 & 0 \\
0 & 0 & 0 & \lambda_{2} & 1 \\
0 & 0 & 0 & 0 & \lambda_{2}
\end{array}\right]
$$

where $\lambda_{1}$ and $\lambda_{2}$ are real numbers, show that
$[s \mathbf{I}-\mathbf{A}]^{-1}=\left[\begin{array}{ccccc}\left(s-\lambda_{1}\right)^{-1} & \left(s-\lambda_{1}\right)^{-2} & \left(s-\lambda_{1}\right)^{-3} & 0 & 0 \\ 0 & \left(s-\lambda_{1}\right)^{-1} & \left(s-\lambda_{1}\right)^{-2} & 0 & 0 \\ 0 & 0 & \left(s-\lambda_{1}\right)^{-1} & 0 & 0 \\ 0 & 0 & 0 & \left(s-\lambda_{2}\right)^{-1} & \left(s-\lambda_{2}\right)^{-2} \\ 0 & 0 & 0 & 0 & \left(s-\lambda_{2}\right)^{-1}\end{array}\right]$
and

$$
e^{\mathbf{A} t}=\mathcal{L}^{-1}\left\{[s \mathbf{I}-\mathbf{A}]^{-1}\right\}=\left[\begin{array}{ccccc}
e^{\lambda_{1} t} & t e^{\lambda_{1} t} & t^{2} e^{\lambda_{1} t} / 2 & 0 & 0 \\
0 & e^{\lambda_{1} t} & t e^{\lambda_{1} t} & 0 & 0 \\
0 & 0 & e^{\lambda_{1} t} & 0 & 0 \\
0 & 0 & 0 & e^{\lambda_{2} t} & t e^{\lambda_{2} t} \\
0 & 0 & 0 & 0 & e^{\lambda_{2} t}
\end{array}\right]
$$

1.49. Consider a set of differential equations, which describes the nutational motion of a spinning rocket caused by a thrust vector misalignment, of the form

$$
\begin{aligned}
& \dot{\omega}_{1}-\lambda \omega_{2}=\mu \\
& \dot{\omega}_{2}+\lambda \omega_{1}=0
\end{aligned}
$$

where $\omega_{1}$ and $\omega_{2}$ are the angular velocity components and $\lambda$ and $\mu$ are constants. Obtain the solution as

$$
\begin{gathered}
\omega_{1}(t)=\omega_{1}(0) \cos \lambda t+\omega_{2}(0) \sin \lambda t+(\mu / \lambda) \sin \lambda t \\
\omega_{2}(t)=\omega_{2}(0) \cos \lambda t-\omega_{1}(0) \sin \lambda t-(\mu / \lambda)(1-\cos \lambda t)
\end{gathered}
$$

1.50. Consider the following set of differential equations, often called the Cloh-essy-Wiltshire equations in orbital mechanics, which describe the small relative motion of a spacecraft with respect a circular target orbit:

$$
\begin{gathered}
\ddot{x}-2 n \dot{y}-3 n^{2} x=0 \\
\ddot{y}+2 n \dot{x}=0 \\
\ddot{z}+n^{2} z=0
\end{gathered}
$$

where $n$ is a constant orbital rate.
Obtain the solution of this set of differential equations as

$$
\begin{gathered}
{\left[\begin{array}{c}
x(t) \\
y(t) \\
\dot{x}(t) \\
\dot{y}(t)
\end{array}\right]=\left[\begin{array}{cccc}
4-3 \cos n t & 0 & \sin n t / n & 2(1-\cos n t) / n \\
6 \sin n t-6 n t & 1 & 2(-1+\cos n t) / n & 4 \sin n t / n-3 t \\
3 n \sin n t & 0 & \cos n t & 2 \sin n t \\
6 n(-1+\cos n t) & 0 & -2 \sin n t & -3+4 \cos n t
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
y_{0} \\
\dot{x}_{0} \\
\dot{y}_{0}
\end{array}\right]} \\
{\left[\begin{array}{c}
z(t) \\
\dot{z}(t)
\end{array}\right]=\left[\begin{array}{cc}
\cos n t & \sin n t / n \\
-n \sin n t & \cos n t
\end{array}\right]\left[\begin{array}{c}
z_{0} \\
\dot{z}_{0}
\end{array}\right]}
\end{gathered}
$$

where $x_{0}, y_{0}, z_{0}, \dot{x}_{0}, \dot{y}_{0}$, and $\dot{z}_{0}$ are initial conditions at $t=0$.

### 1.3.9 Linear Oscillatory Systems

In the analysis of linear dynamic systems, the equations of motion in physical coordinates are often transformed to decoupled modal equations by means of a linear coordinate transformation known as the modal transformation or similarity transformation. The transformation matrix is often called the modal matrix, whose columns are the eigenvectors of the system.

In linear system theory, these decoupled first-order equations are called the Jordan canonical equations and, in general, involve complex numbers. In linear vibration analysis of mechanical systems, the modal equations are decoupled second-order equations and involve only real numbers. Whether the system to be studied is lumped parameter or distributed parameter, its modal form gives much physical insight into the system dynamics.

Consider a conservative, nongyroscopic, lumped-parameter dynamic system described by

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{x}}+\mathbf{K x}=\mathbf{u} \tag{1.219}
\end{equation*}
$$

where $\mathbf{M}$ is an $n \times n$ symmetric mass matrix, $\mathbf{K}$ an $n \times n$ symmetric stiffness matrix, $\mathbf{x}$ an $n$-dimensional generalized coordinate vector, and $\mathbf{u}$ an $n$-dimensional generalized input vector associated with $\mathbf{x}$.

The characteristic equation of the system is simply given as

$$
\left|\mathbf{M} s^{2}+\mathbf{K}\right|=0
$$

where $s$ is the Laplace transform variable. The characteristic roots of such an undamped nongyroscopic system are pure imaginary numbers including zeros at the origin. Thus, letting $s= \pm j \omega$ and $\mathbf{u}=0$, we formulate the modal analysis problem of undamped structural dynamic systems, as follows:

$$
\begin{gather*}
\left|-\mathbf{M} \omega_{i}^{2}+\mathbf{K}\right|=0  \tag{1.220}\\
{\left[-\mathbf{M} \omega_{i}^{2}+\mathbf{K}\right] \phi_{i}=0} \tag{1.221}
\end{gather*}
$$

where $\omega_{i}$ is the $i$ th modal frequency, $\phi_{i}$ is the $i$ th modal vector (or eigenvector), and $i=1, \ldots, n$.

Equation (1.219) is then transformed into a set of decoupled equations, called modal equations, by the modal transformation

$$
\begin{equation*}
\mathbf{x}=\boldsymbol{\Phi q} \tag{1.222}
\end{equation*}
$$

where $\mathbf{q}$ is the $n$-dimensional modal coordinate vector and $\boldsymbol{\Phi}$ is the $n \times n$ modal matrix defined as

$$
\boldsymbol{\Phi}=\left[\begin{array}{lll}
\phi_{1} & \ldots & \phi_{n} \tag{1.223}
\end{array}\right]
$$

Note that the modal matrix $\boldsymbol{\Phi}$ is an orthogonal matrix. Substituting Eq. (1.222) into Eq. (1.219) and premultiplying it by $\boldsymbol{\Phi}^{T}$, we obtain

$$
\begin{equation*}
\boldsymbol{\Phi}^{T} \mathbf{M} \boldsymbol{\Phi} \ddot{\mathbf{q}}+\boldsymbol{\Phi}^{T} \mathbf{K} \boldsymbol{\Phi} \mathbf{q}=\boldsymbol{\Phi}^{T} \mathbf{u} \tag{1.224}
\end{equation*}
$$

The modal matrix $\boldsymbol{\Phi}$ is often normalized such that

$$
\begin{gathered}
\boldsymbol{\Phi}^{T} \mathbf{M} \boldsymbol{\Phi}=\mathbf{I} \\
\boldsymbol{\Phi}^{T} \mathbf{K} \boldsymbol{\Phi}=\boldsymbol{\Omega}^{2}
\end{gathered}
$$

where I is an identity matrix and $\boldsymbol{\Omega}^{2}=\operatorname{diag}\left\{\omega_{i}^{2}\right\}$.
Finally, we obtain the modal equations in matrix form as

$$
\begin{equation*}
\ddot{\mathbf{q}}+\boldsymbol{\Omega}^{2} \mathbf{q}=\boldsymbol{\Phi}^{T} \mathbf{u} \tag{1.225}
\end{equation*}
$$
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and the decoupled equation for the $i$ th mode as

$$
\begin{equation*}
\ddot{q}_{i}+\omega_{i}^{2} q_{i}=\phi_{i}^{T} \mathbf{u} \tag{1.226}
\end{equation*}
$$

Spacecraft dynamics and control problems can often be characterized or analyzed using a simple two- or three-mass-spring system, which provides much physical insights into the various spacecraft control problems. Therefore, we shall treat such simple dynamic systems here in preparation for real spacecraft control problems that are to be studied later in this book.

Two-mass-spring system. Consider two carts of masses $m_{1}$ and $m_{2}$ on a frictionless horizontal surface, which are connected by a massless, linear spring of stiffness $k$, as illustrated in Fig. 1.23. External forces $u_{1}$ and $u_{2}$ act on $m_{1}$ and $m_{2}$, respectively.

The equations of motion can be derived as

$$
\left[\begin{array}{cc}
m_{1} & 0  \tag{1.227}\\
0 & m_{2}
\end{array}\right]\left[\begin{array}{l}
\ddot{x}_{1} \\
\ddot{x}_{2}
\end{array}\right]+\left[\begin{array}{rr}
k & -k \\
-k & k
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

where $x_{1}$ and $x_{2}$ are the generalized coordinates of $m_{1}$ and $m_{2}$, respectively. It is assumed that the spring is unstressed when $x_{1}=x_{2}$.

Taking the Laplace transform of Eq. (1.227) and ignoring the initial conditions, we obtain the Laplace transformed equations of motion as

$$
\left[\begin{array}{cc}
m_{1} s^{2}+k & -k  \tag{1.228}\\
-k & m_{2} s^{2}+k
\end{array}\right]\left[\begin{array}{l}
x_{1}(s) \\
x_{2}(s)
\end{array}\right]=\left[\begin{array}{l}
u_{1}(s) \\
u_{2}(s)
\end{array}\right]
$$

The transfer function matrix from $u_{1}$ and $u_{2}$ to $x_{1}$ and $x_{2}$ can then be obtained as

$$
\left[\begin{array}{l}
x_{1}(s)  \tag{1.229}\\
x_{2}(s)
\end{array}\right]=\frac{1}{D(s)}\left[\begin{array}{cc}
m_{2} s^{2}+k & k \\
k & m_{1} s^{2}+k
\end{array}\right]\left[\begin{array}{l}
u_{1}(s) \\
u_{2}(s)
\end{array}\right]
$$

where

$$
D(s)=s^{2}\left[m_{1} m_{2} s^{2}+\left(m_{1}+m_{2}\right) k\right]
$$

denotes the characteristic polynomial of the system. The characteristic roots of the system are

$$
0, \quad 0, \pm j \sqrt{\frac{\left(m_{1}+m_{2}\right) k}{m_{1} m_{2}}}
$$

where $j=\sqrt{-1}$. Note that this system is said to be unstable because it has repeated characteristic roots on the imaginary axis, i.e., the double pole at the origin.
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Letting $s= \pm j \omega$ and $u_{1}=u_{2}=0$, we have

$$
\left[\begin{array}{cc}
-m_{1} \omega_{i}^{2}+k & -k  \tag{1.230}\\
-k & -m_{2} \omega_{i}^{2}+k
\end{array}\right]\left[\begin{array}{l}
\phi_{1 i} \\
\phi_{2 i}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right], \quad i=1,2
$$

where $\omega_{1}=0, \omega_{2}=\sqrt{\left(m_{1}+m_{2}\right) k /\left(m_{1} m_{2}\right)}$ and $\left(\phi_{1 i}, \phi_{2 i}\right)$ is the $i$ th modal vector.
For example, when $m_{1}=m_{2}=k=1$ with appropriate units, we have the modal equations in matrix form as

$$
\begin{equation*}
\ddot{\mathbf{q}}+\boldsymbol{\Omega}^{2} \mathbf{q}=\boldsymbol{\Phi}^{\Gamma} \mathbf{u} \tag{1.231}
\end{equation*}
$$

where $\mathbf{q}=\left(q_{1}, q_{2}\right), \mathbf{u}=\left(u_{1}, u_{2}\right), \boldsymbol{\Omega}^{2} \equiv \operatorname{diag}\left\{\omega_{1}^{2}, \omega_{2}^{2}\right\}, \omega_{1}=0, \omega_{2}=\sqrt{2}$, $\mathbf{x}=\boldsymbol{\Phi} \mathbf{q}$, and

$$
\Phi=\left[\begin{array}{ll}
\phi_{11} & \phi_{12} \\
\phi_{21} & \phi_{22}
\end{array}\right]=\left[\begin{array}{cc}
1 / \sqrt{2} & 1 / \sqrt{2} \\
1 / \sqrt{2} & -1 / \sqrt{2}
\end{array}\right]
$$

This system has two modes: a rigid-body mode $q_{1}$ with zero natural frequency, and a symmetric flexible mode $q_{2}$ with the natural frequency of $\omega_{2}=\sqrt{2}$.

Three-mass-spring system. Consider three carts of masses $m_{1}, m_{2}$, and $m_{3}$ on a frictionless horizontal surface, which are connected by massless, linear springs, as illustrated in Fig. 1.24. External forces $u_{1}, u_{2}$, and $u_{3}$ act on $m_{1}, m_{2}$, and $m_{3}$, respectively.

The equations of motion can be derived as

$$
\left[\begin{array}{ccc}
m_{1} & 0 & 0  \tag{1.232}\\
0 & m_{2} & 0 \\
0 & 0 & m_{3}
\end{array}\right]\left[\begin{array}{l}
\ddot{x}_{1} \\
\ddot{x}_{2} \\
\ddot{x}_{3}
\end{array}\right]+\left[\begin{array}{ccc}
k_{1} & -k_{1} & 0 \\
-k_{1} & k_{1}+k_{2} & -k_{2} \\
0 & -k_{2} & k_{2}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right]
$$

where $x_{1}, x_{2}$, and $x_{3}$ are the generalized coordinates of $m_{1}, m_{2}$, and $m_{3}$, respectively.

The Laplace transformed equations of motion become

$$
\left[\begin{array}{ccc}
m_{1} s^{2}+k_{1} & -k_{1} & 0  \tag{1.233}\\
-k_{1} & m_{2} s^{2}+\left(k_{1}+k_{2}\right) & -k_{2} \\
0 & -k_{2} & m_{3} s^{2}+k_{2}
\end{array}\right]\left[\begin{array}{l}
x_{1}(s) \\
x_{2}(s) \\
x_{3}(s)
\end{array}\right]=\left[\begin{array}{l}
u_{1}(s) \\
u_{2}(s) \\
u_{3}(s)
\end{array}\right]
$$

The characteristic equation is

$$
\begin{aligned}
D(s) & =s^{2}\left[m_{1} m_{2} m_{3} s^{4}+\left\{\left(m_{1}+m_{2}\right) m_{3} k_{1}+\left(m_{2}+m_{3}\right) m_{1} k_{2}\right\} s^{2}\right. \\
& \left.+k_{1} k_{2}\left(m_{1}+m_{2}+m_{3}\right)\right]=0
\end{aligned}
$$

Like the two-mass-spring system, consider a case in which $m_{1}=m_{2}=m_{3}=$ $k_{1}=k_{2}=1$ with appropriate units. The transfer function matrix from $u_{1}, u_{2}$, and $u_{3}$ to $x_{1}, x_{2}$, and $x_{3}$ can then be obtained as

$$
\left[\begin{array}{l}
x_{1}(s)  \tag{1.234}\\
x_{2}(s) \\
x_{3}(s)
\end{array}\right]=\frac{1}{D(s)}\left[\begin{array}{ccc}
s^{4}+3 s^{2}+1 & s^{2}+1 & 1 \\
s^{2}+1 & \left(s^{2}+1\right)^{2} & s^{2}+1 \\
1 & s^{2}+1 & s^{4}+3 s^{2}+1
\end{array}\right]\left[\begin{array}{l}
u_{1}(s) \\
u_{2}(s) \\
u_{3}(s)
\end{array}\right]
$$

where

$$
D(s)=s^{2}\left(s^{2}+1\right)\left(s^{2}+3\right)
$$

and the modal equations become

$$
\begin{equation*}
\ddot{\mathbf{q}}+\boldsymbol{\Omega}^{2} \mathbf{q}=\boldsymbol{\Phi}^{T} \mathbf{u} \tag{1.235}
\end{equation*}
$$

where $\mathbf{q}=\left(q_{1}, q_{2}, q_{3}\right), \mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right), \Omega^{2} \equiv \operatorname{diag}\left\{\omega_{1}^{2}, \omega_{2}^{2}, \omega_{3}^{2}\right\}, \omega_{1}=0, \omega_{2}=1$, $\omega_{3}=\sqrt{3}, \mathbf{x}=\boldsymbol{\Phi} \mathbf{q}$, and

$$
\Phi=\left[\begin{array}{ccr}
0.3333 & 0.5 & 0.1667 \\
0.3333 & 0 & -0.3333 \\
0.3333 & -0.5 & 0.1667
\end{array}\right]
$$

This system has a rigid-body mode and two flexible modes.

## Problem

1.51. Consider two carts of masses $m_{1}$ and $m_{2}$ on a frictionless horizontal surface, which are connected by a massless, linear spring of stiffness $k$, as was illustrated in Fig. 1.23. External forces $u_{1}$ and $u_{2}$ act on $m_{1}$ and $m_{2}$, respectively.

Let new coordinates $q_{1}$ and $q_{2}$ be defined in terms of the physical coordinates $x_{1}$ and $x_{2}$ as

$$
\begin{gathered}
q_{1}=\frac{m_{1} x_{1}+m_{2} x_{2}}{m_{1}+m_{2}} \\
q_{2}=x_{2}-x_{1}
\end{gathered}
$$

where $q_{1}$ is the position of the system center of mass and $q_{2}$ is the relative position of $m_{2}$ with respect to $m_{1}$. It is assumed that the spring is unstressed when $x_{1}=x_{2}$.
(a) Derive the decoupled equations of motion in terms of the modal coordinates $q_{1}$ and $q_{2}$ as

$$
\begin{aligned}
\left(m_{1}+m_{2}\right) \ddot{q}_{1} & =u_{1}+u_{2} \\
\ddot{q}_{2}+k \frac{m_{1}+m_{2}}{m_{1} m_{2}} q_{2} & =-\frac{u_{1}}{m_{1}}+\frac{u_{2}}{m_{2}}
\end{aligned}
$$

(b) Derive the equations of motion in terms of the hybrid coordinates $x_{1}$ and $q_{2}$ as

$$
\begin{gathered}
\left(m_{1}+m_{2}\right) \ddot{x}_{1}+m_{2} \ddot{q}_{2}=u_{1}+u_{2} \\
m_{2} \ddot{q}_{2}+k q_{2}+m_{2} \ddot{x}_{1}=u_{2}
\end{gathered}
$$

which can be rewritten as

$$
\begin{aligned}
\left(m_{1}+m_{2}\right) \ddot{x}_{1}+\sqrt{m_{2}} \ddot{\eta}_{2} & =u_{1}+u_{2} \\
\ddot{\eta}_{2}+\omega_{z}^{2} \eta_{2}+\sqrt{m_{2}} \ddot{x}_{1} & =\frac{u_{2}}{\sqrt{m_{2}}}
\end{aligned}
$$

where $\eta_{2} \equiv \sqrt{m_{2}} q_{2}$ is called the normalized cantilever modal coordinate, $\omega_{z} \equiv$ $\sqrt{k / m_{2}}$ the cantilever frequency, and $\sqrt{m_{2}}$ the coupling scalar of this two-massspring system. Also show that the transfer function from $u_{1}$ to $x_{1}$ can be expressed as

$$
\frac{x_{1}(s)}{u_{1}(s)}=\frac{s^{2}+\omega_{z}^{2}}{M s^{2}\left\{\left(1-m_{2} / M\right) s^{2}+\omega_{z}^{2}\right\}}
$$

where $M \equiv m_{1}+m_{2}$ is the total mass of the system.
(c) Assume that the system is initially at rest with $x_{1}=x_{2}=0$ and that $m_{1}=$ $m_{2}=m$. For a case in which $u_{1}$ is a unit impulse force at $t=0$ and $u_{2}=0$, solve for $x_{1}(t)$ and $x_{2}(t)$ as

$$
\begin{aligned}
& x_{1}=\frac{1}{2 m}\left(t+\frac{1}{\omega_{n}} \sin \omega_{n} t\right) \\
& x_{2}=\frac{1}{2 m}\left(t-\frac{1}{\omega_{n}} \sin \omega_{n} t\right)
\end{aligned}
$$

where

$$
\omega_{n}=\sqrt{2 k / m}
$$

### 1.3.10 Phase-Plane Analysis of Nonlinear Systems

Both the linear and nonlinear stability concepts are further examined here via the phase-plane analysis of nonlinear dynamic systems.

Consider a nonlinear system described by

$$
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \mathbf{u})
$$

where $\mathbf{x}$ is the state vector and $\mathbf{u}$ the control input vector. An equilibrium point of a nonlinear dynamic system can be found by solving the equilibrium condition

$$
\mathbf{f}\left(\mathbf{x}^{*}, \mathbf{u}^{*}\right)=0 \quad \text { for all } t \geq t_{0}
$$

where $\mathbf{x}^{*}$ denotes the state vector at an equilibrium point for a known constant input or parameter vector $\mathbf{u}^{*}$.
The linearized equations about an equilibrium point can then be obtained as

$$
\begin{equation*}
\delta \dot{\mathbf{x}}=\mathbf{A} \delta \mathbf{x}+\mathbf{B} \delta \mathbf{u} \tag{1.236}
\end{equation*}
$$

where $\delta \mathbf{x}=\mathbf{x}-\mathbf{x}^{*}, \delta \mathbf{u}=\mathbf{u}-\mathbf{u}^{*}$, and $\mathbf{A}$ and $\mathbf{B}$ are constant matrices defined as

$$
\begin{equation*}
\mathbf{A}=\left.\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right|_{*}, \quad \mathbf{B}=\left.\frac{\partial \mathbf{f}}{\partial \mathbf{u}}\right|_{*} \tag{1.237}
\end{equation*}
$$

The partial derivatives in Eq. (1.237) are to be evaluated at the equilibrium point.

If none of the eigenvalues of $\mathbf{A}$ have zero real parts, then the equilibrium point is said to be a hyperbolic point. In the phase-plane analysis of dynamic systems, a hyperbolic equilibrium point is called a saddle if some of the eigenvalues have positive real parts and the rest of the eigenvalues have negative real parts. If all of the eigenvalues have negative real parts, then the hyperbolic point is called a stable node or a stable focus. If all of the eigenvalues have positive real parts, then the hyperbolic point is called an unstable node or an unstable focus. If the eigenvalues are pure imaginary and nonzero, then the equilibrium point is said to be an elliptic point, and the elliptic equilibrium point is called a center.

A stable node and a stable focus are attractors, and an unstable node and an unstable focus are repellers. A saddle point is neither an attractor nor a repeller. A center is not asymptotically stable and, therefore, is not an attractor. In dynamic systems theory, attractors and repellers are called invariant sets, and they occur only in dissipative dynamic systems. In a conservative system, all equilibrium points are either centers or saddle points, and attractors and repellers are not possible.

As was discussed earlier, if an equilibrium point of a linearized system is asymptotically stable, then the equilibrium point of the nonlinear system is asymptotically stable. However, the Lyapunov stability of the equilibrium point of a linearized system does not guarantee the Lyapunov stability of the equilibrium point of the nonlinear system.

For further details of dynamic systems theory and its applications, the reader is referred to Refs. 17-21.

## Problems

1.52. Consider a simple pendulum of mass $m$ and length $\ell$, as described by

$$
m \ell \ddot{\theta}+m g \sin \theta=0
$$

where $\theta$ is the angular displacement of the pendulum from its vertical down position. The equilibrium points are $\theta=0, \pm \pi, \ldots$.
(a) Find the eigenvalues for each equilibrium point and discuss its stability.
(b) Sketch the phase-plane trajectories in the $\theta, \dot{\theta}$ plane and identify center manifolds and a separatrix. (A manifold is a generalization of a point, curve, or volume in the $n$-dimensional state space. The closed trajectory through saddle points is called a separatrix or a homoclinic orbit.)
1.53. Consider an inverted pendulum of mass $m$ and length $\ell$. The equation of motion is simply given by

$$
m \ell^{2} \ddot{\theta}-m g \ell \sin \theta=u
$$

where $\theta$ is the angular displacement of the pendulum from its vertical up position and $u$ is a constant torque acting on the pendulum. This equation can be rewritten as

$$
\ddot{\theta}=\mu+\omega_{n}^{2} \sin \theta
$$

where $\mu=u / m \ell^{2}$ and $\omega_{n}^{2}=g / \ell$.

For the following three cases: 1) $\left.|\mu|>\omega_{n}^{2}, 2\right)|\mu|=\omega_{n}^{2}$, and 3) $|\mu|<\omega_{n}^{2}$,
(a) Find equilibrium points and discuss the stability of each equilibrium point.
(b) Sketch the phase-plane trajectories.
1.54. Consider a particle of mass $m$ that is constrained to move on a smooth circular hoop of radius $\ell$ under the action of gravity, as was illustrated in Fig. 1.6. The equation of motion of the particle is given by

$$
m \ell^{2} \ddot{\theta}+m g \ell \sin \theta=m \ell^{2} \Omega^{2} \sin \theta \cos \theta
$$

where $\theta$ denotes the angular position of the particle from the vertical line, $g$ is the gravitational acceleration, and $\Omega$ is the constant angular velocity of the circular hoop.
(a) Determine the equilibrium points as the dimensionless bifurcation parameter $\mu=\ell \Omega^{2} / g$ varies.
(b) Discuss the stability of each equilibrium point.
(c) Sketch the phase-plane trajectories.
1.55. Consider an undamped Duffing oscillator described by

$$
\ddot{x}-x+x^{3}=0
$$

The equilibrium points are $(0,0)$ and $( \pm 1,0)$.
(a) Find the eigenvalues for each equilibrium point and discuss its stability.
(b) Sketch the phase-plane trajectories and identify center manifolds and a separatrix.
1.56. Consider a damped Duffing oscillator described by

$$
\ddot{x}+\mu \dot{x}-x+x^{3}=0, \quad \mu>0
$$

The equilibrium points are $(0,0)$ and $( \pm 1,0)$.
(a) Find the eigenvalues for each equilibrium point and discuss its stability.
(b) Plot the phase-plane trajectories that illustrate stable manifolds as well as two domains or basins of attraction.
1.57. Consider the van der Pol oscillator described by

$$
\ddot{x}+\mu\left(x^{2}-1\right) \dot{x}+x=0
$$

where $\mu$ is a constant parameter.
(a) Show that for $\mu>0$, the origin $(x, \dot{x})=(0,0)$ is an unstable equilibrium point. Plot the phase-plane trajectories of the van der Pol oscillator for $\mu=1.0$ and verify the existence of a periodic solution, i.e., a closed curve in the phase plane, called a stable limit cycle.
(b) Show that for $\mu<0$, the origin $(x, \dot{x})=(0,0)$ is a stable equilibrium point. Plot the phase-plane trajectories of the van der Pol oscillator for $\mu=-1.0$ and verify the existence of an unstable limit cycle.
(c) Predict analytically the existence of such limit cycles for the van der Pol oscillator.

Note: In 1926, van der Pol derived this equation of an electrical circuit with a vacuum tube, now called the van der Pol oscillator.
1.58. Consider again the so-called Lorenz system described by

$$
\begin{gathered}
\dot{x}=-\sigma x+\sigma y \\
\dot{y}=-z x-y+r x \\
\dot{z}=x y-b z
\end{gathered}
$$

where $\sigma, r$, and $b$ are positive constant parameters. The equilibrium points of the Lorenz system are given by the following: for $r \leq 1,(0,0,0)$ and for $r>$ $1,(0,0,0)$ and $C^{ \pm}=( \pm \sqrt{b(r-1)}, \pm \sqrt{b(r-1)}, r-1)$.
(a) For the Lorenz system with $\sigma=10$ and $b=8 / 3$, find the eigenvalues for each equilibrium point and discuss its stability as the bifurcation parameter $r$ varies.
(b) For the Lorenz system with $\sigma=10, b=8 / 3$, and $r=22.4$, the equilibrium points $C^{ \pm}=( \pm 7.5542, \pm 7.5542,21.4)$ are both asymptotically stable. Perform computer simulation of this case with various initial conditions and identify two basins of attraction in the $(x, y, z)$ state space.
(c) For the Lorenz system with $\sigma=10, b=8 / 3$, and $r=28$, the equilibrium points $C^{ \pm}=( \pm 8.4852, \pm 8.4852,27)$ are both unstable. Perform computer simulation of this case with various initial conditions and investigate the nonperiodic, turbulent (or chaotic) dynamic behavior of the Lorenz system, known as a strange attractor.
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## Dynamic Systems Control

This chapter is concerned with the feedback control of linear dynamic systems, with particular emphasis on robust control of uncertain dynamic systems. Classical control techniques, digital control, and modern state-space methods are introduced. Furthermore, the fundamental concepts of classical gain-phase stabilization, nonminimum-phase compensation, disturbance accommodating control, and uncertainty modeling are emphasized. The problems of designing robust $H_{\infty}$ compensators and of computing parameter margins for uncertain dynamic systems are also introduced. This chapter is mainly intended to summarize the fundamental concepts and techniques in dynamic systems control, however, which will be essential in the analysis and design of spacecraft control systems. The reader is presumed to have access to computational software such as MATLAB ${ }^{\text {TM }}$, which will be essential in solving various control problems treated in this chapter and in the remainder of this textbook. For an introduction to feedback control analysis, design, and simulation using MATLAB, the reader is referred to Refs. 1 and 2.

### 2.1 Feedback Control Systems

Block diagram representations of a feedback control system are shown in Fig. 2.1. Figure 2.1a is called a functional block diagram representation. Physical systems to be controlled are often referred to as plants. A set of differential or difference equations used to describe a physical system is called a mathematical model of the system. In the analysis and design of a feedback control system, we often deal with a mathematical model of the plant, not with the actual physical plant. Consequently, special care must be taken regarding uncertainties in the mathematical model because no mathematical model of a physical system is exact.

A closed-loop feedback control system maintains a specified relationship between the actual output and the desired output (or the reference input) by using the difference of these outputs, called the error signal. A control system in which the output has no effect on the control decision is called an open-loop control system. In a feedback control system, a controller, also called a compensator or control logic, is designed to manipulate or process the error signal so that certain specifications are satisfied in the presence of plant disturbances and sensor noise. In the analysis of control systems, we analyze the dynamic behavior or characteristics of the system under consideration. In the design or synthesis, we are concerned with designing a feedback control system that will achieve the desired system characteristics. A feedback control system can also be represented as it is in Fig. 2.1b, using transfer functions. In this figure, for simplicity, the actuator and sensor dynamics are neglected, and $r(t)$ denotes the reference input, $y(t)$ the plant output, $G(s)$ the plant transfer function, $K(s)$ the compensator, $u(t)$ the control input, $e(t)$ the error signal, $w(t)$ the disturbance, $d(t)$ the output disturbance, and $n(t)$ a sensor noise.


Fig. 2.1 Block diagram representations of a feedback control system.

The output of this closed-loop system, neglecting the sensor noise $n(t)$, can then be represented as

$$
\begin{equation*}
y(s)=\frac{K(s) G(s)}{1+K(s) G(s)} r(s)+\frac{G(s)}{1+K(s) G(s)} w(s)+\frac{1}{1+K(s) G(s)} d(s) \tag{2.1}
\end{equation*}
$$

where $y(s)=\mathcal{L}[y(t)], r(s)=\mathcal{L}[r(t)], w(s)=\mathcal{L}[w(t)]$, and $d(s)=\mathcal{L}[d(t)]$. In particular, the closed-loop transfer functions from $d(s)$ and $r(s)$ to $y(s)$ are

$$
\begin{align*}
& \frac{y(s)}{d(s)}=\frac{1}{1+K(s) G(s)}=S(s)  \tag{2.2}\\
& \frac{y(s)}{r(s)}=\frac{K(s) G(s)}{1+K(s) G(s)}=T(s) \tag{2.3}
\end{align*}
$$

and $S(s)$ and $T(s)$ are called the sensitivity function and the complementary sensitivity function, respectively. Furthermore, we have the following relationship:

$$
\begin{equation*}
S(s)+T(s)=1 \tag{2.4}
\end{equation*}
$$

The closed-loop characteristic equation is defined as

$$
\begin{equation*}
1+K(s) G(s)=0 \tag{2.5}
\end{equation*}
$$

and $K(s) G(s)$ is called the loop (or open-loop) transfer function. The importance of the loop transfer function cannot be overemphasized because it is used extensively in the analysis and design of closed-loop systems. The roots of the closed-loop characteristic equation are called the closed-loop poles.

The error signal, ignoring the sensor noise $n(t)$, is defined as

$$
\begin{equation*}
e(t)=r(t)-y(t) \tag{2.6}
\end{equation*}
$$

and the steady-state error can be found as

$$
\begin{equation*}
e_{s s}=\lim _{t \rightarrow \infty} e(t)=\lim _{s \rightarrow 0} \operatorname{se}(s) \tag{2.7}
\end{equation*}
$$

where $e(s)=\mathcal{L}[e(t)]$, provided that $e(t)$ has a final value. For the system shown in Fig. 2.1, ignoring $w(s)$ and $d(s)$, we have

$$
\begin{equation*}
e(s)=\frac{1}{1+K(s) G(s)} r(s) \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{s, s}=\lim _{s \rightarrow 0} \frac{s r(s)}{1+K(s) G(s)} \tag{2.9}
\end{equation*}
$$

Thus, it is required that

$$
\begin{equation*}
\lim _{s \rightarrow 0} K(s) G(s)=\infty \tag{2.10}
\end{equation*}
$$

to have zero steady-state tracking error for a constant reference input command.
A feedback control system is often characterized by its system type. The system type is defined as the number of poles of the loop transfer function $K(s) G(s)$ at the origin. Therefore, a type 1 system has zero steady-state error for a constant reference input, a type 2 system has zero steady-state error for a constant or ramp reference input, and so forth.

To reduce the effects of the disturbance, the magnitude of the loop transfer function $K(s) G(s)$ must be large over the frequency band of the disturbance $d(t)$. For good command following at any frequency, the steady-state or D.C. gain must be large. In general, a fast transient response, good tracking accuracy, good disturbance rejection, and good sensitivity require a high loop gain over a wide band of frequencies. Because the high loop gain may degrade the overall system stability margins, proper tradeoffs between performance and stability are always necessary in practical control designs.

### 2.2 Classical Frequency-Domain Methods

### 2.2.1 Root Locus Method

One of the classical control analysis and design techniques is the root locus method developed by Evans ${ }^{3}$ in 1950 (see also Ref. 4). In Evans's root locus method, the closed-loop characteristic equation is described by

$$
\begin{equation*}
1+K G(s)=0 \tag{2.11}
\end{equation*}
$$

where $K G(s)$ denotes the loop transfer function, $G(s)$ includes both the compensator transfer function and the plant transfer function, and $K$ is called the overall loop gain. Note that the roots of the closed-loop characteristic equation are called the closed-loop poles.

In Evans's root locus plot, the poles and zeros of the loop transfer function $K G(s)$ are shown, where the poles are represented as crosses, $\times$, and zeros as circles, o. A root locus is then simply a plot of the closed-loop poles as the overall loop gain $K$ is usually varied from zero to infinity.

Using a root locus plot, one can easily determine a gain margin, which is one of the most important measures of the relative stability of a feedback control system. A gain margin indicates how much the loop gain $K$ can be increased or decreased from its chosen nominal value until the closed-loop system becomes unstable. For example, if the loop gain $K$ can be increased by a factor of two until a root locus crosses the imaginary axis toward the right-half $s$ plane, then the gain margin becomes $20 \log 2 \approx+6 \mathrm{~dB}$. In some cases of an open-loop unstable system, the closed-loop system may become unstable if the loop gain is decreased from its chosen nominal value. For example, if the gain can be decreased by a factor of 0.707 until the closed-loop system becomes unstable, then the (negative) gain margin is $20 \log 0.707 \approx-3 \mathrm{~dB}$.

The root locus method also allows the designer to properly select at least some of the closed-loop pole locations and thus control the transient response characteristics.

## Example 2.1

Consider a simple example of root locus plot vs overall loop gain $K$ as illustrated in Fig. 2.2. The closed-loop characteristic equation of this system is

$$
1+K(s+1) / s^{2}=0 \quad \text { or } \quad s^{2}+K s+K=0
$$

For this simple case, the closed-loop poles can be analytically determined as

$$
s=\frac{1}{2}\left(-K \pm \sqrt{K^{2}-4 K}\right)
$$

and they can be computed and plotted for different values of $K$, as shown in Fig. 2.2. Because this closed-loop system is asymptotically stable for any nonzero positive value of $K$, it is often said that this system has $\pm \infty \mathrm{dB}$ gain omargins.

Many useful properties of the root locus will aid in quick, rough sketching of root loci. Presently, however, computer programs are usually employed for plotting


Fig. 2.2 Root locus vs overall loop gain $K$.
accurate root loci in practical design of complex control systems. As mentioned earlier, it is assumed that the reader has access to, and some acquaintance with, computer-aided control design software.

The root locus method can also be employed for the analysis and design of multiloop feedback control systems. ${ }^{5}$ Consider a plant with two inputs and two outputs described by

$$
\left[\begin{array}{l}
y_{1}  \tag{2.12}\\
y_{2}
\end{array}\right]=\frac{1}{D(s)}\left[\begin{array}{ll}
N_{11}(s) & N_{12}(s) \\
N_{21}(s) & N_{22}(s)
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

where $y_{1}$ and $y_{2}$ are the outputs, $u_{1}$ and $u_{2}$ are the control inputs, $D(s)$ is the characteristic polynomial, and $N_{i j}(s)$ are the numerator polynomials. A diagonal feedback control logic is assumed as

$$
\begin{align*}
& u_{1}=-K_{1}(s) y_{1}  \tag{2.13a}\\
& u_{2}=-K_{2}(s) y_{2} \tag{2.13b}
\end{align*}
$$

where $K_{1}(s)$ and $K_{2}(s)$ are the diagonal feedback compensators.
The closed-loop characteristic equation can be obtained as

$$
\begin{equation*}
D^{2}+\left(K_{1} N_{11}+K_{2} N_{22}\right) D+K_{1} K_{2}\left(N_{11} N_{22}-N_{12} N_{21}\right)=0 \tag{2.14}
\end{equation*}
$$

which becomes

$$
\begin{equation*}
D+K_{1} N_{11}+K_{2} N_{22}+K_{1} K_{2} N=0 \tag{2.15}
\end{equation*}
$$

because

$$
\begin{equation*}
N_{11} N_{22}-N_{12} N_{21}=D(s) N(s) \tag{2.16}
\end{equation*}
$$

where $N(s)$ is called the coupling numerator polynomial.
The first-loop analysis or synthesis can be performed by considering a characteristic equation of the form

$$
\begin{equation*}
1+\left(K_{1} N_{11} / D\right)=0 \tag{2.17}
\end{equation*}
$$

After synthesizing $K_{1}(s)$ in the first-loop closure, the characteristic equation of the second loop can be found as

$$
\begin{equation*}
1+\frac{K_{2}\left(N_{22}+K_{1} N\right)}{D+K_{1} N_{11}}=0 \tag{2.18}
\end{equation*}
$$

The second-loop compensator $K_{2}(s)$ can then be analyzed or synthesized in a manner similar to the method for the first-loop design; however, the zeros and the poles of the second-loop transfer function are changed by the first-loop closure. The new zeros are related to the coupling numerator. This property is useful in finding the new zeros for the second-loop closure in the root locus analysis.

Classical stability analysis of multiloop feedback control systems, by breaking loops one at a time, is known to be an unreliable way of testing robustness or sensitivity to simultaneous perturbations of all of the loops. As can be learned from the following two problems, ${ }^{6}$ however, the successive-loop-closure approach described earlier can be effectively used to predict a lack of robustness in the nominal designs and, furthermore, provides insights into how the design can be changed so as to be more robust.

## Problems

2.1. Consider a system described by

$$
\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]=\frac{1}{s^{2}+100}\left[\begin{array}{cc}
s-100 & 10(s+1) \\
-10(s+1) & s-100
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

where ( $y_{1}, y_{2}$ ) are the outputs and ( $u_{1}, u_{2}$ ) are the control inputs. A constant-gain diagonal feedback control logic is given as

$$
\begin{aligned}
& u_{1}=-K_{1} y_{1} \\
& u_{2}=-K_{2} y_{2}
\end{aligned}
$$

with the nominal gains of $K_{1}=K_{2}=1$.
(a) Sketch root locus vs $K_{1}$ of the first-loop closure and indicate the closed-loop poles at $K_{1}=0.9,1.0$, and 1.1.
(b) Show that, after the first-loop closure, the closed-loop characteristic equation for the second-loop closure becomes

$$
1+K_{2}\left\{\frac{s+\left(101 K_{1}-100\right)}{s^{2}+K_{1} s+100\left(1-K_{1}\right)}\right\}=0
$$

and that the coupling numerator polynomial $N(s)=101$.
(c) After selecting the nominal gain ( $K_{1}=1$ ) for the first-loop closure, sketch root locus vs $K_{2}$ of the second-loop closure and indicate the closed-loop poles at $K_{2}=0.5,1.0$, and 10 .
(d) According to the result in (c), one may conclude that the second-loop gain $K_{2}$ can be increased to infinity (but keeping $K_{1}=1$ ), without destabilizing the overall closed-loop system. Even so, discuss the effect of independent perturbations of loop gains $K_{1}$ and $K_{2}$ on the closed-loop stability by sketching root locus plots vs $K_{2}$ of the second-loop closure with two different values of the nominal gains: $K_{1}=0.9$ and 1.1.
(e) Although this problem may not represent any particular physical system, show that a controller should be of the form

$$
\begin{aligned}
& u_{1}=+K_{1} y_{2} \\
& u_{2}=-K_{2} y_{1}
\end{aligned}
$$

where $K_{1}$ and $K_{2}$ are positive gains.
2.2. Consider a system described by

$$
\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]=\frac{1}{(s+1)(s+2)}\left[\begin{array}{cc}
-47 s+2 & 56 s \\
-42 s & 50 s+2
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

where ( $y_{1}, y_{2}$ ) are the outputs and $\left(u_{1}, u_{2}\right)$ are the control inputs. A constant-gain diagonal feedback control logic is given as

$$
\begin{aligned}
& u_{1}=-K_{1} y_{1} \\
& u_{2}=-K_{2} y_{2}
\end{aligned}
$$

with the nominal gains of $K_{1}=K_{2}=1$.
(a) Sketch root locus vs $K_{1}$ of the first-loop closure and indicate the closed-loop poles at $K_{1}=0.064$ and 1 .
(b) Show that, after the first-loop closure, the closed-loop characteristic equation for the second-loop closure becomes

$$
1+K_{2}\left\{\frac{50 s+2\left(1+K_{1}\right)}{s^{2}+\left(3-47 K_{1}\right) s+2\left(1+K_{1}\right)}\right\}=0
$$

and that the coupling numerator polynomial $N(s)=2$.
(c) After selecting the nominal gain ( $K_{1}=1$ ) for the first-loop closure, sketch root locus vs $K_{2}$ of the second-loop closure and indicate the closed-loop poles at $K_{2}=0.88$ and 1.
(d) According to the result in (c), one may conclude that the second loop has $+\infty$ - and only $-1.1-\mathrm{dB}$ gain margins. Similarly, by closing the $K_{2}$ loop first, show that the $K_{1}$ loop has $-\infty$ - and only $+1.0-\mathrm{dB}$ gain margins.
(e) Also show that the system has $\pm \infty-\mathrm{dB}$ gain margins for simultaneous gain perturbations of $K_{1} \equiv K_{2}$.

### 2.2.2 Frequency-Response Methods

Frequency-response analysis and synthesis methods are among the most commonly used techniques for feedback control system analysis and design, and they are based on the concept of frequency-response function.

The frequency-response function is defined by the transfer function evaluated at $s=j \omega$; that is, the frequency response function of a transfer function $G(s)$ is given by

$$
\begin{equation*}
\left.G(s)\right|_{s=j \omega}=G(j \omega)=\operatorname{Re}[G(j \omega)]+j \operatorname{Im}[G(j \omega)]=|G(j \omega)| e^{j \phi(\omega)} \tag{2.19}
\end{equation*}
$$

where $|G(j \omega)|$ and $\phi(\omega)$ denote, respectively, the magnitude and phase of $G(j \omega)$ defined as

$$
\begin{gathered}
|G(j \omega)|=\sqrt{\{\operatorname{Re}[G(j \omega)]\}^{2}+\{\operatorname{Im}[G(j \omega)]\}^{2}} \\
\phi(\omega)=\tan ^{-1} \frac{\operatorname{Im}[G(j \omega)]}{\operatorname{Re}[G(j \omega)]}
\end{gathered}
$$

For a given value of $\omega, G(j \omega)$ is a complex number. Thus, the frequencyresponse function $G(j \omega)$ is a complex function of $\omega$. Mathematically, the fre-quency-response function is a mapping from the $s$ plane to the $G(j \omega)$ plane. The upper-half of the $j \omega$ axis, which is a straight line, is mapped into the complex plane via mapping $G(j \omega)$.

One common method of displaying the frequency-response function is a polar plot (also called a Nyquist plot) where the magnitude and phase angle of $G(j \omega)$, or its real and imaginary parts, are plotted in a plane as the frequency $\omega$ is varied. Another form of displaying $G(j \omega)$ is to plot the magnitude of $G(j \omega)$ vs $\omega$ and to plot the phase angle of $G(j \omega)$ vs $\omega$. In a Bode plot, the magnitude and phase angle are plotted with frequency on a logarithmic scale. Also, we often plot the magnitude of the frequency-response function in decibels; that is, we plot $20 \log |G(j \omega)|$. A plot of the logarithmic magnitude in decibels vs the phase angle for a frequency range of interest is called a Nichols plot.

For a feedback control system, as shown in Fig. 2.1, the loop transfer function $K(s) G(s)$ evaluated at $s=j \omega$ is used extensively in the analysis and design of the system using frequency-response methods. The closed-loop frequency response functions defined as

$$
\begin{align*}
& \frac{y(j \omega)}{d(j \omega)}=S(j \omega)=\frac{1}{1+K(j \omega) G(j \omega)}  \tag{2.20}\\
& \frac{y(j \omega)}{r(j \omega)}=T(j \omega)=\frac{K(j \omega) G(j \omega)}{1+K(j \omega) G(j \omega)} \tag{2.21}
\end{align*}
$$

are also used in classical frequency-domain control systems design.
Among the most important measures of the relative stability of a feedback control system are the gain and phase margins as defined as follows.

Gain margin. Given the loop transfer function $K(s) G(s)$ of a feedback control system, the gain margin is defined as the reciprocal of the magnitude $|K(j \omega) G(j \omega)|$ at the phase-crossover frequency at which the phase angle $\phi(\omega)$ is -180 deg ; that is, the gain margin, denoted by $g_{m}$, is defined as

$$
\begin{equation*}
g_{m}=\frac{1}{\left|K\left(j \omega_{c}\right) G\left(j \omega_{c}\right)\right|} \tag{2.22}
\end{equation*}
$$

or

$$
\begin{equation*}
g_{m}=-20 \log \left|K\left(j \omega_{c}\right) G\left(j \omega_{c}\right)\right| \mathrm{dB} \tag{2.2.2}
\end{equation*}
$$

where $\omega_{c}$ is the phase-crossover frequency. For a stable minimum-phase system, the gain margin indicates how much the gain can be increased before the closedloop system becomes unstable.

Phase margin. The phase margin is the amount of additional phase lag at the gain-crossover frequency $\omega_{c}$ at which $\left|K\left(j \omega_{c}\right) G\left(j \omega_{c}\right)\right|=1$ required to make the system unstable; that is,

$$
\begin{equation*}
\phi_{m}=\phi\left[K\left(j \omega_{c}\right) G\left(j \omega_{c}\right)\right]+180 \mathrm{deg} \tag{2.24}
\end{equation*}
$$

Although the gain and phase margins may be obtained directly from a Nyquist plot, they can also be determined from a Bode plot or a Nichols plot of the loop transfer function $K(j \omega) G(j \omega)$.

## Problems

2.3. Consider a feedback control system shown in Fig. 2.2 with the closed-loop characteristic equation

$$
1+K(s+1) / s^{2}=0
$$

with the nominal loop gain of $K=2$.
(a) Sketch the Bode, Nyquist, and Nichols plots of the loop transfer function with $K=2$. Using these plots, determine the gain and phase margins of this feedback control system with the nominal loop gain of $K=2$.


Fig. 2.3 Stabilization of an unstable plant.
(b) Sketch the Bode plot of the closed-loop frequency response function with $K=2$ from $r$ to $y$, and determine the bandwidth of this closed-loop system, i.e., the frequency at which the magnitude of its frequency response function drops by 3 dB from its low frequency gain.
(c) Sketch the closed-loop transient response $y(t)$ when $r(t)$ is a unit step function, for three different values of $K=1,2$, and 4 .
2.4. Consider a feedback control system illustrated in Fig. 2.3 with the nominal loop gain of $K=1$.
(a) Plot root locus vs the overall loop gain $K$ from 0 to $\infty$. Indicate the nominal closed-loop poles at $K=1$. (Note that the root locus plot must be symmetric about the real axis.)
(b) Determine the gain and phase margins of this feedback control system.
(c) Discuss the inherent sensitivity of this closed-loop system.

### 2.2.3 Classical Proportional-Integral-Derivative Control Design

The proportional-integral-derivative (PID) control logic is commonly used in most feedback controllers. To illustrate the basic concept of the PID control, consider a cart of mass $m$ on a frictionless horizontal surface, as shown in Fig. 2.4a. This so-called double integrator plant is described by

$$
\begin{equation*}
m \ddot{y}(t)=u(t)+w(t) \tag{2.25}
\end{equation*}
$$

where $y$ is the output displacement of the cart, $u$ is the input force acting on the cart, and $w$ is a disturbance force. This system with a rigid-body mode is unstable; thus the system needs to be stabilized and the desired output is assumed to be zero.

Assuming that the position and velocity of the system can be directly measured, consider a direct velocity and position feedback control logic expressed as

$$
\begin{equation*}
u(t)=-k y(t)-c \dot{y}(t) \tag{2.26}
\end{equation*}
$$

or

$$
u=-(k+c s) y
$$

where $k$ and $c$ are controller gains to be determined. The closed-loop system illustrated by Fig. 2.4b is then described by

$$
m \ddot{y}(t)+c \dot{y}(t)+k y(t)=w(t)
$$



Fig. 2.4 Control of a double integrator plant by direct velocity and position feedback.
which is, in fact, a mathematical representation of a mass-spring-damper system forced by an external disturbance $w(t)$, as illustrated in Fig. 2.4c.

The closed-loop characteristic equation of the system shown in Fig. 2.4 is

$$
m s^{2}+c s+k=0
$$

The control design task is to tune the active damper and active spring to meet given performance/stability specifications of the closed-loop system. Let $\omega_{n}$ and $\zeta$ be the desired natural frequency and damping ratio of the closed-loop poles. Then the desired closed-loop characteristic equation becomes

$$
s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}=0
$$

and the controller gains $c$ and $k$ can be determined as

$$
\begin{gather*}
c=2 m \zeta \omega_{n}  \tag{2.27a}\\
k=m \omega_{n}^{2} \tag{2.27b}
\end{gather*}
$$

The damping ratio $\zeta$ is often selected as $0.5 \leq \zeta \leq 0.707$, and the natural frequency $\omega_{n}$ is then considered the bandwidth of the proportional-derivative (PD) controller of a system with a rigid-body mode. For a unit-step disturbance, this closed-loop system with the PD controller results in a nonzero steady-state output
$y(\infty)=1 / k$. The steady-state output error $y(\infty)$ can be made small, however, by designing a high-bandwidth control system.

To keep the cart at the desired position $y=0$ at steady state in the presence of a constant disturbance, consider a PID controller of the form

$$
\begin{equation*}
u(t)=-K_{P} y(t)-K_{I} \int y(t) \mathrm{d} t-K_{D} \dot{y}(t) \tag{2.28}
\end{equation*}
$$

or

$$
u(s)=-\left[K_{P}+\frac{K_{I}}{s}+K_{D} s\right] y(s)
$$

In practical analog circuit implementation of a PID controller when $\dot{y}$ is not directly measured, differentiation is always preceded by a low-pass filter to reduce noise effects. It can be shown that for a constant disturbance, the closed-loop system with the PID controller, in fact, results in a zero steady-state output $y(\infty)=0$.

The closed-loop characteristic equation of the cart with the PID controller can be found as

$$
m s^{3}+K_{D} s^{2}+K_{P} s+K_{I}=0
$$

and let the desired closed-loop characteristic equation be expressed as

$$
\left(s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}\right)(s+1 / T)=0
$$

where $\omega_{n}$ and $\zeta$ denote, respectively, the natural frequency and damping ratio of the complex poles associated with the rigid-body mode, and $T$ is the time constant of the real pole associated with integral control.

The PID controller gains can then be determined as

$$
\begin{gather*}
K_{P}=m\left(\omega_{n}^{2}+2 \zeta \omega_{n} / T\right)  \tag{2.29a}\\
K_{I}=m\left(\omega_{n}^{2} / T\right)  \tag{2.29b}\\
K_{D}=m\left(2 \zeta \omega_{n}+1 / T\right) \tag{2.29c}
\end{gather*}
$$

The time constant $T$ of integral control is often selected as

$$
T \approx 10 / \zeta \omega_{n}
$$

A more detailed treatment of a classical approach to control logic design for high-order dynamic systems will be presented in the next section, followed by modern state-space methods.

## Problems

2.5. Consider the control problem of a double integrator plant with measurement of position only. A common method of stabilizing the double integrator plant with noisy position measurement is to employ a phase-lead compensator of the form

$$
u(s)=-K \frac{T_{1} s+1}{T_{2} s+1} y(s)
$$

as illustrated in Fig. 2.5a.

a) Closed-loop system with a phase-lead compensator

b) Equivalent closed-loop system representation using two springs and a damper

Fig. 2.5 Control of a double integrator plant using a phase-lead compensator.

Show that an equivalent closed-loop system can be represented using two springs and a damper as in Fig. 2.5b and that

$$
K=k_{1}, \quad T_{1}=\frac{c\left(k_{1}+k_{2}\right)}{k_{1} k_{2}}, \quad T_{2}=\frac{c}{k_{2}}
$$

Note: For further details of designing a passive three-parameter isolator known as the D-Strut ${ }^{\text {TM }}$ that can be modeled as Fig. 2.5b, see Davis et al. ${ }^{7}$ Also see Ogata (Ref. 1, pp. 439-440) for other types of a mechanical lead network.
2.6. Consider again the control problem of a double integrator plant employing a phase-lead compensator of the form

$$
u(s)=-K \frac{T_{1} s+1}{T_{2} s+1} y(s)
$$

(a) Determine $T_{1}, T_{2}$, and $K$ such that the closed-loop plant poles be located near $s=-2 \pm j 2$ for the nominal plant with $m=1$.

Hint: One possible design is $T_{1}=1, T_{2}=1 / 6$, and $K=16 / 6$.
(b) Sketch root locus vs the overall loop gain $K$ and indicate the closed-loop poles at the selected nominal gain of $K$.
(c) Sketch the Bode, Nyquist, and Nichols plots of the loop transfer function with the selected nominal design. Using these plots, determine the gain and phase margins of the nominal closed-loop system.
(d) Sketch the Bode plot of the closed-loop frequency-response function from $w$ to $y$.
(e) Sketch (or determine analytically/numerically) the closed-loop time response of the position output $y(t)$ to a unit-step disturbance $w(t)=1$ for $t \geq 0$.
2.7. Consider the problem of designing a PID controller for the double integrator plant shown in Fig. 2.4a with $m=1$. The PID control logic is represented as

$$
u(t)=-K_{P} y(t)-K_{I} \int y(t) \mathrm{d} t-K_{D} \dot{y}(t)
$$

in which the desired output is assumed to be zero.
(a) Determine the PID controller gains such that the closed-loop poles are located at $s=-0.1$ and $s=-1 \pm j$ for the nominal plant with $m=1$. (Answers: $K_{P}=2.2, K_{I}=0.2$, and $K_{D}=2.1$.)
(b) Sketch root locus vs an overall loop gain $K$ of the selected PID controller of the form

$$
u(s)=-K\{2.2+0.2 / s+2.1 s\} y(s)
$$

and indicate the closed-loop poles at the selected nominal loop gain of $K=1$.
(c) Find the gain and phase margins of the closed-loop system.
(d) Sketch (or determine analytically/numerically) the closed-loop time response of the position output $y(t)$ to a unit-step disturbance.
2.8. Consider the two-mass spring system shown in Fig. 2.6. Two carts of masses $m_{1}$ and $m_{2}$ on a frictionless horizontal surface are connected by a massless, linear spring of stiffness $k$. This unstable system is to be stabilized using a single control input force $u$ acting on $m_{1}$. The equations of motion of the system are

$$
\begin{aligned}
& m_{1} \ddot{x}_{1}+k\left(x_{1}-x_{2}\right)=u \\
& m_{2} \ddot{x}_{2}+k\left(x_{2}-x_{1}\right)=0
\end{aligned}
$$

(a) Assume that only the position and velocity of $m_{1}$ are directly measured and are fed back to $u$, as follows:

$$
u=-K_{1} x_{1}-C_{1} \dot{x}_{1}
$$

where $K_{1}$ and $C_{1}$ are positive gains. For this so-called collocated actuator and sensor control problem, show that the closed-loop system is asymptotically stable for any positive values of $m_{1}, m_{2}, k, K_{1}$, and $C_{1}$.

Hint: See Fig. 2.7.


Fig. 2.6 Control of mass-spring systems.


Fig. 2.7 Equivalent active spring and active damper representations of the collocated control logic $u=-K_{1} x_{1}-C_{1} \dot{x}_{1}$.
(b) Assume that only the position and velocity of $m_{2}$ are directly measured and are fed back to $u$, as follows:

$$
u=-K_{2} x_{2}-C_{2} \dot{x}_{2}
$$

where $K_{2}$ and $C_{2}$ are positive gains. For this so-called noncollocated actuator and sensor control problem, show that the closed-loop system is unstable for any positive values of $m_{1}, m_{2}, k, K_{2}$, and $C_{2}$.

Hint: For a characteristic equation of the form $a_{0} s^{4}+a_{1} s^{3}+a_{2} s^{2}+a_{3} s+a_{4}=0$, we have $a_{1}=-\sum \lambda_{i}$ where $\lambda_{i}$ are the characteristic roots.
(c) Assume that all of the states of the system are directly measured and are fed back to $u$, as follows:

$$
u=-K_{1} x_{1}-C_{1} \dot{x}_{1}-K_{2} x_{2}-C_{2} \dot{x}_{2}
$$

where $K_{1}, C_{1}, K_{2}$, and $C_{2}$ are all real scalars. For the nominal system with $m_{1}=$ $m_{2}=k=1$ with appropriate units, determine the full-state feedback controller gains such that the closed-loop poles be located at $s=-0.1 \pm 0.1 j$ and $s=$ $-0.1 \pm 1.4 j$. (Answers: $K_{1}=0.03, C_{1}=0.4, K_{2}=0.0094$, and $C_{2}=-0.002$.)
2.9. Consider the three-mass-spring system shown in Fig. 2.6. This unstable system is to be stabilized using a single control input force $u$ acting on $m_{1}$. The equations of motion of this system are

$$
\begin{gathered}
m_{1} \ddot{x}_{1}+k_{1}\left(x_{1}-x_{2}\right)=u \\
m_{2} \ddot{x}_{2}+k_{1}\left(x_{2}-x_{1}\right)+k_{2}\left(x_{2}-x_{3}\right)=0 \\
m_{3} \ddot{x}_{3}+k_{2}\left(x_{3}-x_{2}\right)=0
\end{gathered}
$$

(a) Assume that only the position and velocity of $m_{1}$ are directly measured and are fed back to $u$, as follows:

$$
u=-K_{1} x_{1}-C_{1} \dot{x}_{1}
$$

where $K_{1}$ and $C_{1}$ are positive gains. Show that the closed-loop system is asymptotically stable for any positive values of $m_{i}, k_{i}, K_{1}$, and $C_{1}$.

Hint: See Fig. 2.7.
(b) Assume that only the position and velocity of $m_{2}$ are directly measured and are fed back to $u$, as follows:

$$
u=-K_{2} x_{2}-C_{2} \dot{x}_{2}
$$

where $K_{2}$ and $C_{2}$ are positive scalars. Show that the closed-loop system is unstable for any positive values of $m_{i}, k_{i}, K_{2}$, and $C_{2}$.
(c) Assume that only the position and velocity of $m_{3}$ are directly measured and are fed back to $u$, as follows:

$$
u=-K_{3} x_{3}-C_{3} \dot{x}_{3}
$$

where $K_{3}$ and $C_{3}$ are positive scalars. Show that the closed-loop system is unstable for any positive values of $m_{i}, k_{i}, K_{3}$, and $C_{3}$.

### 2.3 Classical Gain-Phase Stabilization

In the preceding sections we introduced the fundamentals of classical control. In this section, based on Refs. 8-10, we present a classical gain-phase stabilization approach to compensator design, in particular, for a structural dynamic system that has a rigid-body mode and lightly damped, oscillatory flexible modes. The approach allows the control designer to properly gain-phase stabilize each mode, one by one, resulting in a meaningful control design with physical insight. The use of nonminimum-phase compensation for a certain class of dynamic systems is emphasized. The classical gain-phase stabilization method is, however, primarily restricted to the single-input single-output (SISO) control problems.

### 2.3.1 Introduction

The classical concepts of gain-phase stabilization of a rigid body and flexible modes can be summarized briefly as follows.

1) Gain stabilization of a flexible mode provides attenuation of the control loop gain at the desired frequency, to ensure stability regardless of the control loop phase uncertainty. A lightly damped, flexible mode is said to be gain stabilized if it is closed-loop stable for the selected loop gain, but it becomes unstable if the loop gain is raised or its passive damping reduced. Hence, a gain stabilized mode has a finite gain margin, but is closed-loop stable regardless of the phase uncertainty.
2) Phase stabilization of a flexible mode provides the proper phase characteristics at the desired frequency to obtain a closed-loop damping that is greater than the passive damping of the mode. A lightly damped, flexible mode is said to be phase stabilized if it is closed-loop stable for arbitrarily small passive damping. Hence, a phase stabilized mode has a finite phase margin, but is closed-loop stable regardless of the loop gain uncertainty.
3) A rigid body or flexible mode is said to be gain-phase stabilized if it is closed-loop stable with finite gain and phase margins.

When an actuator and a sensor are collocated on flexible structures in space, the rigid-body mode and all of the flexible modes are said to be stably interacting with each other. For such a collocated case, position feedback with a phase-lead compensator or direct rate and position feedback can be used to stabilize all of the flexible and rigid-body modes. Because all of the modes are phase stabilized
in this case, special care must be taken regarding the phase uncertainty from the control loop time delay and actuator/sensor dynamics. As frequency increases, the phase lag due to a time delay will eventually exceed the maximum phase lead of 90 deg from the direct rate feedback. Thus, rolloff filtering, i.e., gain stabilization, of high-frequency modes is often needed to attenuate the control loop gain at frequencies above the control bandwidth. The selection of rolloff filter corner frequency depends on many factors. When a collocated actuator/sensor pair is used, the corner frequency is often selected between the primary flexible modes and the secondary flexible modes. An attempt to gain stabilize all of the flexible modes should be avoided, unless the spacecraft or structures are nearly rigid. In practice, the actual phase uncertainty of the control loop must be taken into account for the proper tradeoff between phase stabilization and gain stabilization.

When an actuator and a sensor are not collocated, the rigid-body mode and some of the flexible modes are said to be unstably interacting with each other. Unless gain stabilization of all of the flexible modes is possible for a low-bandwidth control, a proper combination of gain-phase stabilization is unavoidable. Gain stabilization of an unstably interacting flexible mode can be achieved only if that mode has a certain amount of passive damping. The larger the passive damping at a particular mode, the more conveniently it can be gain stabilized. Usually, gain stabilization is applied to stabilize high-frequency modes that have no significant effects on the overall performance. In practice, a structure has always a certain amount of passive damping, which allows for the convenient gain stabilization of such flexible modes.

Notch filtering is a conventional way of suppressing an unwanted oscillatory signal in the control loop, resulting in gain stabilization of a particular flexible mode. The use of notch filtering ensures that the specific mode is not destabilized by feedback control; however, it does not introduce any active damping, which often results in too much ringing that may not be acceptable in certain cases. In general, rolloff of the control loop gain at frequencies above the control bandwidth is always needed to avoid destabilizing unmodeled high-frequency modes and to attenuate high-frequency noise, and it is often simply achieved by using a doublepole low-pass filter. To sharply attenuate a signal at high frequencies while affecting the magnitude and phase of the signal at low frequencies as little as possible, various high-order low-pass filters such as Bessel, Butterworth, Chevyshev, or elliptical filters, are also used in feedback control systems, but mostly in open-loop signal processing. ${ }^{11}$ The common characteristic of these conventional filters is that they are minimum-phase filters.

### 2.3.2 Generalized Second-Order Filters

Although the last several decades have brought major developments in advanced control theory, the most usual approach to the design of practical control systems has been repetitive, trial-and-error synthesis using the root locus method by Evans or the frequency-domain methods by Bode, Nyquist, and Nichols. Classical control designs employ primarily a PID-type controller with notch or rolloff filtering. Such classical control designs for a certain class of dynamic systems become difficult, however, especially if a high control bandwidth is required in the presence of many closely spaced, unstably interacting, lightly damped modes with a wide range of parameter variations.

In this section we introduce the concept of a generalized second-order filter so that the classical $s$-domain or frequency-domain methods can still be employed to solve such a difficult structural control problem. The concept is a natural extension of the classical notch and phase lead/lag filtering, and it is based on various polezero patterns that can be realized from a second-order filter of the form

$$
\begin{equation*}
\frac{s^{2} / \omega_{z}^{2}+2 \zeta_{z} s / \omega_{z}+1}{s^{2} / \omega_{p}^{2}+2 \zeta_{p} s / \omega_{p}+1} \tag{2.30}
\end{equation*}
$$

where $\omega_{z}, \zeta_{2}, \omega_{p}$, and $\zeta_{p}$ are filter parameters to be properly selected.
For different choices of the coefficients of this second-order filter, several wellknown filters such as notch, bandpass, low-pass, high-pass, phase-lead, and phaselag filters can be realized. In addition to these minimum-phase filters, various nonminimum-phase filters can also be realized from this second-order filter; however, we only consider here stable filters with poles in the left-half $s$ plane.

Pole-zero patterns of conventional filters, which are commonly employed in classical control systems design, are shown in Fig. 2.8. Some of the typical polezero patterns and the gain-phase characteristics of various filters that can be realized from the generalized second-order filter are summarized in Figs. 2.9-2.13. These basic pole-zero patterns of a second-order filter, especially the nonminimum-phase filters, are the essence of the generalized second-order filtering concept. Any other compensator pole-zero patterns are basically a combination of those basic filters shown in Figs. 2.9-2.13.

Minimum-phase lead or lag filter. A phase-lead or phase-lag filter can be realized from the second-order filter of the form of Eq. (2.30), as illustrated in Figs. 2.9a and 2.9b, in which $\zeta_{c} \equiv \zeta_{p}=\zeta_{z}>0$. The maximum phase lead or lag, denoted by $\phi_{\max }$, is obtained at $\omega_{c}=\sqrt{\omega_{z} \omega_{p}}$, as follows:

$$
\begin{equation*}
\phi_{\max }=\cos ^{-1}\left[\frac{\left(2 \zeta_{c} \sqrt{\omega_{p} / \omega_{z}}\right)^{2}-\left(\omega_{p} / \omega_{z}-1\right)^{2}}{\left(2 \zeta_{c} \sqrt{\omega_{p} / \omega_{z}}\right)^{2}+\left(\omega_{p} / \omega_{z}-1\right)^{2}}\right] \tag{2.31}
\end{equation*}
$$

The gain increase or decrease at high frequencies becomes

$$
\begin{equation*}
K_{\infty}=40 \log _{10}\left(\omega_{p} / \omega_{z}\right) \mathrm{dB} \tag{2.32}
\end{equation*}
$$

For a small $\zeta_{c}$, i.e., a case with the filter poles and zeros near the imaginary axis, the effective phase-lead or phase-lag region lies between $\omega_{z}$ and $\omega_{p}$ and the maximum phase shift approaches $\pm 180$ deg. For $\zeta_{c}=1$, a conventional doublelead or double-lag filter with poles and zeros on the real axis can be realized. At $\omega_{c}=\sqrt{\omega_{z} \omega_{p}}$, one-half of $K_{\infty}$ is increased (lead filter) or attenuated (lag filter). In practice, $\zeta_{p}$ is often selected to be greater than $\zeta_{z}$, i.e., the filter poles are placed sufficiently far to the left from the imaginary axis. For example, the control system of the OSO-8 spacecraft ${ }^{12}$ employed a phase-lead filter with $\zeta_{p}=0.6, \zeta_{z}=0.3$, and $\omega_{p} / \omega_{z}=2$. The use of a phase-lead filter with a large $\omega_{p} / \omega_{z}$ ratio greater than two should be avoided from a practical viewpoint.

Minimum-phase notch or bandpass filter. For $\omega_{p}=\omega_{z}$, a notch (bandreject) or bandpass filter is obtained as shown in Figs. 2.10a and 2.10b. The


Fig. 2.8 Conventional phase-lead, phase-lag, low-pass, all-pass, and notch filters.


Fig. 2.9a Minimum-phase lead filter.
minimum or maximum gain of the filter is obtained at $\omega_{c} \equiv \omega_{p}=\omega_{z}$ as

$$
\begin{equation*}
K_{\max }=20 \log _{10}\left(\zeta_{z} / \zeta_{p}\right) \quad \mathrm{dB} \tag{2.33}
\end{equation*}
$$

Both phase lead and lag appear near $\omega_{c}$. For the notch filter, the maximum-phase lag and lead occur at $\omega_{1}$ and $\omega_{2}$, respectively, where

$$
\begin{align*}
& \omega_{1} / \omega_{c}=\sqrt{2 \zeta_{z} \zeta_{p}+1-\sqrt{\left(2 \zeta_{z} \zeta_{p}+1\right)^{2}-1}} \\
& \omega_{2} / \omega_{c}=\sqrt{2 \zeta_{z} \zeta_{p}+1+\sqrt{\left(2 \zeta_{z} \zeta_{p}+1\right)^{2}-1}} \tag{2.34}
\end{align*}
$$

Because $\omega_{1} / \omega_{c}$ and $\omega_{2} / \omega_{c}$ depend only on $\zeta_{z} \zeta_{p}$, the filter damping ratios determine the effective notch region. Typical values for the damping ratios of a notch filter are $\zeta_{p}=1$ and $\zeta_{z}=0$.


Fig. 2.9b Minimum-phase lag filter.


Fig. 2.10a Minimum-phase notch filter.

Nonminimum-phase all-pass filter. For $\omega_{c} \equiv \omega_{p}=\omega_{z}$ and $\zeta_{c} \equiv \zeta_{p}=$ $\left|\zeta_{z}\right|\left(\zeta_{z}<0\right)$, a large phase lag can be obtained from the second-order filter, while the gain is being held constant, as shown in Fig. 2.11 as follows:

$$
\begin{equation*}
\phi(\omega)=\cos ^{-1}\left\{\frac{\left[1-\left(\omega / \omega_{c}\right)^{2}\right]^{2}-\left[2 \zeta_{c}\left(\omega / \omega_{c}\right)\right]^{2}}{\left[1-\left(\omega / \omega_{c}\right)^{2}\right]^{2}+\left[2 \zeta_{c}\left(\omega / \omega_{c}\right)\right]^{2}}\right\} \tag{2.35}
\end{equation*}
$$

The phase varies from 0 deg to -360 deg . The slope of the phase change depends on $\zeta_{c}$; a smaller $\zeta_{c}$ results in a steeper slope. A typical value for $\zeta_{c}$ might be between 0.3 and 0.7 depending on the specific application. This nonminimum-phase filter is useful for stabilizing the unstably interacting, flexible modes that may need a $180-\mathrm{deg}$ phase change (lead or lag). This filter, when used for flexible-mode stabilization, maintains the control loop gain at all frequency ranges and provides the proper phasing of the particular signals necessary to increase the closed-loop damping ratio of the flexible modes.


Fig. 2.10b Minimum-phase bandpass filter.


Fig. 2.11 Nonminimum-phase all-pass filter.
Nonminimum-phase high-pass filter. For $\omega_{p}>\omega_{z}$ and $\zeta_{c} \equiv \zeta_{p}=\left|\zeta_{z}\right|$ ( $\zeta_{2}<0$ ), a nonminimum-phase filter with a high-pass characteristic (a gain increase) is realized, as shown in Fig. 2.12a. The phase lag is continuous from 0 to -360 deg , but the phase curve shows a flat region near -180 deg that is accompanied by a gain increase. By adjusting the $\omega_{p} / \omega_{z}$ ratio, a broad regional $-180-\mathrm{deg}$ phase change can be achieved. This filter, as opposed to the previous nonminimum-phase all-pass filter, provides a more robust phase shift to a flexible mode that needs a 180 -deg phase change. Special care must be taken, however, regarding the gain increase at a higher frequency region.

Nonminimum-phase low-pass filter. As shown in Fig. 2.12b, the nonmini-mum-phase low-pass filter has a different gain curve compared with the nonmini-mum-phase high-pass filter, even though the phase curve is very similar to that of the nonminimum-phase high-pass filter. If a less active damping is allowed, this filter can be used for stabilizing the unstably interacting, flexible mode because it provides gain attenuation with a proper phase shift.

Nonminimum-phase notch filter. For $\omega_{p}=\omega_{z}$ and $\zeta_{p}>\left|\zeta_{z}\right|\left(\zeta_{z}<0\right)$, a nonminimum-phase notch filter is realized, as shown in Fig. 2.13a. If passive damping (in an ideal case), does not exist, the conventional notch filter shown in Fig. 2.10a cannot be used for the stabilization of unstably interacting, flexible modes. On the other hand, this nonminimum-phase notch filter provides the desired phase shift along with sharp gain attenuation at a particular frequency. As the polezero pair of this nonminimum-phase notch filter is placed farther from the imaginary axis, the robustness of the closed-loop system is enhanced, while the nominal stability margins become smaller.

Nonminimum-phase bandpass filter. As shown in Fig. 2.13b, this filter has a gain characteristic that is the opposite of that of the nonminimum-phase notch filter. This filter can be used for a regional gain increase with a proper phasing to increase the active damping, but the overall stability margin may be decreased if the filter poles are placed too close to the imaginary axis.


Fig. 2.12a Nonminimum-phase high-pass filter.

### 2.3.3 Classical Compensator Synthesis

An intuitively meaningful procedure for designing a compensator, using the concept of generalized structural filtering, is now presented.

The basic idea of this approach is to synthesize a compensator for each mode, one by one. This successive-mode-stabilization method of synthesizing a compensator provides physical insight into how the design can become more robust and practical. This trial-and-error approach is difficult to use, especially for high-order systems, but the proper use of the basic filter patterns shown in Figs. 2.9-2.13 will result in a straightforward design with a few iterations. In particular, the use of the nonminimum-phase filtering concept significantly enhances the classical approach; however, the usefulness of this design procedure depends on the familiarity of the designer with the classical control techniques.

The design of a SISO feedback control system for a flexible structure can be carried out starting with the stabilization of the rigid-body mode and subsequent analysis and stabilization of unstably interacting flexible modes. Feedback control with a noncollocated actuator and sensor pair generally results in the presence


Fig. 2.12b Nonminimum-phase low-pass filter.


Fig. 2.13a Nonminimum-phase notch filter.
of unstably interacting flexible modes. After the unstably interacting modes have been identified, proper filtering to phase or gain stabilize those modes is then introduced. Aided by the root locus method and/or Bode plots, as well as a certain amount of trial and error, a robust compensator design can be obtained.

A procedure for SISO compensator synthesis for a system with a rigid-body mode and many flexible modes is now summarized as follows.

Step 1: control bandwidth selection. The control loop bandwidth is one of the key parameters in control design. Selection of the control bandwidth depends on many factors including performance, noise sensitivity, limited control authority, etc. The control bandwidth is closely related to the settling time, which is determined primarily by the closed-loop poles of the rigid-body mode. In many cases, it is specified a priori.

Step 2: rigid-body mode compensation. Control of the rigid-body mode is simply achieved with proportional plus derivative (PD) type feedback. In practice,


Fig. 2.13b Nonminimum-phase bandpass filter.
a phase-lead filter or PD control with a rolloff filter is employed. That is, neglecting the flexible modes, determine the position and rate gains of an ideal PD control logic represented as $u=-K(1+T s) y$ or $u=-\left(K_{P}+K_{D} s\right) y$, to achieve the desired control bandwidth. If direct rate feedback is not possible, synthesize a firstorder phase-lead compensator, $u=-K\left(T_{1} s+1\right) /\left(T_{2} s+1\right) y$, with a lead ratio not much greater than 10 . The selection of this ratio depends on the sensor noise, dominant flexible-mode frequency, and unmodeled high-frequency modes. The rigid-body mode should have reasonable damping for a satisfactory settling time, because the overall transient response is often dominated by the rigid-body mode.

Step 3: flexible mode compensation. Examine the closed-loop stability of each flexible mode after closing the loop with the controller designed in step 2. The types and degrees of the closed-loop behavior of each flexible mode depends on the actuator/sensor location and the relative spectral separation of each mode. Examine whether gain stabilization of all of the flexible modes is possible or not. If not, then determine the necessary phase lead or lag angles for each destabilized mode. Synthesize an appropriate structural filter for each destabilized mode, one by one, using the various second-order filters shown in Figs. 2.9-2.13. In this step, some skill and intuition in the classical direct frequency-shaping approaches are needed, which may be the most significant shortcoming of the successive-modestabilization approach.

Step 4: design iteration. Repeat the design process to compromise some interactions between each compensation. A few iterations using computer software packages will result in a quick and straightforward design with physical insight. When a trial design is completed, then perform the closed-loop stability analysis to ensure that the design has adequate robustness to a specified or assumed range of parameter variations. Checking the closed-loop stability for all possible situations is not a trivial problem. The closed-loop stability may be checked by a uniform increase or decrease of each flexible mode frequency. This provides a simple verification of the effect of stiffening or softening the structure on the overall closed-loop stability.

Next, the classical gain-phase stabilization approach enhanced by the concept of generalized second-order structural filtering is applied to a flexible structure control problem.

## Example 2.2

Consider the problem of controlling a two-mass-spring system, as illustrated in Fig. 2.14. A control force $u$ acts on $m_{1}$, and the position and velocity of $m_{2}$ are directly measured for feedback control. It is assumed that for the nominal system, $m_{1}=m_{2}=1$ and $k=1$ with appropriate units and time measured in seconds. For simplicity, only the spring constant $k$ is assumed to be uncertain. The stability robustness of the control loop to the mass uncertainty is to be measured by the control-loop gain margin. A transfer function description of the system is given by

$$
\begin{equation*}
\frac{y}{u}=\frac{k}{s^{2}\left(s^{2}+2 k\right)} \tag{2.36}
\end{equation*}
$$



Fig. 2.14 Two-mass-spring system and root locus vs overall loop gain of a PD controller $u=-0.086(1+s / 0.15) y$ where $y=x_{2}$.

The closed-loop poles of the rigid-body mode, with the natural frequency (bandwidth) of $\omega_{n}=0.2 \mathrm{rad} / \mathrm{s}$ and the closed-loop damping ratio of $\zeta=0.7$, are assumed to be specified. As a first attempt, a PD controller can be selected as $u=-0.086(1+s / 0.15) y$. It can be seen from Fig. 2.14 that the flexible mode becomes unstable due to the unstable interaction between the flexible mode and the rigid-body control logic.

To properly stabilize the destabilized flexible mode, an approximately $\pm 180$-deg phase shift is needed at the flexible mode frequency. The first approach to solving this problem is to provide a 180 -deg phase lead at the flexible mode frequency by using the minimum-phase lead filter shown in Fig. 2.9a. In this case, the filter zeros with a frequency lower than the flexible mode frequency are placed near the imaginary axis. The filter poles associated with the zeros are then usually placed sufficiently far to the left of the imaginary axis. A similar design based on this approach can be found in various places where such phase-lead filtering is misleadingly called notch filtering. ${ }^{13}$ This approach with phase-lead compensation may not be acceptable if the $\omega_{p} / \omega_{z}$ ratio is chosen to be too large, which would amplify any measurement noise intolerably. A typical value for this ratio would


Fig. 2.15 Root locus vs overall loop gain of a controller $u=-0.086(1+s / 0.15) y$ with nonminimum-phase all-pass filtering.
be about two and some compromise between performance and noise sensitivity should be made in selecting this ratio.

The second approach is to employ the conventional notch filter shown in Fig. 2.10a or the nonminimum-phase notch filter shown in Fig. 2.13a. The conventional notch filtering gain stabilizes the flexible mode without adding any active damping to the system. If more active structural damping is required, or if there is no natural passive damping in the flexible mode, the conventional notch filtering is not an appropriate solution. The passive vibration suppression for a case with no natural damping requires the use of nonminimum-phase notch filtering, which provides the proper gain and phase adjustments at the flexible mode frequency.

The third approach is to employ the nonminimum-phase all-pass filter, shown in Fig. 2.11, which maintains the control loop gain and provides the proper phase lag of the flexible mode signals, resulting in an increased closed-loop damping ratio of the flexible mode, i.e., active damping. The filter poles and zeros are selected as $\omega_{p}=\omega_{z}=\sqrt{2 k}(k=1$ for nominal case $)$ and $\zeta_{p}=-\zeta_{z}=0.5$. Fig. 2.15 shows the root locus vs overall loop gain of the PD controller with this nonminimum-phase all-pass filter.

For this particular design, the gain margin is 5 dB , and the rigid-body and flexible modes have phase margins of 37 and 64 deg, respectively. The flexible mode has a closed-loop damping ratio of 0.1 and the rigid-body mode has a 0.7 damping ratio. It can be verified that the closed-loop system is stable for $0.5<k<2.1$. Responses of the nominal system to an impulse disturbance at $m_{1}$ are shown in Fig. 2.16; it can be seen that the closed-loop system has a settling time of about 20 s .

## Problems

2.10. The preceding example design has a control bandwidth of $\omega_{n} \approx 0.2 \mathrm{rad} / \mathrm{s}$. Assuming that only the position of $m_{2}$ is measured, design a higher-bandwidth


Fig. 2.16 Closed-loop time responses to an impulse disturbance at $\boldsymbol{m}_{1}$.
controller with $\omega_{n} \approx 0.5 \mathrm{rad} / \mathrm{s}$. The closed-loop system must have a gain margin $>3 \mathrm{~dB}$ and a phase margin $>25 \mathrm{deg}$, and it must be stable for $\pm 25 \%$ variations of $k$.
2.11. Consider the problem of stabilizing a high-order system with many closely spaced modal frequencies using a paired noncollocated actuator and sensor, as illustrated in Fig. 2.17. It is assumed that for the nominal system, $m_{1}=m_{2}=$ $m_{3}=m_{4}=1$ and $k=4$. For simplicity, only the spring constant $k$ is assumed to be uncertain. The natural frequencies of the flexible modes are $\omega_{1}^{2}=(2-\sqrt{2}) k$, $\omega_{2}^{2}=2 k$, and $\omega_{3}^{2}=(2+\sqrt{2}) k$. It is also assumed that each dashpot has a damping coefficient of 0.004 . The flexible modes then have nominal passive damping ratios of $\zeta_{1}=0.0008, \zeta_{2}=0.0014$, and $\zeta_{3}=0.0018$.

For this eighth-order flexible structure model, the locus of the closed-loop poles vs the overall loop gain of a noncollocated PD controller is also shown in Fig. 2.17. As can be seen in this figure, the first and third flexible modes are unstably interacting with the rigid-body mode control, whereas the second mode is stably interacting with the rigid-body mode control. Assuming that only position of $m_{4}$ is measured, design a stabilizing feedback compensator with a control bandwidth of $\omega_{n}=0.2 \mathrm{rad} / \mathrm{s}$. The closed-loop system must have a gain margin $>3 \mathrm{~dB}$ and a phase margin $>25 \mathrm{deg}$, and it must be stable for $\pm 25 \%$ variations of the spring stiffness $k$ from its nominal value of 4 .

### 2.3.4 Persistent Disturbance Rejection

A classical approach to disturbance accommodating control of dynamic systems in the presence of persistent or quasiperiodic disturbances is presented here. The method exploits the so-called internal model principle for asymptotic disturbance rejection. The concept of a disturbance rejection dipole is introduced from a classical control viewpoint. The method invariably makes use of disturbance rejection


Fig. 2.17 Four-mass-spring system and root locus vs overall loop gain of a PD controller $u=-K(1+5 s) y$ where $y=x_{4}$.
dipoles and nonminimum-phase compensation for a class of noncollocated control problems in the presence of persistent disturbances.

After successful stabilization of the rigid-body mode, as well as any other unstably interacting flexible modes, active disturbance rejection is simply achieved by introducing a model of the disturbance into the feedback loop. A block diagram representation of a persistent disturbance rejection control system is shown in Fig. 2.18a.

It is assumed that a persistent (or quasi-periodic) disturbance is represented as

$$
w(t)=\sum_{i=1}^{n} A_{i} \sin \left(2 \pi f_{i} t+\phi_{i}\right)
$$

with unknown magnitudes $A_{i}$ and phases $\phi_{i}$, but known frequencies $f_{i}$. Note that if, for example, $f_{1}=2 f_{2}=\cdots=n f_{n}$, then $w(t)$ becomes a periodic disturbance.

In general, the disturbance $w(t)$ can be described by a Laplace transformation

$$
w(s)=\frac{N_{w}(s)}{D_{w}(s)}
$$

a)

b)


Fig. 2.18 Persistent disturbance rejection control system.
where $N_{w}(s)$ is arbitrary as long as $w(s)$ remains proper. The roots of $D_{w}(s)$ correspond to the frequencies at which the persistent excitation takes place. The inclusion of the disturbance model $1 / D_{w}$ inside the control loop is often referred to as the internal modeling of the disturbance. In classical design, the internal disturbance model is regarded as being part of the compensator as shown in Fig. 2.18a. The presence of $1 / D_{w}$ in the control loop results in the effective cancellation of the poles of $w(s)$, provided that no root of $D_{w}(s)$ is a zero of the plant transfer function. This is shown in the following closed-loop transfer function:

$$
\begin{align*}
y(s) & =\frac{1 / D(s)}{1+N_{c}(s) N(s) / D_{c}(s) D_{w}(s) D(s)} w(s) \\
& =\frac{D_{c}(s) D_{w}(s)}{D_{w}(s) D_{c}(s) D(s)+N_{c}(s) N(s)} \frac{N_{w}(s)}{D_{w}(s)} \tag{2.37}
\end{align*}
$$

where we can see the cancellation of $D_{w}(s)$.
The compensator can be viewed as a series of individual first-order or secondorder filters as follows:

$$
\frac{N_{c}(s)}{D_{c}(s)}=\prod_{i} \frac{N_{c_{i}}(s)}{D_{c_{i}}(s)}
$$

Each filter is designed to perform a specific task, like the stabilization of a particular
mode. In the same manner, a disturbance rejection filter can be designed that has a proper transfer function and uses the internal disturbance model $1 / D_{w}$. Thus, a proper numerator is chosen in the compensator to go with the disturbance model as shown in Fig. 2.18b. The numerator is chosen to be of the same order as $D_{w}$ so that there is a zero for each pole of the disturbance model $1 / D_{w}$.

Although the asymptotic disturbance rejection based on the internal model principle has been well known, an interesting interpretation of the concept from a classical control viewpoint is presented here. Each pole-zero combination of the disturbance rejection filter

$$
\prod_{i} \frac{s^{2} / \omega_{z_{i}}^{2}+2 \zeta_{z_{i}} s / \omega_{z_{i}}+1}{s^{2} / \omega_{p_{i}}^{2}+1}
$$

can be called a dipole, where $\zeta_{z_{i}}$ is included for generality. The filter thus consists of as many dipoles as there are frequency components in the persistent disturbance. The separation between the zero and the pole is generally referred to as the strength of the dipole. The strength of the dipole affects the settling time of the closed-loop system; in general, the larger the separation between the pole and zero of the filter the shorter the settling time is. This is caused by the position of the closed-loop eigenvalue corresponding to the filter dipole. As the strength of the dipole is increased, this eigenvalue is pushed farther to the left, speeding up the response time of the disturbance rejection. This separation influences the gainphase characteristics of the system, however, because the dipole causes a certain amount of gain-phase changes in its neighborhood. Moreover, at frequencies higher than the dipole there is a net gain increase or reduction. The magnitude of this gain increases with the separation between pole and zero. Therefore, as the strength of the dipole is changed to meet a chosen settling time the compensation must be readjusted. A compromise has to be reached often between the settling time and the stability of the compensated system.

## Problems

2.12. Consider the two-mass-spring system discussed earlier. The nominal values of the system parameters are $m_{1}=m_{2}=1$ and $k=1$ with appropriate units. A control force $u$ acts on $m_{1}$ and the position of $m_{2}$ is measured as $y$, resulting in a noncollocated control problem. Assume that a sinusoidal disturbance of $w(t)=\sin 0.5 t$, with unknown magnitude and phase, is exerted on $m_{1}$ and/or $m_{2}$ and that asymptotic disturbance rejection for the position of $m_{2}$ with a settling time of about 20 s is to be achieved. Design a controller for this problem using a classical approach and perform computer simulations of the closed-loop system.

Note: Later in this chapter, a controller of this problem will be designed using modern state-space approaches.
2.13. Consider the three-mass-spring system illustrated in Fig. 2.19. The nominal values of the system parameters are $m_{1}=m_{2}=m_{3}=1$ and $k_{1}=k_{2}=1$ with appropriate units. A control force $u$ acts on $m_{2}$ and the position of $m_{3}$ is measured as $y$, resulting in a noncollocated control problem. Assume that a sinusoidal disturbance of $w(t)=\sin 0.5 t$, with unknown magnitude and phase, is acting on $m_{1}$ and $m_{3}$ simultaneously, as illustrated in Fig. 2.19 and that asymptotic disturbance


Fig. 2.19 Noncollocated control of a three-mass-spring system.
rejection for the position of $m_{3}$ with a settling time of about 20 s is to be achieved. Design a controller $K(s)$ for this problem.

Note: This control problem of a three-mass-spring system represents the essential nature of the control redesign problem of the Hubble Space Telescope for reducing the effects of solar array vibrations on the telescope pointing jitter, which is to be studied in Chapter 9.

### 2.4 Digital Control

### 2.4.1 Discrete-Time Systems

A system described by a difference equation is called a discrete-time system or sampled-data system. A signal within a discrete-time system is described by a number sequence. In digital control systems in which a digital computer is used as a controller, these number sequences are obtained by sampling a continuous-time or analog signal. An analog-to-digital (A/D) converter converts the analog signal into a binary form that a digital computer can process. A digital-to-analog (D/A) converter then changes the binary signal out of the computer to an analog signal to drive the actuator or the plant.

The signal into the computer with the sampling period of $T$ is described by the number sequence

$$
y(0), y(T), y(2 T), \ldots
$$

which can be expressed by the notation $\{y(k T)\}$, or simply by $\{y(k)\}$. A digital control logic, also called a digital compensator or filter, can then be represented by a difference equation of the form

$$
\begin{align*}
u(k) & =a_{0} y(k)+a_{1} y(k-1)+\cdots+a_{n} y(k-n)  \tag{2.38}\\
& -b_{1} u(k-1)-b_{2} u(k-2)-\cdots-b_{n} u(k-n)
\end{align*}
$$

where $y(k)$ denotes the signal into the computer at the $k$ th sampling and $u(k)$ denotes the signal from the computer at the $k$ th sampling.

### 2.4.2 The $z$ Transformation

The $z$ domain is used for a sampled-data or discrete-time system in much the same way that the $s$ domain is used for a continuous-time system. The $z$ and $s$
domains are simply related as follows:

$$
\begin{equation*}
z=e^{T s} \quad \text { or } \quad s=(1 / T) \ln z \tag{2.39}
\end{equation*}
$$

where $T$ is the sampling period. The $z$ transform of a number sequence $\{y(k)\}$ is defined as a power series in $z^{-k}$ with coefficients equal to the values of $y(k)$; i.e., we have

$$
\begin{equation*}
y(z) \equiv \mathcal{Z}[\{y(k)\}]=\sum_{k=0}^{\infty} y(k) z^{-k}=y(0)+y(1) z^{-1}+y(2) z^{-2}+\cdots \tag{2.40}
\end{equation*}
$$

Some interesting properties of the $z$ transform are summarized as follows.

## Translation theorem.

$$
\begin{equation*}
\mathcal{Z}[\{y(k-n)\}]=\sum_{k=0}^{\infty} y(k-n) z^{-k}=z^{-n} y(z) \tag{2.41}
\end{equation*}
$$

because $y(k)=0$ for $k<0$. We also have

$$
\begin{equation*}
\mathcal{Z}[\{y(k+n)\}]=\sum_{k=0}^{\infty} y(k+n) z^{-k}=z^{n}\left[y(z)-\sum_{k=0}^{n-1} y(k) z^{-k}\right] \tag{2.42}
\end{equation*}
$$

Initial value theorem. If $y(k)$ has the $z$ transform $y(z)$ and $\lim y(z)$ exists as $z \rightarrow \infty$, then the initial value $y(0)$ can be found as

$$
\begin{equation*}
y(0)=\lim _{z \rightarrow \infty} y(z) \tag{2.43}
\end{equation*}
$$

Final value theorem. If $y(k)$ has the $z$ transform $y(z)$, then we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} y(k)=\lim _{z \rightarrow 1}[(z-1) y(z)] \tag{2.4}
\end{equation*}
$$

provided that the left-side limit exists.
Using Eq. (2.41), we obtain the $z$-domain transfer function representation of the difference equation (2.38), as follows:

$$
\begin{equation*}
\frac{u(z)}{y(z)}=\frac{a_{0}+a_{1} z^{-1}+\cdots+a_{n} z^{-n}}{1+b_{1} z^{-1}+b_{2} z^{-2}+\cdots+b_{n} z^{-n}} \tag{2.45}
\end{equation*}
$$

In digital signal processing, digital filters with both poles and zeros are called infinite impulse response (IIR) filters, whereas digital filters with only zeros are called finite impulse response (FIR) filters. The output of a FIR filter becomes exactly zero in a finite amount of time after the input is removed. The FIR filters are also called moving average filters, whereas the IIR filters are often called auto regressive moving average (ARMA) filters.




Fig. 2.20 Sampling and ZOH.

### 2.4.3 Sampling and Zero-Order Hold

In digital control systems, the number sequences $\{y(k T)\}$ are obtained by sampling a continuous-time signal. As shown in Fig. 2.20, the output of an ideal sampler with a sampling period $T$ is a train of impulses. One of the most commonly used data holds is the zero-order hold ( ZOH ). The output of the ZOH is a staircase approximation of the input signal $y(t)$. In Fig. 2.20, the sampled signal is denoted as $y^{*}(t)$ and the output signal of the ZOH is denoted as $\hat{y}(t)$. The corresponding Laplace transformed variables are denoted as $y^{*}(s)$ and $\hat{y}(s)$, respectively.

The Laplace transform of $\hat{y}(t)$ can be found as

$$
\begin{align*}
\hat{y}(s) & =y(0)\left\{\frac{1}{s}-\frac{e^{-T s}}{s}\right\}+y(T)\left\{\frac{e^{-T s}}{s}-\frac{e^{-2 T s}}{s}\right\}+\cdots \\
& =\left\{\frac{1-e^{-T s}}{s}\right\} \sum_{k=0}^{\infty} y(k T) e^{-k T s} \tag{2.46}
\end{align*}
$$

Defining

$$
\begin{equation*}
y^{*}(s)=\sum_{k=0}^{\infty} y(k T) e^{-k T s} \tag{2.47}
\end{equation*}
$$

we have

$$
\begin{equation*}
\hat{y}(s)=\frac{1-e^{-T s}}{s} y^{*}(s) \tag{2.48}
\end{equation*}
$$

Because the number sequence, $\{y(k T)\}=y^{*}(t)$, is obtained by sampling the signal $y(t)$ every $T \mathrm{~s}$, we have

$$
y(z) \equiv \mathcal{Z}\{y(k)\}=\sum_{k=0}^{\infty} y(k T) z^{-k}
$$

and

$$
\begin{equation*}
y^{*}(s)=\left.y(z)\right|_{z=e^{T s}} \tag{2.49}
\end{equation*}
$$

The sampled signal $y^{*}(t)$ is a train of impulse functions whose weights are equal to the values of the signal at the instants of sampling; i.e., we have

$$
\begin{equation*}
y^{*}(t)=\sum_{k=0}^{\infty} y(k T) \delta(t-k T) \tag{2.50}
\end{equation*}
$$

where $\delta(t)$ denotes the unit impulse function occurring at $t=0$. The sampled signal $y^{*}(t)$ can also be expressed as

$$
\begin{equation*}
y^{*}(t)=y(t) \sum_{k=-\infty}^{\infty} \delta(t-k T)=y(t) \sum_{n=-\infty}^{\infty} C_{n} \exp (j 2 \pi n t / T) \tag{2.51}
\end{equation*}
$$

where $C_{n}$ is the Fourier coefficient given by

$$
C_{n}=\frac{1}{T} \int_{0}^{T} \sum_{k=0}^{\infty} \delta(t-k T) \exp (-j 2 \pi n t / T) \mathrm{d} t=\frac{1}{T}
$$

Consequently, we have

$$
\begin{gather*}
y^{*}(t)=\frac{1}{T} \sum_{n=-\infty}^{\infty} y(t) \exp \left(j \omega_{s} n t\right)  \tag{2.52a}\\
y^{*}(s)=\mathcal{L}\left[y^{*}(t)\right]=\frac{1}{T} \sum_{n=-\infty}^{\infty} y\left(s-j \omega_{s} n\right)  \tag{2.52b}\\
\approx \frac{1}{T} y(s) \quad \text { for } \quad 0 \leq \omega<\frac{\omega_{s}}{2} \tag{2.52c}
\end{gather*}
$$

where $y(s)=\mathcal{L}[y(t)], \omega_{s}=2 \pi / T$ is called the sampling frequency and $\omega_{s} / 2$ is called the Nyquist frequency. Note that an ideal sampler has an effective scale factor of $1 / T$.

The ideal sampler and the ZOH can then be approximated as

$$
\begin{equation*}
\hat{y}(s) \approx \frac{1-e^{-T s}}{T s} y(s) \tag{2.53}
\end{equation*}
$$

For the classical $s$-domain analysis and synthesis of a digital control system, the sampler and ZOH can be further approximated as

$$
\begin{equation*}
\frac{1-e^{-T s}}{T s} \approx \frac{1}{(T s)^{2} / 12+T s / 2+1} \tag{2.54}
\end{equation*}
$$

Similarly, a pure computational time delay $e^{-T_{d} s}$ inherent to any digital control systems can be approximated as

$$
\begin{equation*}
e^{-T_{d} s} \approx \frac{\left(T_{d} s\right)^{2} / 12-T_{d} s / 2+1}{\left(T_{d} s\right)^{2} / 12+T_{d} s / 2+1} \tag{2.55}
\end{equation*}
$$

### 2.4.4 Digital Proportional-Integral-Derivative Controller

Consider a continuous-time PID controller represented as

$$
u(t)=-K_{P} y(t)-K_{I} \int y(t) \mathrm{d} t-K_{D} \dot{y}(t)
$$

Using Euler's approximation of differentiation

$$
\begin{equation*}
s \approx \frac{1-z^{-1}}{T}=\frac{z-1}{T z} \tag{2.56}
\end{equation*}
$$

we obtain an equivalent digital PID controller represented in $z$-domain transfer function form as

$$
\begin{equation*}
u=-\left\{K_{P}+K_{I} \frac{T}{1-z^{-1}}+K_{D} \frac{1-z^{-1}}{T}\right\} y \tag{2.57}
\end{equation*}
$$

This digital PID control logic can be implemented in a computer as follows:

$$
\begin{equation*}
u(k)=-K_{P} y(k)-K_{I} \hat{u}(k)-K_{D} \frac{y(k)-y(k-1)}{T} \tag{2.58}
\end{equation*}
$$

where

$$
\hat{u}(k)=\hat{u}(k-1)+T y(k)
$$

A single-axis block diagram representation of a digital control system of the Hubble Space Telescope is shown in Fig. 2.21. As can be seen in this figure, the baseline digital control system of the Hubble Space Telescope, with a sampling period $T=0.025 \mathrm{~s}$ and a computational delay of $T_{d}=0.008 \mathrm{~s}$, is in fact a digital PID controller with an FIR filter in the rate loop. A control redesign problem of the Hubble Space Telescope will be treated in Chapter 9.

### 2.4.5 Discretization of Continuous-Time Systems

Bilinear or Tustin transformation. For the digital PID control logic, represented as Eq. (2.57), we simply used Euler's method to approximate the continuoustime integration or differentiation. Euler's approximation described by Eq. (2.56) is a simple method for converting functions of $s$ to functions of $z$. If we need a more


Fig. 2.21 Simplified block diagram of the pitch-axis pointing control system of the Hubble Space Telescope. ${ }^{14}$
accurate digital integration or differentiation, however, we may use the bilinear or Tustin transformation

$$
\begin{equation*}
s \approx \frac{2\left(1-z^{-1}\right)}{T\left(1+z^{-1}\right)}=\frac{2(z-1)}{T(z+1)} \tag{2.59}
\end{equation*}
$$

which is based on the Taylor series approximation for $e^{T s}$ given as

$$
z=e^{T s}=\frac{e^{T s / 2}}{e^{-T s / 2}} \approx \frac{1+T s / 2}{1-T s / 2}
$$

If the gain and phase of both functions in $s$ domain and $z$ domain are desired to be identical at a specified frequency, then the following bilinear transformation with prewarping can also be used

$$
\begin{equation*}
s \approx \frac{\omega_{0}}{\tan \left(\omega_{0} T / 2\right)} \frac{1-z^{-1}}{1+z^{-1}} \tag{2.60}
\end{equation*}
$$

where $\omega_{0}$ is the prewarping frequency.

Pole-zero mapping. In addition to the bilinear transformation, the pole-zero mapping method can be employed to convert functions of $s$ to functions of $z$. Given an $s$-domain function that is a ratio of two polynomials, $G(s)=N(s) / D(s)$, this method substitutes $z=e^{T s}$ in the zeros of $N(s)$ and $D(s)$ to obtain $N(z)$ and $D(z)$. The gain of the digital filter is selected such that

$$
\left.G(s)\right|_{s=0}=\left.G(z)\right|_{z=1}
$$

and the zeros of $G(s)$ at $s=\infty$ are mapped to the point $z=-1$ of the digital filter $G(z)$.

For example, consider a transfer function of the form

$$
G(s)=\frac{a}{s+a} \frac{\omega_{n}^{2}}{s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}}
$$

Using the pole-zero mapping method, we obtain the equivalent $z$-domain transfer function, as follows:

$$
G(z)=\frac{\left(1-e^{-a T}\right)(z+1)}{2\left(z-e^{-a T}\right)} \frac{\left(1-2 e^{\zeta \omega_{n} T} \cos \omega_{d}+e^{-2 \zeta \omega_{n} T}\right) z^{2}}{z^{2}-\left(2 e^{\zeta \omega_{n} T} \cos \omega_{d}\right) z+e^{-2 \zeta \omega_{n} T}}
$$

where $\omega_{d}=\omega_{n} \sqrt{1-\zeta^{2}}$. A transfer function $G(s)$ with zeros can also be similarly transformed to the $z$-domain transfer function using the pole-zero mapping method as was illustrated.

State transition matrix. Consider a linear time-invariant, continuous-time system described by

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u} \tag{2.61}
\end{equation*}
$$

where $\mathbf{x}$ is the state vector and $\mathbf{u}$ the control input vector. This continuous-time equation is discretized to a discrete-time equation as follows. Assume that the input $\mathbf{u}(t)$ is constant over the sampling interval between any two consecutive sampling instants; i.e., we assume that $u(t)=u(k T)$ for the $k$ th sampling period.

The solution of Eq. (2.61) is, in general, given as

$$
\begin{equation*}
\mathbf{x}(t)=e^{\mathbf{A} t} \mathbf{x}(0)+\int_{0}^{t} e^{\mathbf{A}(t-\tau)} \mathbf{B u}(\tau) \mathrm{d} \tau \tag{2.62}
\end{equation*}
$$

where the matrix $e^{\mathbf{A} t}$ is called the state transition matrix and $\mathbf{x}(0)$ denotes the state vector at $t=0$. Therefore, we have the following discrete-time equation for Eq. (2.61):

$$
\begin{equation*}
\mathbf{x}(k+1)=e^{\mathbf{A} T} \mathbf{x}(k)+\left[\int_{0}^{T} e^{\mathbf{A} t} \mathrm{~d} t\right] \mathbf{B} \mathbf{u}(k) \tag{2.63}
\end{equation*}
$$

## Problems

2.14. Given the continuous-time state equation

$$
\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u
$$

show that the equivalent discrete-time equation for $u(t)=u(k T)$ for the $k$ th sampling period can be found as

$$
\left[\begin{array}{l}
x_{1}(k+1) \\
x_{2}(k+1)
\end{array}\right]=\left[\begin{array}{cc}
1 & T \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1}(k) \\
x_{2}(k)
\end{array}\right]+\left[\begin{array}{c}
T^{2} / 2 \\
T
\end{array}\right] u(k)
$$

2.15. Given the continuous-time state equation

$$
\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u
$$

show that the equivalent discrete-time equation for $u(t)=u(k T)$ for the $k t h$ sampling period can be found as

$$
\left[\begin{array}{l}
x_{1}(k+1) \\
x_{2}(k+1)
\end{array}\right]=\left[\begin{array}{rr}
\cos T & \sin T \\
-\sin T & \cos T
\end{array}\right]\left[\begin{array}{l}
x_{1}(k) \\
x_{2}(k)
\end{array}\right]+\left[\begin{array}{c}
1-\cos T \\
\sin T
\end{array}\right] u(k)
$$

2.16. Consider a preliminary control design problem of the X-ray Timing Explorer (XTE) spacecraft, in which a slow sampling rate and an additional computational delay of a digital control system cause an unstable control-structure interaction for the spacecraft even with collocated actuator and sensor. A singleaxis block diagram representation of a digital control system of the XTE is shown in Fig. 2.22. The nominal value of the spacecraft inertia is $J=2690 \mathrm{~kg} \cdot \mathrm{~m}^{2}$, and the nominal values of the modal frequencies and modal gains are given in Table 2.1.

The control design specifications are $\omega_{n}=0.5 \mathrm{rad} / \mathrm{s}(0.08 \mathrm{~Hz}), \zeta=0.707$, and $\tau=10 \mathrm{~s}$ where $\omega_{n}$ and $\zeta$ are the natural frequency (bandwidth) and damping ratio of the closed-loop poles associated with the rigid-body mode, respectively, and $\tau$ is the time constant of the integral control. The stability margin requirements are gain margin $>6 \mathrm{~dB}$ and phase margin $>30 \mathrm{deg}$. The control system is also required to maintain a pointing accuracy of 15 arcsec with respect to a disturbance $d(t)$ induced by periodic angular motions of payload instruments with a period of 32 s .

Design a digital PID controller of the form shown in Fig. 2.22. Also perform computer simulation of the closed-loop system, in particular, with the disturbance shown in Fig. 2.22.

Table 2.1 Modal frequencies and gains of XTE spacecraft ${ }^{\text {a }}$

| Modes | $\omega_{i}, \mathrm{rad} / \mathrm{s}$ | $K_{i}$ |
| :--- | :---: | :---: |
| 1 | 5.0 | 0.4168 |
| 2 | 21.1 | 0.0901 |
| 3 | 26.3 | 0.1684 |
| 4 | 32.3 | 0.0831 |
| 5 | 93.3 | 0.0991 |

[^10]

Fig. 2.22 Digital control design for the XTE spacecraft.

Hint: One of the following continuous-time filters may be utilized for designing a digital filter $D(z)$ :

$$
\begin{array}{ll}
C_{1}(s)=\frac{1}{0.25 s^{2}+0.4 s+1}, & C_{2}(s)=\frac{0.0625 s^{2}+0.1 s+1}{0.0256 s^{2}+0.08 s+1} \\
C_{3}(s)=\frac{0.04 s^{2}+0.002 s+1}{0.04 s^{2}+0.4 s+1}, & C_{4}(s)=\frac{0.0494 s^{2}-0.2222 s+1}{0.0494 s^{2}+0.2222 s+1}
\end{array}
$$

Other direct digital design techniques ${ }^{15}$ may also be employed for this problem. Instead of using one of the preceding structural filters, an additional time delay may also be utilized to stabilize the closed-loop system.

### 2.5 Modern State-Space Methods

In this section we introduce modern state-space approaches to linear systems control. This somewhat mathematical subject is also of practical importance for a wide range of dynamics and control problems of space vehicles.

### 2.5.1 Mathematical Preliminaries

Some mathematical facts from advanced linear algebra are briefly summarized here. Familiarity with these concepts will be useful in studying advanced control techniques for complex dynamic systems.

Set. If $x$ is a member of the set $X$, we write $x \in X$. A set $X$ is a subset of the set $Y$ if every element of $X$ is also an element of $Y$. In this case, we write $X \subset Y$. The set of all $m \times n$ matrices with coefficients in the field of real numbers is denoted as $R^{m \times n}$. Similarly, the set of all $m \times n$ matrices with coefficients in the field of complex numbers is denoted as $C^{m \times n}$. The set of all $n \times 1$ column vectors with coefficients in the field of real or complex numbers is often denoted as $R^{n}$ or $C^{n}$, respectively.

The least upper bound or supremum of a set $X$ is denoted as

$$
\sup _{x \in X} x \quad \text { or } \quad \sup \{x: x \in X\}
$$

Similarly, the greatest lower bound or infimum of a set $X$ is denoted as

$$
\inf _{x \in X} x \quad \text { or } \quad \inf \{x: x \in X\}
$$

A set $X$ in a linear vector space is said to be convex if, given $x_{1}, x_{2} \in X$, all points of the form $x=a x_{1}+(1-a) x_{2}$ with $0 \leq a \leq 1$ are in $X$. A point $x$ in a convex set $X$ is said to be an extreme point or corner of $X$ if there are no two distinct points $x_{1}$ and $x_{2}$ in $X$ such that $x=a x_{1}+(1-a) x_{2}$ with $0<a<1$. Given an arbitrary set $X$ in a linear vector space, the smallest convex set containing $X$ is said to be the convex hull or convex cover of the set $X$. A closed bounded convex set is equal to the closed convex hull of its extreme points.

Linear independence. A set of vectors, $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$, is said to be linearly dependent if and only if there exist scalars $x_{1}, \ldots, x_{n}$, not all zero, such that

$$
\sum_{i=1}^{n} x_{i} \mathbf{a}_{i}=x_{1} \mathbf{a}_{1}+x_{2} \mathbf{a}_{2}+\cdots+x_{n} \mathbf{a}_{n}=\left[\begin{array}{llll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \cdots & \mathbf{a}_{n}
\end{array}\right]\left[\begin{array}{c}
x_{1}  \tag{2.64}\\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]=0
$$

If the only set of $x_{1}, \ldots, x_{n}$ for which Eq. (2.64) holds is $x_{i}=0 \forall i$, then the set of vectors $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ is said to be linearly independent.

The maximum number of linearly independent vectors is called the dimension of a linear vector space. A set of $n$ linearly independent vectors is called a basis of an $n$-dimensional vector space.

Linear algebraic equations. Consider a set of linear algebraic equations of the form

$$
\begin{equation*}
\mathbf{A x}=\mathbf{b} \tag{2.65}
\end{equation*}
$$

where $\mathbf{A} \in R^{m \times n}, \mathbf{x} \in R^{n}$, and $\mathbf{b} \in R^{m}$. Let $\mathbf{a}_{i}$ be the $i$ th column of $\mathbf{A}$; that is,

$$
\mathbf{A}=\left[\begin{array}{llll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \cdots & \mathbf{a}_{n}
\end{array}\right]
$$

Then Eq. (2.65) can be written as

$$
x_{1} \mathbf{a}_{1}+x_{2} \mathbf{a}_{2}+\cdots+x_{n} \mathbf{a}_{n}=\mathbf{b}
$$

where $x_{i}$ is the $i$ th component of $\mathbf{x}$.
The range space of a linear operator $\mathbf{A}$, denoted by $R(\mathbf{A})$, is defined to be the set of all possible combinations of the columns of $\mathbf{A}$. The dimension of the range space $R(\mathbf{A})$ is called the rank of $\mathbf{A}$ and is denoted by rank (A). The rank of a matrix $\mathbf{A}$ is the maximum number of linearly independent columns or rows of $\mathbf{A}$. The null space of a linear operator $\mathbf{A}$, denoted by $N(\mathbf{A})$, is defined to be the set of all the elements $\mathbf{x}$ for which $\mathbf{A x}=0$. The dimension of the null space $N(\mathbf{A})$ is called the nullity of $\mathbf{A}$ and is denoted by null(A). In other words, the number of linearly independent solutions of $\mathbf{A x}=0$ is the nullity of $\mathbf{A}$. For $\mathbf{A} \in R^{m \times n}$, we have

$$
\begin{equation*}
\operatorname{rank}(\mathbf{A})+\operatorname{null}(\mathbf{A})=n \tag{2.66}
\end{equation*}
$$

Therefore, the number of linearly independent solutions of $\mathbf{A x}=0$ is equal to $n-$ $\operatorname{rank}(\mathbf{A})$.

Eigenvalues and eigenvectors. Let $\mathbf{A}$ be an $n \times n$ square matrix. Then a scalar $\lambda$ is called an eigenvalue of $\mathbf{A}$ if there exists a nonzero $n \times 1$ (column) vector q such that

$$
\begin{equation*}
\mathbf{A q}=\lambda \mathbf{q} \quad \text { or } \quad(\lambda \mathbf{I}-\mathbf{A}) \mathbf{q}=0 \tag{2.67}
\end{equation*}
$$

where $I$ is the identity matrix of order $n$. Any nonzero vector satisfying Eq. (2.67) is called a right eigenvector, or simply called an eigenvector of $\mathbf{A}$, associated with the eigenvalue $\lambda$. The eigenvalues are the roots of the following characteristic polynomial equation:

$$
\begin{equation*}
|\lambda \mathbf{I}-\mathbf{A}|=\lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n-1} \lambda+a_{n}=0 \tag{2.68}
\end{equation*}
$$

If a nonzero $n \times 1$ (column) vector $p$ exists such that

$$
\begin{equation*}
\mathbf{A}^{T} \mathbf{p}=\lambda \mathbf{p} \quad \text { or } \quad \mathbf{p}^{T} \mathbf{A}=\lambda \mathbf{p}^{T} \tag{2.69}
\end{equation*}
$$

then $\mathbf{p}$ is called a left eigenvector of $\mathbf{A}$ associated with the eigenvalue $\lambda$. Note that the eigenvalues of $\mathbf{A}$ and $\mathbf{A}^{T}$ are the same.

Cayley-Hamilton theorem. Let $\lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n-1} \lambda+a_{n}=0$ be the characteristic polynomial equation of a matrix $A$. Then we have

$$
\begin{equation*}
\mathbf{A}^{n}+a_{1} \mathbf{A}^{n-1}+\cdots+a_{n-1} \mathbf{A}+a_{n} \mathbf{I}=0 \tag{2.70}
\end{equation*}
$$

This result is known as the Cayley-Hamilton theorem.
Modal decomposition. Consider an $n \times n$ square matrix $\mathbf{A}$ with $n$ distinct eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. Let $\mathbf{q}_{j}$ be a right eigenvector of $\mathbf{A}$ associated with $\lambda_{j}$; that is,

$$
\begin{equation*}
\mathbf{A} \mathbf{q}_{j}=\lambda_{j} \mathbf{q}_{j} \tag{2.71}
\end{equation*}
$$

Then the set $\left\{\mathbf{q}_{1}, \ldots, \mathbf{q}_{n}\right\}$ is linearly independent and we define a matrix $\mathbf{Q}$ as

$$
\mathbf{Q}=\left[\begin{array}{llll}
\mathbf{q}_{1} & \mathbf{q}_{2} & \cdots & \mathbf{q}_{n}
\end{array}\right]
$$

which is often called the modal matrix of A. Consequently, we have

$$
\begin{equation*}
\mathbf{A} \mathbf{Q}=\mathbf{Q} \boldsymbol{\Lambda} \quad \text { or } \quad \mathbf{A}=\mathbf{Q} \boldsymbol{\Lambda} \mathbf{Q}^{-1} \tag{2.72}
\end{equation*}
$$

where

$$
\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)
$$

Similarly, let $\mathbf{p}_{i}$ be a left eigenvector of $\mathbf{A}$ associated with $\lambda_{i}$; i.e.,

$$
\begin{equation*}
\mathbf{p}_{i}^{T} \mathbf{A}=\lambda_{i} \mathbf{p}_{i}^{T} \tag{2.73}
\end{equation*}
$$

Then the set $\left\{\mathbf{p}_{1}, \ldots, \mathbf{p}_{n}\right\}$ is linearly independent, and

$$
\begin{equation*}
\mathbf{P}^{T} \mathbf{A}=\mathbf{\Lambda} \mathbf{P}^{T} \quad \text { or } \quad \mathbf{A}=\mathbf{P}^{-T} \boldsymbol{\Lambda} \mathbf{P}^{T} \tag{2.7.7}
\end{equation*}
$$

where

$$
\mathbf{P}=\left[\begin{array}{llll}
\mathbf{p}_{1} & \mathbf{p}_{2} & \cdots & \mathbf{p}_{n}
\end{array}\right]
$$

Combining Eqs. (2.71) and (2.73), we obtain

$$
\mathbf{p}_{i}^{T} \mathbf{q}_{j}=0
$$

because $\lambda_{i} \neq \lambda_{j}$ when $i \neq j$. Furthermore, if $\mathbf{p}_{i}$ and $\mathbf{q}_{i}$ are normalized such that $\mathbf{p}_{i}^{T} \mathbf{q}_{i}=1$ for all $i$, then we have

$$
\begin{equation*}
\mathbf{p}_{i}^{T} \mathbf{q}_{j}=\delta_{i j} \quad \text { or } \quad \mathbf{P}^{T} \mathbf{Q}=\mathbf{I} \tag{2.75}
\end{equation*}
$$

Finally, a square matrix $\mathbf{A}$ with distinct eigenvalues can then be decomposed into the form

$$
\begin{equation*}
\mathbf{A}=\mathbf{Q} \mathbf{\Lambda} \mathbf{P}^{T} \tag{2.76}
\end{equation*}
$$

which becomes

$$
\mathbf{A}=\left[\begin{array}{lll}
\mathbf{q}_{1} & \cdots & \mathbf{q}_{n}
\end{array}\right]\left[\begin{array}{lll}
\lambda_{1} & &  \tag{2.77}\\
& \ddots & \\
& & \lambda_{n}
\end{array}\right]\left[\begin{array}{c}
\mathbf{p}_{1}^{T} \\
\vdots \\
\mathbf{p}_{n}^{T}
\end{array}\right]=\sum_{i=1}^{n} \lambda_{i} \mathbf{q}_{i} \mathbf{p}_{i}^{T}
$$

This result shows that a square matrix $A$ can be expanded in terms of its right and left eigenvectors. Consequently, we have

$$
\begin{equation*}
e^{\mathbf{A} t}=\mathbf{Q} e^{\mathbf{\Lambda} t} \mathbf{Q}^{-1}=\mathbf{Q} e^{\boldsymbol{\Lambda} t} \mathbf{P}^{T}=\sum_{i} e^{\lambda_{i} t} \boldsymbol{q}_{i} \mathbf{p}_{i}^{T} \tag{2.78}
\end{equation*}
$$

The decomposition of a square matrix $\mathbf{A}$ into a diagonal matrix $\boldsymbol{\Lambda}$ described by

$$
\begin{equation*}
\boldsymbol{\Lambda}=\mathbf{Q}^{-1} \mathbf{A} \mathbf{Q} \tag{2.79}
\end{equation*}
$$

is called the modal (or spectral) decomposition of the matrix $\mathbf{A}$ by a modal (or similarity) transformation. In general, two matrices $\mathbf{A}$ and $\mathbf{A}^{\prime}$ are said to be similar if there exists a nonsingular matrix $\mathbf{Q}$ such that $\mathbf{A}^{\prime}=\mathbf{Q}^{-1} \mathbf{A} \mathbf{Q}$.

If an $n \times n$ matrix $\mathbf{A}$ has repeated eigenvalues, it is not always possible to find $n$ linearly independent eigenvectors. Consequently, it is not always possible to find a diagonal matrix representation of such a matrix with repeated eigenvalues. It is possible, however, to find a special set of basis vectors so that the new representation is almost a diagonal form, called a Jordan canonical form. The form has the eigenvalues of $\mathbf{A}$ on the diagonal and either 0 or 1 on the superdiagonal.

Consider a linear time-invariant dynamic system described as

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{A} \mathbf{x} \tag{2.80}
\end{equation*}
$$

where $\mathbf{x}$ is called the state vector. For simplicity, assume that all eigenvalues of $\mathbf{A}$ are distinct and real. The zero-input response of this system due to the initial condition $\mathbf{x}(0)$ can be written as

$$
\begin{equation*}
\mathbf{x}(s)=[s \mathbf{I}-\mathbf{A}]^{-1} \mathbf{x}(0)=\sum_{i} \frac{\mathbf{q}_{i} \mathbf{p}_{i}^{T}}{s-\lambda_{i}} \mathbf{x}(0) \tag{2.81}
\end{equation*}
$$

where $\mathbf{q}_{i}^{T} \mathbf{p}_{j}=\delta_{i j}=\mathbf{p}_{i}^{T} \mathbf{q}_{j}$. In the time domain, the zero-input response becomes

$$
\begin{equation*}
\mathbf{x}(t)=e^{\mathbf{A} t} \mathbf{x}(0)=\sum_{i} e^{\lambda_{i} t} \mathbf{q}_{i} \mathbf{p}_{i}^{T} \mathbf{x}(0)=\sum_{i} \underbrace{\mathbf{p}_{i}^{T} \mathbf{x}(0)}_{\text {scalar }} e^{\lambda_{i} t} \mathbf{q}_{i} \tag{2.82}
\end{equation*}
$$

From this equation, we notice that if the initial condition $\mathbf{x}(0)$ is chosen such that

$$
\mathbf{x}(0)=c \mathbf{q}_{j}
$$

where $c$ is a nonzero real constant, then

$$
\mathbf{x}(t)=e^{\lambda_{j} t} \mathbf{x}(0)
$$

That is, only the $j$ th mode $e^{\lambda_{j} t}$ is excited by such initial condition $\mathbf{x}(0)$.
If $\lambda_{i}$ is a complex eigenvalue with complex right and left eigenvectors $\mathbf{q}_{i}$ and $\mathbf{p}_{i}$, then $\bar{\lambda}_{i}$ is also an eigenvalue with complex right and left eigenvectors $\overline{\mathbf{q}}_{i}$ and $\overline{\mathbf{p}}_{i}$, where the overbar denotes the complex conjugate. Therefore, for a pair of complex eigenvalues $\lambda_{i}$ and $\bar{\lambda}_{i}$, we have

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{p}_{i}^{T} \mathbf{x}(0) e^{\lambda_{i} t} \mathbf{q}_{i}+\overline{\mathbf{p}}_{i}^{T} \mathbf{x}(0) e^{\bar{\lambda}_{i} t} \overline{\mathbf{q}}_{i}=2 \operatorname{Re}[\underbrace{\mathbf{p}_{i}^{T} \mathbf{x}(0)}_{\text {scalar }} e^{\lambda_{i} t} \mathbf{q}_{i}] \tag{2.83}
\end{equation*}
$$

Complex matrix. The complex conjugate transpose of a matrix $\mathbf{A} \in C^{m \times n}$ is denoted by $\mathbf{A}^{*}$. Note that $(\mathbf{A} \pm \mathbf{B})^{*}=\mathbf{A}^{*} \pm \mathbf{B}^{*}$ and $(\mathbf{A B})^{*}=\mathbf{B}^{*} \mathbf{A}^{*}$. If $\mathbf{A}=\mathbf{A}^{*}$, then the matrix $\mathbf{A}$ is called a Hermitian matrix. If $\mathbf{A}=-\mathbf{A}^{*}$, then the matrix $\mathbf{A}$ is called a skew-Hermitian matrix. If $\mathbf{A} \mathbf{A}^{*}$ is a diagonal matrix, then the matrix $\mathbf{A}$ is called a normal matrix. If $\mathbf{A} \mathbf{A}^{*}$ is an identity matrix, then the matrix $\mathbf{A}$ is called a unitary matrix. For a unitary matrix $A$, we have $\mathbf{A}^{-1}=\mathbf{A}^{*}$. (If $\mathbf{A}$ is a real matrix, then $\mathbf{A}^{*} \equiv \mathbf{A}^{T}$.)

Positive definiteness of a complex matrix. Let $\mathbf{A}=\left[a_{i j}\right] \in C^{n \times n}$ be a Hermitian matrix; i.e., $\mathbf{A}^{*}=\mathbf{A}$ and all the eigenvalues of $\mathbf{A}$ are real.

A Hermitian matrix $\mathbf{A}$ is said to be positive definite (positive semidefinite) if $\mathbf{x}^{*} \mathbf{A x}>0\left(\mathbf{x}^{*} \mathbf{A x} \geq 0\right)$ for all nonzero $\mathbf{x}$.

A Hermitian matrix $\mathbf{A}$ is also said to be positive definite if and only if any one of the following conditions holds:

1) All of the eigenvalues of A are positive.
2) All of the leading principal minors of $\mathbf{A}$ are positive.
3) There exists a nonsingular matrix $\mathbf{Q}$ such that $\mathbf{A}=\mathbf{Q}^{*} \mathbf{Q}$.

Similarly, a Hermitian matrix $\mathbf{A}$ is said to be positive semidefinite if and only if any one of the following conditions holds:

1) All of the eigenvalues of $\mathbf{A}$ are nonnegative.
2) All of the leading principal minors of $\mathbf{A}$ are nonnegative.
3) There exists a singular matrix $\mathbf{Q}$ such that $\mathbf{A}=\mathbf{Q}^{*} \mathbf{Q}$.

Furthermore, for a Hermitian matrix $\mathbf{A} \in C^{n \times n}$ and any nonzero $\mathbf{x} \in C^{n}$, we have

$$
\begin{equation*}
\lambda_{\min }(\mathbf{A}) \leq \frac{\mathbf{x}^{*} \mathbf{A} \mathbf{x}}{\mathbf{x}^{*} \mathbf{x}} \leq \lambda_{\max }(\mathbf{A}) \tag{2.84}
\end{equation*}
$$

Singular value decomposition. Consider an $m \times n$ complex matrix $\mathbf{A}$ of rank $r$; that is, let $\mathbf{A} \in C_{r}^{m \times n}$. Then there exist unitary matrices $\mathbf{U} \in C^{m \times m}$ and $\mathbf{V} \in C^{n \times n}$ such that $\mathbf{U}^{*} \mathbf{U}=\mathbf{I}$ and $\mathbf{V}^{*} \mathbf{V}=\mathbf{I}$, and

$$
\begin{equation*}
\mathbf{A}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{*} \tag{2.85}
\end{equation*}
$$

where

$$
\boldsymbol{\Sigma}=\left[\begin{array}{ll}
\mathbf{S} & 0 \\
0 & 0
\end{array}\right] \in R_{r}^{m \times n}
$$

and $\mathbf{S}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right)$ with $\sigma_{i}>0(i=1, \ldots, r)$. The numbers $\sigma_{1}, \ldots, \sigma_{r}$ together with $\sigma_{r+1}=\cdots=\sigma_{n}=0$ are called the singular values of $\mathbf{A}$.

From Eq. (2.85), we have

$$
\begin{array}{lll}
\left(\mathbf{A A}^{*}\right) \mathbf{U}=\mathbf{U}\left(\boldsymbol{\Sigma} \mathbf{\Sigma}^{*}\right) & \text { or } & \left(\mathbf{A A}^{*}\right) \mathbf{u}_{i}=\sigma_{i}^{2} \mathbf{u}_{i} \\
\left(\mathbf{A}^{*} \mathbf{A}\right) \mathbf{V}=\mathbf{V}\left(\boldsymbol{\Sigma}^{*} \mathbf{\Sigma}\right) & \text { or } & \left(\mathbf{A}^{*} \mathbf{A}\right) \mathbf{v}_{i}=\sigma_{i}^{2} \mathbf{v}_{i} \tag{2.86b}
\end{array}
$$

where

$$
\begin{aligned}
& \mathbf{U}=\left[\begin{array}{lll}
\mathbf{u}_{\mathbf{1}} & \cdots & \mathbf{u}_{m}
\end{array}\right] \\
& \mathbf{V}=\left[\begin{array}{lll}
\mathbf{v}_{\mathbf{1}} & \cdots & \mathbf{v}_{n}
\end{array}\right]
\end{aligned}
$$

Thus, A can be expanded in terms of the singular vectors, $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$, as follows:

$$
\mathbf{A}=\left[\begin{array}{lll}
\mathbf{u}_{1} & \cdots & \mathbf{u}_{m}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{S} & 0  \tag{2.87}\\
0 & 0
\end{array}\right]\left[\begin{array}{c}
\mathbf{v}_{1}^{*} \\
\vdots \\
\mathbf{v}_{n}^{*}
\end{array}\right]=\sum_{i=1}^{r} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{*}
$$

Consequently, $\mathbf{U}$ is the unitary modal matrix of $\mathbf{A A}^{*}$, whereas $\mathbf{V}$ is the unitary modal matrix of $\mathbf{A}^{*} \mathbf{A}$. The modal form of $\mathbf{A A}^{*}$ is $\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{*}$, whereas the modal form of $\mathbf{A}^{*} \mathbf{A}$ is $\boldsymbol{\Sigma}^{*} \boldsymbol{\Sigma}$. The columns of $\mathbf{U}$ are called the left singular vectors of $\mathbf{A}$ or the unitary eigenvectors of $\mathbf{A A}^{*}$. Similarly, the columns of $\mathbf{V}$ are called the right singular vectors of $\mathbf{A}$ or the unitary eigenvectors of $\mathbf{A}^{*} \mathbf{A}$.

The singular values of $\mathbf{A}$ are thus defined to be the positive square roots of the eigenvalues of $\mathbf{A}^{*} \mathbf{A}$; that is,

$$
\begin{equation*}
\sigma_{i}(\mathbf{A})=\sqrt{\lambda_{i}\left(\mathbf{A}^{*} \mathbf{A}\right)} \tag{2.88}
\end{equation*}
$$

where $\lambda_{i}\left(\mathbf{A}^{*} \mathbf{A}\right)$ denotes the $i$ th eigenvalue of $\mathbf{A}^{*} \mathbf{A}$, and all $\lambda_{i}\left(\mathbf{A}^{*} \mathbf{A}\right) \geq 0$. The largest and smallest singular values of $\mathbf{A}$, denoted by $\bar{\sigma}(\mathbf{A})$ and $\sigma(\mathbf{A})$, respectively, are given by

$$
\begin{aligned}
\bar{\sigma}(\mathbf{A}) & =\sqrt{\lambda_{\max }\left(\mathbf{A}^{*} \mathbf{A}\right)} \\
\underline{\sigma}(\mathbf{A}) & =\sqrt{\lambda_{\min }\left(\mathbf{A}^{*} \mathbf{A}\right)}
\end{aligned}
$$

The choice of $\mathbf{A}^{*} \mathbf{A}$ rather than $\mathbf{A A}^{*}$ in the definition of singular values is arbitrary. Only the nonzero singular values are usually of real interest and their number is the rank of the matrix. The matrix $\mathbf{A}^{*} \mathbf{A}$ is a square matrix of order $n$ and is a positive semidefinite Hermitian matrix. Note that the eigenvalues of a positive semidefinite, Hermitian matrix are all real. For a real matrix A, we know that the eigenvalues of $\mathbf{A}$ and $\mathbf{A}^{T}$ are the same. Similarly, for a complex matrix $\mathbf{A}$, the nonzero singular values of $\mathbf{A}$ and $\mathbf{A}^{*}$ are the same. If $\mathbf{A}=\mathbf{A}^{*}$, then $\sigma_{i}(\mathbf{A})=\left|\lambda_{i}(\mathbf{A})\right|$. We also have $\underline{\sigma}(\mathbf{A})=1 / \bar{\sigma}\left(\mathbf{A}^{-1}\right)$.

Vector and matrix norms. The concept of the norm of a vector $\mathbf{x} \in C^{n}$ is a generalization of the idea of length. The $\ell_{p}$ vector norm of $\mathbf{x}$ is defined as

$$
\begin{equation*}
\|\mathbf{x}\|_{p}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}, \quad 1 \leq p<\infty \tag{2.89}
\end{equation*}
$$

and, for example, we have

$$
\begin{gather*}
\|\mathbf{x}\|_{1}=\sum_{i=1}^{n}\left|x_{i}\right|  \tag{2.90}\\
\|\mathbf{x}\|_{2}=\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{\frac{1}{2}}=\sqrt{\mathbf{x}^{*} \mathbf{x}}  \tag{2.91}\\
\|\mathbf{x}\|_{\infty}=\lim _{p \rightarrow \infty}\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}=\max _{i}\left|x_{i}\right| \tag{2.92}
\end{gather*}
$$

The two-norm defined as Eq. (2.91) is called the Euclidean or spectral norm.
The norm of a matrix $\mathbf{A}=\left[a_{i j}\right] \in C^{n \times n}$ is defined as

$$
\begin{equation*}
\|\mathbf{A}\|=\sup _{\mathbf{x} \neq 0} \frac{\|\mathbf{A x}\|}{\|\mathbf{x}\|}=\sup _{\|\mathbf{x}\|=1}\|\mathbf{A} \mathbf{x}\| \tag{2.93}
\end{equation*}
$$

where sup stands for supremum, the largest possible number of $\|\mathbf{A x}\|$ or the least upper bound of $\|\mathbf{A x}\|$. The norm of a matrix $\mathbf{A}$ is defined through the norm of a
vector $\mathbf{x}$; thus it is called an induced norm. For different $\|\mathbf{x}\|$, we have different $\|\mathbf{A}\|$; i.e.,

$$
\begin{gather*}
\|\mathbf{A}\|_{1}=\max _{j}\left(\sum_{i=1}^{n}\left|a_{i j}\right|\right)  \tag{2.94a}\\
\|\mathbf{A}\|_{2}=\bar{\sigma}(\mathbf{A})=\sqrt{\lambda_{\max }\left(\mathbf{A}^{*} \mathbf{A}\right)}  \tag{2.94b}\\
\|\mathbf{A}\|_{\infty}=\max _{i}\left(\sum_{j=1}^{n}\left|a_{i j}\right|\right) \tag{2.94c}
\end{gather*}
$$

where $\bar{\sigma}(\mathbf{A})$ denotes the largest singular value of $\mathbf{A}$. The two-norm of the inverse of a nonsingular square matrix $\mathbf{A}$ is also defined such that

$$
\begin{equation*}
\frac{1}{\left\|\mathbf{A}^{-1}\right\|_{2}}=\inf _{\mathbf{x} \neq 0} \frac{\|\mathbf{A x}\|_{2}}{\|\mathbf{x}\|_{2}}=\inf _{\|\mathbf{x}\|_{2}=1}\|\mathbf{A x}\|_{2}=\underline{\sigma}(\mathbf{A})=\sqrt{\lambda_{\min }\left(\mathbf{A}^{*} \mathbf{A}\right)} \tag{2.95}
\end{equation*}
$$

where inf stands for infimum, the greatest lower bound, and $\underline{\sigma}(\mathbf{A})$ denotes the smallest singular value of $\mathbf{A}$.

We can also define directly the norm of a matrix as

$$
\begin{equation*}
\|\mathbf{A}\|_{F}=\left(\sum_{i=1}^{n} \sum_{j=1}^{n}\left|a_{i j}\right|^{2}\right)^{\frac{1}{2}}=\sqrt{\operatorname{tr}\left(\mathbf{A}^{*} \mathbf{A}\right)} \tag{2.96}
\end{equation*}
$$

which is called the Frobenius norm.
The condition number of a nonsingular matrix $\mathbf{A}$ is defined as

$$
\begin{equation*}
c(\mathbf{A})=\frac{\bar{\sigma}(\mathbf{A})}{\underline{\sigma}(\mathbf{A})}=\|\mathbf{A}\|_{2}\left\|\mathbf{A}^{-1}\right\|_{2} \tag{2.97}
\end{equation*}
$$

The condition number is an indication of the effect of perturbation in $\mathbf{A}$ and/or $\mathbf{b}$ in the solution of $\mathbf{A x}=\mathbf{b}$.

## Problems

2.17. Show that similar matrices have the same characteristic equation and the same eigenvalues.

Hint: Given $\mathbf{A}^{\prime}=\mathbf{Q}^{-1} \mathbf{A} \mathbf{Q}$ where $\mathbf{Q}$ is a nonsingular matrix, show that $\left|\mathbf{A}^{\prime}-\lambda \mathbf{I}\right|=$ $|\mathbf{A}-\lambda \mathbf{I}|=0$.
2.18. Show that the columns of an $m \times n$ matrix $\mathbf{A}$ are linearly independent if and only if $\mathbf{A}^{T} \mathbf{A}$ is a nonsingular matrix.

Hint: Let $\mathbf{A x}=0$ and $\operatorname{rank}\left(\mathbf{A}^{T} \mathbf{A}\right)=n$, then $\mathbf{A}^{T} \mathbf{A x}=0$. Also let $\mathbf{A}^{T} \mathbf{A x}=0$ and $\operatorname{rank}(\mathbf{A})=n$, then $\mathbf{x}^{T} \mathbf{A}^{T} \mathbf{A x}=0$ which becomes $\mathbf{A x}=0$.

### 2.5.2 Controllability and Observability

Controllability. Consider a linear time-invariant dynamic system described by the state equation

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u} \tag{2.98}
\end{equation*}
$$

where $\mathbf{x} \in R^{n}$ and $\mathbf{u} \in R^{p}$. This system is said to be state controllable at time $t_{0}$, if there exists a finite $t_{1}>t_{0}$ such that for any $\mathbf{x}\left(t_{0}\right)$ and $\mathbf{x}\left(t_{1}\right)$, there exists an input $\mathbf{u}(t)$ that will transfer the state $\mathbf{x}\left(t_{0}\right)$ to the state $\mathbf{x}\left(t_{1}\right)$. Otherwise, the state equation is said to be uncontrollable at time $\mathbf{x}\left(t_{0}\right)$. This definition of state controllability requires that the input $\mathbf{u}(t)$ be capable of moving any state in the state space to any other state in a finite time; what trajectory the state should take is not specified. Furthermore, there is no constraint imposed on the control input; its magnitude can be as large as desired.

A system described by the state equation (2.98) is said to be controllable if and only if any one of the following equivalent conditions is satisfied:

1) All rows of a matrix $e^{\mathbf{A t}} \mathbf{B}$ are linearly independent or all rows of $[s \mathbf{I}-\mathbf{A}]^{-1} \mathbf{B}$ are linearly independent.
2) The controllability grammian

$$
\int_{0}^{t} e^{\mathbf{A} \tau} \mathbf{B B}^{T} e^{\mathbf{A}^{T} \tau} \mathrm{~d} \tau
$$

is nonsingular for any $t>0$.
3) The $n \times(n p)$ controllability matrix

$$
\left[\begin{array}{lllll}
\mathbf{B} & \mathbf{A B} & \mathbf{A}^{2} \mathbf{B} & \cdots & \mathbf{A}^{n-1} \mathbf{B}
\end{array}\right]
$$

has rank $n$.
4) For every eigenvalue $\lambda$ of $\mathbf{A}$, the $n \times(n+p)$ complex matrix $[\lambda \mathbf{I}-\mathbf{A}, \mathbf{B}]$ has rank $n$. (This condition implies that $[\lambda \mathbf{I}-\mathbf{A}]$ and $\mathbf{B}$ are left coprime.)

Observability. The concept of observability is dual to that of controllability. Consider a linear time-invariant dynamic system described by

$$
\begin{gather*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u}  \tag{2.99a}\\
\mathbf{y}=\mathbf{C x} \tag{2.99b}
\end{gather*}
$$

where $\mathbf{x} \in R^{n}, \mathbf{u} \in R^{p}$, and $\mathbf{y} \in R^{q}$. The dynamic system is said to be state observable at $t_{0}$ if there exists a finite $t_{1}>t_{0}$ such that for any state $\mathbf{x}\left(t_{0}\right)$ at time $t_{0}$, the knowledge of the control input $\mathbf{u}(t)$ and the output $\mathbf{y}(t)$ over the time interval $t_{0} \leq t \leq t_{1}$ suffices to determine the state $\mathbf{x}\left(t_{0}\right)$. Otherwise, the system is said to be unobservable at time $t_{0}$.

A dynamic system described by Eqs. (2.99) is said to be observable by the following equivalent conditions is satisfied:

1) All columns of a matrix $\mathbf{C} e^{\mathbf{A t}}$ are linearly independent or all columns of $\mathbf{C}[s \mathbf{I}-\mathbf{A}]^{-1}$ are linearly independent.
2) The observability grammian

$$
\int_{0}^{t} e^{\mathbf{A}^{T} \tau} \mathbf{C}^{T} \mathbf{C} e^{\mathbf{A} \tau} \mathrm{d} \tau
$$

is nonsingular for any $t>0$.
3) The $n q \times n$ observability matrix

$$
\left[\begin{array}{c}
\mathbf{C} \\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right]
$$

has rank $n$.
4) For every eigenvalue $\lambda$ of $\mathbf{A}$, the $(n+p) \times n$ complex matrix

$$
\left[\begin{array}{c}
\lambda \mathbf{I}-\mathbf{A} \\
\mathbf{C}
\end{array}\right]
$$

has rank $\boldsymbol{n}$. (This condition implies that $[\lambda I-\mathbf{A}]$ and $\mathbf{C}$ are right coprime.)
Pole-zero cancellation. If a dynamic system is controllable, all of the modes of the system can be excited by the control input $\mathbf{u}(t)$; if a dynamic system is observable, all of the modes can be observed by the output $\mathbf{y}(t)$. Consequently, a pole-zero cancellation in a transfer function $y(s) / u(s)$ indicates, in general, a lack of controllability by $u$ and/or observability by $y$.

## Example 2.3

Consider a cart with an inverted pendulum, as was illustrated in Fig. 1.9a. The linearized equations of motion are

$$
\begin{gathered}
M \ddot{z}+m g \theta=u \\
m \ddot{z}+m \ell \ddot{\theta}-m g \theta=0
\end{gathered}
$$

Let $z$ and $\theta$ be the two outputs of the system; then the transfer functions from $u$ to $z$ and $\theta$ can be found, respectively, as

$$
\begin{aligned}
& \frac{z(s)}{u(s)}=\frac{s^{2}-g / \ell}{s^{2}\left[M s^{2}-(M+m) g / \ell\right]} \\
& \frac{\theta(s)}{u(s)}=\frac{-s^{2} / \ell}{s^{2}\left[M s^{2}-(M+m) g / \ell\right]}
\end{aligned}
$$

There are pole-zero cancellations of $s^{2}$ in the transfer function from $u$ to $\theta$, which indicate, in general, a lack of controllability by $u$ and/or observability by $\theta$. The system is controllable by $u$ and observable by $z$, however, because there are no pole-zero cancellations in $z(s) / u(s)$. Consequently, the pole-zero cancellations in $\theta(s) / u(s)$ indicate that the system is unobservable by $\theta$. Also we notice that the rigid-body mode of the system cannot be observed by measuring the pendulum deflection.

## Problems

2.19. Consider a cart of mass $M$ with two inverted pendulums of lengths $\ell_{1}, \ell_{2}$ and tip masses $m_{1}, m_{2}$, as illustrated in Fig. 2.23. Let $z$ be the horizontal distance of the


Fig. 2.23 Cart with two inverted pendulums.
cart, $\theta_{1}$ and $\theta_{2}$ be the angles of the pendulums measured from the vertical position, $u$ the control input force acting on the cart, and $g$ the gravitational acceleration.
(a) Derive the linearized equations of motion for small angles of $\theta_{1}$ and $\theta_{2}$ as

$$
\begin{gathered}
M \ddot{z}+m_{1} g \theta_{1}+m_{2} g \theta_{2}=u \\
m_{1} \ddot{z}+m_{1} \ell_{1} \ddot{\theta}_{1}-m_{1} g \theta_{1}=0 \\
m_{2} \ddot{z}+m_{2} \ell_{2} \ddot{\theta}_{2}-m_{2} g \theta_{2}=0
\end{gathered}
$$

(b) Show that the system with $\ell_{1} \neq \ell_{2}$ is controllable by $u$ and observable by $z$.
(c) Show that the system with $\ell_{1}=\ell_{2}$ is uncontrollable by $u$ and unobservable by $z$, even when $m_{1} \neq m_{2}$.
(d) Show that the system is unobservable by $\theta_{1}$ and/or $\theta_{2}$ for any values of $m_{i}$ and $\ell_{i}$.
2.20. Consider a three-mass-spring system $\left(m_{1}=m_{2}=m_{3}=1 ; k_{1}=k_{2}=1\right)$ described by

$$
\begin{gathered}
\ddot{y}_{1}+y_{1}-y_{2}=u_{1} \\
\ddot{y}_{2}+2 y_{2}-y_{1}-y_{3}=u_{2} \\
\ddot{y}_{3}+y_{3}-y_{2}=u_{3}
\end{gathered}
$$

(a) Is the system controllable by $u_{1}$ ?
(b) Is the system controllable by $u_{2}$ ?
(c) Is the system controllable by $u_{3}$ ?
(d) Is the system observable by $y_{1}$ ?
(e) Is the system observable by $y_{2}$ ?
(f) Is the system observable by $y_{3}$ ?
2.21. Consider the translational motion of a satellite in circular orbit described by

$$
\begin{gathered}
\ddot{y}_{1}-2 n \dot{y}_{2}-3 n^{2} y_{1}=u_{1} \\
\ddot{y}_{2}+2 n \dot{y}_{1}=u_{2} \\
\ddot{y}_{3}+n^{2} y_{3}=u_{3}
\end{gathered}
$$

where ( $y_{1}, y_{2}, y_{3}$ ) are small perturbations from a nominal circular orbit with an orbital rate of $n$, and ( $u_{1}, u_{2}, u_{3}$ ) are the control inputs.
(a) Is the system controllable by $u_{1}$ and $u_{3}$ ?
(b) Is the system controllable by $u_{2}$ and $u_{3}$ ?
(c) Is the system observable by $y_{1}$ and $y_{3}$ ?
(d) Is the system observable by $y_{2}$ and $y_{3}$ ?

### 2.5.3 State Feedback and State Estimation

State feedback control. Consider a linear time-invariant dynamic system described by

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u} \tag{2.100}
\end{equation*}
$$

where $\mathbf{x} \in R^{n}$ and $\mathbf{u} \in R^{p}$. In state feedback control, the state vector is multiplied by a gain matrix $\mathbf{K}$ and fed back into the control input; that is,

$$
\begin{equation*}
\mathbf{u}=-\mathbf{K x} \tag{2.101}
\end{equation*}
$$

where $K \in R^{p \times n}$. The closed-loop system is then described by

$$
\begin{equation*}
\dot{\mathbf{x}}=(\mathbf{A}-\mathbf{B K}) \mathbf{x} \tag{2.102}
\end{equation*}
$$

and the closed-loop characteristic equation becomes

$$
|\mathbf{s} \mathbf{I}-\mathbf{A}+\mathbf{B K}|=0
$$

If the system is controllable, the eigenvalues of the closed-loop system can be arbitrarily assigned, provided that the complex conjugate eigenvalues appear in pairs.

State estimator. Consider a linear time-invariant dynamic system described by

$$
\begin{gather*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u}  \tag{2.103a}\\
\mathbf{y}=\mathbf{C x} \tag{2.103b}
\end{gather*}
$$

where $\mathbf{x} \in R^{n}, \mathbf{u} \in R^{p}$, and $\mathbf{y} \in R^{q}$. Because all state variables are not directly measured by the output $\mathbf{y}$, we consider an asymptotic state estimator (or observer) of the form:

$$
\begin{align*}
\dot{\hat{\mathbf{x}}} & =\mathbf{A} \hat{\mathbf{x}}+\mathbf{B u}+\mathbf{L}(\mathbf{y}-\mathbf{C} \hat{\mathbf{x}}) \\
& =(\mathbf{A}-\mathbf{L C}) \hat{\mathbf{x}}+\mathbf{B u}+\mathbf{L y} \tag{2.104}
\end{align*}
$$

where $\hat{\mathbf{x}}$ denotes an estimate of $\mathbf{x}$, and $\mathbf{L}$ denotes an $n \times q$ gain matrix. Note that the estimator is driven by the input $\mathbf{u}(t)$ as well as the output $\mathbf{y}(t)$ of the system. The difference of $\mathbf{y}$ and $\hat{\mathbf{y}}=\mathbf{C} \hat{\mathbf{x}}$ is used as a correction term in Eq. (2.104).

Let $\mathbf{e}$ be the error between the actual state and the estimated state; that is,

$$
\begin{equation*}
\mathbf{e}=\mathbf{x}-\hat{\mathbf{x}} \tag{2.105}
\end{equation*}
$$

Then, we have the following estimate-error equation:

$$
\begin{equation*}
\dot{\mathbf{e}}=(\mathbf{A}-\mathbf{L C}) \mathbf{e} \tag{2.106}
\end{equation*}
$$

and the estimate-error characteristic equation is obtained as

$$
|s \mathbf{I}-\mathbf{A}+\mathbf{L C}|=0
$$

If the system is state observable by $\mathbf{y}$, then all the eigenvalues of ( $\mathbf{A}-\mathbf{L C}$ ) can be arbitrarily assigned and the behavior of the estimate error $\mathbf{e}$ can be arbitrarily controlled.

Estimated-state feedback controller. If the actual state is not available for state feedback control, we use the estimated state $\hat{\mathbf{x}}$ for feedback as follows:

$$
\begin{equation*}
\mathbf{u}=-\mathbf{K} \hat{\mathbf{x}} \tag{2.107}
\end{equation*}
$$

Then the overall closed-loop system with the estimated-state feedback controller is described by the state equation

$$
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u}
$$

the output equation

$$
\mathbf{y}=\mathbf{C x}
$$

the regulator

$$
\mathbf{u}=-\mathbf{K} \hat{\mathbf{x}}
$$

and the estimator

$$
\dot{\hat{\mathbf{x}}}=\mathbf{A} \hat{\mathbf{x}}+\mathbf{B u}+\mathbf{L}(\mathbf{y}-\mathbf{C} \hat{\mathbf{x}})
$$

where $\mathbf{K}$ is called the regulator gain matrix and $L$ the estimator gain matrix.
The composite dynamic system can then be described as

$$
\left[\begin{array}{c}
\dot{\mathbf{x}}  \tag{2.108}\\
\dot{\hat{\mathbf{x}}}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A} & -\mathbf{B K} \\
\mathbf{L C} & \mathbf{A}-\mathbf{B K}-\mathbf{L C}
\end{array}\right]\left[\begin{array}{c}
\mathbf{x} \\
\hat{\mathbf{x}}
\end{array}\right]
$$

which can be rewritten in terms of $\mathbf{x}$ and $\mathbf{e}$, as follows:

$$
\left[\begin{array}{l}
\dot{\mathbf{x}}  \tag{2.109}\\
\dot{\mathbf{e}}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}-\mathbf{B K} & \mathbf{B K} \\
0 & \mathbf{A}-\mathbf{L C}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{e}
\end{array}\right]
$$

The closed-loop characteristic equation can then be found as

$$
\left|\begin{array}{cc}
s \mathbf{I}-\mathbf{A}+\mathbf{B K} & -\mathbf{B K}  \tag{2.110}\\
0 & s \mathbf{I}-\mathbf{A}+\mathbf{L C}
\end{array}\right|=0
$$

which becomes

$$
\begin{equation*}
|s \mathbf{I}-\mathbf{A}+\mathbf{B K}||s \mathbf{I}-\mathbf{A}+\mathbf{L} \mathbf{C}|=0 \tag{2.111}
\end{equation*}
$$

Therefore, the closed-loop characteristic equation can be decomposed as

$$
\begin{equation*}
|s \mathbf{I}-\mathbf{A}+\mathbf{B K}|=0 \quad \text { and } \quad|s \mathbf{I}-\mathbf{A}+\mathbf{L} \mathbf{C}|=0 \tag{2.112}
\end{equation*}
$$

This result shows that there is no difference in estimated-state or the actual-state feedback, as far as the closed-loop eigenvalues are concerned. Consequently, the design of state feedback controller (or regulator) and the design of state estimator (or observer) can be carried out independently. This property is often called the separation property. We often choose the eigenvalues of the estimator to be two or three times faster than the eigenvalues of the state feedback controller.

The state feedback controller and the estimator can be combined to yield a compensator, as follows:

$$
\begin{equation*}
\mathbf{u}(s)=\underbrace{-\mathbf{K}[s \mathbf{I}-\mathbf{A}+\mathbf{B K}+\mathbf{L} \mathbf{C}]^{-1} \mathbf{L}}_{\text {Compensator }} \mathbf{y}(s) \tag{2.113}
\end{equation*}
$$

It is emphasized that the compensator poles are different from the regulator and estimate-error eigenvalues.

Pole-placement method for selecting $K$ and $L$. The pole-placement method basically allows the designer to directly choose the closed-loop regulator and estimator eigenvalues to meet desired criteria.

For simplicity, consider a SISO system described by the state-space equation

$$
\begin{gathered}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B} u \\
y=\mathbf{C x}
\end{gathered}
$$

The desired closed-loop regulator characteristic equation is assumed to be given by

$$
\begin{equation*}
s^{n}+\hat{a}_{1} s^{n-1}+\cdots+\hat{a}_{n-1} s+\hat{a}_{n}=0 \tag{2.114}
\end{equation*}
$$

and the closed-loop regulator characteristic equation is given by

$$
\begin{equation*}
|s \mathbf{I}-\mathbf{A}+\mathbf{B K}|=0 \tag{2.115}
\end{equation*}
$$

Thus, matching the coefficients of the characteristic polynomials in Eq. (2.114) and Eq. (2.115), we can determine the state feedback (regulator) gain matrix $\mathbf{K}$.

Similarly, the estimator gain matrix $L$ can also be determined by matching the coefficients of the characteristic polynomial $|s \mathbf{I}-\mathbf{A}+\mathbf{L C}|$ with the coefficients of the desired estimate-error characteristic polynomial.

In general, for a single-input system, we can employ the Bass-Gura method that computes the gain matrix $\mathbf{K}$ as

$$
\begin{equation*}
\mathbf{K}=[\hat{\mathbf{a}}-\mathbf{a}][\mathcal{C} \mathcal{T}]^{-1} \tag{2.116}
\end{equation*}
$$

where $\mathbf{a}=\left[a_{1}, \ldots, a_{n}\right]$ is a row vector containing the coefficients of the characteristic polynomial of $\mathbf{A}: s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n} ; \mathbf{a}=\left[\hat{a}_{1}, \ldots, \hat{a}_{n}\right]$ is a row vector containing the coefficients of the desired characteristic polynomial of
$\hat{\mathbf{A}}=\mathbf{A}-\mathbf{B K} ; \boldsymbol{\mathcal { T }}$ is an upper-triangular Toeplitz matrix defined as

$$
\mathcal{T}=\left[\begin{array}{ccccc}
1 & a_{1} & a_{2} & \cdots & a_{n-1} \\
0 & 1 & a_{1} & \cdots & a_{n-2} \\
0 & 0 & 1 & \cdots & a_{n-3} \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{array}\right]
$$

and $\mathcal{C}$ is the controllability matrix defined as

$$
\mathcal{C}=\left[\begin{array}{lllll}
\mathbf{B} & \mathbf{A B} & \mathbf{A}^{2} \mathbf{B} & \cdots & \mathbf{A}^{n-1} \mathbf{B}
\end{array}\right]
$$

The estimator gain matrix $L$ can also be determined using duality, as follows:

$$
\mathbf{A} \rightarrow \mathbf{A}^{T}, \quad \mathbf{B} \rightarrow \mathbf{C}^{T}, \quad \mathbf{K} \rightarrow \mathbf{L}^{T}
$$

and

$$
\begin{equation*}
\mathbf{L}=\left[\mathcal{T}^{T} \mathcal{O}\right]^{-1}[\check{\mathbf{a}}-\mathbf{a}]^{T} \tag{2.117}
\end{equation*}
$$

where a and ă are row vectors containing the coefficients of the characteristic polynomials of $\mathbf{A}$ and $\check{\mathbf{A}}=\mathbf{A}-\mathbf{L C}$, respectively; and $\mathcal{O}$ is the observability matrix defined as

$$
\mathcal{O}=\left[\begin{array}{c}
\mathbf{C} \\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right]
$$

Although the closed-loop eigenvalues can be arbitrarily chosen, not all selections result in good designs. Although the settling time of the compensated system depends on the real part of the regulator closed-loop eigenvalues, the real part of these eigenvalues cannot be arbitrarily large because a faster decay means a larger input signal. Also, this influence increases with the frequency of the eigenvalue, so that faster decay of high-frequency modes means even more control input effort.

For a more general, multi-input multi-output (MIMO) system, other pole placement methods with robust eigenstructure assignment can be employed for selecting the gain matrices $\mathbf{K}$ and $\mathbf{L}$; see, e.g., Junkins and Kim. ${ }^{16}$

Linear quadratic regulator/linear quadratic estimator method for selecting $K$ and $L$. The linear-quadratic-regulator ( LQR ) and linear-quadratic-estimator (LQE) methods are now briefly introduced for the selection of $\mathbf{K}$ and $\mathbf{L}$. The combined LQR/LQE method is also referred to as the linear-quadratic-Gaussian (LQG) design method in the literature, and the resulting controller is called the LQG compensator. This LQR/LQE method is directly applicable to MIMO systems.

The gain matrix $\mathbf{K}$ of the state feedback control logic $\mathbf{u}=-\mathbf{K x}$ can be determined by minimizing the linear quadratic performance index

$$
\begin{equation*}
J=\frac{1}{2} \int_{0}^{\infty}\left(\mathbf{x}^{T} \mathbf{Q} \mathbf{x}+\mathbf{u}^{T} \mathbf{R u}\right) \mathrm{d} t \tag{2.118}
\end{equation*}
$$

where $\mathbf{Q}$ is the state weighting matrix and $\mathbf{R}$ is the control input weighting matrix. The gain matrix $\mathbf{K}$ is then obtained as

$$
\begin{equation*}
\mathbf{K}=\mathbf{R}^{-1} \mathbf{B}^{T} \mathbf{X} \tag{2.119}
\end{equation*}
$$

by solving the algebraic Riccati equation

$$
\begin{equation*}
0=\mathbf{A}^{T} \mathbf{X}+\mathbf{X} \mathbf{A}-\mathbf{X B R}^{-1} \mathbf{B}^{T} \mathbf{X}+\mathbf{Q} \tag{2.120}
\end{equation*}
$$

Certain conditions must be met for a unique positive-definite solution to the above Riccati equation to exist: 1) $\mathbf{Q}$ must be symmetric and positive semidefinite, i.e., $\left.\mathbf{Q}=\mathbf{Q}^{T} \geq 0 ; 2\right) \mathbf{R}$ must be symmetric positive definite, i.e., $\mathbf{R}=\mathbf{R}^{T}>0 ; 3$ ) the (A, B) pair must be controllable (stabilizable); and 4) the (A,H) pair must be observable (detectable) where $\mathbf{H}^{T} \mathbf{H}=\mathbf{Q}$ and $\operatorname{rank} \mathbf{H}=\operatorname{rank} \mathbf{Q}$. For further details of LQR control theory and applications, the reader is referred to Refs. 16-18.

To determine the estimator gain matrix $\mathbf{L}$ using the LQE method, we consider a plant described by the following state-space equation:

$$
\begin{gather*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u}+\mathbf{G w}  \tag{2.121a}\\
\mathbf{y}=\mathbf{C} \mathbf{x}+\mathbf{v} \tag{2.121b}
\end{gather*}
$$

where $\mathbf{w}$ is the process noise and $\mathbf{v}$ is the measurement noise. Both $\mathbf{w}$ and $\mathbf{v}$ are assumed to be white noise processes with

$$
\begin{aligned}
E\left[\mathbf{w}(t) \mathbf{w}^{T}(\tau)\right] & =\mathbf{W} \delta(t-\tau) \\
E\left[\mathbf{v}(t) \mathbf{v}^{T}(\tau)\right] & =\mathbf{V} \delta(t-\tau)
\end{aligned}
$$

where $\mathbf{W}$ and $\mathbf{V}$ are the corresponding spectral density matrices. ${ }^{17}$
The gain matrix $L$ of the LQE is then selected such that the observation error

$$
\mathbf{e}=\mathbf{x}-\hat{\mathbf{x}}
$$

is minimized in the presence of noise, by solving the algebraic Riccati equation

$$
\begin{equation*}
0=\mathbf{A Y}+\mathbf{Y} \mathbf{A}^{T}-\mathbf{Y} \mathbf{C}^{T} \mathbf{V}^{-1} \mathbf{C Y}+\mathbf{G W G}^{T} \tag{2.122}
\end{equation*}
$$

where $\mathbf{Y}$ is the estimate-error covariance matrix, and $\mathbf{L}$ is computed as

$$
\begin{equation*}
\mathbf{L}=\mathbf{Y C}^{T} \mathbf{V}^{-1} \tag{2.123}
\end{equation*}
$$

A more detailed treatment of LQG control theory and applications to aerospace dynamic systems can be found in Bryson and Ho, ${ }^{17}$ and Bryson. ${ }^{18}$

## Problems

2.22. Consider the $L Q R$ problem for a linear time-invariant system

$$
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u}
$$

with a quadratic performance index

$$
J=\frac{1}{2} \int_{0}^{\infty}\left(\mathbf{x}^{T} \mathbf{Q} \mathbf{x}+\mathbf{u}^{T} \mathbf{R u}\right) \mathrm{d} t
$$

The optimal LQR solution is given as

$$
\mathbf{u}(t)=-\mathbf{R}^{-1} \mathbf{B}^{T} \boldsymbol{\lambda}(t)
$$

where $\boldsymbol{\lambda}$ satisfies the Euler-Lagrange equations

$$
\left[\begin{array}{c}
\dot{\mathbf{x}} \\
\dot{\lambda}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A} & -\mathbf{B R}^{-1} \mathbf{B}^{T} \\
-\mathbf{Q} & -\mathbf{A}^{T}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\boldsymbol{\lambda}
\end{array}\right]
$$

given $\mathbf{x}(0)$ and $\boldsymbol{\lambda}(\infty)=0$.
(a) By letting $\lambda(t)=\mathbf{X x}(t)$, derive the following matrix Riccati equation:

$$
0=\mathbf{A}^{T} \mathbf{X}+\mathbf{X} \mathbf{A}-\mathbf{X B R}^{-1} \mathbf{B}^{T} \mathbf{X}+\mathbf{Q}
$$

(b) Defining the so-called Hamiltonian matrix $\mathbf{H}$ as

$$
\mathbf{H}=\left[\begin{array}{cc}
\mathbf{A} & -\mathbf{B R}^{-1} \mathbf{B}^{T} \\
-\mathbf{Q} & -\mathbf{A}^{T}
\end{array}\right]
$$

and also defining

$$
\mathbf{E}=\left[\begin{array}{ll}
\mathbf{I} & 0 \\
\mathbf{X} & \mathbf{I}
\end{array}\right]
$$

where $I$ is the identity matrix, show that

$$
\mathbf{E}^{-1} \mathbf{H E}=\left[\begin{array}{cc}
\mathbf{A}-\mathbf{B K} & -\mathbf{B R}^{-1} \mathbf{B}^{T} \\
0 & -(\mathbf{A}-\mathbf{B K})^{T}
\end{array}\right]
$$

where $\mathbf{K}$ is the LQR gain matrix defined as $\mathbf{K}=\mathbf{R}^{-1} \mathbf{B}^{T} \mathbf{X}$ such that $\mathbf{u}=-\mathbf{K x}$.
(c) Show that $\operatorname{det}\left[s \mathbf{I}-\mathbf{E}^{-1} \mathbf{H E}\right]=\operatorname{det}[s \mathbf{I}-\mathbf{H}]$ where $s$ is the Laplace transform variable.

Hint: $|\mathbf{A}|=\left|\mathbf{A}^{T}\right|$ and $\left|\mathbf{A}^{-1}\right|=1 /|\mathbf{A}|$.
(d) Using the result from (c), show that if $s_{i}$ is an eigenvalue of $\mathbf{H},-s_{i}$ is also an eigenvalue of $\mathbf{H}$.

Hint: The eigenvalues of $\mathbf{A}$ are the same as the eigenvalues of $\mathbf{A}^{T}$.
(e) Show that the Hamiltonian matrix $\mathbf{H}$ satisfies $\mathbf{J}^{-1} \mathbf{H}^{T} \mathbf{J}=-\mathbf{H}$ where

$$
\mathbf{J}=\left[\begin{array}{rr}
0 & \mathbf{I} \\
-\mathbf{I} & 0
\end{array}\right]
$$

Hint: $\mathbf{J}^{-1}=\mathbf{J}^{T}=-\mathbf{J}$.
(f) Using the result from (e), show that if $s_{i}$ is an eigenvalue of $\mathbf{H},-s_{i}$ is also an eigenvalue of $\mathbf{H}$.
(g) Show that the state transition matrix, $\boldsymbol{\Phi}$, of the Euler-Lagrange equations satisfies the sympletic property: $\mathbf{J}^{-1} \boldsymbol{\Phi}^{T} \mathbf{J}=\boldsymbol{\Phi}^{-1}$.

Hint: Differentiate $\mathbf{J}^{-1} \boldsymbol{\Phi}^{T} \mathbf{J}=\boldsymbol{\Phi}^{-1}$ and use $\dot{\mathbf{\Phi}}=\mathbf{H} \boldsymbol{\Phi}$ and $\mathbf{J}^{-1} \mathbf{H}^{T} \mathbf{J}=-\mathbf{H}$.
(h) Using the result from (g), also show that if $s_{i}$ is an eigenvalue of $\Phi, 1 / s_{i}$ is also an eigenvalue of $\Phi$.
(i) Show that $\sigma[\mathbf{I}+\mathbf{G}(j \omega)] \geq \mathbf{1}$ for all $\omega$ where $\mathbf{G}(j \omega)=\mathbf{K}(j \omega \mathbf{I}-\mathbf{A})^{-1} \mathbf{B}$ with $\mathbf{R}=\mathbf{I}$.
(j) Show that the result from (i) implies that

$$
\underline{\sigma}\left[\mathbf{I}+\mathbf{G}^{-1}(j \omega)\right] \geq \frac{1}{2}
$$

for all $\omega$.
(k) For the single-input LQR design, show that a Nyquist plot of $G(j \omega)$, as $\omega$ varies from $-\infty$ to $\infty$, remains outside a circle of center $-1+j 0$ and radius 1 . Also show that an inverse Nyquist plot for $G^{-1}(j \omega)$, as $\omega$ varies from $-\infty$ to $\infty$, always remains outside a circle of center $-1+j 0$ and radius $1 / 2$.

Hint: Use the results from (i) and ( j ).
(l) Show that the results in (k) imply that the single-input LQR design has -6 dB and $+\infty$ gain margins and a phase margin of at least 60 deg .
2.23. Consider a double integrator plant described by

$$
\begin{gathered}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u} \\
y=\left[\begin{array}{ll}
1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]
\end{gathered}
$$

(a) Determine the state-feedback gain matrix for $u=-\mathbf{K x}$ such that the closedloop regulator poles be located at $s=-1 \pm j$.
(b) Determine the estimator gain matrix $\mathbf{L}$ such that the closed-loop estimator poles be located at $s=-2 \pm 2 j$.
(c) Find the equivalent compensator from $y$ to $u$.
(d) Sketch root locus of the closed-loop system vs overall loop gain $K_{\sigma}$ of the preceding compensator with the nominal gain of $K_{o}=1$, and find the gain and phase margins of the closed-loop system.
(e) Also synthesize a compensator for this same problem ( $\omega_{n} \approx 1.4 \mathrm{rad} / \mathrm{s}$ ) using the LQR/LQE method by trying a few different sets of weighting matrices: $\mathbf{Q}, \mathbf{R}$, $\mathbf{W}$, and $\mathbf{V}$.

Note: Access to computer software such as MATLAB is needed to solve the algebraic Riccati equation.
2.24. Consider a dynamic system described in state-space form as

$$
\begin{gathered}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{rr}
5 & -3 \\
-4 & 6
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{l}
1 \\
0
\end{array}\right] u} \\
y=\left[\begin{array}{ll}
1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]
\end{gathered}
$$

or in transfer function as

$$
\frac{y}{u}=\frac{s-6}{(s-2)(s-9)}
$$

(a) Determine the state-feedback gain matrix for $u=-K x$ such that the closedloop regulator poles be located at $s=-2$ and -9 .
(b) Determine the estimator gain matrix $\mathbf{L}$ such that the closed-loop estimator poles be located at $s=-10$ and -10 .
(c) Obtain the equivalent compensator from $y$ to $u$ as

$$
u(s)=-\frac{3630(s-2.43)}{(s-36.26)(s+78.26)} y(s)
$$

(d) Plot root locus of the closed-loop system vs overall loop gain $K_{o}$ of the preceding compensator with the nominal gain of $K_{o}=1$. Determine the gain and phase margins of the closed-loop system.
(e) After trying a few different sets of closed-loop eigenvalues, discuss the inherent difficulty of controlling the system.
(f) Also synthesize a compensator for this problem using the LQR/LQE method by trying a few different sets of weighting matrices: $\mathbf{Q}, \mathbf{R}, \mathbf{W}$, and $\mathbf{V}$. Any concluding remarks?
2.25. Repeat Problem 2.10 using both the pole-placement and LQR/LQE methods. In particular, determine the stability robustness of each controller with respect to the three uncertain parameters $m_{1}, m_{2}$, and $k$.
2.26. Repeat Problem 2.11 using both the pole-placement and LQR/LQE methods. In particular, determine the stability robustness of each controller with respect to the three uncertain parameters $m, c$, and $k$ where $m_{i}=m$ for all $i$.

### 2.5.4 Persistent Disturbance Rejection

The internal model principle for persistent disturbance rejection, which was considered in Sec. 2.3.4, is now incorporated with the standard state-space control design problem. Active disturbance rejection for the measured output $\mathbf{y}$ is to be achieved by introducing a model of the disturbance inside the control loop, therefore using again the concept of internal modeling, as illustrated in Fig. 2.24.


Fig. 2.24 Persistent disturbance rejection control system.

For example, consider a scalar disturbance $d(t)$ with one or more frequency components represented as

$$
d(t)=\sum_{i} A_{i} \sin \left(\omega_{i} t+\phi_{i}\right)
$$

with unknown magnitudes $A_{i}$ and phases $\phi_{i}$ but known frequencies $\omega_{i}$. The disturbance rejection filter is then described by

$$
\begin{equation*}
\dot{\mathbf{x}}_{d}=\mathbf{A}_{d} \mathbf{x}_{d}+\mathbf{B}_{d} \mathbf{y} \tag{2.124}
\end{equation*}
$$

where $\mathbf{x}_{d}$ is the state vector introduced by the disturbance model and, for example,

$$
\mathbf{A}_{d}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
-\omega_{1}^{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -\omega_{2}^{2} & 0
\end{array}\right], \quad \mathbf{B}_{d}=\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]
$$

for a scalar output $y(t)$ with $d(t)$ of two frequency components. The disturbance rejection filter can include as many frequency components as the given disturbance, and is driven by the measured output $y$ of the plant. This procedure is equivalent to the one used in the classical approach with the disturbance model now consisting of a state-space model.

We now consider a plant described by the state-space equation

$$
\begin{gather*}
\dot{\mathbf{x}}_{p}=\mathbf{A}_{p} \mathbf{x}_{p}+\mathbf{B}_{p} \mathbf{u}+\mathbf{G}_{p} \mathbf{w}  \tag{2.125a}\\
\mathbf{y}=\mathbf{C}_{p} \mathbf{x}_{p}+\mathbf{v}+\mathbf{d} \tag{2.125b}
\end{gather*}
$$

where $\mathbf{x}_{p}$ denotes the plant's state vector, $\mathbf{u}$ the control input vector, $\mathbf{w}$ the process noise, $\mathbf{v}$ the measurement noise, and $\mathbf{d}$ the output equivalent persistent disturbance. Both $\mathbf{w}$ and $\mathbf{v}$ are assumed to be white noise processes with

$$
\begin{aligned}
E\left[\mathbf{w}(t) \mathbf{w}^{T}(\tau)\right] & =\mathbf{W} \delta(t-\tau) \\
E\left[\mathbf{v}(t) \mathbf{v}^{T}(\tau)\right] & =\mathbf{V} \delta(t-\tau)
\end{aligned}
$$

where $\mathbf{W}$ and $\mathbf{V}$ are the corresponding spectral density matrices.
In general, a compensator designed for this plant will consist of a regulator and an estimator that will approximate the states $\mathbf{x}_{p}$ with estimated states $\hat{\mathbf{x}}_{p}$ using the information from the measured output $\mathbf{y}$. The estimator that attempts to asymptotically reduce the error term $\mathbf{e}=\mathbf{x}_{p}-\hat{\mathbf{x}}_{p}$ is given by

$$
\begin{align*}
\hat{\mathbf{x}}_{p} & =\mathbf{A}_{p} \hat{\mathbf{x}}_{p}+\mathbf{B}_{p} \mathbf{u}+\mathbf{L}\left(\mathbf{y}-\mathbf{C}_{p} \hat{\mathbf{x}}_{p}\right) \\
& =\left(\mathbf{A}_{p}-\mathbf{L} \mathbf{C}_{p}\right) \hat{\mathbf{x}}_{p}+\mathbf{B}_{p} \mathbf{u}+\mathbf{L y} \tag{2.126}
\end{align*}
$$

where the term ( $\mathbf{y}-\mathbf{C}_{p} \hat{\mathbf{x}}_{p}$ ) represents the error between the output of the plant and the estimated output and $\mathbf{L}$ is the estimator gain matrix to be determined.

The disturbance filter model described by Eq. (2.124) is then augmented to a plant described by Eqs. (2.125) as follows:

$$
\begin{gather*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u}+\mathbf{G w}  \tag{2.127a}\\
\mathbf{y}=\mathbf{C x}+\mathbf{v}+\mathbf{d} \tag{2.127b}
\end{gather*}
$$

where

$$
\begin{gathered}
\mathbf{x}=\left[\begin{array}{c}
\mathbf{x}_{p} \\
\mathbf{x}_{d}
\end{array}\right], \quad \mathbf{A}=\left[\begin{array}{cc}
\mathbf{A}_{p} & 0 \\
\mathbf{B}_{d} \mathbf{C}_{p} & \mathbf{A}_{d}
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{c}
\mathbf{B}_{p} \\
0
\end{array}\right] \\
\mathbf{C}=\left[\begin{array}{ll}
\mathbf{C}_{p} & 0
\end{array}\right], \quad \mathbf{G}=\left[\begin{array}{c}
\mathbf{G}_{p} \\
0
\end{array}\right]
\end{gathered}
$$

An estimated state feedback controller is then given as

$$
\mathbf{u}=-\mathbf{K} \hat{\mathbf{x}}
$$

where $\hat{\mathbf{x}}=\left[\begin{array}{cc}\hat{\mathbf{x}}_{p}^{T} & \hat{\mathbf{x}}_{d}^{T}\end{array}\right]^{T}$ and the gain matrix $\mathbf{K}=\left[\begin{array}{ll}\mathbf{K}_{p} & \mathbf{K}_{d}\end{array}\right]$ is to be determined for the augmented system described by Eqs. (2.127).

As shown in Fig. 2.24, however, $\mathbf{x}_{d}$ can be directly fed back as

$$
\mathbf{u}=-\left[\begin{array}{ll}
\mathbf{K}_{p} & \mathbf{K}_{d}
\end{array}\right]\left[\begin{array}{l}
\hat{\mathbf{x}}_{p}  \tag{2.128}\\
\mathbf{x}_{d}
\end{array}\right]
$$

because $\mathbf{x}_{d}$ is directly available from Eq. (2.124).
An active disturbance rejection controller in state-space form is then given by

$$
\begin{gather*}
{\left[\begin{array}{c}
\dot{\mathbf{x}}_{p} \\
\dot{\mathbf{x}}_{d}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{p}-\mathbf{B}_{p} \mathbf{K}_{p}-\mathbf{L} \mathbf{C}_{p} & -\mathbf{B}_{p} \mathbf{K}_{d} \\
0 & \mathbf{A}_{d}
\end{array}\right]\left[\begin{array}{l}
\hat{\mathbf{x}}_{p} \\
\mathbf{x}_{d}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{L} \\
\mathbf{B}_{d}
\end{array}\right] \mathbf{y}}  \tag{2.129a}\\
\mathbf{u}=-\left[\begin{array}{ll}
\mathbf{K}_{p} & \mathbf{K}_{d}
\end{array}\right]\left[\begin{array}{l}
\hat{\mathbf{x}}_{p} \\
\mathbf{x}_{d}
\end{array}\right] \tag{2.129b}
\end{gather*}
$$

And the closed-loop system with $\mathbf{w}=\mathbf{v}=\mathbf{d}=0$ is described as

$$
\left[\begin{array}{c}
\dot{\mathbf{x}}_{p} \\
\dot{\mathbf{x}}_{p} \\
\dot{\mathbf{x}}_{d}
\end{array}\right]=\left[\begin{array}{ccc}
\mathbf{A}_{p} & -\mathbf{B}_{p} \mathbf{K}_{p} & -\mathbf{B}_{p} \mathbf{K}_{d} \\
\mathbf{L} \mathbf{C}_{p} & \mathbf{A}_{p}-\mathbf{B}_{p} \mathbf{K}_{p}-\mathbf{L} \mathbf{C}_{p} & -\mathbf{B}_{p} \mathbf{K}_{d} \\
\mathbf{B}_{d} \mathbf{C}_{p} & 0 & \mathbf{A}_{d}
\end{array}\right]\left[\begin{array}{c}
\mathbf{x}_{p} \\
\hat{\mathbf{x}}_{p} \\
\mathbf{x}_{d}
\end{array}\right]
$$

which can be modified using the error term $\mathbf{e}=\mathbf{x}_{p}-\hat{\mathbf{x}}_{p}$, resulting in a partially decoupled system of equations, as follows:

$$
\left[\begin{array}{c}
\dot{\mathbf{x}}_{p} \\
\dot{\mathbf{x}}_{d} \\
\dot{\mathbf{e}}
\end{array}\right]=\left[\begin{array}{ccc}
\mathbf{A}_{p}-\mathbf{B}_{p} \mathbf{K}_{p} & -\mathbf{B}_{p} \mathbf{K}_{d} & \mathbf{B}_{p} \mathbf{K}_{p} \\
\mathbf{B}_{d} \mathbf{C}_{p} & \mathbf{A}_{d} & 0 \\
0 & 0 & \mathbf{A}_{p}-\mathbf{L} \mathbf{C}_{p}
\end{array}\right]\left[\begin{array}{c}
\mathbf{x}_{p} \\
\mathbf{x}_{d} \\
\mathbf{e}
\end{array}\right]
$$

The closed-loop characteristic equation can then be written as

$$
\left|\begin{array}{ccc}
s \mathbf{I}-\mathbf{A}_{p}+\mathbf{B}_{p} \mathbf{K}_{p} & \mathbf{B}_{p} \mathbf{K}_{d} & -\mathbf{B}_{p} \mathbf{K}_{p}  \tag{2.130}\\
-\mathbf{B}_{d} \mathbf{C}_{p} & s \mathbf{I}-\mathbf{A}_{d} & 0 \\
0 & 0 & s \mathbf{I}-\mathbf{A}_{p}+\mathbf{L} \mathbf{C}_{p}
\end{array}\right|=0
$$

The determinant in Eq. (2.130) is equal to the determinants of the diagonal submatrices multiplied together, one giving the regulator eigenvalues for the augmented system including the internal model and the other giving the estimator eigenvalues
for only the plant. Hence, we have shown that the separation principle for regulator and estimator holds for a closed-loop system even with an internal model for asymptotic disturbance rejection.

## Example 2.4

Consider again the two-mass-spring problem considered in Problem 2.12 for the illustration of the state-space approaches to disturbance rejection control of a flexible spacecraft. ${ }^{10}$ First, the LQR/LQE method is applied to the problem, followed by the pole-placement method.

After trial and error using an LQR/LQE design code, an LQG compensator can be found as

$$
\begin{align*}
u(s) & =\frac{-0.355[(s / 0.2375)+1]\left[(s / 0.496)^{2}+2(0.204)(s / 0.496)+1\right]}{\left[(s / 2.545)^{2}+2(0.204)(s / 2.545)+1\right]\left[(s / 0.5)^{2}+1\right]} \\
& \times \frac{\left[(s / 1.41)^{2}-2(0.0546)(s / 1.41)+1\right]}{\left[(s / 2.873)^{2}+2(0.859)(s / 2.873)+1\right]} y(s) \tag{2.131}
\end{align*}
$$

It can be seen that for persistent disturbance rejection, the compensator has poles at $\pm 0.5 j$ with the associated zeros near $\pm 0.5 j$. Such a pole-zero pair is called a disturbance rejection filter dipole.

The closed-loop system with this compensator has a relatively small gain margin of 1.8 dB , and is stable only for $0.9<k<1.16$. The standard LQR/LQE control design is necessarily tuned closely to the plant model for high performance; hence it is not robust to plant parameter uncertainty. The responses to $w_{2}=\sin 0.5 t$ show that the transient peak is, however, very small compared to the responses of other classical control designs with nonminimum-phase zeros. It is clear that for the LQR/LQE design, high performance (small transient peak and fast settling time) has been achieved at the expense of a small stability robustness margin with respect to parameter uncertainty. Hence, some tradeoffs between performance and parameter robustness must be considered in practical control design.

The regulator gain matrix $\mathbf{K}$ can also be determined for the augmented system, including the internal model, for given desired closed-loop eigenvalues. The estimator gain matrix $L$ is computed using only the plant system matrix, because only the plant states are to be estimated. The regulator eigenvalues are tentatively chosen to be similar to the closed-loop eigenvalues resulting from a classical design as follows:

$$
-0.2 \pm 0.2 j, \quad-0.1 \pm 0.4 j, \quad-0.5 \pm 1.45 j
$$

The estimator eigenvalues (only for the plant) are then chosen to be twice as far as the regulator eigenvalues. The resulting compensator is

$$
\begin{aligned}
u(s) & =\frac{-0.0354[(s / 0.0942)+1][-(s / 0.544)+1][(s / 4.617)+1]}{\left[(s / 0.5)^{2}+1\right]\left[(s / 1.672)^{2}+2(0.815)(s / 1.672)+1\right]} \\
& \times \frac{\left[(s / 0.467)^{2}-2(0.073)(s / 0.467)+1\right]}{\left[(s / 2.849)^{2}+2(0.29)(s / 2.849)+1\right]} y(s)
\end{aligned}
$$

It can be seen that for asymptotic disturbance rejection, the compensator has poles at $\pm 0.5 j$ with the associated zeros near them.

Again, the rigid-body mode is stabilized by a PD-type compensator with a second-order rolloff filter and the flexible mode is stabilized with a nonminimumphase filter. Also, note that the pole-placement design also introduces a dipole for disturbance rejection. It also introduces a real, positive zero to go with the complex pair of poles for the stabilization of the unstably interacting flexible mode. The placement of the eigenvalue corresponding to the disturbance rejection filter determines the location of this zero. The real part of the eigenvalue influences the settling time whereas the imaginary part affects the magnitude of the response. The smaller the imaginary component of the eigenvalue the larger the magnitude of the overshoot in the response of the system, as well as in the control input signal. The settling time determined by the real component of the eigenvalue is not altered by the overshoot.

The closed-loop system is stable for $0.57 \leq k \leq 3.55$, and has a $2.48-\mathrm{dB}$ gain margin. The controller designed here using the pole-placement technique has a parameter robustness margin larger than that of the LQR/LQE design, but it has very large transient peak. It is again evident that some tradeoffs between performance and robustness are needed even for this simple example problem.

## Problem

2.27. For the preceding example problem, perform a standard LQR/LQE control design so that the closed-loop system has a gain margin $>3 \mathrm{~dB}$ and a phase margin $>30 \mathrm{deg}$. Perform computer simulation of the closed-loop system to verify whether or not asymptotic disturbance rejection for the position of $m_{2}$ with a settling time of about 20 has been achieved. Also determine the stability robustness of the closed-loop system with respect to the three uncertain parameters $m_{1}, m_{2}$, and $k$.

### 2.5.5 Classical vs Modern Control Issues

State-space approaches to control design are currently emphasized in the literature and more widely explored than classical methods. This arises from the convenience of obtaining a compensator for the whole system given one set of design parameters, e.g., given $\mathbf{Q}, \mathbf{R}, \mathbf{W}$, and $\mathbf{V}$, or desired closed-loop eigenvalues. In classical design, on the other hand, a compensator must be constructed piece by piece, or mode by mode. However, both classical and state-space methods have their drawbacks as well as advantages. All these methods require, nevertheless, a certain amount of trial and error.

As discussed in this section, both state-space techniques (pole-placement and LQR/LQE) introduce nonminimum-phase filtering of the unstably interacting flexible mode of the two-mass-spring problem. The LQR/LQE technique offers an optimal compensator design in the presence of random disturbances given certain weighting parameters for the states and the control inputs, and certain parameters describing the random disturbances. The question remains of how to choose these parameters and what choice provides the best optimal design. The designer must find an acceptable set of parameters for a good optimal design. The use of statespace methods for control design usually results in a compensator of the same order as the system to be controlled. This means that for systems having several
flexible modes, the compensator adds compensation even to modes that are stable and need no compensation. This may result in a complicated compensator design.

The classical design is particularly convenient for the control of dynamic systems with well-separated modes. The concept of nonminimum-phase compensation also provides an extremely convenient way of stabilizing unstably interacting flexible modes. The resulting compensator is usually of a lower order than the system to be controlled because not all flexible modes in a structure tend to be destabilized by a reduced-order controller. A helpful characteristic of most flexible space structures is their inherent passive damping. This gives the designer the opportunity of phase stabilizing significant modes and to gain stabilize all other higher frequency modes that have less influence on the structure. On the other hand, successive-mode stabilization presents problems of its own, and a retuning of the compensated system becomes necessary. It is also noticed that reducing the damping in a frequency shaping filter reduces its influence on neighboring frequencies, and it also reduces the phase lag at lower frequencies; however, reducing the damping of the filters increases the sensitivity of the phase stabilized modes to plant parameter uncertainties.

Active disturbance rejection is achieved in both the classical methods and statespace methods, with the introduction of an internal model of the disturbance into the feedback loop. The concept of internal modeling of the disturbance works as well with a classical transfer function description as with a state-space description. In the classical design, the internal modeling of the disturbance leads to the introduction of a disturbance rejection dipole, or filter, for each frequency component of the disturbance. In the state-space design the introduction of the internal model results in the addition of two states for each frequency component of the disturbance.

### 2.6 Stability Robustness Analysis

This section, based on Refs. 19 and 20, is concerned with the problem of computing the structured singular values $\mu$ for uncertain dynamic systems. In particular, this section deals with the problem of computing $\infty$-norm real parameter margins or real $\mu$ for structural dynamic systems with masses, stiffness constants, and damping constants as uncertain parameters. The real $\mu$ problem is essentially the same as the problem of determining the largest stable hypercube in the uncertain parameter space. In this section, the concepts of the critical gains, critical frequencies, and critical parameters are introduced for stabilized conservative plants. A concept of two real critical constraints is also introduced to solve the problem of determining the largest stable hypercube in parameter space that touches the stability boundary on one of its corners. The concept is simply based on the idea of separating the real and imaginary parts of a characteristic polynomial equation.

### 2.6.1 Stabilized Conservative Plants

Conservative plants have special properties that aid in real parameter margin computations; i.e., the plant transfer function is real valued for all frequencies. This allows for the identification of compensator-dependent frequencies where the loop transfer function becomes real valued. If uncertain parameters appear multilinearly in the plant transfer function, real parameter margin computations
can be further reduced to checking system stability at only a few frequencies and at only the corners of a parameter space hypercube.

Critical frequency and gain. Consider a single-input single-output (SISO) feedback control system with the closed-loop characteristic equation

$$
\begin{equation*}
1+G(s, \mathbf{p}) K(s)=0 \tag{2.132}
\end{equation*}
$$

where $G(s, \mathbf{p})$ is the transfer function of a conservative plant with an uncertain parameter vector $\mathbf{p}=\left(p_{1}, \ldots, p_{\ell}\right), K(s)$ the compensator transfer function, and $s$ the Laplace transform variable. Because the plant is conservative, $G(s, \mathbf{p})$ is a function of even powers of $s$ and is a real number for every $s=j \omega$, where $j=\sqrt{-1}$; that is, $G(j \omega, \mathbf{p})=G\left(\omega^{2}, \mathbf{p}\right)$. Thus, for a conservative plant, we have

$$
\begin{equation*}
1+G\left(\omega^{2}, \mathbf{p}\right) K(j \omega)=0 \tag{2.133}
\end{equation*}
$$

where $G\left(\omega^{2}, \mathbf{p}\right)$ is real.
Let the compensator be expressed as

$$
\begin{equation*}
K(j \omega)=\operatorname{Re}[K(j \omega)]+j \operatorname{Im}[K(j \omega)] \tag{2.134}
\end{equation*}
$$

Then Eq. (2.133) becomes

$$
\begin{equation*}
\left\{1+G\left(\omega^{2}, \mathbf{p}\right) \operatorname{Re}[K(j \omega)]\right\}+j G\left(\omega^{2}, \mathbf{p}\right) \operatorname{Im}[K(j \omega)]=0 \tag{2.135}
\end{equation*}
$$

Because the real and imaginary parts of Eq. (2.135) must be zero, we have the following two critical instability constraints:

$$
\begin{gather*}
G\left(\omega^{2}, \mathbf{p}\right) \operatorname{Im}[K(j \omega)]=0  \tag{2.136}\\
1+G\left(\omega^{2}, \mathbf{p}\right) \operatorname{Re}[K(j \omega)]=0 \tag{2.137}
\end{gather*}
$$

Note that a solution $\omega$ of $G\left(\omega^{2}, \mathbf{p}\right)=0$ cannot be a solution of Eqs. (2.136) and (2.137). Consequently, Eq. (2.136) simplifies to

$$
\operatorname{Im}[K(j \omega)]=0
$$

and it can be said that the closed-loop system with uncertain conservative plant becomes unstable only at frequencies that depend only on the compensator parameters. Such a frequency, denoted by $\omega_{c}$, is called the critical frequency and the corresponding parameter vector $\mathbf{p}_{c}$ is called the critical parameter vector.

Solving for $\mathbf{p}_{c}$ from Eq. (2.137) for each $\omega_{c}$ is quite numerically complicated. However, it is interesting to notice that $G\left(\omega_{c}^{2}, \mathbf{p}_{c}\right)$ can be expressed as

$$
\begin{equation*}
G\left(\omega_{c}^{2}, \mathbf{p}_{c}\right)=\kappa_{c} G\left(\omega_{c}^{2}, \overline{\mathbf{p}}\right) \tag{2.138}
\end{equation*}
$$

where $\overline{\mathbf{p}}$ is the nominal parameter vector and $\kappa_{c}$ is a real scalar. Thus, Eq. (2.137) becomes

$$
\begin{equation*}
1+\kappa_{c} G\left(\omega_{c}^{2}, \overline{\mathbf{p}}\right) \operatorname{Re}\left[K\left(j \omega_{c}\right)\right]=0 \tag{2.139}
\end{equation*}
$$

where $\kappa_{c}$ is referred to as the critical gain, which represents an overall gain change due to parameter variations.

A conventional root locus plot of the nominal closed-loop system vs overall loop gain may be used to identify the critical gains and frequencies where root loci cross the imaginary axis. The closed-loop system becomes unstable only at these critical frequencies, including $\omega=0$, for all possible parameter variations. Thus, the classical gain margin concept may still be used as a measure of the overall parameter robustness for a system whose uncertain parameters do not necessarily appear multilinearly. The smallest critical gain corresponds to the conventional gain margin of a SISO closed-loop system.

Critical polynomial equations. Because a SISO system composed of a fixed compensation and an uncertain conservative plant becomes unstable only at critical frequencies that depend on the compensator parameters alone, the computation of the $\infty$-norm parameter margin can be performed as follows.

Let

$$
\begin{equation*}
K(j \omega)=\frac{\tilde{N}(j \omega)}{\tilde{D}(j \omega)}=\frac{\tilde{N}_{r}\left(\omega^{2}\right)+j \omega \tilde{N}_{i}\left(\omega^{2}\right)}{\tilde{D}_{r}\left(\omega^{2}\right)+j \omega \tilde{D}_{i}\left(\omega^{2}\right)} \tag{2.140}
\end{equation*}
$$

and

$$
\begin{equation*}
G(j \omega, \mathbf{p})=G\left(\omega^{2}, \mathbf{p}\right)=\frac{N\left(\omega^{2}, \mathbf{p}\right)}{D\left(\omega^{2}, \mathbf{p}\right)} \tag{2.141}
\end{equation*}
$$

Substituting Eqs. (2.140) and (2.141) into Eq. (2.133), we obtain the critical polynomial equations

$$
\begin{align*}
& \omega\left[\tilde{N}_{i}\left(\omega^{2}\right) \tilde{D}_{r}\left(\omega^{2}\right)-\bar{N}_{r}\left(\omega^{2}\right) \tilde{D}_{i}\left(\omega^{2}\right)\right]=0  \tag{2.142}\\
& D\left(\omega^{2}, \mathbf{p}\right) \tilde{D}_{r}\left(\omega^{2}\right)+N\left(\omega^{2}, \mathbf{p}\right) \tilde{N}_{r}\left(\omega^{2}\right)=0 \tag{2.143}
\end{align*}
$$

For each critical frequency obtained by solving Eq. (2.142), we need to find the largest stable hypercube centered about $\overline{\mathbf{p}}$ in parameter space. That is, the problem is to find $\mathbf{p}_{c}$ to minimize $\|\delta\|_{\infty}$, where $\delta=\left(\delta_{1}, \ldots, \delta_{\ell}\right)$ may be actual perturbations as in $p_{i}=\bar{p}_{i}+\delta_{i}$, or percentage variations as in $p_{i}=\bar{p}_{i}\left(1+\delta_{i}\right)$, subject to Eq. (2.143) for each critical frequency. Then the solution with the smallest magnitude becomes the $\infty$-norm parameter margin. The computation of such a parameter margin for general cases is quite numerically complicated. The $\infty$-norm parameter margin computation can be greatly simplified, however, by making use of the multilinear property of conservative dynamic systems, as is to be discussed next.

Corner directions in parameter space. As first shown by Ghaoui and Bryson, ${ }^{21}$ for a stabilized conservative system with multilinearly uncertain parameters, one needs only to check for instability in the corner directions of the parameter space hypercube, at a finite number of critical frequencies. An alternative geometric proof of such an elegant corner (or vertex) property using the mapping theorem is provided here as follows.

For a SISO conservative system, the loop transfer function $G(s, \mathbf{p}) K(s)$ becomes real valued at critical frequencies. When the mapping theorem ${ }^{22.23}$ is applied at critical frequencies to a SISO conservative system with multilinear parameters,
having fixed compensation and independent parameter perturbations, the convex hull of the $G(j \omega, \mathbf{p}) K(j \omega)$-plane image of the parameter space hypercube collapses to a line segment on the real axis. Because the extreme points of the convex hull are defined by the vertices of the parameter space hypercube, the endpoints of this line segment correspond to one or more of these vertices. Therefore, it is sufficient to check system stability only in the corner directions of the parameter space hypercube for each critical frequency, and the largest stable hypercube touches the stability boundary on one of its corners.

The parameter margin is then defined by the parameter changes that cause an endpoint of the line segment to touch the critical stability point. In addition, the overall change in gain for the plant transfer function due to parameter changes is equal to the associated critical gain. When parameter margin computations for each corner of a parameter space hypercube and each critical frequency are completed, the parameter margin of smallest magnitude becomes the overall parameter margin for the system.

For a stabilized conservative plant with $\ell$ independently uncertain parameters that appear multilinearly, there are $2^{\ell}$ hypercube corner directions that need to be checked in the $\infty$-norm real parameter margin computation. These corners correspond to the $2^{\ell}$ possible combinations of parameter values, where the uncertain value may be an increase or a decrease in any particular parameter.

Real parameter margin. Consider a closed-loop system described as in Fig. 2.25 , where $\mathbf{G}(s)$ is the nominal plant, $\mathbf{K}(s)$ a stabilizing controller, $\boldsymbol{\Delta}$ the structured uncertainty matrix, and $\mathbf{M}(s) \in \mathcal{C}^{\ell \times \ell}$ the stable, nominal transfer function matrix from perturbation inputs $\mathbf{d}$ to perturbation outputs $\mathbf{z}$. For this uncertain system, the real uncertain parameter vector $\mathbf{p}=\left(p_{1}, \ldots, p_{\ell}\right)$ and the perturbation vector $\delta=\left(\delta_{1}, \ldots, \delta_{\ell}\right)$ are related as $p_{i}=\bar{p}_{i}\left(1+\delta_{i}\right)$.

The closed-loop characteristic equation is then obtained as

$$
\begin{equation*}
\operatorname{det}[\mathbf{I}-\mathbf{M}(s) \Delta]=0 \tag{2.144}
\end{equation*}
$$

where $\mathbf{M}(s)$ may contain input and output scaling factors, $I$ is an identity matrix, and

$$
\begin{equation*}
\Delta=\operatorname{diag}\left(\delta_{1}, \ldots, \delta_{\ell}\right) \tag{2.145}
\end{equation*}
$$

is the diagonal uncertainty matrix of independent parameter perturbations $\delta_{i} \in \mathcal{R}$.


Fig. 2.25 Block diagram representations of a closed-loop control system with uncertain plant parameters.

Note that $\operatorname{det}[\mathbf{I}-\mathbf{M}(s) \Delta]$ is a polynomial of $\delta_{i}$, and is affine with respect to each $\delta_{i}$, and that the coefficients of the characteristic polynomial of the perturbed system are multilinear functions of $\delta_{i}$.

A characteristic polynomial, which has coefficients affine with respect to each uncertain parameter $\delta_{i}$, is called a multilinearly uncertain polynomial. A dynamic system with such characteristic polynomial is called a multilinearly uncertain system or a system with multilinearly uncertain parameters.

If a system is described by a closed-loop characteristic equation (2.144) and Eq. (2.145) with nonrepeated entries, then the system is simply called a multilinearly uncertain system; however, not all multilinearly uncertain polynomials can be expressed in the form of Eqs. (2.144) and (2.145) with nonrepeated entries. In many cases, we have $\Delta$ with repeated entries.

Because only the corners of a parameter space hypercube are to be checked in $\infty$-norm parameter margin computations for a conservative plant with multilinear parameters, $\Delta$ can be expressed as

$$
\begin{equation*}
\Delta=\kappa \mathbf{E} \tag{2.146}
\end{equation*}
$$

where $\kappa \in[0, \infty)$ and

$$
\mathcal{E}=\left\{\mathbf{E}: \mathbf{E}=\operatorname{diag}\left(e_{i}\right), e_{i}= \pm 1 \forall i\right\}
$$

In this case, $\kappa$ represents the size of the parameter space hypercube whereas the $2^{\ell}$ possible sets of $\pm 1$ in $\mathcal{E}$ define the $2^{\ell}$ corner directions. The task is to find $\kappa$ and the particular $\mathbf{E}$ matrix corresponding to the stable, parameter space hypercube and its particular corner that touches the stability boundary.

For a conservative plant with real multilinear parameter variations, we may introduce the real parameter robustness measure $\kappa(\omega)$ and the real parameter $\operatorname{margin} \kappa^{*}$, as follows:

$$
\begin{gather*}
\kappa(\omega)=\inf _{\mathbf{E} \in \mathcal{E}}\{\kappa: \operatorname{det}[\mathbf{I}-\kappa \mathbf{M}(j \omega) \mathbf{E}]=0\}  \tag{2.147}\\
\kappa^{*}=\inf _{\omega} \kappa(\omega)=\inf _{\omega_{r}} \kappa(\omega) \tag{2.148}
\end{gather*}
$$

where $\omega_{c}$ denotes the critical frequencies defined earlier. Note that the real parameter robustness measure $\kappa(\omega)$ of a conservative plant is discontinuous at each critical frequency.

### 2.6.2 Stabilized Nonconservative Plants

Some of the simplifications that are possible in real parameter margin computations for conservative plants are no longer valid for nonconservative plants. Consequently, a more general algorithm is needed for computing real parameter margins (or real $\mu$ ).

In practice, the damping constant is often the most uncertain parameter for structural dynamic systems. In that case, we may consider 1) a worst case with no damping, i.e., a conservative plant; 2) a case with fixed, nominal values of passive damping; or 3) a case in which the damping constant is considered as one of the uncertain parameters.

A direct approach to the cases 2 and 3 is to define a parameter space hypercube, of dimension equal to the number of uncertain parameters and centered about the nominal parameter values, and then increase the size of the hypercube, always checking closed-loop stability for parameter values corresponding to points on the surface of the hypercube, until system instability occurs. Then the computation of the $\infty$-norm parameter margin corresponds to finding the largest stable hypercube in the parameter space. An obvious advantage of this method is that it is applicable for systems whose uncertain parameters do not necessarily appear multilinearly; however, the amount of computation increases dramatically as the number of parameters increases.

### 2.6.3 Two-Mass-Spring-Damper Example

Structured parameter uncertainty modeling. Consider the two-mass-spring-damper system shown in Fig. 2.26, which is a generic model of an uncertain dynamic system with a rigid-body mode and one vibration mode. A control force acts on $m_{1}$ and the position of $m_{2}$ is measured, resulting in a noncollocated control problem.

This system can be described as

$$
\begin{gathered}
m_{1} \ddot{x}_{1}+c\left(\dot{x}_{1}-\dot{x}_{2}\right)+k\left(x_{1}-x_{2}\right)=u \\
m_{2} \ddot{x}_{2}+c\left(\dot{x}_{2}-\dot{x}_{1}\right)+k\left(x_{2}-x_{1}\right)=0 \\
y=x_{2}
\end{gathered}
$$

where $x_{1}$ and $x_{2}$ are the positions of $m_{1}$ and $m_{2}$, respectively; $u$ is the control input acting on $m_{1} ; y$ is the measured output; $k$ is the spring stiffness coefficient; $c$ is the damping constant; and all parameters have the appropriate units and time is in seconds.

The transfer function from the control input $u$ to the measured output $y$ is

$$
\frac{y(s)}{u(s)}=\frac{c s+k}{s^{2}\left\{m_{1} m_{2} s^{2}+c\left(m_{1}+m_{2}\right) s+k\left(m_{1}+m_{2}\right)\right\}}
$$

It can be seen that the uncertain parameters, $m_{1}, m_{2}, k$, and $c$, appear multilinearly in the numerator and denominator of the plant transfer function. ${ }^{24}$


Fig. 2.26 Two-mass-spring-damper system with multilinearly uncertain parameters.

The uncertain parameters are then modeled as

$$
\begin{aligned}
m_{1} & =\bar{m}_{1}\left(1+\delta_{1}\right) \\
m_{2} & =\bar{m}_{2}\left(1+\delta_{2}\right) \\
k & =\bar{k}\left(1+\delta_{3}\right) \\
c & =\bar{c}\left(1+\delta_{4}\right)
\end{aligned}
$$

where $\bar{m}_{1}, \bar{m}_{2}, \bar{k}$, and $\bar{c}$ are the nominal parameters, and $\delta_{1}, \delta_{2}, \delta_{3}$, and $\delta_{4}$ represent percentage variations in each parameter.

The plant equations may now be written as

$$
\begin{gathered}
\bar{m}_{1}\left(1+\delta_{1}\right) \ddot{x}_{1}=\bar{c}\left(1+\delta_{4}\right)\left(\dot{x}_{2}-\dot{x}_{1}\right)+\bar{k}\left(1+\delta_{3}\right)\left(x_{2}-x_{1}\right)+u \\
\bar{m}_{2}\left(1+\delta_{2}\right) \ddot{x}_{2}=-\bar{c}\left(1+\delta_{4}\right)\left(\dot{x}_{2}-\dot{x}_{1}\right)-\bar{k}\left(1+\delta_{3}\right)\left(x_{2}-x_{1}\right)
\end{gathered}
$$

After rearranging terms, we obtain

$$
\begin{gathered}
\bar{m}_{1} \ddot{x}_{1}=\bar{c}\left(\dot{x}_{2}-\dot{x}_{1}\right)+\bar{k}\left(x_{2}-x_{1}\right)+u-d_{1}+d_{3}+d_{4} \\
\bar{m}_{2} \ddot{x}_{2}=-\bar{c}\left(\dot{x}_{2}-\dot{x}_{1}\right)-\bar{k}\left(x_{2}-x_{1}\right)-d_{2}-d_{3}-d_{4}
\end{gathered}
$$

where

$$
\begin{array}{ll}
d_{1}=\delta_{1} z_{1}, & z_{1}=\bar{m}_{1} \ddot{x}_{1} \\
d_{2}=\delta_{2} z_{2}, & z_{2}=\bar{m}_{2} \ddot{x}_{2} \\
d_{3}=\delta_{3} z_{3}, & z_{3}=\bar{k}\left(x_{2}-x_{1}\right) \\
d_{4}=\delta_{4} z_{4}, & z_{4}=\bar{c}\left(\dot{x}_{2}-\dot{x}_{1}\right)
\end{array}
$$

and $d_{i}$ and $z_{i}$ are referred to as the fictitious inputs and outputs, respectively.
This system is then described in state-space form with $x_{3}=\dot{x}_{1}$ and $x_{4}=\dot{x}_{2}$ as

$$
\begin{gather*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B}_{1} \mathbf{d}+\mathbf{B}_{2} u  \tag{2.149a}\\
\mathbf{z}=\mathbf{C}_{1} \mathbf{x}+\mathbf{D}_{11} \mathbf{d}+\mathbf{D}_{12} u  \tag{2.149b}\\
y=\mathbf{C}_{2} \mathbf{x}+\mathbf{D}_{21} \mathbf{d}+\mathbf{D}_{22} u  \tag{2.149c}\\
\mathbf{d}=\Delta \mathbf{z} \tag{2.149d}
\end{gather*}
$$

where

$$
\begin{gathered}
\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \\
\mathbf{d}=\left(d_{1}, d_{2}, d_{3}, d_{4}\right) \\
\mathbf{z}=\left(z_{1}, z_{2}, z_{3}, z_{4}\right) \\
\mathbf{\Delta}=\operatorname{diag}\left(\delta_{1}, \delta_{2}, \delta_{3}, \delta_{4}\right)
\end{gathered}
$$

and

$$
\begin{gathered}
\mathbf{A}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-\bar{k} / \bar{m}_{1} & \bar{k} / \bar{m}_{1} & -\bar{c} / \bar{m}_{1} & \bar{c} / \bar{m}_{1} \\
\bar{k} / \bar{m}_{2} & -\bar{k} / \bar{m}_{2} & \bar{c} / \bar{m}_{2} & -\bar{c} / \bar{m}_{2}
\end{array}\right] \\
\mathbf{B}_{1}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-1 / \bar{m}_{1} & 0 & 1 / \bar{m}_{1} & 1 / \bar{m}_{1} \\
0 & -1 / \bar{m}_{2} & -1 / \bar{m}_{2} & -1 / \bar{m}_{2}
\end{array}\right] \\
\mathbf{B}_{2}=\left[\begin{array}{llll}
0 & 0 & 1 / \bar{m}_{1} & 0
\end{array}\right]^{T} \\
\mathbf{C}_{1}=\left[\begin{array}{cccc}
-\bar{k} & \bar{k} & -\bar{c} & \bar{c} \\
\bar{k} & -\bar{k} & \bar{c} & -\bar{c} \\
-\bar{k} & \bar{k} & 0 & 0 \\
0 & 0 & -\bar{c} & \bar{c}
\end{array}\right] \\
\mathbf{D}_{21}=\left[\begin{array}{llll}
0 & 1 & 0 & 0
\end{array}\right] \\
=\left[\begin{array}{cccc}
-1 & 0 & 1 & 1 \\
0 & -1 & -1 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
\mathbf{D}_{12}=\left[\begin{array}{llll}
1 & 0 & 0 & 0
\end{array}\right]^{T} \\
\mathbf{D}_{21}=\left[\begin{array}{llll}
0 & 0 & 0 & 0
\end{array}\right] \\
\mathbf{D}_{22}=0
\end{gathered}
$$

Given a controller in state-space form as

$$
\begin{gathered}
\dot{\mathbf{x}}_{c}=\mathbf{A}_{c} \mathbf{x}_{c}+\mathbf{B}_{c} y \\
u=\mathbf{C}_{c} \mathbf{x}_{c}
\end{gathered}
$$

the overall closed-loop system can be represented in state-space form as

$$
\begin{aligned}
& {\left[\begin{array}{c}
\dot{\mathbf{x}} \\
\dot{\mathbf{x}}_{c}
\end{array}\right] }=\left[\begin{array}{cc}
\mathbf{A} & \mathbf{B}_{2} \mathbf{C}_{c} \\
\mathbf{B}_{c} \mathbf{C}_{2} & \mathbf{A}_{c}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{x}_{c}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B}_{1} \\
\mathbf{B}_{c} \mathbf{D}_{21}
\end{array}\right] \mathbf{d} \\
& \mathbf{z}=\left[\begin{array}{ll}
\mathbf{C}_{1} & \mathbf{D}_{12} \mathbf{C}_{c}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\mathbf{x}_{c}
\end{array}\right]+\mathbf{D}_{11} \mathbf{d}
\end{aligned}
$$

or in transfer function form as

$$
\mathbf{z}=\mathbf{M}(s) \mathbf{d}
$$

and

$$
\mathbf{d}=\Delta \mathbf{z}
$$

Conservative case. Consider a case with zero damping. The two mass elements $m_{1}$ and $m_{2}$ and the spring constant $k$ are assumed to be uncertain. The parameter space hypercube is three dimensional, which has $2^{3}=8$ corners of the cube centered about the assumed nominal parameter values $\left(\bar{m}_{1}, \bar{m}_{2}, \bar{k}\right)=(1,1,1)$.

The nominal system has open-loop eigenvalues of $s=0,0, \pm \sqrt{2} j$ on the imaginary axis. The closed-loop stability robustness is to be analyzed for a particular controller given in state-space form as

$$
\begin{gathered}
\dot{\mathbf{x}}_{c}=\mathbf{A}_{c} \mathbf{x}_{c}+\mathbf{B}_{c} y \\
u=\mathbf{C}_{c} \mathbf{x}_{c}
\end{gathered}
$$

where

$$
\begin{gathered}
\mathbf{A}_{c}=\left[\begin{array}{rrrr}
0.1250 & -0.2879 & 1.0587 & 0.0076 \\
-0.1116 & -0.5530 & -0.0524 & 0.9932 \\
-2.5747 & 1.8080 & -2.1485 & -0.2774 \\
1.0069 & -1.1966 & 0.0042 & 0.0005
\end{array}\right] \\
\mathbf{B}_{c}=\left[\begin{array}{llll}
0.1946 & 0.6791 & -0.0359 & 0.2013
\end{array}\right]^{T} \\
\mathbf{C}_{c}=\left[\begin{array}{llll}
-1.5717 & 0.7722 & -2.1450 & -0.2769
\end{array}\right]
\end{gathered}
$$

The nominal closed-loop system has eigenvalues at $s=-0.2322 \pm 0.1919 j$, $-0.4591 \pm 0.3936 j,-0.4251 \pm 1.3177 j$, and $-0.1717 \pm 1.4312 j$. The nominal closed-loop system has a $6.1-\mathrm{dB}$ gain margin and a 34-deg phase margin. Root loci vs overall loop gain cross the imaginary axis at $\omega=0.747801 \mathrm{rad} / \mathrm{s}$ ( $\kappa_{c}=2.0198$ ) and $\omega=2.811543 \mathrm{rad} / \mathrm{s}\left(\kappa_{c}=247.8\right)$. As was discussed earlier, this system becomes unstable at these two critical frequencies for all possible variations of $m_{1}, m_{2}$, and $k$.

The critical frequencies can also be identified by solving Eq. (2.136) or Eq. (2.142), and $\kappa\left(\omega_{c}\right)$ and the corresponding $\mathbf{E}$ can be found as

$$
\begin{array}{lll}
\omega_{c}=0.747801, & \kappa\left(\omega_{c}\right)=0.459848, & \mathbf{E}=\operatorname{diag}(1,1,-1) \\
\omega_{c}=2.811534, & \kappa\left(\omega_{c}\right)=0.586918, & \mathbf{E}=\operatorname{diag}(-1,-1,1)
\end{array}
$$

Note that $\omega_{c}=0$ is always a critical frequency, and the corresponding $\kappa(0)$ can be found as $\kappa(0)=1$ for this example. Thus, the $\infty$-norm real parameter margin for the system becomes

$$
\kappa^{*}=\inf _{\omega_{c}} \kappa\left(\omega_{c}\right)=0.459848
$$

and the instability occurs at the critical corner at

$$
\left(\delta_{1}, \delta_{2}, \delta_{3}\right)=(0.459848,0.459848,-0.459848)
$$

The corresponding critical parameter values are

$$
\left(m_{1}, m_{2}, k\right)=(1.459848,1.459848,0.540152)
$$

The real parameter robustness measure $\kappa(\omega)$, which is discontinuous in frequency, is shown Fig. 2.27. Because the system becomes unstable only at the two nonzero critical frequencies for all possible real parameter variations, $\kappa(\omega)=1$ at


Fig. 2.27 Real parameter robustness measure $\kappa(\omega)$ for a conservative case ( $c=\bar{c}=0$ ).
all other frequencies. This corresponds to the trivial case where some or all of the parameter values become zero.

Nonconservative case. To assess any practical significance of including passive damping, nonconservative cases have been studied in Ref. 19. The study results show that the critical instability occurs at one of the corners of the parameter space hypercube for cases in which the damping constant $c$ is assumed to be a known nonzero constant. For cases in which the damping coefficient $c$ is actually modeled as one of four uncertain parameters $(\ell=4)$, the study results of Ref. 19 also show that the critical instability occurs at one of the corners of the parameter space hypercube. For all these cases, real parameter margins are very close to the zero-damping case of 0.459848 . Therefore, for a certain class of structural dynamic systems with small passive damping, the computational complexity of the real $\mu$ problem may be avoided by modeling the system as a conservative plant, without loss of any practical significance.

## Problem

2.28. For the example problem considered in this section, generate $1 / \mu$ plots using the ssv.m file of MATLAB Robust Control Toolbox for the following two cases:
(a) A conservative plant with $c=0$.
(b) A nonconservative plant with $\bar{c}=0.02$.

Discuss the results by comparing the $1 / \mu$ plots with the real parameter robustness measure $\kappa(\omega)$ shown in Fig. 2.27.

### 2.6.4 Two Real Critical Constraints

A concept of two real critical constraints is introduced here to solve the problem of determining the largest stable hypercube in parameter space that touches
the stability boundary on one of its corners. The concept is based on sufficient conditions for checking for critical instability only in the corner directions of the parameter space hypercube. ${ }^{20}$

Two real critical constraints. Consider a characteristic polynomial $\phi(s ; \delta)$ with the real perturbation vector $\delta=\left(\delta_{1}, \ldots, \delta_{\ell}\right)$. The nominal system with $\delta=0$ is assumed to be asymptotically stable. Then, there exists an $n \times n$ rational matrix $\mathbf{M}(s)$ and a diagonal matrix $\Delta \in \mathcal{X}$ such that

$$
\begin{equation*}
\phi(s ; \delta)=\phi(s ; 0) \operatorname{det}[\mathbf{I}-\mathbf{M}(s) \Delta] \tag{2.150}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{X}=\left\{\Delta: \Delta=\operatorname{diag}\left(\delta_{i} \mathbf{I}_{i}\right), \quad i=1, \ldots, \ell\right\} \tag{2.151}
\end{equation*}
$$

where $\mathbf{I}_{i}$ denotes an $m_{i} \times m_{i}$ identity matrix and

$$
\sum_{i=1}^{\ell} m_{i}=n
$$

Consequently, the critical stability constraint equation

$$
\begin{equation*}
\phi(j \omega ; \delta)=0 \tag{2.152}
\end{equation*}
$$

can be rewritten as

$$
\begin{equation*}
\operatorname{det}[\mathbf{I}-\mathbf{M}(j \omega) \Delta]=0 \tag{2.153}
\end{equation*}
$$

because $\phi(j \omega ; 0) \neq 0$ for all $\omega$.
The real parameter robustness measure $\kappa(\omega)$ and the real structured singular value measure $\mu(\omega)$ associated with the critical constraint equation (2.153) are then defined as

$$
\begin{aligned}
\kappa(\omega) & \equiv 1 / \mu(\omega) \\
& =\inf _{\Delta \in \mathcal{X}}\{\kappa: \operatorname{det}[\mathbf{I}-\mathbf{M}(j \omega) \Delta]=0, \bar{\sigma}(\Delta) \leq \kappa\} \\
& =\sup _{\Delta \in \mathcal{X}}\{\kappa: \operatorname{det}[\mathbf{I}-\mathbf{M}(j \omega) \Delta] \neq 0, \bar{\sigma}(\Delta) \leq \kappa\}
\end{aligned}
$$

where $\mathcal{X}$ is the set of all repeated blocks defined as Eq. (2.151) and $\bar{\sigma}(\Delta)$ denotes the largest singular value of $\Delta$. The real parameter margin $\kappa^{*}$ and the associated real structured singular value $\mu^{*}$ are defined as

$$
\begin{equation*}
\kappa^{*} \equiv 1 / \mu^{*}=\inf _{\omega} \kappa(\omega) \tag{2.154}
\end{equation*}
$$

and the corresponding uncertain parameter vector is called the critical parameter vector and is denoted by $\delta^{*}$.

The critical stability constraint equation (2.152) or (2.153) is a complex constraint. We now exploit the idea of separating the real and imaginary parts of the constraint equation (2.152), as follows:

$$
\begin{align*}
& \operatorname{Re}[\phi(j \omega ; \delta)]=f_{1}(\omega) \phi_{1}(\omega ; \delta)=0  \tag{2.155a}\\
& \operatorname{Im}[\phi(j \omega ; \delta)]=f_{2}(\omega) \phi_{2}(\omega ; \delta)=0 \tag{2.155b}
\end{align*}
$$

where $f_{1}(\omega)$ and $f_{2}(\omega)$ are polynomials that are independent of $\delta$ and $\phi_{1}(\omega ; 0) \neq 0$ and $\phi_{2}(\omega ; 0) \neq 0$ for all $\omega \geq 0$.

Because there exist real rational matrices $\mathbf{M}_{1}(\omega)$ and $\mathbf{M}_{2}(\omega)$ such that

$$
\begin{equation*}
\phi_{i}(\omega ; \delta)=\phi_{i}(\omega ; 0) \operatorname{det}\left[\mathbf{I}-\mathbf{M}_{i}(\omega) \Delta_{i}\right], \quad i=1,2 \tag{2.156}
\end{equation*}
$$

we have the following two real critical constraints

$$
\begin{align*}
& f_{1}(\omega) \operatorname{det}\left[\mathbf{I}-\mathbf{M}_{\mathbf{1}}(\omega) \boldsymbol{\Delta}_{1}\right]=\mathbf{0}  \tag{2.157a}\\
& f_{2}(\omega) \operatorname{det}\left[\mathbf{I}-\mathbf{M}_{2}(\omega) \boldsymbol{\Delta}_{2}\right]=0 \tag{2.157b}
\end{align*}
$$

with

$$
\begin{equation*}
\boldsymbol{X}_{i}:=\left\{\boldsymbol{\Delta}_{i}: \boldsymbol{\Delta}_{i}=\operatorname{diag}\left(\delta_{i j} \mathbf{I}_{i j}\right), \delta_{i j} \in \mathcal{R}, j=1, \ldots, \ell_{i}\right\} \tag{2.158}
\end{equation*}
$$

where $\left\{\delta_{1 j}, j=1, \ldots, \ell_{1}\right\}$ and $\left\{\delta_{2 j}, j=1, \ldots, \ell_{2}\right\}$ are two subsets of $\left\{\delta_{i}, i=\right.$ $1, \ldots, \ell\}$, and $\mathbf{I}_{i j}$ is an $m_{i j} \times m_{i j}$ identity matrix with

$$
\sum_{j=1}^{\ell_{i}} m_{i j}=n_{i}, \quad i=1,2
$$

Because polynomials with coefficients linearly dependent on uncertain parameters $\delta_{i}$ can be expressed in a form with rank-one matrices $\mathbf{M}_{1}(\omega)$ and $\mathbf{M}_{2}(\omega)$, the critical stability constraint (2.152) of an interval polynomial or a polytopic polynomial can be expressed as two real critical constraints of the form of Eqs. (2.157) with rank-one matrices $\mathbf{M}_{1}(\omega)$ and $\mathbf{M}_{2}(\omega)$.

A frequency at which the two real critical constraints (2.157) reduce to a single constraint is called the degenerate frequency, and the real nonnegative roots of the polynomials $f_{1}(\omega)$ and $f_{2}(\omega)$ of Eqs. (2.157) are the degenerate frequencies that cause isolated discontinuities in $\mu(\omega)$.

The two-constraint real $\mu$ measure, associated with the two constraints (2.157), is defined as

$$
\begin{gather*}
\frac{1}{\mu_{12}(\omega)}=\inf _{\Delta \in \mathcal{X}}\left\{\bar{\sigma}\left[\operatorname{diag}\left(\Delta_{1}, \Delta_{2}\right)\right]: \operatorname{det}\left[\mathbf{I}-\mathbf{M}_{1} \Delta_{1}\right]=0\right. \\
\left.\operatorname{det}\left[\mathbf{I}-\mathbf{M}_{2} \Delta_{2}\right]=0\right\} \tag{2.159}
\end{gather*}
$$

The single-constraint real $\mu$ measures, $\mu_{1}(\omega)$ and $\mu_{2}(\omega)$, associated with each constraint in Eqs. (2.157), are defined as

$$
\begin{align*}
& \frac{1}{\mu_{1}(\omega)}=\inf _{\Delta_{1} \in \mathcal{X}_{1}}\left\{\bar{\sigma}\left(\Delta_{1}\right): \operatorname{det}\left[\mathbf{I}-\mathbf{M}_{1} \Delta_{1}\right]=0\right\}  \tag{2.160}\\
& \frac{1}{\mu_{2}(\omega)}=\inf _{\Delta_{2} \in \mathcal{X}_{2}}\left\{\bar{\sigma}\left(\Delta_{2}\right): \operatorname{det}\left[\mathbf{I}-\mathbf{M}_{2} \Delta_{2}\right]=0\right\} \tag{2.161}
\end{align*}
$$

The real $\mu$ measure is related to the two-constraint real $\mu$ measure and the single-constraint real $\mu$ measures at each frequency $\omega$, as follows:

$$
\mu(\omega)= \begin{cases}\mu_{12}(\omega) & \text { if } f_{1}(\omega) \neq 0, f_{2}(\omega) \neq 0  \tag{2.162}\\ \mu_{1}(\omega) & \text { if } f_{1}(\omega) \neq 0, f_{2}(\omega)=0 \\ \mu_{2}(\omega) & \text { if } f_{1}(\omega)=0, f_{2}(\omega) \neq 0\end{cases}
$$

where $f_{1}(\omega)$ and $f_{2}(\omega)$ are the two polynomials defined as in Eqs. (2.155).

Let $\mathcal{S}=\left\{\delta_{i}, i=1, \ldots, \ell\right\}$. Also let $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ be two subsets of $\mathcal{S}$, and $\mathcal{S}_{1} \cup \mathcal{S}_{2}=\mathcal{S}$. If $\mathcal{S}_{1} \cap \mathcal{S}_{2} \neq \emptyset$ we define the restricted parameter vector $\mathbf{p}$ in $\mathcal{S}_{1} \cap \mathcal{S}_{2}$, as follows:

$$
\begin{equation*}
\mathbf{p}=\left(p_{1}, \ldots, p_{m}\right), \quad p_{i} \in \mathcal{S}_{1} \cap \mathcal{S}_{2}, \quad i=1, \ldots, m \tag{2.163}
\end{equation*}
$$

The restricted parameter vectors associated with $\mu_{1}$ and $\mu_{2}$ are denoted by $\mathbf{p}_{s_{1}}$ and $\mathbf{p}_{s_{2}}$, respectively.

If $\mathcal{S}_{1} \cap \mathcal{S}_{2}=\emptyset$, the real $\mu^{*}$ can be found as

$$
\begin{equation*}
\mu^{*}=\sup _{\omega} \mu_{12}(\omega)=\max \left\{\sup _{\omega} \mu_{1}(\omega), \sup _{\omega} \mu_{2}(\omega)\right\} \tag{2.164}
\end{equation*}
$$

If $\mu_{1}\left(\omega_{c}\right)=\mu_{2}\left(\omega_{c}\right)$ at some critical frequencies $\omega_{c}$, and if the restricted parameter vectors in $\mathcal{S}_{1} \cap \mathcal{S}_{2}$, associated with $\mu_{1}\left(\omega_{c}\right)$ and $\mu_{2}\left(\omega_{c}\right)$, become $\mathbf{p}_{s_{1}}=\mathbf{p}_{s_{2}}$, then the real $\mu^{*}$ is

$$
\begin{equation*}
\mu^{*}=\sup _{\omega} \mu_{12}(\omega)=\max _{\omega_{c}} \mu_{1}\left(\omega_{c}\right)=\max _{\omega_{c}} \mu_{2}\left(\omega_{c}\right) \tag{2.165}
\end{equation*}
$$

Sufficient conditions for corner property. If the critical instability of the constraint (2.153) with possible repeated entries in $\Delta$ occurs at one of the corners of the parameter space hypercube, then

$$
\begin{equation*}
\kappa(\omega)=\left\{\max _{\mathbf{E} \in \mathcal{E}} \rho[\mathbf{M}(j \omega) \mathbf{E}]\right\}^{-1} \tag{2.166}
\end{equation*}
$$

where $\rho(\mathbf{M E})$ denotes the maximum real eigenvalue of $\mathbf{M E}$ and it is defined to be zero if ME does not have real eigenvalues. Also, the corner matrix, denoted by $\mathbf{E}$, is defined as

$$
\mathcal{E}=\left\{\mathbf{E}: \mathbf{E}=\operatorname{diag}\left(e_{i} \mathbf{I}_{i}\right), e_{i}=+1 \text { or }-1, i=1, \ldots, \ell\right\}
$$

The real parameter margin $\kappa^{*}$, or real $\mu^{*}$, is then determined as

$$
\kappa^{*} \equiv 1 / \mu^{*}=\inf _{\omega} \kappa(\omega)
$$

The corresponding critical corner matrix $\mathbf{E}^{*}$ and critical corner vector $\mathbf{e}^{*}$ are, respectively, given by

$$
\begin{align*}
\mathbf{E}^{*} & =\operatorname{diag}\left(e_{i}^{*} \mathbf{I}_{i}\right)  \tag{2.167}\\
\mathbf{e}^{*} & =\left(e_{1}^{*}, e_{2}^{*}, \ldots, e_{\ell}^{*}\right) \tag{2.168}
\end{align*}
$$

Furthermore, the critical parameter vector $\delta^{*}$ can be determined as

$$
\delta^{*}=\kappa^{*} \mathrm{e}^{*}
$$

Note that, if $\mathbf{E} \in \mathcal{E}$, then $-\mathbf{E} \in \mathcal{E}$ and $\lambda(\mathbf{M E})=-\lambda(-\mathbf{M E})$, where $\lambda(\mathbf{M E})$ denotes the eigenvalues of ME. Thus, $\kappa(\omega)$ defined as Eq. (2.166) is always positive real.

We now summarize the sufficient condition for the corner property of a multilinearly uncertain system, as follows.

## Theorem 2.1

If a multilinearly uncertain polynomial $\phi(j \omega ; \delta)$ is always valued as real at some frequency $\omega$, then the critical instability at that frequency occurs at one of the corners of the parameter space hypercube $\kappa^{*} \mathcal{D}$, where $\delta \in \kappa^{*} \mathcal{D}$, or $-\kappa^{*} \leq$ $\delta_{i} \leq \kappa^{*}(i=1,2, \ldots, \ell)$.

For a multilinearly uncertain system, the single-constraint real $\mu$ must attain their values at one of the corner of the parameter space hypercube $\kappa^{*} \mathcal{D}$. Also, at the degenerate frequencies, the critical instability of a multilinearly uncertain system occurs at one of the corners of the parameter space hypercube. At $\omega=0$, the critical instability occurs at one of the corners of the parameter space hypercube.

## Theorem 2.2

Consider the two real critical constraints (2.157) with multilinearly uncertain parameters.

1) Case $1\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}=\emptyset\right)$ : The critical instability occurs at one of the corners of the parameter space hypercube.
2) Case $2\left(\mathcal{S}_{1} \cap \mathcal{S}_{2} \neq \emptyset\right)$ : If $\mu_{1}(\omega)$ and $\mu_{2}(\omega)$ plots intersect at some frequencies $\omega_{c}$, and if the restricted parameters vectors subject to $\mathcal{S}_{1} \cap \mathcal{S}_{2}$, associated with $\mu_{1}\left(\omega_{c}\right)$ and $\mu_{2}\left(\omega_{c}\right)$, become $\mathbf{p}_{s_{1}}=\mathbf{p}_{s_{2}}$, then the critical instability occurs at one of the corners of the parameter space hypercube.

Interval polynomial. As an application of the concept of the two real critical constraints, consider a family of real polynomials

$$
\begin{equation*}
\phi(s, \mathbf{a})=s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n} \tag{2.169}
\end{equation*}
$$

where a denotes the uncertain parameter vector and each uncertain coefficient $a_{i}$ has a prescribed interval as

$$
a_{i}^{-} \leq a_{i} \leq a_{i}^{+}, \quad i=1, \ldots, n
$$

The nominal values of $a_{i}$ are assumed as

$$
\bar{a}_{i}=\frac{1}{2}\left(a_{i}^{+}+a_{i}^{-}\right), \quad i=1, \ldots, n
$$

An interval polynomial with the normalized uncertain parameters $\delta_{i}$ will be used in the subsequent discussion.

A polynomial of the form of Eq. (2.169) whose zeros lie on the open left-half $s$ plane is called a Hurwitz polynomial. Kharitonov's theorem provides a simple way of checking whether a given polynomial whose coefficients have prescribed intervals is a Hurwitz polynomial; however, it is not directly applicable to determining the size of the largest stable hypercube in the coefficient parameter space. Now we employ $\mu_{1}(\omega)$ and $\mu_{2}(\omega)$ to determine the real parameter margin $\kappa^{*}$ of an uncertain dynamic system described by an interval characteristic polynomial.

An interval polynomial can be transformed into the two real constraints with the rank-one matrices $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$. If $n$ is an even integer, we have

$$
\begin{gathered}
\mathbf{M}_{i}(\omega)=\frac{\boldsymbol{\alpha}_{i} \boldsymbol{\beta}_{i}^{T}(\omega)}{g_{i}(\omega)}, \quad i=1,2 \\
\boldsymbol{\Delta}_{1}=\operatorname{diag}\left(\delta_{2}, \delta_{4}, \ldots, \delta_{n}\right), \quad \boldsymbol{\Delta}_{2}=\operatorname{diag}\left(\delta_{1}, \delta_{3}, \ldots, \delta_{n-1}\right) \\
\boldsymbol{\alpha}_{1}=\boldsymbol{\alpha}_{2}=[1,1, \ldots, 1]^{T} \\
\boldsymbol{\beta}_{1}=\boldsymbol{\beta}_{2}=\left[-\omega^{n-2}, \omega^{n-4}, \ldots,-\omega^{2},(-1)^{n / 2}\right]^{T} \\
g_{1}(\omega)=-\omega^{n}+\bar{a}_{2} \omega^{n-2}-\cdots-(-1)^{n / 2} \bar{a}_{n} \\
g_{2}(\omega)=\bar{a}_{1} \omega^{n-2}-\bar{a}_{3} \omega^{n-4}+\cdots-(-1)^{n / 2} \bar{a}_{(n-1)}
\end{gathered}
$$

Similar results can be obtained for the case of odd $n$.
Because $\mathbf{M}_{1}(\omega)$ and $\mathbf{M}_{2}(\omega)$ are rank-one matrices, we obtain the following theorem.

## Theorem 2.3

The $\mu_{1}(\omega)$ and $\mu_{2}(\omega)$ of an interval polynomial of the form of Eq. (2.169) attain their values at one of the corners of the parameter space hypercube, and then can be expressed as

$$
\begin{equation*}
\mu_{i}(\omega)=\frac{\boldsymbol{\alpha}_{i}^{T} \mathbf{E}_{i} \boldsymbol{\beta}_{i}(\omega)}{g_{i}(\omega)}, \quad i=1,2 \tag{2.170}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{E}_{i}=\operatorname{sgn}\left(g_{i}\right) \operatorname{diag}\left\{\operatorname{sgn}\left(\beta_{i 1}\right), \operatorname{sgn}\left(\beta_{i 2}\right), \ldots, 1\right\}, \quad i=1,2 \tag{2.171}
\end{equation*}
$$

$\beta_{i j}$ is the $j$ th element of the column vector $\boldsymbol{\beta}_{i}$, and $\operatorname{sgn}(\cdot)$ denotes the signum function. The real parameter margin is then obtained as

$$
\begin{align*}
1 / \kappa^{*} & \equiv \mu^{*} \equiv \sup _{\omega} \mu_{12}(\omega) \\
& =\sup _{\omega}\left\{\frac{\boldsymbol{\alpha}_{1}^{T} \mathbf{E}_{1} \boldsymbol{\beta}_{1}(\omega)}{g_{1}(\omega)}, \frac{\boldsymbol{\alpha}_{2}^{T} \mathbf{E}_{2} \boldsymbol{\beta}_{2}(\omega)}{g_{2}(\omega)}\right\} \tag{2.172}
\end{align*}
$$

Proof: Because $\mu_{1}(\omega)$ and $\mu_{2}(\omega)$ attain their values at one of the corners of the parameter space hypercube, we have

$$
\mu_{i}(\omega)=\max _{E_{i} \in \mathcal{E}_{i}} \rho\left[\mathbf{M}_{i}(j \omega) \mathbf{E}_{i}\right], \quad i=1,2
$$

Because

$$
\begin{aligned}
& \operatorname{det}\left[\lambda \mathbf{I}-\frac{\boldsymbol{\alpha}_{i}(\omega) \boldsymbol{\beta}_{i}^{T}(\omega) \mathbf{E}_{i}}{g_{i}(\omega)}\right]=\lambda-\frac{\boldsymbol{\beta}_{i}^{T}(\omega) \mathbf{E}_{i} \boldsymbol{\alpha}_{i}(\omega)}{g_{i}(\omega)} \\
&=\lambda-\frac{\boldsymbol{\alpha}_{i}^{T}(\omega) \mathbf{E}_{i} \boldsymbol{\beta}_{i}(\omega)}{g_{i}(\omega)}
\end{aligned}
$$

we have

$$
\mu_{i}(\omega)=\max _{\mathbf{E}_{i} \in \mathcal{E}_{i}}\left\{\frac{\boldsymbol{\alpha}_{i}^{T}(\omega) \mathbf{E}_{i} \boldsymbol{\beta}_{i}(\omega)}{g_{i}(\omega)}\right\}
$$

Let

$$
\mathbf{E}_{i}=\operatorname{sgn}\left(g_{i}\right) \operatorname{diag}\left\{\operatorname{sgn}\left(\beta_{i 1}\right), \operatorname{sgn}\left(\beta_{i 2}\right), \ldots, 1\right\}
$$

then $\mu_{i}(\omega)$ will attain their maximum values.
Kharitonov's theorem. An alternative proof of Kharitonov's theorem using the concept of $\mu_{1}(\omega)$ and $\mu_{2}(\omega)$ and Theorem 2.3 is given here. Without loss of generality, we consider the case of even $n$.

The uncertain parameter sets corresponding to $\mu_{1}$ and $\mu_{2}$ of an interval polynomial are disjoint; i.e., $\mathcal{S}_{1} \cap \mathcal{S}_{2}=\emptyset$, and these disjoint parameter sets should have the same bound $\kappa^{*}$. Consequently, from Theorem 2.3, we have either

$$
\begin{equation*}
\mu^{*}=\frac{\boldsymbol{\alpha}_{1}^{T} \mathbf{E}_{1} \boldsymbol{\beta}_{1}\left(\omega_{c}\right)}{g_{1}\left(\omega_{c}\right)}=\left|\frac{\boldsymbol{\alpha}_{2}^{T} \mathbf{E}_{2} \boldsymbol{\beta}_{2}\left(\omega_{c}\right)}{g_{2}\left(\omega_{c}\right)}\right| \tag{2.173}
\end{equation*}
$$

or

$$
\begin{equation*}
\mu^{*}=\frac{\boldsymbol{\alpha}_{2}^{T} \mathbf{E}_{2} \boldsymbol{\beta}_{2}\left(\omega_{c}\right)}{g_{2}\left(\omega_{c}\right)}=\left|\frac{\boldsymbol{\alpha}_{1}^{T} \mathbf{E}_{1} \boldsymbol{\beta}_{1}\left(\omega_{c}\right)}{g_{1}\left(\omega_{c}\right)}\right| \tag{2.174}
\end{equation*}
$$

where $\mathbf{E}_{i}$ are defined as Eq. (2.171).
For the case of Eq. (2.173), the possible critical parameters are

$$
\begin{aligned}
\left(\delta_{2}, \delta_{4}, \ldots, \delta_{n}\right) & =\kappa^{*}\left[\operatorname{sgn}\left(\beta_{11}\right), \operatorname{sgn}\left(\beta_{12}\right), \ldots, 1\right]^{T} \operatorname{sgn}\left(g_{1}\right) \\
\left(\delta_{1}, \delta_{3}, \ldots, \delta_{n-1}\right) & = \pm \kappa^{*}\left[\operatorname{sgn}\left(\beta_{21}\right), \operatorname{sgn}\left(\beta_{22}\right), \ldots, 1\right]^{T} \operatorname{sgn}\left(g_{2}\right)
\end{aligned}
$$

which become

$$
\begin{aligned}
\left(\delta_{2}, \delta_{4}, \ldots, \delta_{n}\right) & =\kappa^{*}\left[1,-1,1, \ldots,(-1)^{n / 2}\right]^{T} \operatorname{sgn}\left(g_{1}\right) \\
\left(\delta_{1}, \delta_{3}, \ldots, \delta_{n-1}\right) & = \pm \kappa^{*}\left[1,-1,1, \ldots,(-1)^{n / 2}\right]^{T} \operatorname{sgn}\left(g_{2}\right)
\end{aligned}
$$

For the case of Eq. (2.174), the possible critical parameters are

$$
\begin{aligned}
& \left(\delta_{1}, \delta_{3}, \ldots, \delta_{n-1}\right)=\kappa^{*}\left[\operatorname{sgn}\left(\beta_{21}\right), \operatorname{sgn}\left(\beta_{22}\right), \ldots, 1\right]^{T} \operatorname{sgn}\left(g_{2}\right) \\
& \left(\delta_{2}, \delta_{4}, \ldots, \delta_{n}\right)= \pm \kappa^{*}\left[\operatorname{sgn}\left(\beta_{11}\right), \operatorname{sgn}\left(\beta_{12}\right), \ldots, 1\right]^{T} \operatorname{sgn}\left(g_{1}\right)
\end{aligned}
$$

which become

$$
\begin{aligned}
& \left(\delta_{1}, \delta_{3}, \ldots, \delta_{n-1}\right)=\kappa^{*}\left[1,-1,1, \ldots,(-1)^{n / 2}\right]^{T} \operatorname{sgn}\left(g_{2}\right) \\
& \left(\delta_{2}, \delta_{4}, \ldots, \delta_{n}\right)= \pm \kappa^{*}\left[1,-1,1, \ldots,(-1)^{n / 2}\right]^{T} \operatorname{sgn}\left(g_{1}\right)
\end{aligned}
$$

There are a total of 16 combinations of possible critical parameters, but only 4 of them are different from each other. The four corner vectors of the parameter
space hypercube for possible critical instability at a corner are then obtained as

$$
\begin{aligned}
& \delta^{(1)}=\left[1,-1,-1,1, \ldots,(-1)^{n / 2+1},(-1)^{n / 2}\right]^{T} \\
& \delta^{(2)}=\left[1,1,-1,-1, \ldots,(-1)^{n / 2},(-1)^{n / 2}\right]^{T} \\
& \delta^{(3)}=\left[-1,1,1,-1, \ldots,(-1)^{n / 2},(-1)^{n / 2+1}\right]^{T} \\
& \delta^{(4)}=\left[-1,-1,1,1, \ldots,(-1)^{n / 2+1},(-1)^{n / 2+1}\right]^{T}
\end{aligned}
$$

where $\delta=\left(\delta_{1}, \delta_{2}, \delta_{3}, \delta_{4}, \ldots, \delta_{n-1}, \delta_{n}\right)$. These are, in fact, Kharitonov's four corners for the case of even $n$, corresponding to the four extreme polynomials of Kharitonov's theorem discussed in Section 1.3.7.

Polytopic polynomial. Consider a polynomial whose coefficients depend linearly on the normalized, perturbation parameter vector $\delta \in \kappa^{*} \mathcal{D}$ :

$$
\begin{equation*}
\phi(s ; \delta)=s^{n}+\sum_{i=1}^{n} a_{i}(\delta) s^{n-i} \tag{2.175}
\end{equation*}
$$

where

$$
a_{i}(\delta)=\bar{a}_{i}+\sum_{j=1}^{\ell} a_{i j} \delta_{j}
$$

and where $a_{i j}$ are constants. The critical constraints can be written as Eq. (2.157) with the rank-one matrices $\mathbf{M}_{1}(\omega)$ and $\mathbf{M}_{2}(\omega)$ such that

$$
\mathbf{M}_{i}(\omega)=\frac{\boldsymbol{\alpha}_{i}(\omega) \boldsymbol{\beta}_{i}^{\boldsymbol{T}}(\omega)}{g_{i}(\omega)}, \quad i=1,2
$$

where $g_{i}(\omega)$ is a scalar function of $\omega$, and $\boldsymbol{\alpha}_{i}$ and $\boldsymbol{\beta}_{i}$ are column vectors that are functions of $\omega$.

Because of the rank-one property of $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$, we obtain the following result.

## Theorem 2.4

The two single-constraint real $\mu$ measures of a polytopic polynomial of the form of Eq. (2.175) will attain their values at one of the corners of the parameter space hypercube and can be expressed as

$$
\begin{equation*}
\mu_{i}(\omega)=\frac{\boldsymbol{\alpha}_{i}^{T}(\omega) \mathbf{E}_{i} \boldsymbol{\beta}_{i}(\omega)}{g_{i}(\omega)}, \quad i=1,2 \tag{2.176}
\end{equation*}
$$

where

$$
\mathbf{E}_{i}=\operatorname{diag}\left\{\operatorname{sgn}\left(\alpha_{i 1} \beta_{i 1}\right), \ldots, \operatorname{sgn}\left(\alpha_{i i_{i}} \beta_{i \ell_{i}}\right)\right\} \operatorname{sgn}\left(g_{i}\right)
$$

for $i=1,2$, and $\alpha_{i j}$ and $\beta_{i j}$ are, respectively, the $j$ th elements of the column vectors $\boldsymbol{\alpha}_{i}$ and $\boldsymbol{\beta}_{i}$. If $\mu_{1}$ and $\mu_{2}$ intersect at some frequencies $\omega_{c}$ and if $\mathbf{p}_{s_{1}}=\mathbf{p}_{s_{2}}$ at these frequencies, then the critical instability occurs at one of the corners of the parameter space hypercube.

Multilinearly uncertain polynomial. For a general case of multilinearly uncertain polynomial, we know $\mu_{1}(\omega)$ and $\mu_{2}(\omega)$ will attain their values at one of the corners of the parameter space hypercube $\mathcal{D}$ at any frequency $\omega$. Consequently, we have the following theorem.

## Theorem 2.5

The two single-constraint real $\mu$ measures will attain their values at one of the corners of the parameter space hypercube and can be expressed as

$$
\mu_{i}(\omega)=\max _{\mathbf{E}_{i} \in \mathcal{E}_{i}} \rho\left[\mathbf{M}_{i}(\omega) \mathbf{E}_{i}\right], \quad i=1,2
$$

where

$$
\mathcal{E}_{i}=\left\{\mathbf{E}_{i}: \mathbf{E}_{i}=\operatorname{diag}\left(e_{j} \mathbf{I}_{j}\right), e_{j}=+1 \text { or }-1 \forall j\right\}
$$

and $\rho(\cdot)$ denotes the maximum real eigenvalue of a matrix. If $\mu_{1}$ and $\mu_{2}$ intersect at some frequencies $\omega_{c}$ and if $\mathbf{p}_{s_{1}}=\mathbf{p}_{s_{2}}$ at these frequencies, then, the critical instability occurs at one of the corners of the parameter space hypercube.

For a more detailed treatment of robustness analysis and robust control, see Refs. 25 and 26.

## Problems

2.29. Consider a polynomial whose coefficients linearly dependent on uncertain parameters $\delta_{1}$ and $\delta_{2}$ as follows:

$$
\begin{aligned}
& \phi\left(s ; \delta_{1}, \delta_{2}\right)=s^{4}+\left(\delta_{2}+3\right) s^{3}+\left(\delta_{1}+5.5\right) s^{2} \\
& \quad+\left(\delta_{1}+\delta_{2}+4.5\right) s+3 \delta_{1}-\delta_{2}+5.5
\end{aligned}
$$

(a) Show that the two real critical constraints can be found as

$$
\begin{aligned}
& \operatorname{Re}[\phi(j \omega ; \boldsymbol{\delta})]=0 \rightarrow f_{1}(\omega) \operatorname{det}\left[\mathbf{I}_{\mathbf{1}}-\mathbf{M}_{1}(\omega) \Delta_{1}\right]=0 \\
& \operatorname{Im}[\phi(j \omega ; \boldsymbol{\delta})]=0 \rightarrow f_{2}(\omega) \operatorname{det}\left[\mathbf{I}_{2}-\mathbf{M}_{2}(\omega) \Delta_{2}\right]=0
\end{aligned}
$$

where

$$
f_{1}(\omega)=1, \quad f_{2}(\omega)=\omega, \quad \Delta_{1}=\Delta_{2}=\operatorname{diag}\left(\delta_{1}, \delta_{2}\right)
$$

and

$$
\mathbf{M}_{i}(\omega)=\frac{\boldsymbol{\alpha}_{i}(\omega) \boldsymbol{\beta}_{i}^{T}(\omega)}{g_{i}(\omega)}
$$

with

$$
\begin{gathered}
\boldsymbol{\alpha}_{1}=\boldsymbol{\alpha}_{2}=(1,1) \\
\boldsymbol{\beta}_{1}=\left(3-\omega^{2},-1\right) \\
\boldsymbol{\beta}_{2}=\left(1, \quad 1-\omega^{2}\right) \\
g_{1}(\omega)=-\omega^{4}+5.5 \omega^{2}-5.5 \\
g_{2}(\omega)=3 \omega^{2}-4.5
\end{gathered}
$$

(b) Verify that $\mu_{1}$ and $\mu_{2}$ are

$$
\begin{gathered}
\mu_{1}(\omega)=\frac{\left|3-\omega^{2}\right|+1}{\left|-\omega^{4}+5.5 \omega^{2}-5.5\right|} \\
\mu_{2}(\omega)=\frac{\left|1-\omega^{2}\right|+1}{\left|3 \omega^{2}-4.5\right|}
\end{gathered}
$$

and that the critical corner matrices of $\mu_{1}(\omega)$ and $\mu_{2}(\omega)$ are

$$
\begin{gathered}
\mathbf{E}_{1}=\operatorname{diag}\left\{\operatorname{sgn}\left(3-\omega^{2}\right), \quad-1\right\} \operatorname{sgn}\left(-\omega^{4}+5.5 \omega^{2}-5.5\right) \\
\mathbf{E}_{2}=\operatorname{diag}\left\{1, \operatorname{sgn}\left(1-\omega^{2}\right)\right\} \operatorname{sgn}\left(3 \omega^{2}-4.5\right)
\end{gathered}
$$

(c) Determine the real parameter margin $\kappa^{*}$ as

$$
\kappa^{*}=1 / \mu_{12}=1 / \mu_{1}\left(\omega_{c}\right)=1 / \mu_{2}\left(\omega_{c}\right)=0.75
$$

where $\omega_{c}=1.4142$ and also the critical parameter values as

$$
\left(\delta_{1}^{*}, \delta_{2}^{*}\right)=\kappa^{*} \mathbf{e}^{*}=\kappa^{*}(1,-1)=(0.75,-0.75)
$$

2.30. Consider a feedback control system consisting of a plant transfer function $G(s)$ and a compensator $K(s)$ given by

$$
G(s)=\frac{p_{1}}{s\left(s+p_{2}\right)\left(s+p_{3}\right)}, \quad K(s)=\frac{s+2}{s+10}
$$

and where the uncertain parameters are described by ${ }^{22}$

$$
\begin{array}{ll}
p_{1}=800\left(1+\epsilon_{1}\right), & \left|\epsilon_{1}\right| \leq 0.1 \\
p_{2}=4+\epsilon_{2}, & \left|\epsilon_{2}\right| \leq 0.2 \\
p_{3}=6+\epsilon_{3}, & \left|\epsilon_{3}\right| \leq 0.3
\end{array}
$$

The closed-loop characteristic polynomial is

$$
\phi\left(s ; \epsilon_{1}, \epsilon_{2}, \epsilon_{3}\right)=s^{4}+a_{1} s^{3}+a_{2} s^{2}+a_{3} s+a_{4}
$$

where

$$
\begin{aligned}
& a_{1}=20+\epsilon_{2}+\epsilon_{3} \\
& a_{2}=124+16 \epsilon_{2}+14 \epsilon_{3}+\epsilon_{2} \epsilon_{3} \\
& a_{3}=1040+800 \epsilon_{1}+60 \epsilon_{2}+40 \epsilon_{3}+10 \epsilon_{2} \epsilon_{3} \\
& a_{4}=1600\left(1+\epsilon_{1}\right)
\end{aligned}
$$

The uncertain parameters are normalized as

$$
\delta_{1}=\epsilon_{1} / 0.1, \quad \delta_{2}=\epsilon_{2} / 0.2, \quad \delta_{3}=\epsilon_{3} / 0.3
$$

(a) Show that the two real critical constraints can be obtained as

$$
\begin{aligned}
& \operatorname{Re}[\phi(j \omega ; \delta)]=0 \rightarrow f_{1}(\omega) \operatorname{det}\left[\mathbf{I}_{1}-\mathbf{M}_{1}(\omega) \Delta_{1}\right]=0 \\
& \operatorname{Im}[\phi(j \omega ; \delta)]=0 \rightarrow f_{2}(\omega) \operatorname{det}\left[\mathbf{I}_{2}-\mathbf{M}_{2}(\omega) \Delta_{2}\right]=0
\end{aligned}
$$

where

$$
\begin{gathered}
f_{1}(\omega)=1, \quad f_{2}(\omega)=\omega \\
\Delta_{1}=\Delta_{2}=\Delta=\operatorname{diag}\left(\delta_{1}, \delta_{2}, \delta_{3}\right) \\
\mathbf{M}_{i}(\omega)=-\mathbf{R}_{i}(\omega) \mathbf{A}_{i}^{-1}(\omega) \mathbf{L}_{i}(\omega), \quad i=1,2
\end{gathered}
$$

and

$$
\begin{gathered}
\mathbf{R}_{1}(\omega)=\left[\begin{array}{cc}
1 & 0 \\
-3.2 \omega^{2} & 1 \\
1 & 0
\end{array}\right] \\
\mathbf{R}_{2}(\omega)=\left[\begin{array}{cc}
1 & 0 \\
12-0.2 \omega^{2} & -1 \\
1 & 0
\end{array}\right] \\
\mathbf{L}_{1}(\omega)=\left[\begin{array}{ccc}
160 & 1 & -4.2 \omega^{2} \\
0 & 0 & 0.06 \omega^{2}
\end{array}\right] \\
\mathbf{L}_{2}(\omega)=\left[\begin{array}{ccc}
80 & 1 & 12-0.3 \omega^{2} \\
0 & 0 & 0.6
\end{array}\right] \\
\mathbf{A}_{1}^{-1}(\omega)=\left[\begin{array}{ccc}
\left(1600-124 \omega^{2}+\omega^{4}\right)^{-1} & 0 \\
0 & 1
\end{array}\right] \\
\mathbf{A}_{2}^{-1}(\omega)=\left[\begin{array}{cc}
\left(1040-20 \omega^{2}\right)^{-1} & 0 \\
0 & 1
\end{array}\right]
\end{gathered}
$$

(b) Verify the plots of $1 / \mu_{1}(\omega)$ and $1 / \mu_{2}(\omega)$ as shown in Fig. 2.28. Also show that the critical corner matrices are

$$
\mathbf{E}_{1}^{*}=\mathbf{E}_{2}^{*}=\operatorname{diag}(1,-1,-1)
$$

and the real parameter margin is

$$
\kappa^{*}=1 / \mu^{*}=1 / \mu_{1}\left(\omega_{c}\right)=1 / \mu_{2}\left(\omega_{c}\right)=3.4174
$$

where $\omega_{c}=8.2282$.

### 2.7 Robust Control of Uncertain Dynamic Systems

In this section, which is based on Refs. 27-29, a design method is introduced that is particularly useful for uncertain structural dynamic systems with uncertainties in inertia, damping, and stiffness matrices. The method is based on the recent advances in the state-space solution to a standard $H_{\infty}$ control problem. By defining the structured parameter variations in terms of fictitious inputs and outputs for an internal feedback loop, the state-space solution to a standard $H_{\infty}$ control problem is easily utilized. In this section, the concept of the internal feedback loop, originally developed for uncertain systems described by first-order state-space
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Fig. 2.28 Plots of $\mathbf{1} / \mu_{1}(\omega)$ and $1 / \mu_{2}(\omega)$.
equations, is extended to uncertain dynamic systems described by second-order matrix differential equations.

### 2.7.1 Standard $H_{\infty}$ Control Problem Formulation

Consider a linear, time-invariant system described by

$$
\begin{align*}
\dot{\mathbf{x}}(t) & =\mathbf{A} \mathbf{x}(t)+\mathbf{B}_{1} \mathbf{d}(t)+\mathbf{B}_{2} \mathbf{u}(t) \\
\mathbf{z}(t) & =\mathbf{C}_{1} \mathbf{x}(t)+\mathbf{D}_{11} \mathbf{d}(t)+\mathbf{D}_{12} \mathbf{u}(t)  \tag{2.177}\\
\mathbf{y}(t) & =\mathbf{C}_{2} \mathbf{x}(t)+\mathbf{D}_{21} \mathbf{d}(t)+\mathbf{D}_{22} \mathbf{u}(t)
\end{align*}
$$

where $\mathbf{x} \in \mathcal{R}^{n}, \mathbf{d} \in \mathcal{R}^{m_{1}}, \mathbf{u} \in \mathcal{R}^{m_{2}}, \mathbf{z} \in \mathcal{R}^{p_{1}}$, and $\mathbf{y} \in \mathcal{R}^{p_{2}}$ are, respectively, the state, disturbance input, control input, controlled output, and measured output vectors.

The transfer function representation of this system is given by

$$
\begin{align*}
{\left[\begin{array}{l}
\mathbf{z}(s) \\
\mathbf{y}(s)
\end{array}\right] } & =\left[\begin{array}{ll}
\mathbf{P}_{11}(s) & \mathbf{P}_{12}(s) \\
\mathbf{P}_{21}(s) & \mathbf{P}_{22}(s)
\end{array}\right]\left[\begin{array}{l}
\mathbf{d}(s) \\
\mathbf{u}(s)
\end{array}\right] \\
& =\left\{\left[\begin{array}{l}
\mathbf{C}_{1} \\
\mathbf{C}_{2}
\end{array}\right][s \mathbf{I}-\mathbf{A}]^{-1}\left[\begin{array}{ll}
\mathbf{B}_{1} & \mathbf{B}_{2}
\end{array}\right]+\left[\begin{array}{ll}
\mathbf{D}_{11} & \mathbf{D}_{12} \\
\mathbf{D}_{21} & \mathbf{D}_{22}
\end{array}\right]\right\}\left[\begin{array}{l}
\mathbf{d}(s) \\
\mathbf{u}(s)
\end{array}\right] \tag{2.178}
\end{align*}
$$

where $\mathbf{P}_{i j}(s)$ are real-rational transfer function matrices and $\mathbf{P}(s) \equiv\left[\mathbf{P}_{i j}(s)\right]$ is called the generalized plant, which may include the internal feedback loop model and frequency-dependent weightings, as will be discussed later in this section.

For a linear system described by Eq. (2.177) or Eq. (2.178) with a feedback control logic of the form

$$
\begin{equation*}
\mathbf{u}(s)=-\mathbf{K}(s) \mathbf{y}(s) \tag{2.179}
\end{equation*}
$$

the closed-loop transfer function from $\mathbf{d}$ to $\mathbf{z}$ can be derived as

$$
\begin{equation*}
\mathbf{T}_{z d}(\mathbf{P}, \mathbf{K})=\mathbf{P}_{11}+\mathbf{P}_{12} \mathbf{K}\left[\mathbf{I}-\mathbf{P}_{22} \mathbf{K}\right]^{-1} \mathbf{P}_{21} \tag{2.180}
\end{equation*}
$$

where $\mathbf{K}(s)$ is a compensator transfer function matrix to be synthesized.
The $H_{\infty}$-norm of a real-rational transfer function matrix $\mathbf{T}(s)$ is defined as

$$
\begin{equation*}
\|\mathbf{T}(s)\|_{\infty}=\sup _{\omega} \bar{\sigma}[\mathbf{T}(j \omega)] \tag{2.181}
\end{equation*}
$$

where $\bar{\sigma}[\mathbf{T}(j \omega)]$ denotes the largest singular value of $\mathbf{T}(j \omega)$ for a given $\omega$. The $H_{\infty}$ space consists of functions that are stable and bounded.

The design objective of standard $H_{\infty}$ control problem is then to find $\mathbf{K}(s)$ such that the closed-loop system is stable and $\left\|\mathbf{T}_{z d}(\mathbf{P}, \mathbf{K})\right\|_{\infty}$ is minimized. An $H_{\infty}$ suboptimal control problem is to find a stabilizing controller $\mathbf{K}(s)$ such that $\left\|\mathbf{T}_{z d}(\mathbf{P}, \mathbf{K})\right\|_{\infty}<\gamma$ for some prespecified $\gamma \in \mathcal{R}$.

Using the input-output decomposition of structured plant parameter variations in terms of the fictitious inputs and outputs of an internal uncertainty loop to be discussed next, the state-space solution to the standard $H_{\infty}$ control problem will be utilized to design parameter-insensitive controllers.

### 2.7.2 Modeling of Structured Parameter Uncertainty

Uncertainty modeling of linear systems. Consider an uncertain linear dynamic system described by

$$
\begin{equation*}
\mathbf{E} \dot{\mathbf{x}}=\mathbf{F x}+\mathbf{G}_{d} \mathbf{d}+\mathbf{G}_{u} \mathbf{u} \tag{2.182}
\end{equation*}
$$

where $\mathbf{x}, \mathbf{d}$, and $\mathbf{u}$ are the state, external disturbance, and control input vectors, respectively; $\mathbf{G}_{d}$ is the disturbance distribution matrix; $\mathbf{G}_{u}$ is the control input distribution matrix; and the matrices $\mathbf{E}$ and $\mathbf{F}$ are subject to structured parameter variations.

Suppose that there are $\ell$ independent, uncertain parameter variables $\delta_{i}$ and assume that the perturbed matrices $\mathbf{E}$ and F in Eq. (2.182) can be linearly decomposed as follows:

$$
\begin{align*}
& \mathbf{E}=\mathbf{E}_{0}+\Delta \mathbf{E}  \tag{2.183a}\\
& \mathbf{F}=\mathbf{F}_{0}+\Delta \mathbf{F} \tag{2.183b}
\end{align*}
$$

where $\mathbf{E}_{0}$ and $\mathbf{F}_{0}$ are the nominal matrices and $\Delta \mathbf{E}$ and $\Delta \mathbf{F}$ are the perturbation matrices defined as

$$
\begin{align*}
& \Delta \mathbf{E}=\sum_{i=1}^{\ell} \Delta \mathbf{E}_{i} \delta_{i}=\sum_{i=1}^{\ell} \mathbf{M}_{E}^{(i)} \delta_{i} \mathbf{I}_{\kappa_{i}} \mathbf{N}_{E}^{(i)}=\mathbf{M}_{E} \mathcal{E}_{E} \mathbf{N}_{E}  \tag{2.184a}\\
& \Delta \mathbf{F}=\sum_{i=1}^{\ell} \Delta \mathbf{F}_{i} \delta_{i}=\sum_{i=1}^{\ell} \mathbf{M}_{F}^{(i)} \delta_{i} \mathbf{I}_{v_{i}} \mathbf{N}_{F}^{(i)}=\mathbf{M}_{F} \mathcal{E}_{F} \mathbf{N}_{F} \tag{2.184b}
\end{align*}
$$

where $\kappa_{i}$ is the rank of $\Delta \mathbf{E}_{i}, \nu_{i}$ the rank of $\Delta \mathbf{F}_{i}$, and $\mathcal{E}_{E}$ and $\mathcal{E}_{F}$ are diagonal matrices with $\delta_{i}$ as their diagonal elements. If $\kappa_{i}=\nu_{i}=1$ for $i=1 \ldots \ell$, i.e., a
special case of rank-one dependency, $\mathbf{M}_{E}^{(i)}$ and $\mathbf{M}_{F}^{(i)}$ become column vectors and $\mathbf{N}_{E}^{(i)}$ and $\mathbf{N}_{E}^{(i)}$ become row vectors. In this case, there are no repeated elements $\delta_{i}$ in $\mathcal{E}_{E}$ and $\mathcal{E}_{F}$.

Let

$$
\begin{gather*}
\mathcal{E} \triangleq \operatorname{diag}\left\{\mathcal{E}_{E}, \mathcal{E}_{F}\right\}  \tag{2.185a}\\
\tilde{\mathbf{z}} \triangleq\left[\begin{array}{l}
\tilde{\mathbf{z}}_{E} \\
\tilde{\mathbf{z}}_{F}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{N}_{E} \dot{\mathbf{x}} \\
\mathbf{N}_{F} \mathbf{x}
\end{array}\right]  \tag{2.185b}\\
\tilde{\mathbf{d}} \triangleq-\mathcal{E} \tilde{\mathbf{z}} \tag{2.185c}
\end{gather*}
$$

where $\tilde{\mathbf{d}}$ is called the fictitious disturbance input, $\tilde{\mathbf{z}}$ the fictitious output, and $\mathcal{E}$ the gain matrix of a fictitious internal uncertainty loop, which is caused by uncertainty in the matrices $\mathbf{E}$ and $\mathbf{F}$. Then, substituting Eqs. (2.183) into Eq. (2.182), we obtain

$$
\begin{equation*}
\mathbf{E}_{0} \dot{\mathbf{x}}=\mathbf{F}_{0} \mathbf{x}+\mathbf{G}_{d} \tilde{\mathbf{d}}+\mathbf{G}_{d} \mathbf{d}+\mathbf{G}_{u} \mathbf{u} \tag{2.186}
\end{equation*}
$$

where $\mathbf{G}_{\bar{d}}$, the fictitious disturbance distribution matrix, is defined as

$$
\mathbf{G}_{\tilde{d}}=\left[\begin{array}{ll}
\mathbf{M}_{E} & -\mathbf{M}_{F}
\end{array}\right]
$$

Defining the controlled output vector as

$$
\mathbf{z}=\left[\begin{array}{c}
\mathbf{C}_{11} \\
0
\end{array}\right] \mathbf{x}+\left[\begin{array}{l}
0 \\
\mathbf{I}
\end{array}\right] \mathbf{u}
$$

and introducing new variables

$$
\hat{\mathbf{d}} \triangleq\left[\begin{array}{l}
\tilde{\mathbf{d}} \\
\mathbf{d}
\end{array}\right], \quad \hat{\mathbf{z}} \triangleq\left[\begin{array}{l}
\tilde{\mathbf{z}} \\
\mathbf{z}
\end{array}\right]
$$

we obtain a modified state-space representation of the system as follows:

$$
\begin{gather*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B}_{1} \hat{\mathbf{d}}+\mathbf{B}_{2} \mathbf{u}  \tag{2.187a}\\
\hat{\mathbf{z}}=\mathbf{C}_{1} \mathbf{x}+\mathbf{D}_{11} \hat{\mathbf{d}}+\mathbf{D}_{12} \mathbf{u} \tag{2.187b}
\end{gather*}
$$

where

$$
\begin{gathered}
\mathbf{A}=\mathbf{E}_{0}^{-1} \mathbf{F}_{0}, \quad \mathbf{B}_{1}=\mathbf{E}_{0}^{-1}\left[\begin{array}{ll}
\mathbf{G}_{\tilde{d}} & \mathbf{G}_{d}
\end{array}\right], \quad \mathbf{B}_{2}=\mathbf{E}_{0}^{-1} \mathbf{G}_{u} \\
\mathbf{C}_{1}=\left[\begin{array}{c}
\mathbf{N}_{E} \mathbf{E}_{0}^{-1} \mathbf{F}_{0} \\
\mathbf{N}_{F} \\
\mathbf{C}_{11} \\
0
\end{array}\right], \quad \mathbf{D}_{11}=\mathbf{N}_{E} \mathbf{E}_{0}^{-1}\left[\begin{array}{cc}
\mathbf{G}_{\tilde{d}} & \mathbf{G}_{d} \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{array}\right] \\
\mathbf{D}_{12}=\left[\begin{array}{c}
\mathbf{N}_{E} \mathbf{E}_{0}^{-1} \mathbf{G}_{u} \\
0 \\
0 \\
\mathbf{I}
\end{array}\right]
\end{gathered}
$$

Note that $\mathbf{D}_{11}=0$ if there is no uncertainty in $\mathbf{E}$.

Uncertainty modeling of structural dynamic systems. Consider an uncertain structural dynamic system described by

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{q}}+\mathbf{D} \dot{\mathbf{q}}+\mathbf{K} \mathbf{q}=\mathbf{G}_{d} \mathbf{d}+\mathbf{G}_{u} \mathbf{u} \tag{2.188}
\end{equation*}
$$

where $\mathbf{q}$ is the generalized displacement vector, $\mathbf{M}$ the mass matrix, $\mathbf{D}$ the damping matrix, $\mathbf{K}$ the stiffness matrix, $\mathbf{G}_{d}$ the disturbance distribution matrix, $\mathbf{G}_{u}$ the control input distribution matrix, $\mathbf{d}$ the external disturbance vector, and $\mathbf{u}$ the control input vector.

Suppose that matrices M, D, and $\mathbf{K}$ are subject to $\ell$ independent parameter variations represented by $\delta_{i}, i=1, \ldots, \ell$. Then the perturbed matrices in Eq. (2.188) can be linearly decomposed as

$$
\begin{align*}
\mathbf{M} & =\mathbf{M}_{0}+\mathbf{L}_{M} \Delta_{M} \mathbf{R}_{M} \\
\mathbf{D} & =\mathbf{D}_{0}+\mathbf{L}_{D} \Delta_{D} \mathbf{R}_{D}  \tag{2.189}\\
\mathbf{K} & =\mathbf{K}_{0}+\mathbf{L}_{K} \Delta_{K} \mathbf{R}_{K}
\end{align*}
$$

where $\Delta_{M}, \Delta_{D}$, and $\Delta_{K}$ are diagonal matrices with independent parameter variations $\delta_{i}$ as diagonal elements. The first matrices in the right-hand side of Eq. (2.189) are the nominal matrices and the second ones are the perturbation matrices, which are linearly decomposed.

Define

$$
\begin{gather*}
\Delta=\operatorname{diag}\left\{\Delta_{M}, \Delta_{D}, \Delta_{K}\right\}  \tag{2.190a}\\
\tilde{\mathbf{z}}=\left[\begin{array}{l}
\tilde{\mathbf{z}}_{M} \\
\tilde{\mathbf{z}}_{D} \\
\tilde{\mathbf{z}}_{K}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{R}_{M} \ddot{\mathbf{q}} \\
\mathbf{R}_{D} \dot{\mathbf{q}} \\
\mathbf{R}_{K} \mathbf{q}
\end{array}\right]  \tag{2.190b}\\
\tilde{\mathbf{d}}=\Delta \tilde{\mathbf{z}} \tag{2.190c}
\end{gather*}
$$

where $\tilde{\mathbf{d}}$ is the fictitious input, $\tilde{\mathbf{z}}$ the fictitious output, and $\boldsymbol{\Delta}$ the gain matrix of internal uncertainty loop. Substituting Eq. (2.189) into Eq. (2.188), we obtain

$$
\begin{equation*}
\mathbf{M}_{0} \ddot{\mathbf{q}}+\mathbf{D}_{0} \dot{\mathbf{q}}+\mathbf{K}_{0} \mathbf{q}=\mathbf{G}_{\tilde{d}} \tilde{\mathbf{d}}+\mathbf{G}_{d} \mathbf{d}+\mathbf{G}_{u} \mathbf{u} \tag{2.191}
\end{equation*}
$$

where $\mathbf{G}_{\tilde{d}}$, called the fictitious disturbance distribution matrix, is defined as

$$
\begin{equation*}
\mathbf{G}_{\bar{U}}=\left[-\mathbf{L}_{M},-\mathbf{L}_{D},-\mathbf{L}_{K}\right] \tag{2.192}
\end{equation*}
$$

Let the state vector and controlled output vector be defined as

$$
\begin{gather*}
\mathbf{x}=\left[\begin{array}{l}
\mathbf{q} \\
\dot{\mathbf{q}}
\end{array}\right]  \tag{2.193a}\\
\mathbf{z}=\left[\begin{array}{cc}
\mathbf{C}_{11} & \mathbf{C}_{12} \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{q} \\
\dot{\mathbf{q}}
\end{array}\right]+\left[\begin{array}{l}
0 \\
\mathbf{I}
\end{array}\right] \mathbf{u} \tag{2.193b}
\end{gather*}
$$

Then the parametric variations are incorporated into the standard state-space formulation by introducing new variables

$$
\hat{\mathbf{d}}=\left[\begin{array}{l}
\tilde{\mathbf{d}}  \tag{2.194}\\
\mathbf{d}
\end{array}\right], \quad \hat{\mathbf{z}}=\left[\begin{array}{l}
\tilde{\mathbf{z}} \\
\mathbf{z}
\end{array}\right]
$$

The resulting, modified state-space representation is then given by

$$
\begin{align*}
\dot{\mathbf{x}}(t) & =\mathbf{A x}(t)+\mathbf{B}_{1} \hat{\mathbf{d}}(t)+\mathbf{B}_{2} \mathbf{u}(t) \\
\hat{\mathbf{z}}(t) & =\mathbf{C}_{1} \mathbf{x}(t)+\mathbf{D}_{11} \hat{\mathbf{d}}(t)+\mathbf{D}_{12} \mathbf{u}(t)  \tag{2.195}\\
\mathbf{y}(t) & =\mathbf{C}_{2} \mathbf{x}(t)+\mathbf{D}_{21} \hat{\mathbf{d}}(t)+\mathbf{D}_{22} \mathbf{u}(t)
\end{align*}
$$

where

$$
\begin{gathered}
\mathbf{A}=\left[\begin{array}{cc}
0 & \mathbf{I} \\
-\mathbf{M}_{0}^{-1} \mathbf{K}_{0} & -\mathbf{M}_{0}^{-1} \mathbf{D}_{0}
\end{array}\right] \\
\mathbf{B}_{1}=\left[\begin{array}{cc}
0 & 0 \\
\mathbf{M}_{0}^{-1} \mathbf{G}_{\tilde{d}} & \mathbf{M}_{0}^{-1} \mathbf{G}_{d}
\end{array}\right], \\
\mathbf{B}_{2}=\left[\begin{array}{c}
0 \\
\mathbf{M}_{0}^{-1} \mathbf{G}_{u}
\end{array}\right] \\
\mathbf{C}_{1}=\left[\begin{array}{cc}
-\mathbf{R}_{M} \mathbf{M}_{0}^{-1} \mathbf{K}_{0} & -\mathbf{R}_{M} \mathbf{M}_{0}^{-1} \mathbf{D}_{0} \\
0 & \mathbf{R}_{D} \\
\mathbf{R}_{K} & 0 \\
\mathbf{C}_{11} & \mathbf{C}_{12} \\
0 & 0
\end{array}\right] \\
\mathbf{D}_{11}=\left[\begin{array}{cc}
\mathbf{R}_{M} \mathbf{M}_{0}^{-1} \mathbf{G}_{\tilde{a}} & \mathbf{R}_{M} \mathbf{M}_{0}^{-1} \mathbf{G}_{d} \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{array}\right] \\
\mathbf{D}_{12}=\left[\begin{array}{c}
\mathbf{R}_{M} \mathbf{M}_{0}^{-1} \mathbf{G}_{u} \\
0 \\
0 \\
0 \\
\mathbf{I}
\end{array}\right]
\end{gathered}
$$

If there is no uncertainty in the mass matrix $\mathbf{M}$, then $\mathbf{D}_{11}=0$.

### 2.7.3 Robust $H_{\infty}$ Compensator Design

Consider an uncertain linear system described by

$$
\begin{align*}
{\left[\begin{array}{l}
\hat{\mathbf{z}}(s) \\
\mathbf{y}(s)
\end{array}\right] } & =\left[\begin{array}{ll}
\mathbf{P}_{11}(s) & \mathbf{P}_{12}(s) \\
\mathbf{P}_{21}(s) & \mathbf{P}_{22}(s)
\end{array}\right]\left[\begin{array}{l}
\hat{\mathbf{d}}(s) \\
\mathbf{u}(s)
\end{array}\right] \\
& =\left\{\left[\begin{array}{l}
\mathbf{C}_{1} \\
\mathbf{C}_{2}
\end{array}\right][s \mathbf{I}-\mathbf{A}]^{-1}\left[\begin{array}{ll}
\mathbf{B}_{1} & \left.\left.\mathbf{B}_{2}\right]+\left[\begin{array}{ll}
\mathbf{D}_{11} & \mathbf{D}_{12} \\
\mathbf{D}_{21} & \mathbf{D}_{22}
\end{array}\right]\right\}\left[\begin{array}{l}
\hat{\mathbf{d}}(s) \\
\mathbf{u}(s)
\end{array}\right]
\end{array} . \begin{array}{l}
\text { and }
\end{array}\right]\right. \tag{2.196}
\end{align*}
$$

where

$$
\hat{\mathbf{z}}=\left[\begin{array}{c}
\tilde{\mathbf{z}} \\
\mathbf{z}
\end{array}\right], \quad \hat{\mathbf{d}}=\left[\begin{array}{c}
\tilde{\mathbf{d}} \\
\mathbf{d}
\end{array}\right]
$$



Fig. 2.29 Overall closed-loop system with internal uncertainty loop.
and $\mathbf{x} \in \mathcal{R}^{n}, \hat{\mathbf{d}} \in \mathcal{R}^{m_{1}}, \mathbf{u} \in \mathcal{R}^{m_{2}}, \hat{\mathbf{z}} \in \mathcal{R}^{p_{1}}$, and $\mathbf{y} \in \mathcal{R}^{p_{2}}$ are, respectively, the state, augmented disturbance input, control input, augmented controlled output, and measured output vectors. Furthermore, the fictitious disturbance input $\tilde{\mathbf{d}}$ and the fictitious output $\tilde{\mathbf{z}}$ are defined as

$$
\tilde{\mathbf{d}}=\Delta \tilde{\mathbf{z}}
$$

where $\Delta$ is the gain matrix of the internal uncertainty loop.
This uncertain system to be controlled can also be described by

$$
\begin{gather*}
{\left[\begin{array}{l}
\tilde{\mathbf{z}} \\
\mathbf{z} \\
\mathbf{y}
\end{array}\right]=\left[\begin{array}{lll}
\mathbf{G}_{11} & \mathbf{G}_{12} & \mathbf{G}_{13} \\
\mathbf{G}_{21} & \mathbf{G}_{22} & \mathbf{G}_{23} \\
\mathbf{G}_{31} & \mathbf{G}_{32} & \mathbf{G}_{33}
\end{array}\right]\left[\begin{array}{c}
\tilde{\mathbf{d}} \\
\mathbf{d} \\
\mathbf{u}
\end{array}\right]}  \tag{2.197a}\\
\tilde{\mathbf{d}}=\Delta \tilde{\mathbf{z}}  \tag{2.197b}\\
\mathbf{u}=-\mathbf{K}(s) \mathbf{y} \tag{2.197c}
\end{gather*}
$$

where $K(s)$ is a feedback compensator to be designed. The overall system described by Eqs. (2.197) is visualized in Fig. 2.29.

After closing the control loop with a stabilizing controller $\mathbf{K}(s)$, we obtain the following representation of the closed-loop system (but with the internal uncertainty loop broken):

$$
\begin{equation*}
\hat{\mathbf{z}}=\mathbf{T}_{\hat{z} \hat{d}} \hat{\mathbf{d}} \tag{2.198}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{T}_{\hat{z} \hat{d}}=\left[\begin{array}{ll}
\mathbf{T}_{\tilde{z} \tilde{d}} & \mathbf{T}_{\bar{z} d} \\
\mathbf{T}_{z \bar{d}} & \mathbf{T}_{z d}
\end{array}\right] \equiv\left[\begin{array}{ll}
\mathbf{T}_{11} & \mathbf{T}_{12} \\
\mathbf{T}_{21} & \mathbf{T}_{22}
\end{array}\right]  \tag{2.199a}\\
& \mathbf{T}_{11}=\mathbf{G}_{11}-\mathbf{G}_{13} \mathbf{K}\left(\mathbf{I}+\mathbf{G}_{33} \mathbf{K}\right)^{-1} \mathbf{G}_{31}  \tag{2.199b}\\
& \mathbf{T}_{12}=\mathbf{G}_{12}-\mathbf{G}_{13} \mathbf{K}\left(\mathbf{I}+\mathbf{G}_{33} \mathbf{K}\right)^{-1} \mathbf{G}_{32}  \tag{2.199c}\\
& \mathbf{T}_{21}=\mathbf{G}_{21}-\mathbf{G}_{23} \mathbf{K}\left(\mathbf{I}+\mathbf{G}_{33} \mathbf{K}\right)^{-1} \mathbf{G}_{31}  \tag{2.199d}\\
& \mathbf{T}_{22}=\mathbf{G}_{22}-\mathbf{G}_{23} \mathbf{K}\left(\mathbf{I}+\mathbf{G}_{33} \mathbf{K}\right)^{-1} \mathbf{G}_{32} \tag{2.199e}
\end{align*}
$$

The actual closed-loop transfer function matrix from $\mathbf{d}$ to z under plant perturbations becomes

$$
\begin{equation*}
\mathbf{T}_{z d}=\mathbf{T}_{22}+\mathbf{T}_{21} \Delta\left(\mathbf{I}-\mathbf{T}_{11} \Delta\right)^{-1} \mathbf{T}_{12} \tag{2.200}
\end{equation*}
$$

The following two theorems provide sufficient conditions for stability/performance robustness. ${ }^{29,30}$

## Theorem 2.6 Stability Robustness

If $\left\|\mathbf{T}_{11}(s)\right\|_{\infty}<\gamma$, then $\mathbf{T}_{z d}(s, \alpha \boldsymbol{\Delta}) \forall \alpha \in[0,1]$ is stable for $\|\Delta\| \leq \gamma^{-1}$.

## Theorem 2.7 Performance Robustness

If $\left\|\mathbf{T}_{\hat{z} d}\right\|_{\infty}<\gamma$, then $\mathbf{T}_{z d}(s, \alpha \Delta) \forall \alpha \in[0,1]$ is stable and $\left\|\mathbf{T}_{z d}(s, \alpha \Delta)\right\|_{\infty}<\gamma$ $\forall \alpha \in[0,1]$ with $\|\Delta\| \leq \gamma^{-1}$.

Because $\mathbf{T}_{11}$ can be represented as

$$
\mathbf{T}_{11}=\left[\begin{array}{ll}
\mathbf{I} & 0
\end{array}\right]\left[\begin{array}{ll}
\mathbf{T}_{11} & \mathbf{T}_{12}  \tag{2.201}\\
\mathbf{T}_{21} & \mathbf{T}_{22}
\end{array}\right]\left[\begin{array}{l}
\mathbf{I} \\
0
\end{array}\right]
$$

we have $\left\|\mathbf{T}_{11}\right\|_{\infty} \leq\left\|\mathbf{T}_{\hat{z} \hat{d}}\right\|_{\infty}$. Consequently, if the condition in Theorem 2.7 is satisfied, i.e., $\left\|\mathbf{T}_{\hat{z} a l}\right\|_{\infty}<\gamma$, both stability and performance robustness will be achieved with respect to bounded uncertainty $\|\Delta\| \leq \gamma^{-1}$.

## Theorem 2.8 $\quad H_{\infty}$-Suboptimal Controller

This theorem from Ref. 29 provides a robust $H_{\infty}$-suboptimal controller, which satisfies the condition in Theorem 2.7.

Consider a linear system described by Eq. (2.196). Assume the following:

1) $\left(\mathbf{A}, \mathbf{B}_{2}\right)$ is stabilizable and $\left(\mathbf{C}_{2}, \mathbf{A}\right)$ is detectable.
2) $\mathbf{D}_{12}^{T}\left[\begin{array}{ll}\mathbf{C}_{1} & \mathbf{D}_{12}\end{array}\right]=\left[\begin{array}{ll}0 & I\end{array}\right]$.
3) 

$$
\left[\begin{array}{l}
\mathbf{B}_{1} \\
\mathbf{D}_{21}
\end{array}\right] \mathbf{D}_{21}^{T}=\left[\begin{array}{l}
0 \\
\mathbf{I}
\end{array}\right]
$$

4) The rank of $\mathbf{P}_{12}(j \omega)$ and $\mathbf{P}_{21}(j \omega)$ is $m_{2}$ and $p_{2}$, respectively, for all $\omega$.
5) $\mathbf{D}_{11}=0$ and $\mathbf{D}_{22}=0$.

There exists an internally stabilizing controller such that $\left\|\mathbf{T}_{\hat{\imath} \hat{d}}\right\|_{\infty}<\gamma$, if and only if the following Riccati equations

$$
\begin{align*}
& 0=\mathbf{A}^{T} \mathbf{X}+\mathbf{X A}-\mathbf{X}\left(\mathbf{B}_{2} \mathbf{B}_{2}^{T}-\gamma^{-2} \mathbf{B}_{1} \mathbf{B}_{1}^{T}\right) \mathbf{X}+\mathbf{C}_{1}^{T} \mathbf{C}_{1}  \tag{2.202}\\
& 0=\mathbf{A Y}+\mathbf{Y} \mathbf{A}^{T}-\mathbf{Y}\left(\mathbf{C}_{2}^{T} \mathbf{C}_{2}-\gamma^{-2} \mathbf{C}_{1}^{T} \mathbf{C}_{1}\right) \mathbf{Y}+\mathbf{B}_{1} \mathbf{B}_{1}^{T} \tag{2.203}
\end{align*}
$$

have solutions $\mathbf{X}$ and $\mathbf{Y}$. An $H_{\infty}$-suboptimal controller that satisfies $\left\|\mathbf{T}_{\hat{z} \hat{d}}\right\|_{\infty}<\gamma$, where $\gamma$ is a design tradeoff variable specifying an upper bound of the perturbed closed-loop transfer matrix $\mathbf{T}_{\hat{z} d}$, is then obtained as

$$
\begin{gather*}
\dot{\mathbf{x}}=\mathbf{A}_{c} \hat{\mathbf{x}}+\mathbf{L y}  \tag{2.204a}\\
\mathbf{u}=-\mathbf{K} \hat{\mathbf{x}} \tag{2.204b}
\end{gather*}
$$

where

$$
\begin{gather*}
\mathbf{K}=\mathbf{B}_{2}^{T} \mathbf{X}  \tag{2.205}\\
\mathbf{L}=\left(\mathbf{I}-\gamma^{-2} \mathbf{Y} \mathbf{X}\right)^{-1} \mathbf{Y} \mathbf{C}_{2}^{T}  \tag{2.206}\\
\mathbf{A}_{c}=\mathbf{A}+\gamma^{-2} \mathbf{B}_{1} \mathbf{B}_{1}^{T} \mathbf{X}-\mathbf{B}_{2} \mathbf{K}-\mathbf{L} \mathbf{C}_{2} \tag{2.207}
\end{gather*}
$$

and $\hat{\mathbf{x}}$ represents the controller state vector.
The closed-loop system (neglecting all of the external inputs) is then described as

$$
\left[\begin{array}{c}
\dot{\mathbf{x}}  \tag{2.208}\\
\dot{\hat{\mathbf{x}}}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A} & -\mathbf{B}_{2} \mathbf{K} \\
\mathbf{L} \mathbf{C}_{2} & \mathbf{A}_{\boldsymbol{c}}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x} \\
\hat{\mathbf{x}}
\end{array}\right]
$$

Note that the $H_{\infty}$ controller has a structure similar to a conventional state-space controller, consisting of an estimator and a regulator, but is designed for a plant system matrix

$$
\mathbf{A}+\gamma^{-2} \mathbf{B}_{1} \mathbf{B}_{1}^{T} \mathbf{X}
$$

Consequently, the separation principle of the conventional LQG technique does not hold here.

Relaxing the assumptions in Theorem 2.8, especially $\mathbf{D}_{11}=0$, will significantly complicate the formulas. ${ }^{30}$

### 2.7.4 Benchmark Problems for Robust Control Design

Simple, yet meaningful, control problems used to highlight issues in robust control design and to provide a forum for the application of a variety of robust control design methodologies were formulated by Wie and Bernstein ${ }^{31}$ in 1990. These problems were then refined and addressed as benchmark problems for robust control design, and various solutions to these problems were presented at the American Control Conferences in 1990-1992. The original three problems are concerned with a disturbance rejection control problem in the presence of parametric uncertainty. These problems were later augmented with a command tracking control problem in the presence of plant modeling uncertainty. ${ }^{31}$ For this fast tracking problem, the control input saturation limit is specified explicitly.

A special section of the Journal of Guidance, Control, and Dynamics (Vol. 15, No. 5, 1992) was devoted to the 11 different control designs for the original three benchmark problems. ${ }^{31}$ See Thompson ${ }^{32}$ for further discussion of these various solutions to benchmark problems.

It is emphasized that in the statement of problems, certain aspects, such as parameter uncertainty with given nominal parameter values and nominal desired performance, are specified concretely, whereas other aspects, such as the sensor noise model, definition of settling time, measure of control effort, controller complexity, bandwidth, etc., are deliberately left vague. Each designer is thus given the opportunity to emphasize additional design tradeoffs for a realistic control design as desired.


Fig. 2.30 Noncollocated control of the two-mass-Spring system.

## Problem

2.31. Consider the two-mass-spring system shown in Fig. 2.30. It is assumed that for the nominal system, $m_{1}=m_{2}=1$ and $k=1$, with appropriate units and time in seconds. A control force acts on body 1 and the position of body 2 is measured, resulting in a noncollocated control problem.

This system can be represented in state-space form as

$$
\begin{aligned}
& {\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3} \\
\dot{x}_{4}
\end{array}\right] }=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-k / m_{1} & k / m_{1} & 0 & 0 \\
k / m_{2} & -k / m_{2} & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right] \\
&+\left[\begin{array}{c}
0 \\
0 \\
1 / m_{1} \\
0
\end{array}\right]\left(u+d_{1}\right)+\left[\begin{array}{c}
0 \\
0 \\
0 \\
1 / m_{2}
\end{array}\right] d_{2} \\
& y=x_{2}+\text { noise } \\
& z=x_{2}
\end{aligned}
$$

where $x_{1}$ and $x_{2}$ are the positions of body 1 and body 2 , respectively; $x_{3}$ and $x_{4}$ are the velocities of body 1 and body 2 , respectively; $u$ is the control input acting on body $1 ; y$ is the measured output; $d_{1}$ and $d_{2}$ are the plant disturbances acting on body 1 and body 2 , respectively; and $z$ is the output to be controlled.

The transfer function description of the plant is

$$
y(s)=\frac{k}{s^{2}\left[m_{1} m_{2} s^{2}+k\left(m_{1}+m_{2}\right)\right]} u(s)
$$

Constant-gain linear feedback controllers are to be designed for the following four different problems:
(a) For a unit impulse disturbance exerted on body 1 and/or body 2, the controlled output ( $z=x_{2}$ ) must have a settling time of about 15 s for the nominal system with $m_{1}=m_{2}=k=1$. The closed-loop system should be stable for $0.5 \leq k \leq 2.0$ and $m_{1}=m_{2}=1$. The sensor noise, actuator saturation, and high-frequency rolloff must be considered to reflect practical control design tradeoffs.
(b) Maximize a stability robustness measure with respect to the three uncertain parameters $m_{1}, m_{2}$, and $k$ whose nominal values are $m_{1}=m_{2}=k=1$. For a unit impulse disturbance exerted on body 1 and/or body 2 , the controlled output must have a settling time of about 15 s for the nominal system with $m_{1}=m_{2}=k=1$.
(c) There is a sinusoidal disturbance with known frequency of $0.5 \mathrm{rad} / \mathrm{s}$ acting on body 1 and/or body 2 , but whose amplitude and phase, although constant, are not available to the designer. The closed-loop system must achieve asymptotic disturbance rejection for the controlled output with a 20 -s settling time for $m_{1}=$ $m_{2}=1$ and $0.5 \leq k \leq 2.0$.
(d) Design a feedback/feedforward controller for a unit-step output command tracking problem for the controlled output, $z$, with the following properties: 1) the control input is limited as $|u| \leq 1 ; 2$ ) settling time and overshoot are both to be minimized; 3) performance robustness and stability robustness with respect to the three uncertain parameters $m_{1}, m_{2}$, and $k$ (with the nominal values of $m_{1}=m_{2}=$ $k=1$ ) are both to be maximized; and 4) if there are conflicts between properties 2 and 3, then performance vs robustness tradeoffs must be considered.
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Part 2
Orbital Dynamics and Control

## 3

## Orbital Dynamics

Orbital dynamics* is concerned with the orbital motion of space vehicles under the influence of gravitational and other external forces. It is founded on the basic physical principles of celestial mechanics, ${ }^{\dagger}$ which is concerned with the natural motion of planets or celestial bodies. Newton's laws of motion and law of gravity, as well as Kepler's three laws of planetary motion, provide the fundamental framework of both disciplines and were discussed in Chapter 1.

This chapter is primarily concerned with the orbital motion of a particle in a gravitational field. Fundamental problems of orbital mechanics, such as the twobody and restricted three-body problems, are treated. This chapter also provides the foundation for the further study of orbital maneuvering problems, interplanetary mission analysis, and halo orbit control problems to be treated in the next chapter.

### 3.1 Two-Body Problem

In this section, we consider the simplest problem in orbital mechanics, that is, the dynamic problem of two point masses under the influence of their mutual gravitational attraction. Such a problem is called the two-body problem in celestial mechanics. Using Newton's laws of motion and law of gravity, we will formulate the two-body problem and verify Kepler's three empirical laws of planetary motion, which are stated as follows:

1) The orbit of each planet around the sun is an ellipse, with the sun at one focus (the law of orbits).
2) The radius vector from the sun to a planet sweeps out equal areas in equal time intervals (the law of areas).
3) The square of the orbital period of a planet is proportional to the cube of its mean distance from the sun (the law of periods).

These three empirical laws, with the first two laws published in 1609 and the third law in 1619, were used later by Newton to deduce his law of gravity.

Kepler's three laws of planetary motion describe the motion of planets around the sun, which is considered to be inertially fixed. In this chapter, we shall derive these laws of planetary motion by applying both Newton's laws of motion and law of gravity to the general two-body problem in which the primary body is not assumed to be inertially fixed.

[^11]

Fig. 3.1 Two-body problem.

### 3.1.1 Equation of Relative Motion

Consider two particles of masses $m_{1}$ and $m_{2}$ with position vectors $\vec{R}_{1}$ and $\vec{R}_{2}$, respectively, in an inertial reference frame, as shown in Fig. 3.1.

Applying Newton's second law and his law of gravity to each mass, we write the equations of motion as

$$
\begin{align*}
& m_{1} \ddot{\vec{R}}_{1}=+\frac{G m_{1} m_{2}}{r^{3}} \vec{r}  \tag{3.1}\\
& m_{2} \ddot{\vec{R}}_{2}=-\frac{G m_{1} m_{2}}{r^{3}} \vec{r} \tag{3.2}
\end{align*}
$$

where $\vec{r}=\vec{R}_{2}-\vec{R}_{1}$ is the position vector of $m_{2}$ from $m_{1}, r=|\vec{r}|, \ddot{\vec{R}}_{i}=\mathrm{d}^{2} \vec{R}_{i} / \mathrm{d} t^{2}$ is the inertial acceleration of the $i$ th body, and $G=6.6695 \times 10^{-11} \mathrm{~N} \cdot \mathrm{~m}^{2} / \mathrm{kg}^{2}$ is the universal gravitational constant.

This nonlinear dynamic system with six degrees of freedom can also be described by two decoupled sets of equations of motion as follows. By adding Eqs. (3.1) and (3.2), we obtain

$$
\begin{equation*}
m_{1} \ddot{\vec{R}}_{1}+m_{2} \ddot{\vec{R}}_{2}=0 \tag{3.3}
\end{equation*}
$$

Defining the position vector $\vec{R}_{c}$ to the system center of mass as

$$
\begin{equation*}
\vec{R}_{c}=\frac{m_{1} \vec{R}_{1}+m_{2} \vec{R}_{2}}{m_{1}+m_{2}} \tag{3.4}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\ddot{\vec{R}}_{c}=0 \tag{3.5}
\end{equation*}
$$

which can be integrated as

$$
\begin{gather*}
\dot{\vec{R}}_{c}(t)=\dot{\vec{R}}_{c}(0)=\text { constant vector }  \tag{3.6}\\
\vec{R}_{c}(t)=\vec{R}_{c}(0)+\dot{\vec{R}}_{c}(0) t \tag{3.7}
\end{gather*}
$$

where $\vec{R}_{c}(0)$ and $\overrightarrow{\vec{R}}_{c}(0)$ are the position and inertial velocity of the system center of mass at $t=0$. Thus, one-half of the 12 states of this dynamic system have
been solved. The remaining 6 states of the system can be solved by considering the relative motion of the two masses.

Subtracting Eq. (3.1) times $m_{2}$ from Eq. (3.2) times $m_{1}$, we obtain

$$
\begin{equation*}
\ddot{\vec{r}}+\mu \frac{\vec{r}}{r^{3}}=0 \tag{3.8}
\end{equation*}
$$

where $\ddot{\vec{r}}=\mathrm{d}^{2} \vec{r} / \mathrm{d} t^{2}$ is the inertial acceleration of $m_{2}$ with respect to $m_{1}, r=|\vec{r}|$, and $\mu=G\left(m_{1}+m_{2}\right)$ is called the gravitational parameter of the two-body system under consideration. Equation (3.8) describes the motion of $m_{2}$ relative to $m_{1}$ in an inertial reference frame, and it is the fundamental equation in the two-body problem.

In most practical cases of interest in orbital mechanics, the mass of the primary body is much greater than that of the secondary body, i.e., $m_{1} \gg m_{2}$, which results in $\mu \approx G m_{1}$. For example, for a sun-planet system, we have $\mu \approx \mu_{\odot} \equiv G M_{\odot}$, where $\mu_{\odot}$ denotes the gravitational parameter of the sun and $M_{\odot}$ denotes the mass of the sun. Also, for an Earth-satellite system, we have $\mu \approx \mu_{\oplus} \equiv G M_{\oplus}$, where $\mu_{\oplus}$ denotes the gravitational parameter of the Earth and $M_{\oplus}$ denotes the mass of the Earth. It is worth emphasizing that the primary body is not inertially fixed in the two-body problem. The two-body problem must be distinguished from a so-called restricted two-body problem in which the primary body of mass $m_{1}$ is assumed to be inertially fixed. Such a restricted two-body problem is often described by central force motion of a particle of mass $m_{2}$ around the inertially fixed primary body of mass $m_{1}$.

### 3.1.2 Conservation of Energy

From our basic knowledge of dynamics, we know that the two-body system is a conservative system. That is, the mechanical energy of the system, which is the sum of kinetic and potential energy, remains constant. Such a principle of conservation of energy for the two-body system can be derived as follows.

Taking the dot product of Eq. (3.8) with $\vec{r}$ yields

$$
\begin{equation*}
\ddot{\vec{r}} \cdot \dot{\vec{r}}+\left(\mu / r^{3}\right) \vec{r} \cdot \dot{\vec{r}}=0 \tag{3.9}
\end{equation*}
$$

which can be written as

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}(\dot{\vec{r}} \cdot \dot{\vec{r}})+\frac{\mu}{r^{3}} r \dot{r}=0
$$

This equation can be rewritten as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{v^{2}}{2}-\frac{\mu}{r}\right)=0 \quad \text { or } \quad \frac{v^{2}}{2}-\frac{\mu}{r}=\text { const } \tag{3.10}
\end{equation*}
$$

where $v \equiv|\vec{v}|=|\dot{\vec{r}}|=\sqrt{\dot{\vec{r}} \cdot \overrightarrow{\vec{r}}}$. Finally we obtain the energy equation

$$
\begin{equation*}
\frac{v^{2}}{2}-\frac{\mu}{r}=\mathcal{E} \tag{3.11}
\end{equation*}
$$

where the constant $\mathcal{E}$ is called the total mechanical energy per unit mass or the specific mechanical energy, $v^{2} / 2$ is the kinetic energy per unit mass, and $-\mu / r$ is
a potential energy per unit mass. This equation represents the law of conservation of energy for the two-body system.

Given the specific (mechanical) energy $\mathcal{E}$, the orbital velocity $v$ can be expressed as

$$
\begin{equation*}
v=\sqrt{2 \mu / r+2 \mathcal{E}} \tag{3.12}
\end{equation*}
$$

The magnitude of a velocity vector is often called the "speed." The term "velocity" is, however, used loosely in the same sense throughout this book.

### 3.1.3 Conservation of Angular Momentum

From our basic knowledge of dynamics, we also know that the angular momentum of the two-body system must be conserved because the gravitational force is an internal force and there is no external force acting on the two-body system. Such a principle of conservation of angular momentum for the two-body system can be derived as follows.

Taking the cross product of Eq. (3.8) with $\vec{r}$, we have

$$
\begin{equation*}
\vec{r} \times \ddot{\vec{r}}+\vec{r} \times \mu \frac{\vec{r}}{r^{3}}=0 \tag{3.13}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}(\vec{r} \times \dot{\vec{r}})=0 \tag{3.14}
\end{equation*}
$$

Defining the angular momentum per unit mass or the specific angular momentum as

$$
\begin{equation*}
\vec{h}=\vec{r} \times \dot{\vec{r}} \equiv \vec{r} \times \vec{v} \tag{3.15}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\frac{\mathrm{d} \vec{h}}{\mathrm{~d} t}=0 \quad \text { or } \quad \vec{h}=\text { constant vector } \tag{3.16}
\end{equation*}
$$

Thus we have the law of conservation of angular momentum for the two-body system. Because $\vec{h}$ is the vector cross product of $\vec{r}$ and $\vec{v}$, it is always perpendicular to the plane containing $\vec{r}$ and $\vec{v}$. Furthermore, because $\vec{h}$ is a constant vector, $\vec{r}$ and $\vec{v}$ always remain in the same plane, called an orbital plane. Therefore, we conclude that the orbital plane is fixed in space and the angular momentum vector $\vec{h}$ is perpendicular to the orbital plane.

### 3.1.4 Orbit Equation

Thus far we have found two constants of the two-body system: the specific energy constant $\mathcal{E}$ and the specific angular momentum constant $h$. Kepler's first law can now be verified by deriving the equation of a conic section as a partial solution to the equation of relative motion, as follows.

Taking the post-cross product of Eq. (3.8) with $\vec{h}$, we have

$$
\begin{equation*}
\ddot{\vec{r}} \times \vec{h}+\mu \frac{\vec{r}}{r^{3}} \times \vec{h}=0 \tag{3.17}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}[\dot{\vec{r}} \times \vec{h}-(\mu / r) \vec{r}]=0 \tag{3.18}
\end{equation*}
$$

because

$$
\begin{equation*}
\vec{r} \times \vec{h}=\vec{r} \times(\vec{r} \times \dot{\vec{r}})=(\vec{r} \cdot \dot{\vec{r}}) \vec{r}-(\vec{r} \cdot \vec{r}) \dot{\vec{r}} \tag{3.19}
\end{equation*}
$$

Integrating Eq. (3.18) gives

$$
\begin{equation*}
\dot{\vec{r}} \times \vec{h}-(\mu / r) \vec{r}=\text { constant vector }=\mu \vec{e} \tag{3.20}
\end{equation*}
$$

where a constant vector $\mu \vec{e}$ is introduced and $\vec{e}$ is called the eccentricity vector. Note that the constant vector $\mu \vec{e}$ can also be written as

$$
\begin{aligned}
\mu \vec{e} & =\vec{v} \times \vec{h}-\frac{\mu}{r} \vec{r}=\vec{v} \times(\vec{r} \times \vec{v})-\frac{\mu}{r} \vec{r} \\
& =\left[v^{2}-(\mu / r)\right] \vec{r}-(\vec{r} \cdot \vec{v}) \vec{v}
\end{aligned}
$$

Taking the dot product of Eq. (3.20) with $\vec{r}$ gives

$$
\begin{equation*}
\vec{r} \cdot \dot{\vec{r}} \times \vec{h}-\vec{r} \cdot(\mu / r) \vec{r}=\vec{r} \cdot \mu \vec{e} \tag{3.21}
\end{equation*}
$$

Because $\vec{r} \cdot \dot{\vec{r}} \times \vec{h}=(\vec{r} \times \dot{\vec{r}}) \cdot \vec{h}=h^{2}$, Eq. (3.21) becomes

$$
\begin{equation*}
h^{2}-\mu r=\mu r e \cos \theta \tag{3.22}
\end{equation*}
$$

where $h \equiv|\vec{h}|, e \equiv|\vec{e}|$, and $\theta$ is the angle between $\vec{r}$ and $\vec{e}$. The angle $\theta$ is called the true anomaly (the classical term "anomaly" is interchangeable with the term "angle"), and $e$ is called the eccentricity of the orbit.

### 3.1.5 Kepler's First Law

Equation (3.22) can be further transformed into the orbit equation of the form

$$
\begin{equation*}
r=\frac{h^{2} / \mu}{1+e \cos \theta} \tag{3.23}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
r=\frac{p}{1+e \cos \theta} \tag{3.24}
\end{equation*}
$$

where $p$, called the parameter, is defined as

$$
\begin{equation*}
p=h^{2} / \mu \tag{3.25}
\end{equation*}
$$

Equation (3.24) is the equation of a conic section, written in terms of polar coordinates $r$ and $\theta$ with the origin located at a focus, whereas $\theta$ is measured from the point on the conic nearest the focus. This equation is, in fact, a statement of Kepler's first law: the orbit of each planet around the sun is an ellipse, with the sun at one focus. The size and shape of the orbit depends on the parameter $p$ and the eccentricity $e$, respectively.

## Problems

3.1. Consider the total kinetic energy of the two-body system shown in Fig. 3.1, defined by

$$
T=\frac{1}{2} m_{1} \dot{\vec{R}}_{1} \cdot \dot{\vec{R}}_{1}+\frac{1}{2} m_{2} \dot{\vec{R}}_{2} \cdot \dot{\vec{R}}_{2}
$$

Show that this total kinetic energy can be written as

$$
T=\frac{1}{2}\left(m_{1}+m_{2}\right) \dot{\vec{R}}_{c} \cdot \dot{\vec{R}}_{c}+\frac{1}{2}\left(\frac{m_{1} m_{2}}{m_{1}+m_{2}}\right) \dot{\vec{r}} \cdot \dot{\vec{r}}
$$

where $\vec{R}_{c}$ is the inertial position vector of the system center of mass and $\vec{r} \equiv$ $\vec{R}_{2}-\vec{R}_{1}$.

Note: The first term on the right-hand side of the preceding equation is the translational kinetic energy of the center of mass of the two-body system. The second term is the rotational kinetic energy of the two-body system about the system center of mass. Because a potential energy of the two-body system is given by $-G m_{1} m_{2} / r$, we write the energy equation of the two-body system (without including the translational kinetic energy of the center of mass of the two-body system), as follows:

$$
\frac{1}{2}\left(\frac{m_{1} m_{2}}{m_{1}+m_{2}}\right) v^{2}-\frac{G m_{1} m_{2}}{r}=\mathrm{const}
$$

where $v^{2} \equiv|\dot{\vec{r}}|^{2}=\dot{\vec{r}} \cdot \dot{\vec{r}}$. We can also rewrite the equation of relative motion, given by Eq. (3.8), as

$$
\frac{m_{1} m_{2}}{m_{1}+m_{2}} \ddot{\vec{r}}+\frac{G m_{1} m_{2}}{r^{3}} \vec{r}=0
$$

where $m_{1} m_{2} /\left(m_{1}+m_{2}\right)$ is called the reduced mass of the system.
3.2. Consider the two-body system described by the equation of relative motion, $\stackrel{\rightharpoonup}{r}+\left(\mu / r^{3}\right) \vec{r}=0$; the energy equation, $v^{2} / 2-\mu / r=\mathcal{E}=$ const; and the angular momentum equation, $h=\vec{r} \times \vec{v}=$ constant vector, where $\mu=G\left(m_{1}+m_{2}\right)$, $r=|\vec{r}|$, and $v=|\vec{v}|=|\vec{r}|$.
(a) Using the fact that the orbital motion is confined to the plane containing $\vec{r}$ and $\vec{v}$, show that the equation of relative motion can be written in terms of polar coordinates $(r, \theta)$, as follows:

$$
\begin{aligned}
& \vec{e}_{r}: \quad \ddot{r}-r \dot{\theta}^{2}=-\mu / r^{2} \\
& \vec{e}_{\theta}: \quad r \ddot{\theta}+2 \dot{r} \dot{\theta}=0
\end{aligned}
$$

Hint: As illustrated in Fig. 3.2, let $\vec{e}_{r}$ and $\vec{e}_{\theta}$ be unit vectors along the radial yector direction and the transverse orbit direction, respectively, such that $\vec{r}=r \vec{e}_{r}$, $\dot{\vec{e}}_{r}=\dot{\theta} \vec{e}_{\theta}$, and $\dot{\vec{e}}_{\theta}=-\dot{\theta} \vec{e}_{r}$.
(b) Show that the specific angular momentum, denoted by $h=|\vec{h}|$, can be found as

$$
h=r^{2} \dot{\theta}
$$

Also verify that $h$ is, in fact, constant.


Fig. 3.2 Orbital motion.
(c) Show that the specific angular momentum can also be expressed as

$$
h=r v \cos \gamma
$$

where $\gamma$ denotes the flight-path angle as shown in Fig. 3.2.
(d) By eliminating the independent variable $t$ of the equation of motion using the result in (b), obtain

$$
-\frac{1}{r^{2}} \frac{\mathrm{~d}^{2} r}{\mathrm{~d} \theta^{2}}+\frac{2}{r^{3}}\left(\frac{\mathrm{~d} r}{\mathrm{~d} \theta}\right)^{2}+\frac{1}{r}=\frac{\mu}{h^{2}}
$$

which can be rewritten as

$$
\frac{\mathrm{d}^{2}}{\mathrm{~d} \theta^{2}}\left(\frac{1}{r}\right)+\frac{1}{r}=\frac{\mu}{h^{2}}
$$

Hint: From the equation in (b), we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t}() \equiv \frac{h}{r^{2}} \frac{\mathrm{~d}}{\mathrm{~d} \theta}()
$$

(e) The solution of the equation in (d) is, in general, given as

$$
\frac{1}{r}=\frac{\mu}{h^{2}}+C \cos \left(\theta+\theta_{0}\right)
$$

By measuring $\theta$ from a point of minimum distance from the origin of $\vec{r}$, the constant $\theta_{0}$ can be made to be zero. Determine the constant $C$ as

$$
C=\frac{\mu}{h^{2}} \sqrt{1+\left(2 \mathcal{E} h^{2} / \mu^{2}\right)}
$$

Hint: To determine the constant $C$ in (e), use the energy equation for a special case of $\theta=0$ and $h=r_{p} v_{p}$.

Also note that

$$
v^{2}=\dot{r}^{2}+(r \dot{\theta})^{2}=h^{2}\left[\left\{\frac{\mathrm{~d}}{\mathrm{~d} \theta}\left(\frac{1}{r}\right)\right\}^{2}+\left(\frac{1}{r}\right)^{2}\right]
$$

(f) Let $p=h^{2} / \mu$ and also let $e$ be defined as

$$
e=\sqrt{1+\left(2 \mathcal{E} h^{2} / \mu^{2}\right)}=\sqrt{1+(2 \mathcal{E} p / \mu)}
$$

then obtain the orbit equation of the form

$$
r=p /(1+e \cos \theta)
$$

which is, in fact, the orbit equation derived in Sec. (3.1.4), whereas $e$ is the eccentricity and $p$ is the parameter introduced in Sec. (3.1.4).
(g) Show that

$$
\begin{gathered}
\dot{\theta}=\sqrt{\mu / p^{3}}(1+e \cos \theta)^{2} \\
\dot{r}=\sqrt{\mu / p} e \sin \theta \\
\tan \gamma=e \sin \theta /(1+e \cos \theta)
\end{gathered}
$$

### 3.2 Geometry of Conic Sections

This section is concerned with the geometric characteristics of conic sections, established by Apollonius,* that are important in orbital mechanics. The geometrical characteristics of the conic sections are illustrated in Fig. 3.3.

The equation of a general conic section in terms of polar coordinates $(r, \theta)$ is given by

$$
\begin{equation*}
r=p /(1+e \cos \theta) \tag{3.26}
\end{equation*}
$$

where $p$ is the parameter or semilatus rectum and $e$ is the eccentricity. The size of the conic section is determined by $p$ and its shape is determined by the eccentricity $e$. Note that $p$ is the radial distance $r$ to a point on a conic section when $\theta= \pm 90$ deg.

### 3.2.1 Ellipse

For any point on the ellipse, the sum of its distance to two fixed points, called foci, is defined to be a constant $2 a$. One of the foci is occupied by the primary attracting body and is called the true focus, whereas the other is called the empty focus. An ellipse can also be defined as the locus of points whose distance from a focus is equal to its distance, multiplied by $e$, from a straight line known as the directrix.

[^12]a) Ellipse


Fig. 3.3 Geometric characteristics of the conic sections.

The eccentricity $e$ of the ellipse is defined as

$$
\begin{equation*}
e=c / a \tag{3.27}
\end{equation*}
$$

where $a$ is the semimajor axis and $c$ is the distance from the center of the ellipse to either focus, as shown in Fig. 3.3a. The ellipse is a conic section with $0 \leq e<1$. The circle is considered as a special case of an ellipse with $e=0$.

The semiminor axis $b$ of the ellipse is expressed in terms of $a$ and $e$ as follows:

$$
\begin{equation*}
b=a \sqrt{1-e^{2}} \tag{3.28}
\end{equation*}
$$

because $a, b$, and $c$ of the ellipse are related as follows:

$$
a^{2}=b^{2}+c^{2}
$$

If a line is drawn perpendicular to the major axis at the true focus, it will intersect any conic section at two points. The distance between these two points, denoted by $2 p$, is called latus rectum, and $p$ is called semilatus rectum or parameter. The parameter $p$ of the ellipse can be expressed in terms of $a$ and $e$ as

$$
\begin{equation*}
p=a\left(1-e^{2}\right) \tag{3.29}
\end{equation*}
$$

because, for any point on the ellipse, the sum of its distance to two foci is defined as a constant $2 a$.

Finally, the equation of the ellipse can be expressed as

$$
\begin{equation*}
r=\frac{a\left(1-e^{2}\right)}{1+e \cos \theta} \tag{3.30}
\end{equation*}
$$

which is in terms of the geometric constants $a$ and $e$. (The specific energy $\mathcal{E}$ and the specific angular momentum $h$ are often referred to as the dynamic constants, whereas $a$ and $e$ are called the geometric constants.)

The points in an orbit closest to and farthest from the focus of gravitational attraction are called apsides. The point of the orbit nearest to the primary attracting body is called the periapsis and the point farthest from the primary body is called the apoapsis. The closest point of the orbit to the Earth (sun) is called the perigee (perihelion), whereas the farthest point from the Earth (sun) is called the apogee (aphelion). The periapsis distance $r_{p}$ and the apoapsis distance $r_{a}$ of the ellipse can be found as

$$
\begin{align*}
r_{p} & =a(1-e)  \tag{3.31a}\\
r_{a} & =a(1+e) \tag{3.31b}
\end{align*}
$$

which are combined to give

$$
\begin{gather*}
a=\left(r_{p}+r_{a}\right) / 2  \tag{3.32a}\\
e=\left(r_{a}-r_{p}\right) /\left(r_{a}+r_{p}\right) \tag{3.32b}
\end{gather*}
$$

### 3.2.2 Parabola

A parabola is the locus of points whose distance from a focus is equal to the distance from the directrix. The parabola is a conic section with $a=c=\infty$
and $e=1$; i.e.,

$$
r=p /(1+\cos \theta)
$$

The parameter $p$ of a parabola is equal to twice the periapsis distance; i.e., $p=2 r_{p}$.

### 3.2.3 Hyperbola

The hyperbola is defined as the locus of points such that the difference of their distances from two fixed foci is a constant length $-2 a(a<0)$. For the hyperbola it is convenient to consider the semimajor axis $a$ (also $b$ and $c$ ) to be negative, as shown in Fig. 3.3b. The hyperbola has two branches that are separated by a distance $-2 c(c<0)$; only one branch is shown in Fig. 3.3b.

As in the case of ellipse, the eccentricity $e$ of the hyperbola is also defined as

$$
e=c / a
$$

and the hyperbola is a conic section with $e>1$.
The semiminor axis $b$ of the hyperbola can also be expressed in terms of the semimajor axis $a$ and the eccentricity $e$ as

$$
\begin{equation*}
b=a \sqrt{e^{2}-1} \tag{3.33}
\end{equation*}
$$

because $a, b$, and $c$ of the hyperbola, taken as negative, are related as

$$
c^{2}=a^{2}+b^{2}
$$

Note that the asymptote distance, denoted as $d$ in Fig. 3.3b, is, in fact, identical to the absolute value of the semiminor axis $b$ of the hyperbola. The hyperbola is also characterized by the asymptote angle $\theta_{\infty}$ and the deflection angle $\delta$ as illustrated in Fig. 3.3b. Also shown in this figure is the hyperbolic excess velocity, denoted by $v_{\infty}$, which will be discussed later in this section.

The parameter $p$ and the periapsis distance $r_{p}$ of the hyperbola can be expressed in terms of $a$ and $e$ as follows:

$$
\begin{align*}
& p=a\left(1-e^{2}\right)  \tag{3.34}\\
& r_{p}=a(1-e) \tag{3.35}
\end{align*}
$$

Consequently, the equation of the hyperbola can also be written as

$$
r=\frac{a\left(1-e^{2}\right)}{1+e \cos \theta}=\frac{p}{1+e \cos \theta}
$$

where $a<0, e>1$, and $p>0$.

### 3.2.4 Kepler's Second and Third Laws

The orbital area $\Delta A$, swept out by the radius vector $\vec{r}$ as it moves through a small angle $\Delta \theta$ in a time interval $\Delta t$, is given as

$$
\Delta A=\frac{1}{2} r(r \Delta \theta)
$$

Then the areal velocity of the orbit, denoted by $\mathrm{d} A / \mathrm{d} t$, can be shown to be constant, as follows:

$$
\begin{equation*}
\frac{\mathrm{d} A}{\mathrm{~d} t}=\lim _{\Delta t \rightarrow 0} \frac{\Delta A}{\Delta t}=\lim _{\Delta t \rightarrow 0} \frac{1}{2} r^{2} \frac{\Delta \theta}{\Delta t}=\frac{1}{2} r^{2} \dot{\theta}=\frac{1}{2} h=\text { const } \tag{3.36}
\end{equation*}
$$

which is a statement of Kepler's second law: the radius vector from the sun to a planet sweeps out equal areas in equal time intervals.

The period of an elliptical orbit can be found by dividing the total orbital area by the areal velocity, as follows:

$$
\begin{equation*}
P=\frac{A}{\mathrm{~d} A / \mathrm{d} t}=\frac{\pi a b}{h / 2}=\frac{\pi a^{2} \sqrt{1-e^{2}}}{\sqrt{\mu a\left(1-e^{2}\right)} / 2}=2 \pi \sqrt{\frac{a^{3}}{\mu}} \tag{3.37}
\end{equation*}
$$

This can be rewritten as

$$
P^{2}=\left(4 \pi^{2} / \mu\right) a^{3}
$$

which is, in fact, a statement of Kepler's third law: the square of the orbital period of a planet is proportional to the cube of the semimajor axis of the ellipse. Note that the ratio $P^{2} / a^{3}$ is not constant for all planets because $\mu=G\left(M_{\odot}+m_{2}\right)$, where $M_{\odot}$ is the mass of the sun and $m_{2}$ is the mass of the planet. Therefore, the ratio differs slightly for each planet.

### 3.3 Vis-Viva Equation

The energy equation at periapsis and apoapsis is expressed as

$$
\begin{equation*}
\mathcal{E}=\frac{v_{p}^{2}}{2}-\frac{\mu}{r_{p}}=\frac{v_{a}^{2}}{2}-\frac{\mu}{r_{a}} \tag{3.38}
\end{equation*}
$$

Because the velocity vector at periapsis or apoapsis of any orbit is directed horizontally and the flight-path angle $\gamma$ is zero, we have the angular momentum equation simply expressed as

$$
\begin{equation*}
h=r_{p} v_{p}=r_{a} v_{a} \tag{3.39}
\end{equation*}
$$

where $h=\sqrt{\mu p}, p=a\left(1-e^{2}\right), r_{p}=a(1-e)$, and $r_{a}=a(1+e)$.
Combining Eqs. (3.38) and (3.39) for either periapsis or apoapsis yields

$$
\begin{equation*}
\mathcal{E}=-\frac{\mu}{2 a} \tag{3.40}
\end{equation*}
$$

That is, the total specific energy depends only on the semimajor axis and is independent of eccentricity. Note that an elliptical orbit (with $a>0$ ) has $\mathcal{E}<0$, a parabolic orbit (with $a=\infty$ ) has $\mathcal{E}=0$, and a hyperbolic orbit (with $a<0$ ) has $\mathcal{E}>0$.

Consequently, we have the energy equation expressed as

$$
\begin{equation*}
\mathcal{E}=\frac{v^{2}}{2}-\frac{\mu}{r}=-\frac{\mu}{2 a} \tag{3.41}
\end{equation*}
$$

and the velocity equation

$$
v=\sqrt{2 \mu / r+2 \mathcal{E}}
$$

can be rewritten as

$$
\begin{equation*}
v=\sqrt{\frac{2 \mu}{r}-\frac{\mu}{a}} \tag{3.42}
\end{equation*}
$$

which is known as the vis-viva equation. In classical mechanics, vis viva and vis mortua mean living and dead forces, respectively.

The orbital velocity, denoted as $v_{c}$, of a circular orbit with the constant radius $r=a$ is simply given as

$$
\begin{equation*}
v_{c}=\sqrt{\mu / r} \tag{3.43}
\end{equation*}
$$

which is often called the circular velocity.
For a parabolic orbit with $a=\infty$ and $\mathcal{E}=0$, we have

$$
v=\sqrt{2 \mu / r}
$$

Consequently, we define the escape velocity $v_{e}$ as

$$
\begin{equation*}
v_{e}=\sqrt{2 \mu / r}=\sqrt{2} v_{c} \tag{3.44}
\end{equation*}
$$

for any given orbital position $r$. As an example, the escape velocity of an object from the surface of the Earth ( $\mu_{\oplus}=G M_{\oplus}=398,601 \mathrm{~km}^{3} / \mathrm{s}^{2}$ and $R_{\oplus}=6,378 \mathrm{~km}$ ) can be estimated as

$$
\begin{equation*}
v_{e}=\sqrt{2 \mu_{\oplus} / R_{\oplus}}=11.18 \mathrm{~km} / \mathrm{s} \tag{3.45}
\end{equation*}
$$

which is about $36,679 \mathrm{ft} / \mathrm{s}$ or $25,000 \mathrm{mph}$. ${ }^{*}$
The energy equation for a hyperbolic orbit as $r \rightarrow \infty$, becomes

$$
\begin{equation*}
\mathcal{E}=v_{\infty}^{2} / 2=-\mu / 2 a \tag{3.46}
\end{equation*}
$$

where $v_{\infty}$, called the hyperbolic excess velocity, (This will also be called the hyperbolic escape or approach velocity in Chapter 4.) is the velocity $v$ as $r \rightarrow \infty$, and

$$
v_{\infty}=\sqrt{\frac{\mu}{-a}}
$$

## Problem

3.3. Consider a hyperbolic orbit illustrated in Fig. 3.3b.
(a) Show that the asymptote angle $\theta_{\infty}$ and the deflection angle $\delta$ are related to the eccentricity $e$, as follows:

$$
\cos \theta_{\infty}=-\frac{1}{e} \quad \text { and } \quad \sin \frac{\delta}{2}=\frac{1}{e}
$$

Hint: $\theta_{\infty}=\pi / 2+\delta / 2$.

[^13](b) Show that the specific angular momentum $h$ is simply given by
$$
h=v_{\infty} d
$$
where $v_{\infty}$ is the hyperbolic excess velocity and $d$ is the asymptote distance, as defined in Fig. 3.3b.

Hint: $h=|\vec{h}|=|\vec{r} \times \vec{v}|$.
(c) Show that the eccentricity of the hyperbolic orbit can be expressed as

$$
e=\sqrt{1+\left(v_{\infty}^{2} d / \mu\right)^{2}} \quad \text { or } \quad e=1+\left(r_{p} v_{\infty}^{2} / \mu\right)
$$

where $r_{p}$ is the periapsis distance.
Hint: $\mathcal{E} \equiv v^{2} / 2-\mu / r=v_{\infty}^{2} / 2=-\mu /(2 a), h \equiv \sqrt{\mu p}, p=a\left(1-e^{2}\right)$, and $r_{p}=a(1-e)$.

### 3.4 Kepler's Time Equation

In this section we introduce a geometric parameter known as the eccentric anomaly to find the position in an orbit as a function of time or vice versa.

Consider an auxiliary circle, which was first introduced by Kepler, as shown in Fig. 3.4. From Fig. 3.4, we have

$$
\begin{equation*}
a \cos E+r \cos (\pi-\theta)=a e \tag{3.47}
\end{equation*}
$$

where $E$ is the eccentric anomaly and $\theta$ is the true anomaly. Using the orbit equation

$$
\begin{equation*}
r=\frac{p}{1+e \cos \theta}=\frac{a\left(1-e^{2}\right)}{1+e \cos \theta} \tag{3.48}
\end{equation*}
$$

we rewrite Eq. (3.47) as

$$
\begin{equation*}
\cos E=\frac{e+\cos \theta}{1+e \cos \theta} \tag{3.49}
\end{equation*}
$$



Fig. 3.4 Eccentric anomaly $\boldsymbol{E}$ of an elliptic orbit.

Using the fact that all lines parallel to the minor axis of an ellipse have a foreshortening factor of $b / a$ with respect to a circle with a radius of $a$, we obtain

$$
\begin{equation*}
r \sin \theta=(b / a)(a \sin E)=a \sqrt{1-e^{2}} \sin E \tag{3.50}
\end{equation*}
$$

Combining this with the orbit equation, we obtain

$$
\begin{equation*}
\sin E=\frac{\sqrt{1-e^{2}} \sin \theta}{1+e \cos \theta} \tag{3.51}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
\tan \frac{E}{2}=\frac{\sin E}{1+\cos E}=\sqrt{\frac{1-e}{1+e}} \tan \frac{\theta}{2} \tag{3.5}
\end{equation*}
$$

from which $E$ or $\theta$ can be determined without quadrant ambiguity.
Equation (3.47) can be rewritten as

$$
\begin{equation*}
r \cos \theta=a(\cos E-e) \tag{3.53}
\end{equation*}
$$

Thus, squaring Eqs. (3.50) and (3.53) and adding them, we obtain

$$
\begin{equation*}
r=a(1-e \cos E) \tag{3.54}
\end{equation*}
$$

which is the orbit equation in terms of the eccentric anomaly $E$ and its geometric constants $a$ and $e$.

The area swept out by the position vector $\vec{r}$ is

$$
\begin{equation*}
\left(t-t_{p}\right) \dot{A}=\left(t-t_{p}\right) \frac{a b}{2} \sqrt{\frac{\mu}{a^{3}}} \tag{3.55}
\end{equation*}
$$

where $t_{p}$ is the perigee passage time, $\left(t-t_{p}\right)$ is the elapsed time since perigee passage, and $\dot{A}$ is the constant areal velocity given by Kepler's third law,

$$
\begin{equation*}
\dot{A}=\frac{\pi a b}{P}=\frac{\pi a b}{2 \pi \sqrt{a^{3} / \mu}}=\frac{a b}{2} \sqrt{\frac{\mu}{a^{3}}} \tag{3.56}
\end{equation*}
$$

This area of the ellipse is the same as the area of the auxiliary circle swept out by the vector $\vec{R}$, multiplied by the factor $b / a$. Thus, we have

$$
\begin{align*}
& \frac{a b}{2} \sqrt{\frac{\mu}{a^{3}}}\left(t-t_{p}\right)=\frac{b}{a}\left(\frac{1}{2} a^{2} E-\frac{a e}{2} a \sin E\right) \\
&  \tag{3.57}\\
& \quad=\frac{a b}{2}(E-e \sin E)
\end{align*}
$$

which becomes

$$
\begin{equation*}
\sqrt{\mu / a^{3}}\left(t-t_{p}\right)=E-e \sin E \tag{3.58}
\end{equation*}
$$

where $E$ is in radians.
Defining the mean anomaly $M$ and the orbital mean motion $n$, as follows:

$$
\begin{align*}
M & =n\left(t-t_{p}\right)  \tag{3.59a}\\
n & =\sqrt{\mu / a^{3}} \tag{3.59b}
\end{align*}
$$

we obtain

$$
\begin{equation*}
M=E-e \sin E \tag{3.60}
\end{equation*}
$$

which is known as Kepler's time equation for relating time to position in orbit.
The time required to travel between any two points in an elliptical orbit can be computed simply by first determining the eccentric anomaly $E$ corresponding to a given true anomaly $\theta$, and then using Kepler's time equation.

However, Kepler's time equation (3.60) does not provide time values $\left(t-t_{p}\right)$ greater than one-half of the orbit period, but it gives the elapsed time since perigee passage in the shortest direction. Thus, for $\theta>\pi$, the result obtained from Eq. (3.60) must be subtracted from the orbit period to obtain the correct time since perigee passage.

## Problems

3.4. Show that the area in the ellipse swept out by the position vector $\vec{r}$ is

$$
\begin{gathered}
\frac{1}{2} \int_{0}^{\theta} r^{2} \mathrm{~d} \theta=\frac{a^{2}}{2} \int_{0}^{\theta}(1-e \cos E)^{2} \mathrm{~d} \theta \\
\quad=\frac{a b}{2} \int_{0}^{E}(1-e \cos E) \mathrm{d} E
\end{gathered}
$$

and that

$$
\frac{a b}{2} \sqrt{\frac{\mu}{a^{3}}}\left(t-t_{p}\right)=\frac{a b}{2}(E-e \sin E)
$$

which becomes

$$
M=E-e \sin E
$$

Hint:

$$
\sin \theta=\frac{\sqrt{1-e^{2}} \sin E}{1-e \cos E}, \quad \cos \theta=\frac{\cos E-e}{1-e \cos E}
$$

3.5. The auxiliary circle of an elliptic orbit is often described by

$$
\left(x^{2} / a^{2}\right)+\left(y^{2} / a^{2}\right)=1
$$

where $x=a \cos E$ and $y=a \sin E$ (since $\cos ^{2} E+\sin ^{2} E=1$ ), and $E$ is the eccentric anomaly. Similarly, an equilateral hyperbola with a 45 -deg branch angle, i.e., $e=\sqrt{2}, a=b, p=-a$, can be introduced for a hyperbola such that

$$
\left(x^{2} / a^{2}\right)-\left(y^{2} / a^{2}\right)=1
$$

where $x=-a \cosh H$ and $y=-a \sinh H\left(\right.$ since $\left.\cosh ^{2} H-\sinh ^{2} H=1\right)$, and $H$ is called the hyperbolic eccentric anomaly.

Derive the following relationships for the hyperbolic form of Kepler's time equation:

$$
\begin{gathered}
\sinh H=\frac{\sqrt{e^{2}-1} \sin \theta}{1+e \cos \theta} \\
\cosh H=\frac{e+\cos \theta}{1+e \cos \theta} \\
\tanh \frac{H}{2}=\sqrt{\frac{e-1}{1+e}} \tan \frac{\theta}{2} \\
r=a(1-e \cosh H) \\
\frac{1}{2} \int_{0}^{\theta} r^{2} \mathrm{~d} \theta=\frac{a^{2}}{2} \int_{0}^{\theta}(1-e \cosh H)^{2} \mathrm{~d} \theta \\
=\frac{a b}{2} \int_{0}^{H}(e \cosh H-1) \mathrm{d} H \\
\frac{a b}{2} \sqrt{\frac{\mu}{(-a)^{3}}}\left(t-t_{p}\right)=\frac{a b}{2}(e \sinh H-H) \\
N=e \sinh H-H
\end{gathered}
$$

where $N$ corresponds to the mean anomaly $M$ of an elliptic orbit.
Note: The hyperbolic form of Kepler's time equation can also be obtained from Kepler's time equation by substituting $E=-j H$ and $M=j N$ where $j=\sqrt{-1}$. The following hyperbolic relations are also useful in solving for time,

$$
\begin{aligned}
& H=\ln \left(\cosh H+\sqrt{\cosh ^{2} H-1}\right) \\
& \sinh H=\frac{1}{2}[\exp (H)-\exp (-H)]
\end{aligned}
$$

### 3.5 Orbital Position and Velocity

In this section we consider the motion of a satellite that is revolving (or orbiting) around the Earth.

### 3.5.1 Orbital Elements

In general, the two-body dynamic system characterized by the equation of relative motion of the form

$$
\begin{equation*}
\ddot{\vec{r}}+\left(\mu / r^{3}\right) \vec{r}=0 \tag{3.61}
\end{equation*}
$$

has three degrees of freedom, and the orbit is uniquely determined if the six initial conditions $\vec{r}$ and $\vec{v} \equiv \dot{\vec{r}}$ are specified. In orbital mechanics, the constants of integration or integrals of the motion are also referred to as orbital elements and such initial conditions can be considered as six possible orbital elements.


Fig. 3.5 Orbit orientation with respect to the geocentric-equatorial reference frame. (A near circular orbit is shown in this figure.)

To describe a satellite orbit about the Earth, we often employ six other scalars, called the six classical orbital elements. Three of these scalars specify the orientation of the orbit plane with respect to the geocentric-equatorial reference frame, which has its origin at the center of the Earth. This geocentric-equatorial reference frame has an inclination of 23.45 deg with respect to the heliocentric-ecliptic reference frame that has its origin at the center of the sun. A set of orthogonal unit vectors $\{\vec{I}, \vec{J}, \vec{K}\}$ is selected as basis vectors of the geocentric-equatorial reference frame with $(X, Y, Z)$ coordinates, as shown in Fig. 3.5.

Note that this reference frame is not fixed to the Earth and is not rotating with it; rather the Earth rotates around it. The ( $X, Y$ ) plane of the geocentric-equatorial reference frame is the Earth's equatorial plane, simply called the equator. The $Z$ axis is along the Earth's polar axis of rotation. The $X$ axis is pointing toward the vernal equinox, the point in the sky where the sun crosses the equator from south to north on the first day of spring. The vernal equinox direction is often denoted by the symbol $\Upsilon$.

The six classical orbital elements consist of five independent quantities, which are sufficient to completely describe the size, shape, and orientation of an orbit, and one quantity required to pinpoint the position of a satellite along the orbit at any particular time. The six classical orbital elements are:
$a=$ semimajor axis
$e=$ eccentricity
$t_{p}=$ time of perigee passage
$\Omega=$ right ascension longitude of the ascending node
$i=$ inclination of the orbit plane
$\omega=$ argument of the perigee
The elements $a$ and $e$ determine the size and shape of the elliptic orbit, respectively, and $t_{p}$ relates position in orbit to time. The angles $\Omega$ and $i$ specify the
orientation of the orbit plane with respect to the geocentric-equatorial reference frame. The angle $\omega$ specifies the orientation of the orbit in its plane. Orbits with $i<90$ deg are called prograde orbits, whereas orbits with $i>90 \mathrm{deg}$ are called retrograde orbits. The term prograde means easterly direction in which the sun, Earth, and most of the planets and their moons rotate on their axes. The term retrograde means westerly direction, which is simply the opposite of prograde. An orbit whose inclination is near 90 deg is called a polar orbit. An equatorial orbit has zero inclination.

### 3.5.2 Orbit Determination

Consider the problem of determining the six classical orbital elements of a satellite using its known position and velocity vectors at a specified time $t_{0}$. We assume that the position and velocity vectors $\vec{r}$ and $\vec{v} \equiv \vec{r}$ at $t_{0}$ are expressed in terms of the basis vectors $\{\vec{I}, \vec{J}, \vec{K}\}$ of the geocentric-equatorial reference frame; i.e.,

$$
\begin{align*}
& \vec{r}=X \vec{I}+Y \vec{J}+Z \vec{K}  \tag{3.62a}\\
& \vec{v}=\dot{X} \vec{I}+\dot{Y} \vec{J}+\dot{Z} \vec{K} \tag{3.62b}
\end{align*}
$$

whose six components ( $X, Y, Z, \dot{X}, \dot{Y}, \dot{Z}$ ) are known constants at $t_{0}$.
Because $\vec{r}$ and $\vec{v}$ are known at $t_{0}$, the specific angular momentum vector is first determined as

$$
\begin{equation*}
\vec{h}=\vec{r} \times \vec{v} \tag{3.63}
\end{equation*}
$$

and the eccentricity $e \equiv|\vec{e}|$ is determined from the eccentricity vector given as

$$
\begin{equation*}
\mu \vec{e}=\vec{v} \times \vec{h}-(\mu / r) \vec{r}=\left[v^{2}-(\mu / r)\right] \vec{r}-(\vec{r} \cdot \vec{v}) \vec{v} \tag{3.64}
\end{equation*}
$$

Since $r \equiv|\vec{r}|$ and $v \equiv|\vec{v}|$ are known at $t_{0}$, the specific energy can be found as

$$
\begin{equation*}
\mathcal{E}=\left(v^{2} / 2\right)-(\mu / r) \tag{3.65}
\end{equation*}
$$

and the semimajor axis $a$ is determined as

$$
\begin{equation*}
a=-\mu / 2 \mathcal{E} \tag{3.66}
\end{equation*}
$$

The right ascension of the ascending node, $\Omega$, can be determined from a unit vector $\vec{I}^{\prime}$ toward the ascending node, given by

$$
\begin{equation*}
\vec{I}^{\prime}=\cos \Omega \vec{I}+\sin \Omega \vec{J} \tag{3.67}
\end{equation*}
$$

which is perpendicular to both $\vec{h}$ and $\vec{K}$; i.e.,

$$
\begin{equation*}
\vec{I}^{\prime}=\vec{K} \times(\vec{h} / h) \tag{3.68}
\end{equation*}
$$

The inclination angle $i$ is obtained from

$$
\begin{equation*}
\cos i=\vec{K} \cdot(\vec{h} / h) \tag{3.69}
\end{equation*}
$$

and the argument of the perigee, $\omega$, is also obtained as

$$
\begin{equation*}
\cos \omega=\vec{I}^{\prime} \cdot(\vec{e} / e) \tag{3.70}
\end{equation*}
$$

where a proper quadrant correction must be made for $\vec{e} \cdot \vec{K}<0$.

The time of perigee passage, $t_{p}$, is determined by first computing the true anomaly $\theta$ at $t_{0}$, from

$$
\begin{equation*}
\cos \theta=\frac{\vec{r} \cdot \vec{e}}{r e} \tag{3.71}
\end{equation*}
$$

where a proper quadrant correction must be made when $\vec{r} \cdot \vec{v}>0$. The eccentric anomaly $E$ at $t_{0}$ is then obtained from

$$
\begin{equation*}
\tan \frac{E}{2}=\sqrt{\frac{1-e}{1+e}} \tan \frac{\theta}{2} \tag{3.72}
\end{equation*}
$$

and then Kepler's time equation

$$
\begin{equation*}
M=\sqrt{\mu / a^{3}}\left(t_{0}-t_{p}\right)=E-e \sin E \tag{3.73}
\end{equation*}
$$

is used to obtain the perigee passage time $t_{p}$. The mean anomaly $M$ or the true anomaly $\theta$ at a particular time $t_{0}$, called the epoch, often replaces $t_{p}$ in a set of modified classical orbital elements.
The inverse problem of determining the position and velocity vectors at any other time $t$, given the six classical orbital elements, begins with solving Kepler's time equation

$$
\begin{equation*}
M=\sqrt{\mu / a^{3}}\left(t-t_{p}\right)=E-e \sin E \tag{3.74}
\end{equation*}
$$

for the eccentric anomaly $E$.
After solving such a transcendental equation by using a numerical method, we obtain the true anomaly $\theta$ from

$$
\begin{equation*}
\tan \frac{\theta}{2}=\sqrt{\frac{1+e}{1-e}} \tan \frac{E}{2} \tag{3.75}
\end{equation*}
$$

and the radial position is then obtained using the orbit equation

$$
\begin{equation*}
r=\frac{a\left(1-e^{2}\right)}{1+e \cos \theta} \tag{3.76}
\end{equation*}
$$

or directly using the orbit equation expressed in terms of the eccentric anomaly

$$
\begin{equation*}
r=a(1-e \cos E) \tag{3.77}
\end{equation*}
$$

To determine the position and velocity vectors for given $r$ and $\theta$ at a specified time $t$, we introduce a so-called perifocal reference frame with $(x, y, z)$ coordinates and with a set of basis vectors $\{\vec{i}, \vec{j}, \vec{k}\}$, as shown in Fig. 3.6. This reference frame is fixed to the orbit plane. The $x$ axis points toward the perigee of the orbit, the $y$ axis is in the orbit plane, and the $z$ axis is out of the orbit plane and completes a right-handed reference frame. Note that $\vec{e}=e \vec{i}$ and $\vec{h}=h \vec{k}$. Because the perifocal reference frame does not have a relative motion with respect to the geocentric-equatorial reference frame, which is considered to be inertially fixed in space, the perifocal reference frame is also an inertial reference frame.

In terms of basis vectors of the perifocal reference frame, the position and velocity vectors are expressed as

$$
\begin{align*}
& \vec{r}=x \vec{i}+y \vec{j}+z \vec{k}  \tag{3.78a}\\
& \vec{v}=\dot{x} \vec{i}+\dot{y} \vec{j}+\dot{z} \vec{k} \tag{3.78b}
\end{align*}
$$



Fig. 3.6 Perifocal reference frame.
whose six components ( $x, y, z, \dot{x}, \dot{y}, \dot{z}$ ) are to be determined from the radial position $r$ and the true anomaly $\theta$ at a given time $t$.

As shown in Fig. 3.6, let $\vec{e}_{r}$ and $\vec{e}_{\theta}$ be unit vectors along the radial vector direction and the transverse orbit direction, respectively. Then the position vector $\vec{r}$ and the velocity vector $\vec{v} \equiv \dot{\vec{r}}$ can be expressed as

$$
\begin{gather*}
\vec{r}=r \vec{e}_{r}=r(\cos \theta \vec{i}+\sin \theta \vec{j})  \tag{3.79}\\
\vec{v}=\dot{r} \vec{e}_{r}+r \dot{\theta} \vec{e}_{\theta}=\dot{r}(\cos \theta \vec{i}+\sin \theta \vec{j})+r \dot{\theta}(-\sin \theta \vec{i}+\cos \theta \vec{j}) \tag{3.80}
\end{gather*}
$$

Using the relationship $h=\sqrt{\mu p}=r^{2} \dot{\theta}$ and the orbit equation (3.76), we represent the transverse velocity component, denoted by $v_{\theta}$, as follows:

$$
\begin{equation*}
v_{\theta} \equiv r \dot{\theta}=\sqrt{\mu / p}(1+e \cos \theta) \tag{3.81}
\end{equation*}
$$

Also the radial velocity component, denoted by $v_{r}$, can be obtained by differentiating Eq. (3.76), as follows:

$$
\begin{equation*}
v_{r} \equiv \dot{r}=\frac{a\left(1-e^{2}\right) e \sin \theta \dot{\theta}}{(1+e \cos \theta)^{2}}=\sqrt{\frac{\mu}{p}} e \sin \theta \tag{3.82}
\end{equation*}
$$

The velocity vector expressed as Eq. (3.80) then becomes

$$
\begin{equation*}
\vec{v}=\sqrt{\mu / p}\{-\sin \theta \vec{i}+(e+\cos \theta) \vec{j}\} \tag{3.83}
\end{equation*}
$$

Finally, we have the results in matrix notation, as follows:

$$
\left[\begin{array}{l}
x  \tag{3.84}\\
y \\
z
\end{array}\right]=\left[\begin{array}{c}
r \cos \theta \\
r \sin \theta \\
0
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{l}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{array}\right]=\left[\begin{array}{c}
-\sqrt{\mu / p} \sin \theta \\
\sqrt{\mu / p}(e+\cos \theta) \\
0
\end{array}\right]
$$

## Problem

3.6. (a) Given Kepler's time equation $\sqrt{\mu / a^{3}}\left(t-t_{p}\right)=E-e \sin E$, show that we simply obtain $\dot{E}$ as

$$
\dot{E}=\frac{\sqrt{\mu / a^{3}}}{1-e \cos E}
$$

(b) Given the position vector $\vec{r}$ expressed as

$$
\vec{r}=a(\cos E-e) \vec{i}+b \sin E \vec{j}
$$

where $\vec{i}$ and $\vec{j}$ are unit vectors of the perifocal reference frame, show that

$$
\vec{v} \equiv \dot{\vec{r}}=\sqrt{\frac{\mu}{a^{3}}}\left\{\frac{-a \sin E}{1-e \cos E} \vec{i}+\frac{b \cos E}{1-e \cos E} \vec{j}\right\}
$$

where $b=a \sqrt{1-e^{2}}$.

### 3.5.3 Coordinate Transformation

Given the geocentric-equatorial ( $X, Y, Z$ ) reference frame with basis vectors $\{\vec{I}, \vec{J}, \vec{K}\}$ and a perifocal $(x, y, z)$ reference frame with basis vectors $\{\vec{i}, \vec{j}, \vec{k}\}$, the position vector is represented as

$$
\begin{equation*}
\vec{r}=X \vec{I}+Y \vec{J}+Z \vec{K}=x \vec{i}+y \vec{j}+z \vec{k} \tag{3.85}
\end{equation*}
$$

The position vector $\vec{r}$ can also be expressed as

$$
\begin{equation*}
\vec{r}=X^{\prime} \vec{l}^{\prime}+Y^{\prime} \vec{J}^{\prime}+Z^{\prime} \vec{K}^{\prime}=X^{\prime \prime} \vec{I}^{\prime \prime}+Y^{\prime \prime} \vec{J}^{\prime \prime}+Z^{\prime \prime} \vec{K}^{\prime \prime} \tag{3.86}
\end{equation*}
$$

where ( $X^{\prime}, Y^{\prime}, Z^{\prime}$ ) and ( $X^{\prime \prime}, Y^{\prime \prime}, Z^{\prime \prime}$ ) are the components of the position vector $\vec{r}$ in two intermediate reference frames with basis vectors $\left\{\vec{I}^{\prime}, \vec{J}^{\prime}, \vec{K}^{\prime}\right\}$ and $\left\{\vec{I}^{\prime \prime}, \vec{J}^{\prime \prime}, \vec{K}^{\prime \prime}\right\}$, respectively.

The perifocal reference frame is then related to the geocentric-equatorial reference frame through three successive rotations as follows:

$$
\begin{align*}
& {\left[\begin{array}{c}
\vec{I}^{\prime} \\
\vec{J}^{\prime} \\
\vec{K}^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \Omega & \sin \Omega & 0 \\
-\sin \Omega & \cos \Omega & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\vec{I} \\
\vec{J} \\
\vec{K}
\end{array}\right]}  \tag{3.87a}\\
& {\left[\begin{array}{c}
\vec{I}^{\prime \prime} \\
\vec{J}^{\prime \prime} \\
\vec{K}^{\prime \prime}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos i & \sin i \\
0 & -\sin i & \cos i
\end{array}\right]\left[\begin{array}{c}
\vec{I}^{\prime} \\
\vec{J}^{\prime} \\
\vec{K}^{\prime}
\end{array}\right]}  \tag{3.87b}\\
& {\left[\begin{array}{c}
\vec{i} \\
\vec{j} \\
\vec{k}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \omega & \sin \omega & 0 \\
-\sin \omega & \cos \omega & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\vec{I}^{\prime \prime} \\
\overrightarrow{\vec{~}}^{\prime \prime} \\
\vec{K}^{\prime \prime}
\end{array}\right]} \tag{3.87c}
\end{align*}
$$

The orbital elements $\Omega, i$, and $\omega$ are, in fact, the Euler angles of the so-called $\mathbf{C}_{3}(\omega) \leftarrow \mathbf{C}_{1}(i) \leftarrow \mathbf{C}_{3}(\Omega)$ rotational sequence to be treated in Chapter 5 .

By combining the preceding sequence of rotations, we obtain

$$
\begin{aligned}
& {\left[\begin{array}{c}
\vec{i} \\
\vec{j} \\
\vec{k}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \omega & \sin \omega & 0 \\
-\sin \omega & \cos \omega & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos i & \sin i \\
0 & -\sin i & \cos i
\end{array}\right]} \\
& \quad \times\left[\begin{array}{ccc}
\cos \Omega & \sin \Omega & 0 \\
-\sin \Omega & \cos \Omega & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
\vec{I} \\
\vec{J} \\
\vec{K}
\end{array}\right]
\end{aligned}
$$

which becomes

$$
\left[\begin{array}{c}
\vec{i}  \tag{3.88}\\
\vec{j} \\
\vec{k}
\end{array}\right]=\left[\begin{array}{lll}
C_{11} & C_{12} & C_{13} \\
C_{21} & C_{22} & C_{23} \\
C_{31} & C_{32} & C_{33}
\end{array}\right]\left[\begin{array}{c}
\vec{I} \\
\vec{J} \\
\vec{K}
\end{array}\right]
$$

where

$$
\begin{aligned}
& C_{11}=\cos \Omega \cos \omega-\sin \Omega \sin \omega \cos i \\
& C_{12}=\sin \Omega \cos \omega+\cos \Omega \sin \omega \cos i \\
& C_{13}=\sin \omega \sin i \\
& C_{21}=-\cos \Omega \sin \omega-\sin \Omega \cos \omega \cos i \\
& C_{22}=-\sin \Omega \sin \omega+\cos \Omega \cos \omega \cos i \\
& C_{23}=\cos \omega \sin i \\
& C_{31}=\sin \Omega \sin i \\
& C_{32}=-\cos \Omega \sin i \\
& C_{33}=\cos i
\end{aligned}
$$

The matrix $\left[C_{i j}\right]$ is called the direction cosine matrix, which describes the orientation of the perifocal reference frame with respect to the geocentric-equatorial reference frame.

The components $(x, y, z)$ of the position vector in the perifocal reference frame are then related to the components ( $X, Y, Z$ ) of the position vector in the geocentricequatorial reference frame via the same direction cosine matrix $\left[C_{i j}\right]$ as

$$
\left[\begin{array}{l}
x  \tag{3.89}\\
y \\
z
\end{array}\right]=\left[\begin{array}{lll}
C_{11} & C_{12} & C_{13} \\
C_{21} & C_{22} & C_{23} \\
C_{31} & C_{32} & C_{33}
\end{array}\right]\left[\begin{array}{c}
X \\
Y \\
Z
\end{array}\right]
$$

Because the direction cosine matrix $\left[C_{i j}\right]$ is an orthonormal matrix, i.e., $\left[C_{i j}\right]^{-1}=$ $\left[C_{i j}\right]^{T}$, we also have

$$
\left[\begin{array}{c}
X  \tag{3.90}\\
Y \\
Z
\end{array}\right]=\left[\begin{array}{lll}
C_{11} & C_{21} & C_{31} \\
C_{12} & C_{22} & C_{32} \\
C_{13} & C_{23} & C_{33}
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right]
$$

The components of the velocity vector represented as

$$
\begin{equation*}
\vec{v}=\dot{X} \vec{I}+\dot{Y} \vec{J}+\dot{Z} \vec{K}=\dot{x} \vec{i}+\dot{y} \vec{j}+\dot{z} \vec{k} \tag{3.91}
\end{equation*}
$$

are also related as

$$
\left[\begin{array}{l}
\dot{x}  \tag{3.92}\\
\dot{y} \\
\dot{z}
\end{array}\right]=\left[\begin{array}{lll}
C_{11} & C_{12} & C_{13} \\
C_{21} & C_{22} & C_{23} \\
C_{31} & C_{32} & C_{33}
\end{array}\right]\left[\begin{array}{l}
\dot{X} \\
\dot{Y} \\
\dot{Z}
\end{array}\right]
$$

or

$$
\left[\begin{array}{l}
\dot{X}  \tag{3.93}\\
\dot{Y} \\
\dot{Z}
\end{array}\right]=\left[\begin{array}{lll}
C_{11} & C_{21} & C_{31} \\
C_{12} & C_{22} & C_{32} \\
C_{13} & C_{23} & C_{33}
\end{array}\right]\left[\begin{array}{l}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{array}\right]
$$

### 3.5.4 Earth Satellite Applications

Orbit inclination. The orbit inclination of a satellite launched from a launch site at latitude $\phi$, and with a launch azimuth $A_{z}$ measured clockwise from north, can be determined from spherical trigonometry as

$$
\begin{equation*}
\cos i=\sin A_{z} \cos \phi \tag{3.94}
\end{equation*}
$$

assuming a nonrotating Earth.
For launch sites in the Northern Hemisphere with $0<\phi<90$ deg, a prograde orbit with $0<i<90$ deg requires a launch azimuth with an easterly component and a retrograde orbit with $90<i<180$ deg requires a launch azimuth with a westerly component. Equation (3.94) implies that the minimum inclination that can be achieved from a launch site at latitude $\phi$ is equal to the latitude of the launch site. Therefore, a satellite cannot be injected directly into an equatorial orbit (i=0 deg ) from a launch site that is not on the equator. (The launch site of the European Space Agency is on the equator and the Cape Canaveral launch site is located at $\phi=28.5 \mathrm{deg}$.)

Ground track. The orbit of an Earth satellite always lies in a plane passing through the Earth center. The track of this plane, called a ground track (or trace), on the surface of a nonrotating Earth is a great circle. The maximum latitude north or south of the equator over which the satellite passes is equal to the orbit inclination $i$ (deg) for a prograde orbit ( $180-i$ for a retrograde orbit) and the ground track often looks nearly sinusoidal for a low-altitude circular orbit. Because the Earth rotates about the polar axis easterly at a rate of 360 deg per one siderial day the ground track is displaced westward on each successive revolution of the satellite by the number of degrees the Earth turns during one orbital period. (A siderial day is defined as the period required for one rotation of the Earth about its polar axis relative to an inertially fixed reference frame. One siderial day is 23 h 56 min 4 s , whereas one solar day is 24 h .)

Geosynchronous orbits. If the period of a satellite in a circular prograde equatorial orbit is exactly one siderial day, it will appear to hover motionlessly over a point on the equator. Such a satellite, located at $42,164 \mathrm{~km}\left(\approx 6.6 R_{\oplus}\right)$ from the Earth center (or at an altitude of $35,786 \mathrm{~km}$ ), is called a geostationary satellite.

A satellite with the orbital period of one siderial day but with a nonzero inclination is called a geosynchronous satellite. Its ground track is often characterized by a figure-eight curve. Note that regardless of the satellite's orbital inclination, geosynchronous satellites still take 23 h 56 min 4 s to make one complete revolution around the Earth.

### 3.6 Orbital Perturbations

Thus far in this chapter, we have considered an ideal Keplerian orbit of the two-body problem in which the primary body has a spherically symmetric mass distribution and its orbital plane is fixed in space. In general, however, we should consider a non-Keplerian orbit whose orbital plane is not fixed in space due to the asphericity of the primary body. The small deviations from the ideal Keplerian orbital motion are called orbital perturbations. In this section, we consider the effects of the Earth's oblateness on the orbital motions of near-Earth satellites.

### 3.6.1 Earth's Oblateness Effects

The Earth is not a perfect sphere but it is an oblate spheroid of revolution; that is, the Earth is flattened at the poles to produce geoid or ellipsoid of revolution. There are also minor harmonics of the Earth's shape that produce a pear shape. The pear shape is not significant for most cases and so we will focus on perturbations due to the polar flattening. The equatorial bulge caused by the polar flattening is only about 21 km . However, this bulge distorts the path of a satellite each time it passes either the ascending node or descending node. The attractive force from the bulge shifts the satellite path northward as the satellite approaches the equatorial plane from the south. As the satellite leaves the equatorial plane, it is shifted southward. The net result is the ascending node having shifted or regressed opposite the direction of satellite motion. The Earth's oblateness causes motion of the orbital plane and also affects the position of satellites within the orbital plane. In this section, we analyze the effects of the Earth's oblateness on the precession of the node line and the regression of the apsidal line of near-Earth satellites' orbits. When the major axis is used as a reference line for measuring the true anomaly, it is called the line of apsides or the apsidal line.

Consider the equation of motion of a satellite about the Earth described by

$$
\begin{equation*}
\ddot{\vec{r}}+\left(\mu / r^{3}\right) \vec{r}=\vec{f} \tag{3.95}
\end{equation*}
$$

where $\vec{r}$ is the position vector of the satellite from the center of the Earth, $\mu \approx \mu_{\oplus}$, and $\vec{f}$, which is the sum of all of the perturbing forces per unit mass, is called the perturbing acceleration acting on the satellite. The position of a satellite acted upon by the perturbing acceleration is often referred to as a plane containing $\vec{r}$ and $\vec{r}$, called the osculating orbital plane.

Taking the dot product of Eq. (3.95) with $\dot{\vec{r}}$ yields

$$
\begin{equation*}
\ddot{\vec{r}} \cdot \dot{\vec{r}}+\left(\mu / r^{3}\right) \vec{r} \cdot \dot{\vec{r}}=\vec{f} \cdot \dot{\vec{r}} \tag{3.96}
\end{equation*}
$$

which is rewritten as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{v^{2}}{2}-\frac{\mu}{r}\right)=\vec{f} \cdot \dot{\vec{r}} \tag{3.97}
\end{equation*}
$$

Substituting the specific energy $\mathcal{E}$ defined as

$$
\mathcal{E}=\frac{v^{2}}{2}-\frac{\mu}{r}=-\frac{\mu}{2 a}
$$

into Eq. (3.97), we obtain

$$
\begin{equation*}
\dot{a}=\left(2 a^{2} / \mu\right) \vec{f} \cdot \dot{\vec{r}} \tag{3.98}
\end{equation*}
$$

Note that $\mathcal{E}$ is not a constant unless $\vec{f}=0$ or $\vec{f} \cdot \dot{\vec{r}}=0$.
Taking the cross product of Eq. (3.95) with $\vec{r}$, we have

$$
\begin{equation*}
\vec{r} \times \ddot{\vec{r}}=\vec{r} \times \vec{f} \tag{3.99}
\end{equation*}
$$

Differentiating the specific angular momentum defined as

$$
\begin{equation*}
\vec{h}=\vec{r} \times \dot{\vec{r}} \tag{3.100}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\dot{\vec{h}}=\vec{r} \times \ddot{\vec{r}}=\vec{r} \times \vec{f} \tag{3.101}
\end{equation*}
$$

Note that $\vec{h}$ is not a constant vector unless $\vec{f}=0$ or $\vec{r} \times \vec{f}=0$.
Taking the post-cross product of Eq. (3.95) with $\vec{h}$, we have

$$
\begin{equation*}
\ddot{\vec{r}} \times \vec{h}+\left(\mu / r^{3}\right) \vec{r} \times \vec{h}=\vec{f} \times \vec{h} \tag{3.102}
\end{equation*}
$$

which is rewritten as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\dot{\vec{r}} \times \vec{h}-\frac{\mu}{r} \vec{r}\right)=\dot{\vec{r}} \times \dot{\vec{h}}+\vec{f} \times \vec{h} \tag{3.103}
\end{equation*}
$$

Substituting the eccentricity vector $\vec{e}$ defined as

$$
\begin{equation*}
\mu \vec{e}=\dot{\vec{r}} \times \vec{h}-(\mu / r) \vec{r} \tag{3.104}
\end{equation*}
$$

and Eq. (3.101) into Eq. (3.103), we obtain

$$
\begin{equation*}
\mu \dot{\vec{e}}=\dot{\vec{r}} \times(\vec{r} \times \vec{f})+\vec{f} \times \vec{h} \tag{3.105}
\end{equation*}
$$

Here, $\vec{e}$ is not a constant vector unless the right-hand side of Eq. (3.105) is zero.
Let $\vec{e}_{r}, \vec{e}_{\theta}$, and $\vec{e}_{z}$ be unit vectors along the radial vector direction, the transverse orbit direction, and the direction normal to the orbit plane, respectively, such that $\vec{e}_{r} \times \vec{e}_{\theta}=\vec{e}_{z}$. Then the perturbing acceleration $\vec{f}$ and the velocity vector $\vec{v} \equiv \vec{r}$ are represented in terms of the unit vectors $\left\{\vec{e}_{r}, \vec{e}_{\theta}, \vec{e}_{z}\right\}$, as follows:

$$
\begin{align*}
& \vec{f}=f_{r} \vec{e}_{r}+f_{\theta} \vec{e}_{\theta}+f_{z} \vec{e}_{z}  \tag{3.106}\\
& \vec{v}=v_{r} \vec{e}_{r}+v_{\theta} \vec{e}_{\theta}+v_{z} \vec{e}_{z} \tag{3.107}
\end{align*}
$$

From Sec. (3.5), we have

$$
\begin{gather*}
v_{r} \equiv \dot{r}=\sqrt{\mu / p} e \sin \theta  \tag{3.108a}\\
v_{\theta} \equiv r \dot{\theta}=\sqrt{\mu / p}(1+e \cos \theta) \tag{3.108b}
\end{gather*}
$$

and $v_{z}=0$ due to the assumptions of the osculating orbit. Consequently, the term $\vec{f} \cdot \dot{\vec{r}}$ in Eq. (3.98) becomes

$$
\begin{equation*}
\vec{f} \cdot \dot{\vec{r}}=f_{r} v_{r}+f_{\theta} v_{\theta} \tag{3.109}
\end{equation*}
$$

and we obtain

$$
\begin{equation*}
\dot{a}=\frac{2 a^{2}}{\sqrt{\mu p}}\left\{f_{r} e \sin \theta+f_{\theta}(1+e \cos \theta)\right\} \tag{3.110}
\end{equation*}
$$

Differentiating the specific angular momentum vector expressed as

$$
\begin{equation*}
\vec{h}=\sqrt{\mu p} \vec{k} \tag{3.111}
\end{equation*}
$$

where $\vec{k}\left(=\vec{e}_{z}\right)$ is a unit vector normal to the orbit plane, we obtain

$$
\begin{equation*}
\dot{\vec{h}}=\frac{1}{2} \sqrt{\mu / p} \dot{p} \vec{k}+\sqrt{\mu p} \overrightarrow{\vec{k}} \tag{3.112}
\end{equation*}
$$

Furthermore, we have

$$
\begin{align*}
\dot{\vec{k}} & =\left(\dot{\Omega} \vec{K}+i \vec{I}^{\prime}+\dot{\omega} \vec{k}\right) \times \vec{k} \\
& =\dot{\Omega} \sin i \vec{I}^{\prime \prime}-\dot{i} \vec{J}^{\prime \prime} \tag{3.113}
\end{align*}
$$

where $\vec{I}^{\prime \prime}$ is a unit vector toward the ascending node and $\vec{J}^{\prime \prime}$ is orthogonal to $\vec{I}^{\prime \prime}$ (see Figs. 3.5 and 3.6). Thus, we have

$$
\begin{equation*}
\dot{\vec{h}}=\frac{1}{2} \sqrt{\mu / p} \dot{p} \vec{k}+\sqrt{\mu p}\left(\dot{\Omega} \sin i \vec{I}^{\prime \prime}-\dot{i} \vec{J}^{\prime \prime}\right) \tag{3.114}
\end{equation*}
$$

The term $\vec{r} \times \vec{f}$ in Eq. (3.101) is also written as

$$
\begin{equation*}
\vec{r} \times \vec{f}=r f_{\theta} \vec{k}-r f_{z} \vec{e}_{\theta} \tag{3.115}
\end{equation*}
$$

In terms of unit vectors $\vec{I}^{\prime \prime}, \vec{J}^{\prime \prime}$, and $\vec{k}$, this equation becomes

$$
\begin{equation*}
\vec{r} \times \vec{f}=r f_{\theta} \vec{k}-r f_{z}\left[-\sin (\omega+\theta) \vec{I}^{\prime \prime}+\cos (\omega+\theta) \vec{J}^{\prime \prime}\right] \tag{3.116}
\end{equation*}
$$

Because $\dot{\vec{h}}=\vec{r} \times \vec{f}$, equating the coefficients of Eqs. (3.114) and (3.116) gives

$$
\begin{gather*}
\dot{p}=2 \sqrt{p / \mu} r f_{\theta}  \tag{3.117}\\
\dot{\Omega} \sin i=\frac{r f_{z}}{\sqrt{\mu p}} \sin (\omega+\theta)  \tag{3.118}\\
\dot{i}=\frac{r f_{z}}{\sqrt{\mu p}} \cos (\omega+\theta) \tag{3.119}
\end{gather*}
$$

Differentiating the relation, $p=a\left(1-e^{2}\right)$, gives

$$
\begin{equation*}
\dot{e}=\frac{\dot{a}\left(1-e^{2}\right)-\dot{p}}{2 e a} \tag{3.120}
\end{equation*}
$$



Fig. 3.7 Two-dimensional view of the oblate Earth.

Combining this equation with Eqs. (3.110) and (3.117) and using the following relationships:

$$
\begin{gathered}
p=a\left(1-e^{2}\right) \\
r=a(1-e \cos E)
\end{gathered}
$$

we obtain

$$
\begin{equation*}
\dot{e}=\sqrt{p / \mu}\left\{f_{r} \sin \theta+f_{\theta}(\cos \theta+\cos E)\right\} \tag{3.121}
\end{equation*}
$$

The effects of the Earth's oblateness on the precession of the node line and the regression of the apsidal line of near-Earth satellites' orbits can now be analyzed considering the gravitational potential of the oblate Earth given by

$$
\begin{equation*}
U_{\oplus}(r, \phi)=\frac{\mu}{r}\left\{1+\frac{J_{2} R_{\oplus}^{2}}{2 r^{2}}\left(1-3 \sin ^{2} \phi\right)-\frac{J_{3} R_{\oplus}^{3}}{2 r^{3}}\left(5 \sin ^{3} \phi-3 \sin \phi\right)-\cdots\right\} \tag{3.122}
\end{equation*}
$$

where $r$ is the geocentric distance, $\phi$ is the geocentric latitude, $R_{\oplus}(=6,378$ km ) is the mean equatorial radius of the Earth, $\mu \approx \mu_{\oplus}=398,601 \mathrm{~km}^{3} / \mathrm{s}^{2}$, and $J_{2}=1082.64 \times 10^{-6}$ and $J_{3}=-2.56 \times 10^{-6}$ are the harmonic constants of the Earth due to its oblateness. As illustrated in Fig. 3.7, the angle between the equatorial plane and the radius from the geocenter is called geocentric latitude, whereas the angle between the equatorial plane and the normal to the surface of the ellipsoid is called geodetic latitude. The commonly used geodetic altitude is also illustrated in Fig. 3.7.

Ignoring higher-order terms, the perturbing gravitational potential due to $J_{2}$, denoted by $U$, is then defined as

$$
\begin{equation*}
U=U_{\oplus}-\frac{\mu}{r}=\frac{\mu J_{2} R_{\oplus}^{2}}{2 r^{3}}\left(1-3 \sin ^{2} \phi\right) \tag{3.123}
\end{equation*}
$$

Because the geocentric latitude $\phi$ is related to the orbital elements as

$$
\begin{equation*}
\sin \phi=\frac{Z}{r}=\frac{r \sin (\omega+\theta) \sin i}{r}=\sin (\omega+\theta) \sin i \tag{3.124}
\end{equation*}
$$

Eq. (3.123) is rewritten as

$$
\begin{equation*}
U=\frac{\mu J_{2} R_{\oplus}^{2}}{2}\left\{\frac{1}{r^{3}}-\frac{3 \sin ^{2} i \sin ^{2}(\omega+\theta)}{r^{3}}\right\} \tag{3.125}
\end{equation*}
$$

Since $\vec{r}=r \vec{e}_{r}$, and $\mathrm{d} z=r \sin (\omega+\theta) \mathrm{d} i$, the perturbing acceleration due to $J_{2}$ is described by

$$
\begin{equation*}
\vec{f}=\nabla U=\frac{\partial U}{\partial r} \vec{e}_{r}+\frac{1}{r} \frac{\partial U}{\partial \theta} \vec{e}_{\theta}+\frac{1}{r \sin (\omega+\theta)} \frac{\partial U}{\partial i} \vec{e}_{z} \tag{3.126}
\end{equation*}
$$

Taking the partial derivatives of $U$ with respect to $r, \theta$, and $i$, and substituting them into Eq. (3.126), we obtain the radial, transverse, and normal components of $\vec{f}$, as follows:

$$
\begin{gather*}
f_{r}=-\frac{3 \mu J_{2} R_{\oplus}^{2}}{2 r^{4}}\left\{1-3 \sin ^{2} i \sin ^{2}(\omega+\theta)\right\}  \tag{3.127}\\
f_{\theta}=-\frac{3 \mu J_{2} R_{\oplus}^{2}}{2 r^{4}} \sin ^{2} i \sin 2(\omega+\theta)  \tag{3.128}\\
f_{z}=-\frac{3 \mu J_{2} R_{\oplus}^{2}}{2 r^{4}} \sin 2 i \sin (\omega+\theta) \tag{3.129}
\end{gather*}
$$

where $\sin 2 i=2 \sin i \cos i$.
Substituting Eq. (3.129) into Eq. (3.118), we obtain the precession of the node line as

$$
\begin{equation*}
\dot{\Omega}=-\frac{3 \mu J_{2} R_{\oplus}^{2}}{r^{3} \sqrt{\mu p}} \cos i \sin ^{2}(\omega+\theta) \tag{3.130}
\end{equation*}
$$

Integrating this equation over an entire orbit of period $P$ yields

$$
\begin{equation*}
\Delta \Omega=-\frac{3 \mu J_{2} R_{\oplus}^{2}}{\sqrt{\mu p}} \cos i \int_{0}^{P} \frac{\sin ^{2}(\omega+\theta)}{r^{3}} \mathrm{~d} t \tag{3.131}
\end{equation*}
$$

where $\Delta \Omega$ denotes the change of $\Omega$ over an entire orbit, assuming that changes in other orbital elements are second-order terms. (Note that the average rate of change of $i$ over the orbital period is zero.)

Because the angular momentum $h \equiv|\vec{h}|$ can be expressed as

$$
\begin{equation*}
h=\sqrt{\mu p} \approx r^{2}(\dot{\Omega} \cos i+\dot{\omega}+\dot{\theta}) \tag{3.132}
\end{equation*}
$$

we have

$$
\begin{equation*}
\dot{\omega}+\dot{\theta} \approx \sqrt{\mu p} / r^{2} \tag{3.133}
\end{equation*}
$$

in which the second-order term $\dot{\Omega} \cos i$ is further neglected. This equation is used to change the independent variable $t$ into $(\omega+\theta)$, as follows:

$$
\mathrm{d}(\omega+\theta)=\frac{\sqrt{\mu p}}{r^{2}} \mathrm{~d} t
$$

Thus, Eq. (3.131) can be rewritten as

$$
\begin{aligned}
\Delta \Omega & =-\frac{3 J_{2} R_{\oplus}^{2}}{p} \cos i \int_{0}^{2 \pi} \frac{\sin ^{2}(\omega+\theta)}{r} \mathrm{~d}(\omega+\theta) \\
& =-\frac{3 J_{2} R_{\oplus}^{2}}{p} \cos i \int_{0}^{2 \pi} \frac{1-\cos 2(\omega+\theta)}{2 r} \mathrm{~d}(\omega+\theta)
\end{aligned}
$$

Performing the integration after a substitution of $r=p /(1+e \cos \theta)$ yields

$$
\begin{equation*}
\Delta \Omega=-\frac{3 \pi J_{2} R_{\oplus}^{2}}{p^{2}} \cos i+\text { higher-order terms } \tag{3.134}
\end{equation*}
$$

Dividing this by the average orbital period $P=2 \pi / n$, where $n=\sqrt{\mu / a^{3}}$ is the orbital mean motion, we obtain the average rate of change of $\Omega$, as follows:

$$
\begin{equation*}
\dot{\Omega} \approx-\frac{3 J_{2} R_{\oplus}^{2}}{2 p^{2}} n \cos i \tag{3.135}
\end{equation*}
$$

Similarly, assuming that the eccentricity and the semimajor axis of the orbit remain unperturbed by the oblateness of the Earth to a first-order approximation, we can obtain the average rate of change of $\omega$, as follows:

$$
\begin{equation*}
\dot{\omega} \approx-\frac{3 J_{2} R_{\oplus}^{2}}{2 p^{2}} n\left(\frac{5 \sin ^{2} i}{2}-2\right) \tag{3.136}
\end{equation*}
$$

## Problem

3.7. Consider the perturbing gravitational potential $U$ of the Earth due to its $J_{2}$ term expressed as

$$
U=\frac{\mu J_{2} R_{\oplus}^{2}}{2 r^{3}}\left(1-3 \sin ^{2} \phi\right)=\frac{\mu J_{2} R_{\oplus}^{2}}{2}\left(\frac{1}{r^{3}}-\frac{3 Z^{2}}{r^{5}}\right)
$$

where $r=\sqrt{X^{2}+Y^{2}+Z^{2}}$ and $(X, Y, Z)$ are the coordinates of the radial position vector in the geocentric-equatorial reference frame.
(a) Show that the perturbing acceleration due to $J_{2}$ can be expressed as

$$
\vec{f}=\nabla U=\left.\frac{\partial U}{\partial r}\right|_{Z} \vec{e}_{r}+\left.\frac{\partial U}{\partial Z}\right|_{r} \vec{K}
$$

where $\vec{e}_{r}$ is a unit vector along the radial vector direction and $\vec{K}$ is a unit vector perpendicular to the Earth's equator. (Note that $\vec{e}_{r}$ and $\vec{K}$ are not orthogonal to each other.)

Hint: Let $U=U(r, Z)$ where $r=r(X, Y, Z)$, then

$$
\nabla U=\frac{\partial U}{\partial X} \vec{I}+\frac{\partial U}{\partial Y} \vec{J}+\frac{\partial U}{\partial Z} \vec{K}=\left.\frac{\partial U}{\partial r}\right|_{Z} \frac{\partial r}{\partial X} \vec{I}+\left.\frac{\partial U}{\partial r}\right|_{Z} \frac{\partial r}{\partial Y} \vec{J}+\cdots
$$

(b) Show that $\vec{f}$ then becomes

$$
\vec{f}=-\frac{\mu J_{2} R_{\oplus}^{2}}{2}\left(\frac{3}{r^{4}}-\frac{15 Z^{2}}{r^{6}}\right) \vec{e}_{r}-\frac{\mu J_{2} R_{\oplus}^{2}}{2}\left(\frac{6 Z}{r^{5}}\right) \vec{K}
$$

(c) Verify that

$$
\begin{gathered}
Z=r \sin (\omega+\theta) \sin i \\
\vec{K}=\sin (\omega+\theta) \sin i \vec{e}_{r}+\cos (\omega+\theta) \sin i \vec{e}_{\theta}+\cos i \vec{e}_{z}
\end{gathered}
$$

(d) Finally, show that the radial, transverse, and normal components of $\vec{f}$ can then be obtained as Eqs. (3.127), (3.128), and (3.129), respectively.

### 3.6.2 Earth Satellite Applications

The nodal regression rate $\dot{\Omega}$ and the apsidal line rotation rate $\dot{\omega}$ are of primary importance for near-Earth satellites. Some practical applications of the effects of the Earth's oblateness are briefly described here.

Sun-synchronous orbits. The Earth revolves around the sun in a nearly circular orbit ( $e=0.016726$ ) with a period of 365.24 solar days. The Earth also rotates about its own axis with a period of one siderial day ( 23 h 56 min 4.09 s ). The sun-synchronized (or sun-synchronous) orbit has a nodal regression rate equal to the Earth's mean rate of revolution around the sun, i.e., 360 deg in 365.24 solar days or $0.985 \mathrm{deg} / \mathrm{day}$. This regression must be in the direction of the Earth's rotation because the Earth rotates about its axis in the same direction that it revolves around the sun. Therefore, a sun-synchronous satellite must have a retrograde orbit so that its nodal regression can be prograde. Also, the satellite must have a combination of altitude and inclination that produces 0.985 deg/day regression.

The sun-synchronous orbits maintain their initial orientation relative to sun. These orbits are retrograde and lie between inclination angles of 95.7 deg and 180 deg at altitudes up to 5970 km . For certain mission requirements, a noon-midnight sun-synchronous orbit (with a 12:00 crossing time) can be selected, which provides good photography for about one-half of every revolution. Conversely, twilight or sunrise-sunset orbits (with a 6:00 crossing time) could be established in which the satellite is never in shadow, relieving the need for power storage if solar power is used. In practice, a sun-synchronized orbit with a 9:30 crossing time is often selected; however, this requires a solar-array cant angle of 37.5 deg.

Critical inclination. From Eq. (3.136), two critical inclinations (63.4 deg and 116.6 deg ) can be found that cause the apsidal line rotational rate to be zero. Such critical inclination angles are very important for some missions where the position of apogee must remain fixed in space. The former Soviet Union's Molniya
communications satellites with an eccentricity of 0.73 and a period of 12 h have an inclination of 63.4 deg so that their apogee remains fixed in space.

Triaxiality. As discussed in the preceding section, a polar cross section of the Earth is not circular; it has an approximately $21-\mathrm{km}$ bulge along the equator, which produces two perturbations into the ideal Keplerian orbit. In fact, an equatorial cross section of the Earth is also not circular and it is nearly elliptical, with a $65-\mathrm{m}$ deviation from circular. This ellipse introduces two more axes into the Earth's shape, called the triaxiality. The second tesseral harmonic $J_{22}$ of the Earth gravity harmonics is related to the ellipticity of the Earth's equatorial plane.

There are four equilibrium points separated by approximately 90 deg along the equator: two stable points and two unstable points. The effect of the triaxiality is to cause geosynchronous satellites to oscillate about the nearest stable point on the minor axis. These two stable points, at $75^{\circ} \mathrm{E}$ longitude and $255^{\circ} \mathrm{E}$ longitude, are called gravitational valleys. A geosynchronous satellite at the bottom of a gravitational valley is in stable equilibrium. Satellites placed at other longitudes will drift with a five-year period of oscillation; thus, they require east-west stationkeeping maneuvers to maintain their orbital positions. The stable equilibrium points are used among other things as a junkyard for deactivated geosynchronous satellites.

Orbital decay. Another very important perturbation for low-altitude satellites is atmospheric drag. Lifetimes of satellites in low Earth orbits are affected by atmospheric drag, although the Earth's atmosphere is only 81 km thick. The exact effect of atmospheric drag is difficult to predict due to uncertainties in the dynamics of the upper atmosphere. Air density is constantly changing in this region; there are diurnal variations because the sun heats up the air on the daylight side of the Earth, causing the air to expand. This heating increases the number of air molecules encountered by near-Earth satellites. There is a similar seasonal variation between summer and winter. There is also a 27 -day cycle in atmospheric density, as well as an 11-year cycle. Magnetic storms can heat the atmosphere as can solar flares. Major solar events emit charged particles that heat the outer atmosphere and produce significant changes in satellite orbits.

Because the atmosphere drops off so rapidly with altitude, most drag is experienced at perigee. The less time the satellite spends at near-perigee altitudes, the less total mechanical energy the satellite dissipates by air drag. A reduction in total energy produces a corresponding reduction in the length of the semimajor axis. Also, air friction causes the eccentricity of the orbit to diminish toward zero, making orbit more circular. Thus, the apogee drops faster than perigee in elliptical orbits. Air density drops off so rapidly with increasing height that high-altitude satellites can essentially ignore air drag.

For more details of orbital mechanics and orbital applications, the reader is referred to other textbooks. ${ }^{10}$

### 3.7 Circular Restricted Three-Body Problem

### 3.7.1 Introduction

The classic restricted three-body problem is concerned with the motion of an infinitesimal body in the gravitational field of two massive primary bodies. In this


Fig. 3.8 Lunar far-side communications.
section, we consider the circular restricted three-body problem in which the motion of the two primary bodies is constrained to circular orbits about their barycenter. If the motion of the two primary bodies is constrained to elliptic orbits about their barycenter, we have the elliptic restricted three-body problem in which the distance between the two primary bodies varies periodically. This case will be studied in Sec. 3.8.

Both the circular and elliptic restricted three-body problems are treated in this text for the purpose of introducing future space missions that involve the stationing spacecraft around the collinear equilibrium points of the Earth-moon system or the sun-Mars system. The same face of the moon always faces the Earth; therefore, communications with the far side of the moon is impossible without a relay network. One method of providing this communications network involves the use of two or more relay satellites in a lunar polar orbit. Another method, introduced by Farquhar ${ }^{11}$ in 1968, would be to position one communications satellite in a halo orbit about the translunar $L_{2}$ libration point, as illustrated in Fig. 3.8. In addition, if a communications satellite was located at the cislunar $L_{1}$ libration point, there could be continuous communications coverage between the Earth and most of the lunar surface.

In fact, a spacecraft called International Sun-Earth Explorer (ISEE-3) was placed in a halo orbit around the interior sun-Earth equilibrium point in November 1978, and it remained in the halo orbit until June 1982. A mission objective of the ISEE-3 spacecraft was to continuously monitor the characteristics of the solar wind and other solar induced phenomena, such as solar flares, about an hour before they could disturb the space environment near the Earth. ${ }^{12}$

### 3.7.2 Problem Formulation

The circular restricted three-body problem was originally formulated by Euler in 1772 for the sun-Earth-moon system to study the motion of the moon about the Earth, but perturbed by the sun. In this section, we consider the Earth-moonspacecraft system, illustrated in Figs. 3.8 and 3.9, as an example of the circular restricted three-body problem without loss of generality. It is assumed that the spacecraft mass is insignificant compared to the masses of the two primary bodies.


Fig. 3.9 Circular restricted three-body problem.

Hence, the orbital motion of the two primary bodies is not affected by the spacecraft; that is, it is simply described by the two-body problem in which the two primary bodies rotate about their composite center of mass (barycenter).

It can be further assumed that the two primary bodies rotate about their barycenter in circular orbits. That is, it is assumed that the Earth-moon system rotates with a constant angular velocity

$$
\begin{equation*}
n=\sqrt{G\left(M_{1}+M_{2}\right) / D^{3}} \tag{3.137}
\end{equation*}
$$

where $M_{1}$ and $M_{2}$ are the masses of the Earth and moon, respectively, and $D$ is the constant distance between them. For the Earth-moon system, we have

$$
\begin{gathered}
\mu_{1}=G M_{1}=398,601 \mathrm{~km}^{3} / \mathrm{s}^{2} \\
\mu_{2}=G M_{2}=4887 \mathrm{~km}^{3} / \mathrm{s}^{2} \\
M_{1}=81.3045 M_{2} \\
D=384,748 \mathrm{~km} \\
D_{1}=0.01215 D=4674 \mathrm{~km} \\
D_{2}=0.98785 D=380,073 \mathrm{~km} \\
n=2.661699 \times 10^{-6} \mathrm{rad} / \mathrm{s}
\end{gathered}
$$

where $D_{1}$ is the distance between $M_{1}$ and the barycenter, $D_{2}$ is the distance between $M_{2}$ and the barycenter, and $D=D_{1}+D_{2}$. Note that the period of the moon's orbit is 27.3 days.

The position vector of the spacecraft relative to the barycenter is expressed in terms of basis vectors $\{\vec{i}, \vec{j}, \vec{k}\}$ of a rotating reference frame with an angular velocity of $n \vec{k}$ and with its origin at the barycenter, as follows:

$$
\begin{equation*}
\vec{R}=X \vec{i}+Y \vec{j}+Z \vec{k} \tag{3.138}
\end{equation*}
$$

Noting that $\dot{\vec{i}}=n \vec{j}, \dot{\vec{j}}=-n \vec{i}$, and $\dot{\vec{k}}=0$, the inertial acceleration of the spacecraft
can be found as

$$
\begin{equation*}
\ddot{\vec{R}}=\left(\ddot{X}-2 n \dot{Y}-n^{2} X\right) \vec{i}+\left(\ddot{Y}+2 n \dot{X}-n^{2} Y\right) \vec{j}+\ddot{Z} \vec{k} \tag{3.139}
\end{equation*}
$$

The equation of motion of the spacecraft is then simply given by

$$
\begin{equation*}
m \ddot{\vec{R}}=-\frac{G M_{1} m}{r_{1}^{3}} \vec{r}_{1}-\frac{G M_{2} m}{r_{2}^{3}} \vec{r}_{2} \tag{3.140}
\end{equation*}
$$

where $m$ is the mass of the spacecraft, $r_{1}=\left|\vec{r}_{1}\right|, r_{2}=\left|\vec{r}_{2}\right|$, and

$$
\begin{gathered}
\vec{r}_{1}=-D_{1} \vec{i}+\vec{R}=\left(X-D_{1}\right) \vec{i}+Y \vec{j}+Z \vec{k} \\
\vec{r}_{2}=D_{2} \vec{i}+\vec{R}=\left(X+D_{2}\right) \vec{i}+Y \vec{j}+Z \vec{k}
\end{gathered}
$$

Equation (3.140) is rewritten as

$$
\begin{equation*}
\ddot{\vec{R}}=-\left(\mu_{1} / r_{1}^{3}\right) \vec{r}_{1}-\left(\mu_{2} / r_{2}^{3}\right) \vec{r}_{2} \tag{3.141}
\end{equation*}
$$

where $\mu_{1}=G M_{1}$ and $\mu_{2}=G M_{2}$. Equating the components of the inertial acceleration and the gravitational acceleration in Eq. (3.141), we obtain the equations of motion, as follows:

$$
\begin{gather*}
\ddot{X}-2 n \dot{Y}-n^{2} X=-\frac{\mu_{1}\left(X-D_{1}\right)}{r_{1}^{3}}-\frac{\mu_{2}\left(X+D_{2}\right)}{r_{2}^{3}}  \tag{3.142}\\
\ddot{Y}+2 n \dot{X}-n^{2} Y=-\frac{\mu_{1} Y}{r_{1}^{3}}-\frac{\mu_{2} Y}{r_{2}^{3}}  \tag{3.143}\\
\ddot{Z}=-\frac{\mu_{1} Z}{r_{1}^{3}}-\frac{\mu_{2} Z}{r_{2}^{3}} \tag{3.144}
\end{gather*}
$$

The terms $2 n \dot{Y}$ and $2 n \dot{X}$ are the Coriolis accelerations, and $n^{2} X$ and $n^{2} Y$ are centrifugal acceleration terms.

Adding Eqs. (3.142), (3.143), and (3.144) after multiplying them by $\dot{X}, \dot{Y}$, and $\dot{Z}$, respectively, we obtain

$$
\begin{gather*}
\ddot{X} \dot{X}+\ddot{Y} \dot{Y}+\ddot{Z} \dot{Z}-n^{2} X \dot{X}-n^{2} Y \dot{Y}=-\left(\mu_{1} / r_{1}^{3}\right)\left[\left(X-D_{1}\right) \dot{X}+Y \dot{Y}+Z \dot{Z}\right] \\
\quad-\left(\mu_{2} / r_{2}^{3}\right)\left[\left(X+D_{2}\right) \dot{X}+Y \dot{Y}+Z \dot{Z}\right] \tag{3.145}
\end{gather*}
$$

which, after integration, becomes

$$
\begin{equation*}
\frac{1}{2}\left(\dot{X}^{2}+\dot{Y}^{2}+\dot{Z}^{2}\right)-\frac{1}{2} n^{2}\left(X^{2}+Y^{2}\right)-\left(\mu_{1} / r_{1}\right)-\left(\mu_{2} / r_{2}\right)=C \tag{3.146}
\end{equation*}
$$

where $C$ is a constant called Jacobi's integral.*
The equations of motion, given by Eqs. (3.142), (3.143), and (3.144), for the restricted three-body problem can also be expressed in terms of a pseudopotential

[^14]$U=U(X, Y, Z)$ as follows:
\[

$$
\begin{gather*}
\ddot{X}-2 n \dot{Y}=\frac{\partial U}{\partial X}  \tag{3.147}\\
\ddot{Y}+2 n \dot{X}=\frac{\partial U}{\partial Y}  \tag{3.148}\\
\ddot{Z}=\frac{\partial U}{\partial Z} \tag{3.149}
\end{gather*}
$$
\]

where the pseudopotential $U$, which is, in fact, the centrifugal plus gravitational force potential, is defined as

$$
\begin{equation*}
U=\frac{1}{2} n^{2}\left(X^{2}+Y^{2}\right)+\left(\mu_{1} / r_{1}\right)+\left(\mu_{2} / r_{2}\right) \tag{3.150}
\end{equation*}
$$

where $\mu_{1}=G M_{1}, \mu_{2}=G M_{2}, r_{1}=\sqrt{\left(X-D_{1}\right)^{2}+Y^{2}+Z^{2}}, r_{2}=$ $\sqrt{\left(X+D_{2}\right)^{2}+Y^{2}+Z^{2}}$, and Jacobi's integral is simply given by

$$
\begin{equation*}
C=\frac{1}{2}\left(\dot{X}^{2}+\dot{Y}^{2}+\dot{Z}^{2}\right)-U \tag{3.151}
\end{equation*}
$$

### 3.7.3 Lagrangian Points

Equilibrium points. Introducing the mass ratio $\rho$ of the Earth-moon system as

$$
\begin{gathered}
M_{2} /\left(M_{1}+M_{2}\right)=\rho=0.01215 \\
M_{1} /\left(M_{1}+M_{2}\right)=1-\rho=0.98785
\end{gathered}
$$

we rewrite the equations of motion in nondimensional form, as follows:

$$
\begin{gather*}
\ddot{X}-2 \dot{Y}-X=-\frac{(1-\rho)(X-\rho)}{r_{1}^{3}}-\frac{\rho(X+1-\rho)}{r_{2}^{3}}  \tag{3.152}\\
\ddot{Y}+2 \dot{X}-Y=-\frac{(1-\rho) Y}{r_{1}^{3}}-\frac{\rho Y}{r_{2}^{3}}  \tag{3.153}\\
\ddot{Z}=-\frac{(1-\rho) Z}{r_{1}^{3}}-\frac{\rho Z}{r_{2}^{3}} \tag{3.154}
\end{gather*}
$$

where

$$
\begin{gathered}
r_{1}=\sqrt{(X-\rho)^{2}+Y^{2}+Z^{2}} \\
r_{2}=\sqrt{(X+1-\rho)^{2}+Y^{2}+Z^{2}}
\end{gathered}
$$

Time is in units of $1 / n$, and $X, Y, Z, r_{1}$, and $r_{2}$ are in units of $D$.
Setting all derivatives in Eqs. (3.152-3.154) to zero, we can find equilibrium points of the Earth-moon system. At such equilibrium points, the gravitational forces and the centrifugal force acting on the spacecraft are balanced. Five equilibrium points of the restricted three-body problem exist, as illustrated in Fig. 3.10 for the Earth-moon system. Euler discovered three equilibrium points, called the collinear equilibrium points, on the $X$ axis with $Y=Z=0$. Lagrange found two
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other equilibrium points, called the equilateral equilibrium points with $r_{1}=r_{2}$. These five equilibrium points, denoted by $L_{1}$ through $L_{5}$, are called the Lagrangian or libration points of the restricted three-body problem. The locations of these five libration points are summarized in Table 3.1.

For the Earth-moon system, $L_{1}$ at $X=-0.83692$ is called the cislunar point, $L_{2}$ at $X=-1.15568$ called the translunar point, and $L_{3}$ at $X=1.00506$ called the trans-Earth point. It will be shown that the three collinear points, $L_{1}, L_{2}$, and $L_{3}$, are unstable, whereas the two equilateral points, $L_{4}$ and $L_{5}$, are stable.

The libration points do appear in the natural solar system. The Trojan asteroids are situated at Jupiter's orbit on the vertices of equilateral triangles with the sun and Jupiter at the two other vertices. These positions are the triangular libration points in the circular restricted three-body problem of the sun-Jupiter-asteroid system.

Linearized equations of motion. The linearized equations of motion about an equilibrium point are now derived for the linear stability analysis of the Lagrangian points. Let

$$
\begin{equation*}
X=X_{o}+x, \quad Y=Y_{o}+y, \quad Z=Z_{o}+z \tag{3.155}
\end{equation*}
$$

Table 3.1 Earth-moon libration point locations

| Libration points | $X$ | $Y$ | $Z$ |
| :--- | ---: | :---: | :---: |
| $L_{1}$ | -0.83692 | 0 | 0 |
| $L_{2}$ | -1.15568 | 0 | 0 |
| $L_{3}$ | 1.00506 | 0 | 0 |
| $L_{4}$ | -0.48785 | $\sqrt{3} / 2$ | 0 |
| $L_{5}$ | -0.48785 | $-\sqrt{3} / 2$ | 0 |

where ( $X_{o}, Y_{o}, Z_{o}$ ) are the coordinates of the equilibrium point with $Z_{o}=0$ and ( $x, y, z$ ) are the components of the position vector of the spacecraft relative to the equilibrium point.

In 1665 Newton established the general binomial theorem

$$
(1+x)^{n}=1+n x+\frac{n(n-1)}{2!} x^{2}+\frac{n(n-1)(n-2)}{3!} x^{3}+\cdots
$$

where $n$ is any real number. If $x \ll 1$, then $(1+x)^{n} \approx 1+n x$. Assuming that $x, y$, and $z$ are small, i.e., $x^{2}=y^{2}=z^{2} \approx 0$, we approximate the terms $1 / r_{1}^{3}$ and $1 / r_{2}^{3}$ appearing in the nondimensionalized equations (3.152-3.154), using the general binomial theorem, as follows:

$$
\begin{align*}
r_{1}^{-3} & =\left[\left(X_{o}+x-\rho\right)^{2}+\left(Y_{o}+y\right)^{2}+z^{2}\right]^{-\frac{3}{2}} \\
& \approx R_{1}^{-3}\left\{1-3 R_{1}^{-2}\left[\left(X_{o}-\rho\right) x+Y_{o} y\right]\right\} \tag{3.156}
\end{align*}
$$

and

$$
\begin{align*}
r_{2}^{-3} & =\left[\left(X_{o}+x+1-\rho\right)^{2}+\left(Y_{o}+y\right)^{2}+z^{2}\right]^{-\frac{3}{2}} \\
& \approx R_{2}^{-3}\left\{1-3 R_{2}^{-2}\left[\left(X_{o}+1-\rho\right) x+Y_{o} y\right]\right\} \tag{3.157}
\end{align*}
$$

where $R_{1}$ and $R_{2}$, in units of $D$, are the distances to the equilibrium point from the Earth and moon, respectively; that is,

$$
\begin{gathered}
R_{1}=\sqrt{\left(X_{o}-\rho\right)^{2}+Y_{o}^{2}} \\
R_{2}=\sqrt{\left(X_{o}+1-\rho\right)^{2}+Y_{o}^{2}}
\end{gathered}
$$

The nondimensional equations of motion given by Eqs. (3.152-3.154) then become

$$
\begin{gather*}
\ddot{x}-2 \dot{y}-x=-\left\{(1-\rho)\left[\frac{1}{R_{1}^{3}}-3 \frac{\left(X_{o}-\rho\right)^{2}}{R_{1}^{5}}\right]\right. \\
\left.+\rho\left[\frac{1}{R_{2}^{3}}-3 \frac{\left(X_{o}+1-\rho\right)^{2}}{R_{2}^{5}}\right]\right\} x \\
+\left\{3(1-\rho) \frac{\left(X_{o}-\rho\right) Y_{o}}{R_{1}^{5}}+3 \rho \frac{\left(X_{o}+1-\rho\right) Y_{o}}{R_{2}^{5}}\right\} y  \tag{3.158a}\\
\ddot{y}+2 \dot{x}-y=\left\{3(1-\rho) \frac{\left(X_{o}-\rho\right) Y_{o}}{R_{1}^{5}}+3 \rho \frac{\left(X_{o}+1-\rho\right) Y_{o}}{R_{2}^{5}}\right\} x \\
-\left\{(1-\rho)\left[\frac{1}{R_{1}^{3}}-3 \frac{Y_{o}^{2}}{R_{1}^{5}}\right]+\rho\left[\frac{1}{R_{2}^{3}}-3 \frac{Y_{o}^{2}}{R_{2}^{5}}\right]\right\} y  \tag{3.158b}\\
\ddot{z}=-\left\{\frac{(1-\rho)}{R_{1}^{3}}+\frac{\rho}{R_{2}^{3}}\right\} z \tag{3.158c}
\end{gather*}
$$

These are the linearized equations of motion of the spacecraft with respect to the equilibrium point. Similar to the original nonlinear equations of motion, the $Z$ axis out-of-plane equation is decoupled from the in-plane equations of motion. The out-of-plane motion is described by a simple harmonic oscillator and is said to be (Lyapunov) stable.

Stability of the equilateral equilibrium points. Consider the equilateral equilibrium point $L_{4}$, with $R_{1}=R_{2}=1$, at $X_{o}=\rho-0.5=-0.48785$ and $Y_{o}=$ $\sqrt{3} / 2=0.86602$. Substituting these values into Eqs. (3.158a) and (3.158b), we obtain the in-plane equations of motion, as follows:

$$
\begin{align*}
& \ddot{x}-2 \dot{y}-\frac{3}{4} x-\frac{3 \sqrt{3}}{2}\left(\rho-\frac{1}{2}\right) y=0  \tag{3.159}\\
& \ddot{y}+2 \dot{x}-\frac{3 \sqrt{3}}{2}\left(\rho-\frac{1}{2}\right) x-\frac{9}{4} y=0 \tag{3.160}
\end{align*}
$$

The characteristic equation can then be found as

$$
\begin{equation*}
\lambda^{4}+\lambda^{2}+(27 / 4) \rho(1-\rho)=0 \tag{3.161}
\end{equation*}
$$

The characteristic roots are

$$
\lambda= \pm \sqrt{\frac{-1 \pm \sqrt{1-27 \rho(1-\rho)}}{2}}
$$

For $\rho \leq 0.03852$ or $0.96148 \leq \rho$, the four eigenvalues become pure imaginary numbers, and the in-plane motion is said to be stable. The $L_{4}$ point of the Earthmoon system with $\rho=0.01215$ is thus a stable equilibrium point. Because of the symmetry of the system, the $L_{5}$ point of the Earth-moon system is also a stable equilibrium point; however, the $L_{4}$ and $L_{5}$ points of the Earth-moon system can be found to be unstable if the gravitational effect of the sun is also included. The $L_{4}$ and $L_{5}$ points in the sun-Jupiter system with $\rho=9.5387 \times 10^{-4}$ are also stable points, and the Trojan asteriods are located at these stable libration points.

Stability of the collinear equilibrium points. The linearized equations of motion about the collinear equilibrium point can be described by

$$
\begin{gather*}
\ddot{x}-2 \dot{y}-(2 \sigma+1) x=0  \tag{3.162a}\\
\ddot{y}+2 \dot{x}+(\sigma-1) y=0  \tag{3.162b}\\
\ddot{z}+\sigma z=0 \tag{3.162c}
\end{gather*}
$$

where

$$
\sigma=\frac{(1-\rho)}{\left|X_{o}-\rho\right|^{3}}+\frac{\rho}{\left|X_{o}+1-\rho\right|^{3}}
$$

The characteristic equation of the in-plane motion can be found as

$$
\lambda^{4}-(\sigma-2) \lambda^{2}-(2 \sigma+1)(\sigma-1)=0
$$

For the $L_{2}$ point with $\sigma=3.19043$, for example, the in-plane characteristic equation has two real and two imaginary roots: $\pm 2.15868$ and $\pm 1.86265 j$. Thus, the in-plane motion has a divergent mode as well as an oscillatory mode, and the $L_{2}$ point is said to be an unstable equilibrium point. The out-of-plane motion is simple harmonic with a nondimensional frequency of $\sqrt{\sigma}=1.78618$.

Similarly, it can be shown that the other collinear points, $L_{1}$ and $L_{3}$, are unstable equilibrium points for the Earth-moon system. Although such collinear points are unstable in nature, the cislunar $L_{1}$ and translunar $L_{2}$ points are of practical importance for future space missions involving the stationing of a communication platform or a lunar space station. The cislunar $L_{1}$ point could serve as a transportation node for lunar transfer trajectories. The translunar $L_{2}$ point would be an excellent orbital location to station a satellite to provide a communications link to the far side of the moon.

## Problem

3.8. Consider the nonlinear equations of motion of the restricted three-body problem in nondimensional form, given by

$$
\begin{gathered}
\ddot{X}-2 \dot{Y}=\frac{\partial U}{\partial X} \\
\ddot{Y}+2 \dot{X}=\frac{\partial U}{\partial Y} \\
\ddot{Z}=\frac{\partial U}{\partial Z}
\end{gathered}
$$

where the pseudopotential $U=U(X, Y, Z)$ in nondimensional form is defined as

$$
U=\frac{1}{2}\left(X^{2}+Y^{2}\right)+\frac{1-\rho}{r_{1}}+\frac{\rho}{r_{2}}
$$

and

$$
\begin{gathered}
\rho=M_{2} /\left(M_{1}+M_{2}\right) \\
r_{1}=\sqrt{(X-\rho)^{2}+Y^{2}+Z^{2}} \\
r_{2}=\sqrt{(X+1-\rho)^{2}+Y^{2}+Z^{2}}
\end{gathered}
$$

By the definition of the equilibrium point, the partial derivatives evaluated at the equilibrium point ( $X_{\theta}, Y_{o}, Z_{o}$ ) become zero; i.e., we have

$$
\left.\frac{\partial U}{\partial X}\right|_{o}=\left.\frac{\partial U}{\partial Y}\right|_{o}=\left.\frac{\partial U}{\partial Z}\right|_{o}=0
$$

(a) Show that the linearized equations of motion about an equilibrium point ( $X_{o}, Y_{o}, Z_{o}$ ) can be written as

$$
\begin{aligned}
\ddot{x}-2 \dot{y} & =\left.\frac{\partial^{2} U}{\partial X^{2}}\right|_{o} x+\left.\frac{\partial^{2} U}{\partial Y \partial X}\right|_{o} y+\left.\frac{\partial^{2} U}{\partial Z \partial X}\right|_{o} z \\
\ddot{y}+2 \dot{x} & =\left.\frac{\partial^{2} U}{\partial X \partial Y}\right|_{o} x+\left.\frac{\partial^{2} U}{\partial Y^{2}}\right|_{o} y+\left.\frac{\partial^{2} U}{\partial Z \partial Y}\right|_{o} z \\
\ddot{z} & =\left.\frac{\partial^{2} U}{\partial X \partial Z}\right|_{o} x+\left.\frac{\partial^{2} U}{\partial Y \partial Z}\right|_{o} y+\left.\frac{\partial^{2} U}{\partial Z^{2}}\right|_{o} z
\end{aligned}
$$

where $x=X-X_{o}, y=Y-Y_{o}, z=Z-Z_{o}$, and the partial derivatives are to be evaluated at the equilibrium point ( $X_{o}, Y_{o}, Z_{o}$ ).

Hint: Use a first-order Taylor series expansion of $\partial U / \partial X, \partial U / \partial Y$, and $\partial U / \partial Z$ about the equilibrium point ( $X_{o}, Y_{o}, Z_{\theta}$ ).
(b) Also show that the preceding equations become

$$
\begin{gathered}
\ddot{x}-2 \dot{y}=U_{X X} x+U_{X Y} y \\
\ddot{y}+2 \dot{x}=U_{X Y} x+U_{Y Y} y \\
\ddot{z}=U_{Z Z} z
\end{gathered}
$$

where the partial derivatives evaluated at the equilibrium point ( $X_{o}, Y_{o}, Z_{o}$ ) can be found as

$$
\begin{gathered}
\left.U_{X X} \equiv \frac{\partial^{2} U}{\partial X^{2}}\right|_{o}=1-\left\{(1-\rho)\left[\frac{1}{R_{1}^{3}}-3 \frac{\left(X_{o}-\rho\right)^{2}}{R_{1}^{5}}\right]\right. \\
\left.+\rho\left[\frac{1}{R_{2}^{3}}-3 \frac{\left(X_{o}+1-\rho\right)^{2}}{R_{2}^{5}}\right]\right\} \\
\left.U_{Y Y} \equiv \frac{\partial^{2} U}{\partial Y^{2}}\right|_{o}=1-\left\{(1-\rho)\left[\frac{1}{R_{1}^{3}}-3 \frac{Y_{o}^{2}}{R_{1}^{5}}\right]+\rho\left[\frac{1}{R_{2}^{3}}-3 \frac{Y_{o}^{2}}{R_{2}^{5}}\right]\right\} \\
\left.U_{X Y} \equiv \frac{\partial^{2} U}{\partial X \partial Y}\right|_{o}=3(1-\rho) \frac{\left(X_{o}-\rho\right) Y_{o}}{R_{1}^{5}}+3 \rho \frac{\left(X_{o}+1-\rho\right) Y_{o}}{R_{2}^{5}} \\
\left.U_{Z Z} \equiv \frac{\partial^{2} U}{\partial Z^{2}}\right|_{o}=-\left\{\frac{(1-\rho)}{R_{1}^{3}}+\frac{\rho}{R_{2}^{3}}\right\}
\end{gathered}
$$

where $R_{1}=\sqrt{\left(X_{o}-\rho\right)^{2}+Y_{o}^{2}}$ and $R_{2}=\sqrt{\left(X_{o}+1-\rho\right)^{2}+Y_{o}^{2}}$.
(c) For the collinear libration points of the restricted three-body system, show that

$$
\begin{gathered}
U_{X X}=2 \sigma+1 \\
U_{Y Y}=-\sigma+1 \\
U_{Z Z}=-\sigma
\end{gathered}
$$

where

$$
\sigma=\frac{(1-\rho)}{\left|X_{o}-\rho\right|^{3}}+\frac{\rho}{\left|X_{o}+1-\rho\right|^{3}}
$$

(d) For the three collinear libration points of the restricted three-body system with $0<\rho<0.5$, show that

$$
U_{X X}>0, \quad U_{Y Y}<0, \quad U_{Z Z}<0, \quad U_{X Y}=0
$$

In particular, find the numerical values of $U_{X X}, U_{Y Y}$, and $U_{Z Z}$ for the translunar $L_{2}$ point in the Earth-moon system.

### 3.7.4 Quasi-periodic Orbits

The nondimensional linearized equations of motion of a spacecraft near the collinear libration point are given by

$$
\begin{gather*}
\ddot{x}-2 \dot{y}-U_{X X} x=0  \tag{3.163a}\\
\ddot{y}+2 \dot{x}-U_{Y Y} y=0  \tag{3.163b}\\
\ddot{z}-U_{Z Z} z=0 \tag{3.163c}
\end{gather*}
$$

where the partial derivatives are evaluated at the collinear libration point.
The in-plane characteristic equation can be obtained as

$$
\begin{equation*}
\lambda^{4}+\left(4-U_{X X}-U_{Y Y}\right) \lambda^{2}+U_{X X} U_{Y Y}=0 \tag{3.164}
\end{equation*}
$$

and the in-plane eigenvalues can be expressed as ${ }^{4}$

$$
\begin{gathered}
\lambda_{1,2}= \pm \sqrt{-\beta_{1}+\sqrt{\beta_{1}^{2}+\beta_{2}^{2}}} \\
\lambda_{3,4}= \pm j \sqrt{\beta_{1}+\sqrt{\beta_{1}^{2}+\beta_{2}^{2}}}= \pm j \omega_{x y}
\end{gathered}
$$

where

$$
\begin{gathered}
\beta_{1}=2-\left(U_{X X}+U_{Y Y}\right) / 2 \\
\beta_{2}^{2}=-U_{X X} U_{Y Y}>0
\end{gathered}
$$

and $\omega_{x y}$ is called the nondimensional frequency of the in-plane oscillatory mode.
The out-of-plane characteristic equation is

$$
\begin{equation*}
\lambda^{2}-U_{Z Z}=0 \tag{3.165}
\end{equation*}
$$

and the out-of-plane eigenvalues are

$$
\begin{equation*}
\lambda_{5.6}= \pm j \sqrt{\left|U_{z Z}\right|}= \pm j \omega_{z} \tag{3.166}
\end{equation*}
$$

where $\omega_{z}$ is called the nondimensional frequency of the out-of-plane oscillatory mode.

For the translunar $L_{2}$ point in the Earth-moon system, we have

$$
U_{X X}=7.3809, \quad U_{Y Y}=-2.1904, \quad U_{Z Z}=-3.1904
$$

and the eigenvalues are

$$
\begin{aligned}
& \lambda_{1,2}= \pm 2.15868 \\
& \lambda_{3,4}= \pm j 1.86265 \\
& \lambda_{5,6}= \pm j 1.78618
\end{aligned}
$$

Thus for the translunar $L_{2}$ point, the in-plane motion has a divergent mode as well as an oscillatory mode with a nondimensional frequency $\omega_{x y}=1.86265$. The out-of-plane motion is simple harmonic with a nondimensional frequency $\omega_{2}=1.78618$. Note that the period of the in-plane oscillatory mode is 14.7 days and the period of the out-of-plane oscillatory mode is 15.3 days, compared to the moon's orbital period of 27.3 days.

The in-plane equations of motion can be written in state-space form as

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{A x} \tag{3.167}
\end{equation*}
$$

where

$$
\mathbf{x}=\left[\begin{array}{c}
x \\
y \\
\dot{x} \\
\dot{y}
\end{array}\right], \quad \mathbf{A}=\left[\begin{array}{ccrc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
U_{X X} & 0 & 0 & 2 \\
0 & U_{Y Y} & -2 & 0
\end{array}\right]
$$

We now consider the modal decomposition of the state matrix $\mathbf{A}$ into a diagonal matrix $\boldsymbol{\Lambda}$. (The modal decomposition of a square matrix was discussed in Chapter 2 ; however, we shall briefly review the concept again here.)

Let $\mathbf{q}_{j}$ be a right eigenvector of $\mathbf{A}$ associated with the $j$ th eigenvalue $\lambda_{j}$; i.e.,

$$
\mathbf{A} \mathbf{q}_{j}=\lambda_{j} \mathbf{q}_{j}
$$

Then, we have

$$
\mathbf{A}=\mathbf{Q} \boldsymbol{\Lambda} \mathbf{Q}^{-1}
$$

where

$$
\begin{aligned}
& \mathbf{Q}=\left[\begin{array}{lll}
\mathbf{q}_{1} & \cdots & \mathbf{q}_{4}
\end{array}\right] \\
& \boldsymbol{\Lambda}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{4}\right)
\end{aligned}
$$

Also let $\mathbf{p}_{i}$ be a left eigenvector of $\mathbf{A}$ associated with $\lambda_{i}$; i.e.,

$$
\mathbf{p}_{i}^{T} \mathbf{A}=\lambda_{i} \mathbf{p}_{i}^{T}
$$

Then, we have

$$
\mathbf{A}=\mathbf{P}^{-T} \boldsymbol{\Lambda} \mathbf{P}^{T}
$$

where

$$
\mathbf{P}=\left[\begin{array}{lll}
\mathbf{p}_{1} & \cdots & \mathbf{p}_{4}
\end{array}\right]
$$

Consequently, we have the orthogonality conditions

$$
\mathbf{p}_{i}^{T} \mathbf{q}_{j}=0 \quad \text { (because } \lambda_{i} \neq \lambda_{j} \quad \text { when } i \neq j \text { ) }
$$

Furthermore, if $\mathbf{q}_{i}$ and $\mathbf{p}_{i}$ are normalized such that $\mathbf{p}_{i}^{T} \mathbf{q}_{i}=1$ for all $i$, then we have

$$
\mathbf{p}_{i}^{T} \mathbf{q}_{j}=\delta_{i j} \quad \text { or } \quad \mathbf{P}^{T} \mathbf{Q}=\mathbf{I}
$$

Finally, the matrix A with distinct eigenvalues can then be decomposed into the form

$$
\mathbf{A}=\mathbf{Q} \boldsymbol{\Lambda} \mathbf{Q}^{-1}=\mathbf{Q} \boldsymbol{\Lambda} \mathbf{P}^{T}
$$

which becomes

$$
\mathbf{A}=\left[\begin{array}{lll}
\mathbf{q}_{1} & \cdots & \mathbf{q}_{4}
\end{array}\right]\left[\begin{array}{lll}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{4}
\end{array}\right]\left[\begin{array}{c}
\mathbf{p}_{1}^{T} \\
\vdots \\
\mathbf{p}_{4}^{T}
\end{array}\right]=\sum_{i=1}^{4} \lambda_{i} \mathbf{q}_{i} \mathbf{p}_{i}^{T}
$$

Consequently, the solution of Eq. (3.167) can be obtained as

$$
\begin{equation*}
\mathbf{x}(t)=e^{\mathbf{A} t} \mathbf{x}(0)=\sum_{i=1}^{4} e^{\lambda_{i} t} \mathbf{q}_{i} \underbrace{\mathbf{p}_{i}^{T} \mathbf{x}(0)}_{\text {scalar }} \tag{3.168}
\end{equation*}
$$

This solution can be made to contain only the oscillatory modes with the proper choice of initial conditions. Because $\lambda_{3,4}= \pm j \omega_{x y}$, the conditions to eliminate the exponential terms are

$$
\begin{align*}
& \mathbf{p}_{1}^{T} \mathbf{x}(0)=0  \tag{3.169a}\\
& \mathbf{p}_{2}^{T} \mathbf{x}(0)=0 \tag{3.169b}
\end{align*}
$$

These conditions can be met if we choose

$$
\begin{align*}
\dot{x}(0) & =\left(\omega_{x y} / k\right) y(0)  \tag{3.170a}\\
\dot{y}(0) & =-k \omega_{x y} x(0) \tag{3.170b}
\end{align*}
$$

where

$$
k=\frac{\omega_{x y}^{2}+U_{x X}}{2 \omega_{x y}}
$$

For the $L_{2}$ point of the Earth-moon system, $k=2.91261$.
Substituting these conditions into Eq. (3.168), we obtain

$$
\begin{align*}
& x(t)=x(0) \cos \omega_{x y} t+(1 / k) y(0) \sin \omega_{x y} t  \tag{3.171a}\\
& y(t)=y(0) \cos \omega_{x y} t-k x(0) \sin \omega_{x y} t  \tag{3.171b}\\
& z(t)=z(0) \cos \omega_{z} t+\left[\dot{z}(0) / \omega_{z}\right] \sin \omega_{z} t \tag{3.171c}
\end{align*}
$$



Fig. 3.11 Lissajous reference trajectory.

In addition, if $x(0)=z(0)=0$ and $\dot{z}(0)=-y(0) \omega_{z}$, the solution further reduces to the following form:

$$
\begin{align*}
& x(t)=(1 / k) y(0) \sin \omega_{x y} t  \tag{3.172a}\\
& y(t)=y(0) \cos \omega_{x y} t  \tag{3.172b}\\
& z(t)=-y(0) \sin \omega_{z} t \tag{3.172c}
\end{align*}
$$

The difference between the in-plane and out-of-plane frequencies results in a quasi-periodic Lissajous trajectory, shown in Fig. 3.11, for an example case of $y(0)=-0.00911$, which corresponds to a maximum amplitude of 3500 km for the Earth-moon system. The $y-z$ projection is a view from the Earth toward the moon and the $x-y$ and $x-z$ projections are top and side views, respectively. The moon and Earth are in the positive $x$ direction. The preceding initial conditions correspond to zero in the $x$ direction, maximum amplitude in the negative $y$ direction, and zero in the $z$ direction. The motion is clockwise in the $x-y$ projection. Such a properly selected reference trajectory can also be described by

$$
\begin{aligned}
& x_{r}(t)=-A_{x} \sin \omega_{x y} t \\
& y_{r}(t)=-A_{y} \cos \omega_{x y} t
\end{aligned}
$$

$$
\begin{aligned}
& z_{r}(t)=A_{z} \sin \omega_{z} t \\
& \dot{x}_{r}(t)=-A_{x} \omega_{x y} \cos \omega_{x y} t \\
& \dot{y}_{r}(t)=A_{y} \omega_{x y} \sin \omega_{x y} t \\
& \dot{z}_{r}(t)=A_{z} \omega_{z} \cos \omega_{z} t
\end{aligned}
$$

where $A_{x}, A_{y}=k A_{x}$, and $A_{z}=A_{y}$ denote the amplitudes of the reference trajectory for $x, y$, and $z$ axis, respectively.

Unless the frequency ratio is a rational number, the Lissajous trajectory does not close. For the case of rational frequency ratios, the trajectory becomes periodic and is called a halo orbit. For most cases, the solution of the linearized equations of motion is not periodic and some control effort is needed to achieve equal in-plane and out-of-plane frequencies. This is often called period or frequency control in the literature. The resulting periodic orbit due to frequency control will also be called a halo orbit in this book, although the term "halo orbit" in celestial mechanics usually means a larger, periodic orbit that is a solution of the nonlinear differential equations of motion. A halo orbit with such period control is shown in Fig. 3.12, which also shows the disk of the moon, which has a radius of 1738 km .


Fig. 3.12 Halo reference orbit.

The Lissajous trajectory and halo orbit are the results of the linear analysis of the restricted three-body problem. The actual motions of a spacecraft are governed by the nonlinear equations of motion, and the spacecraft will not follow the Lissajous trajectory or halo orbit naturally. The Lissajous trajectory and halo orbit can be used as reference trajectories for a spacecraft control problem described briefly as follows.

Consider the problem of stationing a communications satellite at the translunar libration point, and assume that the communications satellite is placed into a quasiperiodic Lissajous trajectory, shown in Fig. 3.11, around the $L_{2}$ libration point. Because the moon, with a radius of 1738 km , is centered at the origin of Fig. 3.11, the satellite will spend some fraction of time obscured by the moon. Consequently, halo orbit control is needed to adjust the frequency of the $z$-axis motion to keep the communications satellite visible from the Earth at all times, as illustrated in Fig. 3.12. Such halo orbit control is also possible if the amplitudes of the in-plane and out-of-plane motions are of sufficient magnitude that the nonlinear contributions to the system result in an identical $z$-axis and $y$-axis frequency. Such halo orbit determination and control problems will be treated in detail in Chapter 4.

It should be noted that when a spacecraft is actively controlled to follow a periodic halo orbit, the orbit will, in general, not close due to tracking error. Therefore, when discussing orbits about the libration points, both halo orbits and Lissajous trajectories will be called quasi-periodic orbits. When particular orbits are being discussed, they will be referred to as halo orbits or Lissajous trajectories. The basic shape of the motion will determine the classification of either halo orbit or Lissajous trajectory.

## Problem

3.9. Given the in-plane equations of motion written in state-space form as

$$
\dot{\mathbf{x}}=\mathbf{A} \mathbf{x}
$$

where

$$
\mathbf{x}=\left[\begin{array}{c}
x \\
y \\
\dot{x} \\
\dot{y}
\end{array}\right], \quad \mathbf{A}=\left[\begin{array}{ccrc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
U_{X X} & 0 & 0 & 2 \\
0 & U_{Y Y} & -2 & 0
\end{array}\right]
$$

(a) Find the right eigenvector $\mathbf{q}_{i}$ and the left eigenvector $\mathbf{p}_{i}$ associated with the $i$ th eigenvalue $\lambda_{i}$, as follows:

$$
\mathbf{q}_{i}=\left[\begin{array}{c}
2 \lambda_{i} \\
\lambda_{i}^{2}-U_{X X} \\
2 \lambda_{i}^{2} \\
\lambda_{i}\left(\lambda_{i}^{2}-U_{X X}\right)
\end{array}\right], \quad \mathbf{p}_{i}=\left[\begin{array}{c}
2 \lambda_{i} U_{X X} \\
\left(U_{X X}-\lambda_{i}^{2}\right) U_{Y Y} \\
2 \lambda_{i}^{2} \\
\left(U_{X X}-\lambda_{i}^{2}\right) \lambda_{i}
\end{array}\right]
$$

(b) Verify that if we choose

$$
\begin{aligned}
& \dot{x}(0)=\left(\omega_{x y} / k\right) y(0) \\
& \dot{y}(0)=-k \omega_{x y} x(0)
\end{aligned}
$$

where

$$
k=\frac{\omega_{x y}^{2}+U_{X X}}{2 \omega_{x y}}
$$

then we have

$$
\begin{aligned}
& \mathbf{p}_{1}^{T} \mathbf{x}(0)=0 \\
& \mathbf{p}_{2}^{T} \mathbf{x}(0)=0
\end{aligned}
$$

### 3.8 Elliptic Restricted Three-Body Problem

The effects of the eccentricity of the moon's orbit ( $e=0.05490$ ) are in fact, larger than the nonlinear effects for a spacecraft in a typical $3500-\mathrm{km}$ quasi-periodic orbit about the translunar libration point. For this reason, the circular restricted three-body model treated in the preceding section is not an accurate model for the analysis of quasi-periodic orbits in the Earth-moon system. The effects of the sun's gravitational field and radiation pressure are smaller than the effects of eccentricity and nonlinearities for a spacecraft in a typical $3500-\mathrm{km}$ quasi-periodic orbit. In this section, the elliptic restricted three-body problem is considered as the next step in complexity for the halo orbit determination and control problem.

Consider the system of three bodies shown in Fig. 3.13. The masses of the two primary bodies are denoted by $M_{1}$ and $M_{2}$, respectively, whereas the infinitesimal mass of the third body (a spacecraft) is denoted by $m$. The point $O$ in Fig. 3.13 is assumed to be inertially fixed.

The equation of motion of the spacecraft is

$$
\begin{equation*}
m \ddot{\vec{R}}_{3}=-\left(G M_{1} m / r_{1}^{3}\right) \vec{r}_{1}-\left(G M_{2} m / r_{2}^{3}\right) \vec{r}_{2} \tag{3.173}
\end{equation*}
$$

and the inertial acceleration of the spacecraft, $\ddot{\vec{R}}_{3}$, simply becomes

$$
\begin{equation*}
\ddot{\vec{R}}_{3}=-\left(G M_{1} / r_{1}^{3}\right) \vec{r}_{1}-\left(G M_{2} / r_{2}^{3}\right) \vec{r}_{2} \tag{3.174}
\end{equation*}
$$



Fig. 3.13 Three-body system.


Fig. 3.14 Elliptic restricted three-body problem.
Defining $\vec{r}_{21}$ as the position vector from $M_{1}$ to $M_{2}$ such that

$$
\begin{equation*}
\vec{r}_{21}=\vec{R}_{2}-\vec{R}_{1} \tag{3.175}
\end{equation*}
$$

we also obtain the inertial acceleration of mass $M_{1}$ as

$$
\begin{equation*}
\ddot{\vec{R}}_{1}=\left(G M_{2} / r_{21}^{3}\right) \vec{r}_{21}+\left(G m / r_{1}^{3}\right) \vec{r}_{1} \tag{3.176}
\end{equation*}
$$

The relative motion of $m$ with respect to $M_{1}$ can then be described by

$$
\begin{equation*}
\ddot{\vec{r}}_{1}=-G\left(M_{1}+m\right) \frac{\vec{r}_{1}}{r_{1}^{3}}-G M_{2}\left\{\frac{\vec{r}_{2}}{r_{2}^{3}}+\frac{\vec{r}_{21}}{r_{21}^{3}}\right\} \tag{3.177}
\end{equation*}
$$

since $\ddot{\vec{r}}_{1}=\ddot{\vec{R}}_{3}-\ddot{\vec{R}}_{1}$.
Similarly, the relative motion of $m$ with respect to $M_{2}$ can also be described by

$$
\begin{equation*}
\ddot{\vec{r}}_{2}=-G\left(M_{2}+m\right) \frac{\vec{r}_{2}}{r_{2}^{3}}-G M_{1}\left\{\frac{\vec{r}_{1}}{r_{1}^{3}}-\frac{\vec{r}_{21}}{r_{21}^{3}}\right\} \tag{3.178}
\end{equation*}
$$

Consider now the elliptic restricted three-body problem as illustrated in Fig. 3.14. The basis vectors $\{\vec{i}, \vec{j}, \vec{k}\}$ define a rotating reference frame with its origin at the barycenter. The angular velocity of this rotating reference frame is not constant because $M_{2}$ rotates about $M_{1}$ in an elliptic orbit. In Fig. 3.14, $\ell_{2}$ denotes the distance between $M_{2}$ and $L_{2}$, and $\ell_{1}$ denotes the distance between $M_{2}$ and $L_{1}$.

Because the distance $D$ between $M_{1}$ and $M_{2}$ is not constant, $\ell_{1}$ and $\ell_{2}$ are not constant, and $L_{1}$ and $L_{2}$ denote the instantaneous libration points; however, the ratio of $\ell_{2}$ and the instantaneous distance $D$ is a constant and is denoted as

$$
\begin{equation*}
\ell_{2} / D=\gamma=\mathrm{const} \tag{3.179}
\end{equation*}
$$

There is a similar constant corresponding to $\ell_{1}$ and the instantaneous distance $D$.
Equation (3.177) can be used to describe the motion of the spacecraft about one of the collinear libration points by defining the position of the spacecraft with respect to a collinear libration point as

$$
\begin{equation*}
\vec{r}=x \vec{i}+y \vec{j}+z \vec{k} \tag{3.180}
\end{equation*}
$$

Referring to Fig. 3.14, we obtain

$$
\begin{gather*}
\vec{r}_{21}=-D \vec{i}  \tag{3.181}\\
\vec{r}_{1}=[-(1+\gamma) D+x] \vec{i}+y \vec{j}+z \vec{k}  \tag{3.182}\\
\vec{r}_{2}=(-\gamma D+x) \vec{i}+y \vec{j}+z \vec{k} \tag{3.183}
\end{gather*}
$$

Noting that the distance, $D$, between $M_{1}$ and $M_{2}$ and the angular velocity $\dot{\theta}$ of the rotating reference frame are not constant, we obtain the second derivative of $\vec{r}_{1}$, as follows:

$$
\begin{align*}
\ddot{\vec{r}}_{1}= & \left\{-(1+\gamma) \ddot{D}+\ddot{x}-\ddot{\theta} y-2 \dot{\theta} \dot{y}-\dot{\theta}^{2}[-(1+\gamma) D+x]\right\} \vec{i} \\
& +\left\{\ddot{y}-\ddot{\theta}(1+\gamma) D-2 \dot{\theta}(1+\gamma) \dot{D}+\ddot{\theta} x+2 \dot{\theta} \dot{x}-\dot{\theta}^{2} y\right\} \vec{j}+\ddot{z} \vec{k} \tag{3.184}
\end{align*}
$$

Introducing the mass ratio $\rho$ of the three-body system as

$$
\begin{gathered}
\rho=M_{2} /\left(M_{1}+M_{2}\right) \\
1-\rho=M_{1} /\left(M_{1}+M_{2}\right)
\end{gathered}
$$

and by equating components of Eqs. (3.177) and (3.184), we obtain the nondimensional equations of motion for the spacecraft as follows:

$$
\begin{gather*}
\ddot{x}-2 \dot{\theta} \dot{y}-\ddot{\theta} y-\dot{\theta}^{2}[-(1+\gamma) D+x]=(1+\gamma) \ddot{D} \\
-\frac{(1-\rho)[-(1+\gamma) D+x]}{r_{1}^{3}}-\frac{\rho(-\gamma D+x)}{r_{2}^{3}}+\frac{\rho}{D^{2}}  \tag{3.185}\\
\ddot{y}+\ddot{\theta}[-(1+\gamma) D+x]-\dot{\theta}^{2} y=-2 \dot{\theta}[-(1+\gamma) \dot{D}+\dot{x}] \\
-\frac{(1-\rho) y}{r_{1}^{3}}-\frac{\rho y}{r_{2}^{3}}  \tag{3.186}\\
\ddot{z}=-\frac{(1-\rho) z}{r_{1}^{3}}-\frac{\rho z}{r_{2}^{3}} \tag{3.187}
\end{gather*}
$$

where

$$
\begin{gathered}
r_{1}=\sqrt{[-(1+\gamma) D+x]^{2}+y^{2}+z^{2}} \\
r_{2}=\sqrt{(-\gamma D+x)^{2}+y^{2}+z^{2}}
\end{gathered}
$$

In these nondimensionalized equations, the distances $x, y, z, r_{1}, r_{2}$, and $D$ are in units of the semimajor axis $a ; \dot{\theta}$ is in units of the mean angular rate $n$; and time is in units of $1 / n$.

The motion of the two primary bodies is a solution of the two-body problem. The distance between the two primaries, $D$, and the angular rate $\dot{\theta}$ are written in
nondimensional form as a series in eccentricity as ${ }^{13}$

$$
\begin{align*}
D= & 1+\frac{1}{2} e^{2}+\left(-e+\frac{3}{8} e^{3}-\frac{5}{192} e^{5}+\frac{7}{9216} e^{7}\right) \cos M \\
& +\left(-\frac{1}{2} e^{2}+\frac{1}{3} e^{4}-\frac{1}{16} e^{6}\right) \cos 2 M \\
& +\left(-\frac{3}{8} e^{3}+\frac{45}{128} e^{5}-\frac{567}{5120} e^{7}\right) \cos 3 M \\
& +\left(-\frac{1}{3} e^{4}+\frac{2}{5} e^{6}\right) \cos 4 M+\left(-\frac{125}{384} e^{5}+\frac{4375}{9216} e^{7}\right) \cos 5 M \\
& -\frac{27}{80} e^{6} \cos 6 M-\frac{16807}{46080} e^{7} \cos 7 M+\cdots  \tag{3.188}\\
\dot{\theta}= & 1+\left(2 e-\frac{1}{4} e^{3}+\frac{5}{96} e^{5}+\frac{107}{4608} e^{7}\right) \cos M \\
+ & 2\left(\frac{5}{4} e^{2}-\frac{11}{24} e^{4}+\frac{17}{192} e^{6}\right) \cos 2 M \\
+ & 3\left(\frac{13}{12} e^{3}-\frac{43}{64} e^{5}+\frac{95}{512} e^{7}\right) \cos 3 M \\
+ & 4\left(\frac{103}{96} e^{4}-\frac{451}{480} e^{6}\right) \cos 4 M+5\left(\frac{1097}{960} e^{5}-\frac{5957}{4608} e^{7}\right) \cos 5 M \\
+ & 6 \frac{1223}{960} e^{6} \cos 6 M+7 \frac{47273}{32256} e^{7} \cos 7 M+\cdots \tag{3.189}
\end{align*}
$$

where $M$ is the nondimensional mean anomaly defined as $M=t-t_{p}$ and $t_{p}$ is the time of perigee passage. It can be simply assumed that $t_{p}=0$. This means that the spacecraft begins its quasi-periodic orbit when $M_{2}$ is at its closest position to $M_{1}$.

It is noted that these series converge for small eccentricity and are divergent when $e>0.6627$. Most two-body systems in the solar system follow near circular orbits, therefore, the preceding series describe most of the two-body systems encountered in the solar system. As a measure of the accuracy of the series, it is noted that the last term in the series for $D$ represents about 21 cm for the Earth-moon system and the last term in the series for $\dot{\theta}$ represents about $5.86 \times 10^{-15} \mathrm{rad} / \mathrm{s}$.

It is also possible to obtain the equations of motion without the use of a series expansion. This derivation makes use of the conic equation for motion between two bodies by changing the independent variable to the true anomaly.

Although the equations of motion have been derived with respect to the $L_{2}$ point, they can also be used to describe the motion relative to the $L_{1}$ point. For the

Earth-moon system the constants in the equations of motion are

$$
\begin{gathered}
\rho=0.01215 \\
a=384,748 \mathrm{~km} \\
e=0.05490 \\
n=2.661699 \times 10^{-6} \mathrm{rad} / \mathrm{s} \\
\gamma=-0.150935 \text { for } L_{1} \\
\gamma=0.167833 \text { for } L_{2}
\end{gathered}
$$

The elliptic restricted three-body model derived in this section will be further utilized in Chapter 4 when we study the halo orbit determination and control problem. ${ }^{14,15}$
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## Orbital Maneuvers and Control

Fundamental problems in orbital mechanics, such as the two-body and restricted three-body problems, were treated in Chapter 3. This chapter is concerned with orbital maneuvering and control problems of spacecraft under the influence of rocket firings. This chapter also briefly introduces the practical problems of analyzing launch vehicle trajectories and placing a satellite into an orbit. The problems of orbital transfer, rendezvous, and orbit control, which are of fundamental importance to space missions, are covered. In particular, the halo orbit determination and control problem is introduced in this chapter.

### 4.1 Launch Vehicle Trajectories

In this section, we briefly introduce basic physical concepts and terminologies that are often encountered when we deal with rocket propulsion and launch vehicles, and then we discuss the basic trajectory equations during various launch phases: 1) vertical ascent, 2) turn-over flight, and 3) gravity turn maneuver.

The subject of launch vehicle guidance and control is beyond the scope of this book; however, the material briefly discussed in this section will provide the foundations for studying the orbit injection and orbital maneuvering problems of spacecraft under the influence of rocket firings.

### 4.1.1 Rocket Propulsion

Rocket thrust. At a specified position in space, a launch vehicle achieves the velocity required to place a payload spacecraft into a desired orbit. Most launch vehicles are propelled by liquid-propellant rockets and/or solid-propellant rockets. Customarily, a liquid-propellant rocket is called a liquid rocket engine and a solidpropellant rocket is called a solid rocket motor. Propellants are working substances used in rockets to produce thrust. These substances can be liquids, solids, or gases. Thrust that is developed by a rocket is a direct result of a chemical reaction between the fuel and the oxidizer in a propellant. This reaction takes place in the rocket's combustion chamber and produces gas at a higher temperature. This gas is then exhausted out the rocket nozzle at a high velocity, thereby imparting a pushing force on the rocket. The nozzle is a part of the rocket thrust chamber assembly in which the gases are accelerated to high velocities.

The rocket thrust $T$ is expressed as ${ }^{1,2}$

$$
\begin{equation*}
T=-V_{e} \frac{\mathrm{~d} m}{\mathrm{~d} t}+\left(p_{e}-p_{o}\right) A_{e} \tag{4.1}
\end{equation*}
$$

where $V_{e}$ is called the exit velocity of a rocket, $p_{e}$ is the nozzle exit pressure, $p_{o}$ is the local atmospheric pressure, and $A_{e}$ is the nozzle exit area. The rocket thrust
consists of the momentum thrust, $-V_{e} \mathrm{~d} m / \mathrm{d} t$, and the pressure thrust, $\left(p_{e}-p_{o}\right) A_{e}$. Note that the mass flow rate $\mathrm{d} m / \mathrm{d} t$ is negative because the rocket is losing mass.

The pressure thrust term in Eq. (4.1) normally accounts for only a small part of the total thrust and vanishes when the exit pressure is exactly matched to the local atmospheric pressure. The exit (or exhaust) velocity $V_{e}$ is often expressed as

$$
\begin{equation*}
V_{e}=g_{o} I_{\mathrm{sp}} \tag{4.2}
\end{equation*}
$$

where $g_{o}=9.8 \mathrm{~m} / \mathrm{s}^{2}$ is the gravitational acceleration at sea level and $I_{\mathrm{sp}}$ is called the specific impulse. The specific impulse, with units of seconds, is a measure of propellant quality; that is, it is a measure of rocket thrust obtained per unit of propellant weight flow.

Propellants. Liquid propellants are commonly classified as monopropellants and bipropellants. A monopropellant contains a fuel and oxidizer combined into one substance. A bipropellant is a combination of two propellants, a fuel and an oxidizer. The chemicals are not mixed until after they have been injected into the combustion chamber. Liquid propellants are also commonly classified as being either cryogenic or storable propellants. A cryogenic propellant is an oxidizer or fuel that has a very low boiling point and must be kept at a very low temperature. A storable propellant is an oxidizer and fuel that is a liquid at normal temperatures and pressures.

Solid propellants burn on their exposed surfaces producing hot gases that provide the propulsive force for a solid rocket motor. A solid propellant, often called a grain, contains all of the substances needed to sustain chemical combustion; it consists of a fuel and an oxidizer that do not react chemically below some minimum temperature. Solid propellants are divided into two common classes: the composite (or heterogeneous) propellants and the homogeneous propellants. Composite propellants are a heterogeneous mixture of an oxidizer and an organic fuel binder. Small particles of oxidizer are dispersed throughout the fuel. The fuel is called a binder because the oxidizer has no mechanical strength. Homogeneous propellants contain chemical compounds that have the oxidizer and the fuel in a single molecule.

Multistage rockets. A propulsion unit of a multistage launch vehicle is called a stage, and it is generally designated as either first, second, or third stage. The first stage contains the main engines, and the second and third stages provide additional thrust capability as required. An upper stage is often needed to inject a payload into a geosynchronous transfer orbit or into a heliocentric transfer orbit. Some of the currently used upper stages are the inertial upper stage (IUS), payload assist module (PAM), and Centaur upper stage. Some of the launch vehicles that have been used successfully on many space missions are the Jupiter, Atlas, Saturn, Scout, Titan, Delta, Space Shuttle, and Ariane. The launch systems that are currently available include: Delta II, Titan, Ariane, Proton, Long March, Space Shuttle, Pegasus, and Taurus. ${ }^{3}$

A typical launch vehicle trajectory is illustrated in Fig. 4.1. The trajectory begins with a brief initial period of vertical ascent, followed by first-stage powered flight, second-stage powered flight, coasting phase, third-stage powered flight, and


Fig. 4.1 Typical launch vehicle trajectory.
orbit injection. The determination of the trajectory involves the solution of sets of differential equations describing the motion of the launch vehicle.

### 4.1.2 Vertical Ascent

Most launch vehicles usually ascend vertically (or near vertically) through the denser regions of the Earth's atmosphere before performing any turn-over maneuvers. Because of aerodynamic heating considerations a turn-over maneuver is usually not initiated until after the vehicle has ascended through the denser regions of the Earth's atmosphere.

Consider a launch vehicle flying vertically during the early portion of its flight, immediately after liftoff from the launch pad. The equation of motion of the vertically ascending vehicle is simply given by

$$
\begin{equation*}
m \frac{\mathrm{~d} v}{\mathrm{~d} t}=T-D-m g \tag{4.3}
\end{equation*}
$$

where $m$ is the vehicle mass, $v$ is the vertical velocity, $T$ is the rocket thrust, $D$ is the aerodynamic drag, and $g$ is the local gravitational acceleration.

The rocket thrust $T$, neglecting the pressure thrust term in Eq. (4.1), is given by

$$
\begin{equation*}
T=-V_{e} \frac{\mathrm{~d} m}{\mathrm{~d} t}=-g_{o} I_{\mathrm{sp}} \frac{\mathrm{~d} m}{\mathrm{~d} t} \tag{4.4}
\end{equation*}
$$

The aerodynamic drag $D$ acting on a launch vehicle is, in general, expressed as

$$
\begin{equation*}
D=\frac{1}{2} \rho v^{2} C_{D} S \tag{4.5}
\end{equation*}
$$

where $C_{D}$ is the coefficient of drag, $\rho$ is the aerodynamic density, $v$ is the velocity of the vehicle, and $S$ is the reference area. The coefficient of drag, $C_{D}$, varies both with altitude and Mach number, which is defined as the ratio of the velocity of the vehicle to the local speed of sound.

The solution of Eq. (4.3) can be obtained by numerical simulation on a digital computer; however, an approximate solution to Eq. (4.3) easily can be obtained by ignoring the aerodynamic drag term and assuming a constant thrust. For most rockets, the propellant flow rate $\dot{m}$ is nearly constant. The inclusion of the aerodynamic drag in the calculation of a trajectory causes a decrease in rocket performance of about $10 \%$.
Neglecting the aerodynamic drag term and assuming the thrust remains constant, Eq. (4.3) becomes

$$
\begin{equation*}
m \frac{\mathrm{~d} v}{\mathrm{~d} t}=-g_{o} I_{\mathrm{sp}} \frac{\mathrm{~d} m}{\mathrm{~d} t}-m g \tag{4.6}
\end{equation*}
$$

which is rewritten as

$$
\begin{equation*}
\mathrm{d} v=-g_{o} I_{\mathrm{sp}} \frac{\mathrm{~d} m}{m}-g \mathrm{~d} t \tag{4.7}
\end{equation*}
$$

Integrating this equation yields

$$
\begin{equation*}
\int_{v_{0}}^{v} \mathrm{~d} v=-g_{o} I_{\mathrm{sp}} \int_{m_{0}}^{m} \frac{\mathrm{~d} m}{m}-g \int_{0}^{t} \mathrm{~d} t \tag{4.8}
\end{equation*}
$$

which becomes

$$
\begin{equation*}
v(t)=-g_{o} I_{\text {sp }} \ln \frac{m}{m_{0}}-g t \tag{4.9}
\end{equation*}
$$

where $m_{0}$ is the initial mass, $m=m_{0}+\dot{m} t$, and the initial velocity $v_{0}$ is assumed to be zero. (The mass flow rate $\dot{m}$ is negative because the rocket is losing mass.)

Since $v=\mathrm{d} y / \mathrm{d} t$ and

$$
\begin{aligned}
& \int_{0}^{t} \ln \frac{m}{m_{0}} \mathrm{~d} t=\int_{0}^{t} \ln m \mathrm{~d} t-\int_{0}^{t} \ln m_{0} \mathrm{~d} t=\frac{1}{\dot{m}} \int_{m_{0}}^{m} \ln m \mathrm{~d} m-t \ln m_{0} \\
& \quad=\frac{1}{\dot{m}}[m(\ln m-1)]_{m_{0}}^{m}-t \ln m_{0}
\end{aligned}
$$

Eq. (4.9) can be integrated further with respect to time to yield the altitude $y$ at a specified time $t$, as follows:

$$
\begin{equation*}
y(t)=g_{o} I_{\mathrm{sp}} t\left\{1-\frac{1}{\left(m_{0} / m\right)-1} \ln \frac{m_{0}}{m}\right\}-\frac{1}{2} g t^{2} \tag{4.10}
\end{equation*}
$$

where $m=m_{0}+\dot{m} t$. Given the burning time of the rocket and its initial mass, the burnout velocity and the altitude at burnout can be estimated using Eqs. (4.9) and (4.10), respectively.

### 4.1.3 Turn-Over Trajectory

After a launch vehicle has ascended through the denser regions of the Earth's atmosphere, a turn-over maneuver is initiated to achieve a predetermined horizontal velocity component. This can be obtained by launching the vehicle at a fixed inclined angle to the horizontal from the launch pad or by a turn-over maneuver during its ascent.


Fig. 4.2 Two-dimensional motion of a launch vehicle.
Consider a launch vehicle in a planar, two-dimensional motion, as illustrated in Fig. 4.2. The translational equations of motion of the vehicle's center of mass are

$$
\begin{gather*}
\vec{i}: \quad m \ddot{x}=T \cos (\theta+\delta)-N \sin \theta-D \cos \theta  \tag{4.11}\\
\vec{j}: \quad m \ddot{y}=T \sin (\theta+\delta)+N \cos \theta-D \sin \theta-m g \tag{4.12}
\end{gather*}
$$

where $m$ is the vehicle mass; $x$ and $y$ are, respectively, the horizontal distance and altitude; $T$ is the rocket thrust; $N$ is the normal force acting through the center of pressure of the vehicle; $D$ is the aerodynamic drag; $g$ is the local gravitational acceleration; $\theta$ is the pitch angle; and $\delta$ is the thrust gimbal angle.

The pitch angle is defined as

$$
\begin{equation*}
\theta=\gamma+\alpha \tag{4.13}
\end{equation*}
$$

where $\gamma$ is called the flight-path angle, which measures the angle between the local horizontal and the flight path, and $\alpha$ is called the angle of attack, which measures the angle between the flight path and the vehicle's roll axis, as illustrated in Fig. 4.2. Also shown in this figure are the thrust vector angle $\phi$, measured from the horizontal, and the velocity vector angle $\psi$, measured from the vertical. These angles, instead of $\gamma$ or $\theta$, will be used later in this section.

The aerodynamic forces $N$ and $D$ are often expressed as

$$
\begin{align*}
& N=\frac{1}{2} \rho V^{2} C_{N} S  \tag{4.14a}\\
& D=\frac{1}{2} \rho V^{2} C_{D} S \tag{4.14b}
\end{align*}
$$

where $V^{2}=\dot{x}^{2}+\dot{y}^{2}$. The aerodynamic coefficients $C_{D}$ and $C_{N}$ vary both with altitude and Mach number and are functions of the angle of attack.

The rotational equation of motion of the vehicle about its center of mass is

$$
\begin{equation*}
J \ddot{\theta}=-T a \sin \delta+N b \tag{4.15}
\end{equation*}
$$

where $J$ is the pitch moment of inertia of the vehicle about its center of mass, $a$ is the distance between the center of mass and the rocket nozzle, and $b$ is the distance between the center of mass and the center of pressure.
Now consider a launch vehicle performing a constant turn-over maneuver in which a constant negative pitch rate, i.e., $\dot{\theta}=$ a negative constant and $\ddot{\theta}=0$, is maintained by having an offset gimbal angle $\delta$. The offset gimbal angle needed for a constant turn-over maneuver can be determined from

$$
\begin{equation*}
\sin \delta=N b / T a \tag{4.16}
\end{equation*}
$$

whereas the aerodynamic normal force $N$ and the center of pressure distance $b$ must be known as functions of time.

Because of the curvature of the Earth, the local horizontal along the flight path does not coincide with the horizontal at launch, except at liftoff. The angle between the flight path and the local horizontal can be obtained as

$$
\begin{equation*}
\gamma=\gamma_{0}+\dot{\theta} t+\int_{0}^{x} \frac{\mathrm{~d} x}{R+y} \tag{4.17}
\end{equation*}
$$

where $\gamma_{0}$ is the initial flight-path angle at $t=0$ and $R$ is the Earth's radius.
The vehicle's desired angle of attack for a constant turn-over maneuver can then be determined from

$$
\begin{equation*}
\sin \alpha=\frac{\dot{x} \sin (\gamma+\alpha)-\dot{y} \cos (\gamma+\alpha)}{\sqrt{\dot{x}^{2}+\dot{y}^{2}}} \tag{4.18}
\end{equation*}
$$

No analytical solution to the preceding equations exists, but they may be solved using an iterative procedure.

### 4.1.4 Gravity Turn Trajectory

One of many trajectory optimization problems of launch vehicles is concerned with determining the thrust vector angle $\phi(t)$, shown in Fig. 4.2, necessary to achieve maximum horizontal velocity at a specified altitude. The solution to this classical optimization problem, assuming no aerodynamic effects, can be found as

$$
\begin{equation*}
\tan \phi=\left(1-\frac{t}{t_{f}}\right) \tan \gamma_{0} \tag{4.19}
\end{equation*}
$$

where $\gamma_{0}$ is the initial flight-path angle, $t_{f}$ is the unspecified time at the specified altitude, and $\phi$ varies from $\gamma_{0}$ to zero.

This optimum thrust vector angle may demand large angle-of-attack changes, however, which is not practical due to aerodynamic heating considerations. In practice, a so-called gravity turn trajectory, in which the thrust vector is always kept parallel to the velocity vector, is employed, and the angle of attack is kept near zero in a gravity turn maneuver; i.e $\delta=-\alpha=0$.

Consider again a simplified two-dimensional model of a launch vehicle as shown in Fig. 4.2. It is sometimes convenient to use the velocity vector angle $\psi$ in writing the equations of motion in terms of the tangential and normal components to the trajectory. The equations of motion in terms of the tangential acceleration $\dot{V}$ and the normal acceleration $V \dot{\psi}$ are written as

$$
\begin{align*}
\vec{e}_{t}: m \dot{V} & =T \cos (\delta+\alpha)-m g \cos \psi-D \cos \alpha+N \sin \alpha  \tag{4.20a}\\
\vec{e}_{n}: m V \dot{\psi} & =-T \sin (\delta+\alpha)+m g \sin \psi+D \sin \alpha-N \cos \alpha \tag{4.20b}
\end{align*}
$$

where $\vec{e}_{t}$ and $\vec{e}_{n}$ are unit vectors along the tangential and normal directions of the trajectory, as shown in Fig. 4.2.
For a gravity turn maneuver ( $\delta=-\alpha=0$, and thus $N=D=0$ ), these equations of motion can be simplified as

$$
\begin{gather*}
\dot{V}=(T / m)-g \cos \psi  \tag{4.21a}\\
\dot{\psi}=(g / V) \sin \psi \tag{4.21b}
\end{gather*}
$$

and we have

$$
\begin{align*}
& \dot{x}=V \sin \psi  \tag{4.22a}\\
& \dot{y}=V \cos \psi \tag{4.22b}
\end{align*}
$$

For even the most practical cases, in which $T$ is constant and $m=m_{0}+\dot{m} t$, these equations are still nonlinear and no analytical solution exists. But these equations can be numerically integrated to determine the gravity turn trajectory for given initial conditions: $x(0)=0, y(0)=y_{0}, V(0)=V_{0}$, and $\psi(0)=\psi_{0}$. A case in which the thrust-to-weight ratio $T / \mathrm{mg}$ is a constant is also of practical interest and some analytical results can be found in Ref. 4.

In general, the final burnout velocities required for most space flight missions cannot be easily achieved by a single-stage launch vehicle, because it has to carry its entire structural weight up to the final burnout point. Thus, a multistage launch vehicle is needed to inject a spacecraft into even a low Earth orbit. In a multistage launch vehicle, the first stage contains the main engines, and the second and third stages provide additional thrust capability as required. More details of this important, classical subject of performance analysis and configuration optimization of multistage launch vehicles can be found in the literature (see Refs. 4 and 5) and we shall not pursue this subject further in this text.

In the next section, we shall study an orbit determination problem of a spacecraft given its orbital injection conditions at the final burnout point.

### 4.2 Orbit Injection

Consider a problem of determining an orbit of a spacecraft when only its orbital injection conditions are known. Assume that a spacecraft is injected into an orbit with the following conditions at final burnout:

$$
r=r_{0}, \quad v=v_{0}, \quad \gamma=\gamma_{0}
$$

where $\gamma$ is the flight-path angle measured from the local horizontal to the velocity vector as illustrated in Fig. 4.3.


Fig. 4.3 Orbit injection.

First we will determine the eccentricity $e$ and then the true anomaly $\theta_{0}$ at the burnout point to locate the perigee of the resulting orbit.

Because we know the values of $v$ and $r$ at the burnout point, the specific energy $\mathcal{E}$ can be found as

$$
\begin{equation*}
\mathcal{E}=-(\mu / 2 a)=\left(v^{2} / 2\right)-(\mu / r)=\left(v_{0}^{2} / 2\right)-\left(\mu / r_{0}\right) \tag{4.23}
\end{equation*}
$$

The specific angular momentum $h$ of the resulting orbit can also be determined as

$$
\begin{equation*}
h=r^{2} \dot{\theta}=r_{0}^{2} \dot{\theta}_{0}=r_{0}\left(r_{0} \dot{\theta}_{0}\right)=r_{0} v_{0} \cos \gamma_{0} \tag{4.24}
\end{equation*}
$$

Once we know $\mathcal{E}$ and $h$, we can determine the eccentricity $e$ as

$$
\begin{equation*}
e=\sqrt{1+\left(2 \mathcal{E} h^{2} / \mu^{2}\right)} \tag{4.25}
\end{equation*}
$$

Furthermore, the semimajor axis $a$ and the perigee distance $r_{p}$ can be determined as follows:

$$
\begin{align*}
& a=-(\mu / 2 \mathcal{E})  \tag{4.26a}\\
& r_{p}=a(1-e) \tag{4.26b}
\end{align*}
$$

At the burnout point, we have

$$
\begin{equation*}
r_{0}=\frac{h^{2} / \mu}{1+e \cos \theta_{0}} \tag{4.27}
\end{equation*}
$$

and the true anomaly $\theta_{0}$ can be determined from

$$
\begin{equation*}
\cos \theta_{0}=\frac{1}{e}\left(\frac{h^{2}}{\mu r_{0}}-1\right) \tag{4.28}
\end{equation*}
$$

Using Eq. (3.82), we express the radial velocity component, $\dot{r} \equiv v \sin \gamma$, at the burnout point, as follows:

$$
\begin{equation*}
v_{0} \sin \gamma_{0}=(\mu / h) e \sin \theta_{0} \tag{4.29}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\sin \theta_{0}=\left(h v_{0} / \mu e\right) \sin \gamma_{0} \tag{4.30}
\end{equation*}
$$

Substituting Eqs. (4.23) and (4.24) into Eqs. (4.25), (4.28), and (4.30), and defining a new variable $\lambda$ as

$$
\begin{equation*}
\lambda=\frac{v_{0}^{2}}{\mu / r_{0}}=\text { twice the ratio of kinetic to potential energy at burnout } \tag{4.31}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
e^{2}=(\lambda-1)^{2} \cos ^{2} \gamma_{0}+\sin ^{2} \gamma_{0} \tag{4.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\tan \theta_{0}=\frac{\lambda \sin \gamma_{0} \cos \gamma_{0}}{\lambda \cos ^{2} \gamma_{0}-1} \tag{4.33}
\end{equation*}
$$

These equations indicate that an orbit for any burnout condition is uniquely established by two parameters, $\lambda$ and $\gamma_{0}$.

If $\lambda=2$, then $e=1$ for any values of $\gamma_{0}$, which corresponds to an escape parabola as long as the orbital path does not intercept the Earth. If $\lambda=1$, then $\gamma_{0}$ must be zero to have a circular orbit, although the condition of $\lambda=1$ itself corresponds to the case of the circular velocity: $v_{0}=\sqrt{\mu / r_{0}}$.

As an application of Eqs. (4.32) and (4.33), consider an elliptical ballistic trajectory illustrated in Fig. 4.4. The point of maximum height corresponds to the apogee, and the perigee is inside the Earth.

A problem of practical interest is the determination of the range $R \phi$ for given initial conditions: $r_{0}=R, v_{0}$, and $\gamma_{0}$ at launch site. First, the eccentricity is determined from Eq. (4.32) as

$$
e^{2}=(\lambda-1)^{2} \cos ^{2} \gamma_{0}+\sin ^{2} \gamma_{0}
$$

where $\lambda=R v_{0}^{2} / \mu$. Because $\phi / 2=\pi-\theta_{0}$, the flight range angle $\phi$ can be determined from

$$
\tan \frac{\phi}{2}=-\frac{\lambda \sin \gamma_{0} \cos \gamma_{0}}{\lambda \cos ^{2} \gamma_{0}-1}
$$

Note that the maximum height $H$ can also be simply determined from

$$
r_{a}=a(1+e)=H+R
$$

where the semimajor axis $a$ is determined from Eq. (4.23).


Fig. 4.4 Suborbital flight.

### 4.3 Single-Impulse Maneuvers

In orbital dynamics, the term $\Delta v$ maneuver refers to an impulsive maneuver that is characterized by an instantaneous change in orbital velocity of a space vehicle. Rocket burn times (a few minutes at most) are short compared to typical orbital periods of 100 min or longer; thus, typical rocket firings for orbital maneuvers are considered to be impulsive. As a result, in orbital maneuvering problems, we frequently speak of $\Delta v$ as a measure of the velocity impulse needed for a space vehicle to enter a new orbit.

As illustrated in Fig. 4.5 for an impulsive maneuver between intersecting coplanar orbits, most basic single-impulse maneuvering problems can be analyzed by


Fig. 4.5 Single-impulse orbital maneuver.
simply using the velocity vector equation

$$
\begin{equation*}
\vec{v}_{2}=\vec{v}_{1}+\Delta \vec{v} \tag{4.34}
\end{equation*}
$$

where $\vec{v}_{1}$ and $\vec{v}_{2}$ are the velocity vectors of the initial and final target orbits, at the maneuvering point, respectively, and $\Delta \vec{v}$ is the required velocity change needed to enter the target orbit.

Using the law of cosines, we compute the magnitude of $\Delta \vec{v}$, as follows:

$$
\begin{equation*}
\Delta v \equiv|\Delta \vec{v}|=\sqrt{v_{1}^{2}+v_{2}^{2}-2 v_{1} v_{2} \cos \phi} \tag{4.35}
\end{equation*}
$$

where $v_{1}=\left|\vec{v}_{1}\right|, \nu_{2}=\left|\vec{v}_{2}\right|$, and $\phi$ is the angle between $\vec{v}_{1}$ and $\vec{v}_{2}$.
Similarly, the velocity change required for an inclination change maneuver between two circular orbits with the same period is given by

$$
\begin{equation*}
\Delta v=2 v_{c} \sin (\Delta i / 2) \tag{4.36}
\end{equation*}
$$

where $v_{c}$ is the circular speed of both orbits and $\Delta i$ is the inclination angle between them. The maneuver should occur at either the ascending or the descending node.

The propellant mass needed for a given value of $\Delta v$ can be determined from the following relationship:

$$
\begin{equation*}
\Delta v=-g_{o} I_{\mathrm{sp}} \ln \left(m / m_{0}\right) \tag{4.37}
\end{equation*}
$$

where $g_{o}$ is the gravitational acceleration at sea level, $I_{\mathrm{sp}}$ is the propellant specific impulse, and $m_{0}$ and $m$ are the space vehicle mass before and after a $\Delta v$ maneuver, respectively. The mass of the propellant burned during the $\Delta v$ maneuver, denoted as $|\Delta m|$, is then expressed as

$$
\begin{equation*}
|\Delta m|=m_{0}\left\{1-\exp \left(-\frac{\Delta v}{g_{0} I_{\mathrm{sp}}}\right)\right\} \tag{4.38}
\end{equation*}
$$

because $m=m_{0}+\Delta m$ and $\Delta m<0$. (Note that the mass flow rate $\dot{m}$ is defined to be negative because the rocket is losing mass.)

### 4.4 Hohmann Transfer

This section is concerned with an orbital transfer problem between two coplanar circular orbits, as illustrated in Fig. 4.6. The elliptic transfer orbit is tangent to both the inner and outer circular orbits at the perigee and apogee of the transfer orbit, respectively. This problem was first solved by Walter Hohmann ${ }^{6}$ in 1925, and the associated orbital maneuver is called the Hohmann transfer.

### 4.4.1 Two-Impulse Elliptic Transfer

Consider an outward Hohmann transfer as illustrated in Fig. 4.6 without loss of generality. The velocity of a space vehicle orbiting along the inner circular orbit of radius $r_{1}$ is given by

$$
\begin{equation*}
v_{c_{1}}=\sqrt{\mu / r_{1}} \tag{4.39}
\end{equation*}
$$



Fig. 4.6 Hohmann transfer.
The velocity required to leave the inner circular orbit and travel along the elliptic transfer orbit to reach the outer circular target orbit of radius $r_{2}$ is

$$
\begin{equation*}
v_{1}=\sqrt{\left(2 \mu / r_{1}\right)-(\mu / a)} \tag{4.40}
\end{equation*}
$$

where

$$
a=\frac{1}{2}\left(r_{1}+r_{2}\right)
$$

is the semimajor axis of the elliptic transfer orbit whose eccentricity is given by

$$
\begin{equation*}
e=\left(r_{2}-r_{1}\right) /\left(r_{2}+r_{1}\right) \tag{4.41}
\end{equation*}
$$

The velocity change required at the perigee of the transfer orbit to transfer from the inner circular orbit is then given by

$$
\begin{equation*}
\Delta v_{1}=v_{1}-v_{c_{1}}=\sqrt{\left(2 \mu / r_{1}\right)-(\mu / a)}-\sqrt{\mu / r_{1}} \tag{4.42}
\end{equation*}
$$

Similarly, the velocity change required at the apogee of the transfer orbit to enter the outer circular orbit of radius $r_{2}$ is given by

$$
\begin{equation*}
\Delta v_{2}=v_{c_{2}}-v_{2}=\sqrt{\mu / r_{2}}-\sqrt{\left(2 \mu / r_{2}\right)-(\mu / a)} \tag{4.43}
\end{equation*}
$$

The total velocity change required in the Hohmann transfer between two coplanar circular orbits is

$$
\begin{equation*}
\Delta v=\Delta v_{1}+\Delta v_{2} \tag{4.44}
\end{equation*}
$$

The transfer time, $T$, is half the period $P$ of the elliptic transfer orbit; that is,

$$
\begin{equation*}
T=P / 2=\pi \sqrt{a^{3} / \mu} \tag{4.45}
\end{equation*}
$$

where $a=\left(r_{1}+r_{2}\right) / 2$.

## Problem

4.1. A spacecraft initially in a $200-\mathrm{km}$ circular parking orbit above the Earth ( $\mu_{\oplus}=398,601 \mathrm{~km}^{3} / \mathrm{s}^{2}$ and $R_{\oplus}=6,378 \mathrm{~km}$ ) is injected into a Hohmann transfer orbit to reach a geosynchronous orbit with a period of 23 h 56 min 4 s . Find the radius of the target orbit, $r_{2}$, the eccentricity of the transfer orbit, $e$, the required velocity changes, $\Delta v_{1}$ and $\Delta v_{2}$, and the transfer time $T$.

Answers: $r_{2}=42,164 \mathrm{~km}, e=0.73, \Delta v_{1}=2.45 \mathrm{~km} / \mathrm{s}, \Delta v_{2}=1.48 \mathrm{~km} / \mathrm{s}$, and $T=5.26 \mathrm{~h}$.

### 4.4.2 Optimality of the Hohmann Transfer

The fuel-optimality of the Hohmann transfer among two-impulse maneuvers between two coplanar circular orbits can be verified as follows. ${ }^{7.8}$

Consider an elliptic transfer orbit with semimajor axis $a$, semilatus rectum $p$, and eccentricity $e$. It is assumed that this elliptic transfer orbit intersects the inner and outer circular orbits of radii $r_{1}$ and $r_{2}$; that is,

$$
\begin{align*}
& r_{p}=p /(1+e) \leq r_{1}  \tag{4.46a}\\
& r_{a}=p /(1-e) \geq r_{2} \tag{4.46b}
\end{align*}
$$

Note that the minimum value of $e$ corresponds to an elliptic orbit with $r_{p}=r_{1}$ and $r_{a}=r_{2}$.

The velocity changes $\Delta v_{1}$ and $\Delta v_{2}$ are given by the law of cosines, as follows:

$$
\begin{align*}
& \left(\Delta v_{1}\right)^{2}=v_{1}^{2}+v_{c_{1}}^{2}-2 v_{c_{1}} v_{1} \cos \phi_{1}=v_{1}^{2}+v_{c_{1}}^{2}-2 v_{c_{1}} \sqrt{\mu p} / r_{1}  \tag{4.47a}\\
& \left(\Delta v_{2}\right)^{2}=v_{2}^{2}+v_{c_{2}}^{2}-2 v_{c_{2}} v_{2} \cos \phi_{2}=v_{2}^{2}+v_{c_{2}}^{2}-2 v_{c_{2}} \sqrt{\mu p} / r_{2} \tag{4.47b}
\end{align*}
$$

where

$$
\begin{align*}
& v_{1}^{2}=\mu\left(\frac{2}{r_{1}}-\frac{1}{a}\right)=\mu\left(\frac{2}{r_{1}}+\frac{e^{2}-1}{p}\right)  \tag{4.48a}\\
& v_{2}^{2}=\mu\left(\frac{2}{r_{2}}-\frac{1}{a}\right)=\mu\left(\frac{2}{r_{2}}+\frac{e^{2}-1}{p}\right) \tag{4.48b}
\end{align*}
$$

and

$$
\begin{align*}
& v_{c_{1}}^{2}=\mu / r_{1}  \tag{4.49a}\\
& v_{c_{2}}^{2}=\mu / r_{2} \tag{4.49b}
\end{align*}
$$

The total velocity change, which represents the total fuel cost, is then

$$
\begin{equation*}
\Delta v=\Delta v_{1}+\Delta v_{2} \tag{4.50}
\end{equation*}
$$

and the partial derivative of $\Delta v$ with respect to $e$, while keeping $p$ constant, can be found as

$$
\begin{equation*}
\frac{\partial \Delta v}{\partial e}=\frac{e \mu}{p}\left[\left(\Delta v_{1}\right)^{-1}+\left(\Delta v_{2}\right)^{-1}\right]>0 \tag{4.51}
\end{equation*}
$$

Consequently, the minimum value of $\Delta v$ occurs at the minimum value of $e$, which corresponds to the Hohmann transfer; that is, the first impulse at $r_{p}=r_{1}$ and the second impulse at $r_{a}=r_{2}$. This proves that among two-impulse maneuvers, the Hohmann transfer is the minimum-fuel transfer between coplanar circular orbits; however, for values of $r_{2} / r_{1}$ greater than approximately 11.94 , a three-impulse bielliptic transfer can be shown to have a lower fuel cost than the two-impulse Hohmann transfer. For a more formal proof of the optimality of the Hohmann transfer, the reader is referred to Refs. 7 and 8.

### 4.5 Interplanetary Flight

A typical interplanetary flight consists of three phases: Earth escape, heliocentric orbital transfer, and planet encounter. A simple method developed by Hohmann, which is very useful in preliminary mission design of such interplanetary flights, is presented here. The method is based on the concept of a sphere of influence and it is often referred to as the patched conic method.

### 4.5.1 Sphere of Influence

Consider the system of three bodies as shown in Fig. 3.13 of Sec. 3.8. The masses of the two primary bodies are denoted by $M_{1}$ and $M_{2}$, respectively, whereas the infinitesimal mass of the third body (a spacecraft) is denoted by $m$.

As was derived in Sec. 3.8, the relative motion of $m$ with respect to $M_{1}$ can be described by

$$
\begin{equation*}
\ddot{\vec{r}}_{1}+G\left(M_{1}+m\right) \frac{\vec{r}_{1}}{r_{1}^{3}}=-G M_{2}\left\{\frac{\vec{r}_{2}}{r_{2}^{3}}+\frac{\vec{r}_{21}}{r_{21}^{3}}\right\} \tag{4.52}
\end{equation*}
$$

where $\vec{r}_{1}$ and $\vec{r}_{2}$ are the position vectors of $m$ from $M_{1}$ and $M_{2}$, respectively, and $\vec{r}_{21}$ is the position vector of $M_{2}$ from $M_{1}$. The right-hand side of this equation can be considered as the perturbing acceleration to the two-body problem of $M_{1}$ and $m$ due to the presence of $M_{2}$.

Similarly, the relative motion of $m$ with respect to $M_{2}$ can be described by

$$
\begin{equation*}
\ddot{\vec{r}}_{2}+G\left(M_{2}+m\right) \frac{\vec{r}_{2}}{r_{2}^{3}}=-G M_{1}\left\{\frac{\vec{r}_{1}}{r_{1}^{3}}-\frac{\vec{r}_{21}}{r_{21}^{3}}\right\} \tag{4.53}
\end{equation*}
$$

The right-hand side of this equation can also be considered as the perturbing acceleration to the two-body problem of $M_{2}$ and $m$ due to the presence of $M_{1}$.

Now consider a spacecraft in orbit between two primary attracting bodies of masses $M_{1}$ and $M_{2}$, which are separated by a distance $D$.

The radius of a sphere of influence, simply called the activity radius $r$ of $M_{2}$ relative to $M_{1}$ can be defined as (e.g., see Ref. 9)

$$
\begin{equation*}
r / D \approx\left(M_{2} / M_{1}\right)^{\frac{2}{5}} \tag{4.54}
\end{equation*}
$$

When the space vehicle is outside the activity sphere of $M_{2}$, then its orbital motion is influenced mainly by $M_{1}$ and is described by

$$
\ddot{\vec{r}}_{1}+G\left(M_{1}+m\right)\left(\vec{r}_{1} / r_{1}^{3}\right) \approx 0
$$

Table 4.1 Activity radii of nine planets in our solar system

| Planet | Activity radii, AU |
| :--- | :---: |
| Mercury | 0.00075 |
| Venus | 0.00411 |
| Earth | 0.00621 |
| Mars | 0.00385 |
| Jupiter | 0.32220 |
| Saturn | 0.36400 |
| Uranus | 0.34600 |
| Neptune | 0.58000 |
| Pluto | 0.00056 |

If a space vehicle is within the sphere of influence of $M_{2}$, the orbital motion of the vehicle is influenced mainly by $M_{2}$ and is described by

$$
\ddot{\vec{r}}_{2}+G\left(M_{2}+m\right)\left(\vec{r}_{2} / r_{2}^{3}\right) \approx 0
$$

For the sun-Earth system, the Earth's activity radius $r$ is given as

$$
\begin{equation*}
\frac{r}{D} \approx\left(\frac{M_{\oplus}}{M_{\odot}}\right)^{\frac{2}{5}}=\left(\frac{1}{328,900}\right)^{\frac{2}{5}}=0.00621 \tag{4.55}
\end{equation*}
$$

where $D=1 \mathrm{AU}=1.4959789 \times 10^{8} \mathrm{~km}$. That is, the Earth's activity radius relative to sun is only 0.00621 AU or $145 R_{\oplus}$. (See Table 4.1 for activity radii of all planets in our solar system.) Note that the moon located at a distance of $60 R_{\oplus}$ from the Earth is certainly inside the Earth's activity sphere.

For the Earth-moon system, the moon's activity radius $r$ is given as

$$
\begin{equation*}
\frac{r}{D} \approx\left(\frac{M_{\text {moon }}}{M_{\oplus}}\right)^{\frac{2}{5}}=\left(\frac{1}{81.56}\right)^{\frac{2}{5}}=0.17 \tag{4.56}
\end{equation*}
$$

where $D=384,748 \mathrm{~km}$. Therefore, the moon's activity radius relative to Earth is approximately the same as the distance from the moon to the $L_{1}$ point.

### 4.5.2 Patched Conic Method

Consider a spacecraft departing from its low-altitude circular parking orbit above the Earth for an interplanetary trip to an outer planet. A minimum $\Delta v$ Hohmann heliocentric transfer orbit is selected here for such an outer-planet mission, although it is not the minimum-time path. It is assumed that the motion of the planet and the spacecraft lie in the ecliptic plane. Such a simplified interplanetary flight mission is analyzed here using the method of patched conics.

As illustrated in Fig. 4.7, the spacecraft departs the Earth at a proper time, called the launch window, so that it can encounter the target planet at aphelion of the heliocentric transfer orbit. In this figure, $r_{\oplus}$ denotes the radius of the Earth's
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Fig. 4.7 Hohmann transfer from the Earth to an outer planet.
orbit about the sun and $r_{\otimes}$ denotes the orbital radius of the target planet about the sun.*

The transfer time is simply half the period $P$ of the transfer orbit; that is,

$$
\begin{equation*}
T=P / 2=\pi \sqrt{a^{3} / \mu_{\odot}} \tag{4.57}
\end{equation*}
$$

where $a=\left(r_{\oplus}+r_{\otimes}\right) / 2$ is the semimajor axis of the elliptic transfer orbit and $\mu_{\odot}$ is the gravitational parameter of the sun.

[^15]The velocity required to leave the Earth's orbit and travel along a heliocentric transfer orbit to reach the target planet's orbit is

$$
\begin{equation*}
V_{p}=\sqrt{\frac{2 \mu_{\odot}}{r_{\oplus}}-\frac{2 \mu_{\odot}}{r_{\oplus}+r_{\otimes}}} \tag{4.58}
\end{equation*}
$$

which is called the perihelion velocity of the Hohmann transfer orbit.
Because the Earth's activity sphere is very small compared to the distance from the Earth to the sun, the velocity of the space vehicle relative to the Earth when it leaves the Earth's activity sphere can be determined as

$$
\begin{equation*}
v_{\infty / \oplus}=V_{p}-V_{\oplus}=\sqrt{\frac{2 \mu_{\odot}}{r_{\oplus}}-\frac{2 \mu_{\odot}}{r_{\oplus}+r_{\otimes}}}-\sqrt{\frac{\mu_{\odot}}{r_{\oplus}}} \tag{4.59}
\end{equation*}
$$

where $V_{\oplus}$ is the circular velocity of the Earth about the sun and $V_{p}>V_{\oplus}$. The symbol $v_{\infty / \oplus}$ denotes the hyperbolic escape velocity of the spacecraft with respect to the Earth. Note that the velocity relationship (4.59) is obtained from the corresponding vector equation

$$
\begin{equation*}
\vec{V}_{p}=\vec{v}_{\infty / \oplus}+\vec{V}_{\oplus} \tag{4.60}
\end{equation*}
$$

where $\vec{V}_{p}$ is, in fact, the inertial velocity vector of the spacecraft with respect to the sun when it leaves the Earth's activity sphere.

Assume that an actual $\Delta v$ maneuver occurs at perigee of the escape (or departure) hyperbola. The energy equation for a hyperbolic orbit about the Earth is given by

$$
\begin{equation*}
\mathcal{E}=-\frac{\mu_{\oplus}}{2 a}=\frac{v_{p}^{2}}{2}-\frac{\mu_{\oplus}}{r_{p}}=\frac{v_{\infty / \oplus}^{2}}{2} \tag{4.61}
\end{equation*}
$$

where $r_{p}$ is the perigee distance, $v_{p}$ is the perigee velocity, and $a$ is the semimajor axis of the escape hyperbola. The perigee velocity required for the escape hyperbola is then determined as

$$
\begin{equation*}
v_{p}=\sqrt{v_{\infty / \oplus}^{2}+\left(2 \mu_{\oplus} / r_{p}\right)} \tag{4.62}
\end{equation*}
$$

This perigee velocity is achieved by an impulsive $\Delta v$ maneuver, as follows:

$$
\begin{equation*}
v_{p}=v_{c}+\Delta v_{\oplus} \tag{4.63}
\end{equation*}
$$

where $v_{c}=\sqrt{\mu_{\oplus} / r_{p}}$ is the circular velocity of a parking orbit about the Earth. Finally, the velocity change $\Delta v_{\oplus}$ required at perigee is computed as

$$
\begin{equation*}
\Delta v_{\oplus}=\sqrt{v_{\infty / \oplus}^{2}+\left(2 \mu_{\oplus} / r_{p}\right)}-\sqrt{\mu_{\oplus} / r_{p}} \tag{4.64}
\end{equation*}
$$

The semimajor axis $a$ and the eccentricity $e$ of the escape hyperbola can be determined as

$$
\begin{gather*}
a=-\left(\mu_{\oplus} / 2 \mathcal{E}\right)=-\left(\mu_{\oplus} / v_{\infty / \oplus}^{2}\right)  \tag{4.65a}\\
e=1+\left(r_{p} v_{\infty / \oplus}^{2} / \mu_{\oplus}\right) \tag{4.65b}
\end{gather*}
$$

The parameter $p$ and the specific angular momentum $h$ of the escape hyperbola can be determined as

$$
\begin{gather*}
p=a\left(1-e^{2}\right)  \tag{4.66a}\\
h=\sqrt{\mu_{\oplus} p} \tag{4.66b}
\end{gather*}
$$

Furthermore, the distance $d$ between the Earth and the asymptote of the escape hyperbola can be found from the relationship $h=v_{\infty} d$. Note that the outgoing asymptote of the escape hyperbola with the asymptote angle

$$
\begin{equation*}
\theta_{\infty}=\cos ^{-1}(-1 / e) \tag{4.67}
\end{equation*}
$$

is aligned with the Earth's velocity vector, as a Hohmann transfer orbit is considered.

Similarly, when the spacecraft approaches the activity sphere of the target planet along a heliocentric Hohmann transfer orbit, we have

$$
\begin{equation*}
\vec{V}_{u}=\vec{v}_{\infty / \otimes}+\vec{V}_{\otimes} \tag{4.68}
\end{equation*}
$$

where $\vec{V}_{a}$ is the inertial velocity vector of the spacecraft with respect to the sun, called the aphelion velocity of the Hohmann transfer orbit, $\vec{V}_{\otimes}$ is the circular velocity vector of the target planet with respect to the sun, and $\vec{v}_{\infty / \otimes}$ is the hyperbolic approach velocity vector of the space vehicle relative to the target planet.

Because $V_{\otimes}>V_{a}$, we have

$$
\begin{equation*}
v_{\infty / \otimes}=V_{\otimes}-V_{u}=\sqrt{\frac{\mu_{\odot}}{r_{\otimes}}}-\sqrt{\frac{2 \mu_{\odot}}{r_{\otimes}}-\frac{2 \mu_{\odot}}{r_{\oplus}+r_{\otimes}}} \tag{4.69}
\end{equation*}
$$

Consequently, the direction of $\vec{v}_{\infty / \otimes}$ is the opposite of the direction of $\vec{V}_{\otimes}$, as illustrated in Fig. 4.7. That is, during the encounter with the outer planet, the spacecraft approaches the target planet from a point ahead of the planet, relative to the view of an observer on the target planet. Also note that the spacecraft could approach the target planet on either the sunlit side or the dark side with the same $v_{\infty / \otimes}$.

The energy equation of an approach hyperbola is

$$
\begin{equation*}
\mathcal{E}=-\left(\mu_{\otimes} / 2 a\right)=\left(v_{p}^{2} / 2\right)-\left(\mu_{\otimes} / r_{p}\right)=v_{\infty / \otimes}^{2} / 2 \tag{4.70}
\end{equation*}
$$

where $a, r_{p}$, and $v_{p}$ are, respectively, the semimajor axis, the periapsis distance, and the periapsis velocity of the approach hyperbola about the target planet, and where $\mu_{\otimes}$ is the gravitational parameter of the target planet.

If the spacecraft approaches the target planet with the hyperbolic approach velocity $v_{\infty / \otimes}$ and the asymptote distance $d$, the eccentricity of the hyperbolic orbit can be found as

$$
\begin{equation*}
e=\sqrt{1+\left(v_{\infty / \otimes}^{2} d / \mu_{\otimes}\right)^{2}} \tag{4.71}
\end{equation*}
$$

and the periapsis distance of the hyperbolic orbit about the target planet can be determined from

$$
\begin{equation*}
e=1+\left(r_{p} v_{\infty / \otimes}^{2} / \mu_{\otimes}\right) \tag{4.72}
\end{equation*}
$$

The periapsis velocity is then found as

$$
\begin{equation*}
v_{p}=\sqrt{v_{\infty / \otimes}^{2}+\left(2 \mu_{\otimes} / r_{p}\right)} \tag{4.73}
\end{equation*}
$$

Neglecting the atmospheric drag effect and the rotational motion of the target planet, we can estimate the retro velocity required for a "soft landing" on the target planet's surface, i.e., $r_{p}=R_{\otimes}$, as follows:

$$
\begin{equation*}
\Delta v_{\otimes}=\sqrt{v_{\infty / \otimes}^{2}+\left(2 \mu_{\otimes} / R_{\otimes}\right)} \tag{4.74}
\end{equation*}
$$

where $R_{\otimes}$ is the equatorial radius of the target planet.

## Problems

4.2. A spacecraft initially in a $200-\mathrm{km}$ circular parking orbit above the Earth ( $R_{\oplus}=6378 \mathrm{~km}$ ) is injected into a Hohmann heliocentric transfer orbit to the outer planet Mars. It is assumed that the motion of Mars and the spacecraft lie in the ecliptic plane. The radius of the Earth's orbit about the sun is $r_{\oplus}=1.496 \times 10^{8} \mathrm{~km}$ ( $=1 \mathrm{AU}$ ) and the radius of the orbit of Mars about the sun is $r_{\otimes}=1.523691 \mathrm{AU}$. The gravitational parameters of the sun and Earth are: $\mu_{\odot}=1.32715 \times 10^{11} \mathrm{~km}^{3} / \mathrm{s}^{2}$ and $\mu_{\oplus}=3.98601 \times 10^{5} \mathrm{~km}^{3} / \mathrm{s}^{2}$.
(a) Estimate the trip time $T$ from the Earth to Mars along the Hohmann transfer orbit.
(b) Compute the perihelion velocity $V_{p}$ of the Hohmann heliocentric transfer orbit, the Earth's velocity $V_{\oplus}$, the hyperbolic escape velocity $v_{\infty / \oplus}$, and $\Delta v_{\oplus}$ required at perigee. Also sketch the escape hyperbola by showing $\theta_{\infty}, d, V_{p}, V_{\oplus}$, $v_{\infty / \oplus}, \Delta v_{\oplus}, v_{p}, v_{c}$, and $r_{p}$.
(c) Compute the aphelion velocity $V_{a}$ of the Hohmann heliocentric transfer orbit, the velocity of the target planet Mars, denoted as $V_{\otimes}$, and the hyperbolic approach velocity $v_{\infty / \otimes}$.
(d) Compute $\Delta v_{\otimes}$ required for a soft landing on the target planet Mars. The gravitational parameter of Mars is $\mu_{\otimes}=43,058 \mathrm{~km}^{3} / \mathrm{s}^{2}$ and the equatorial radius of Mars is $R_{\otimes}=3,379 \mathrm{~km}$.
(e) Assuming that the spacecraft is required to approach the target planet on the sunlit side, sketch the approach hyperbola for a soft landing mission by showing $\theta_{\infty}, d, V_{a}, V_{\otimes}, v_{\infty / \otimes}, \Delta v_{\otimes}$, and $R_{\otimes}$.

Answers: $\mathrm{T}=259$ days, $V_{p}=32.729 \mathrm{~km} / \mathrm{s}, V_{\oplus}=29.784 \mathrm{~km} / \mathrm{s}, v_{\infty / \oplus}=2.945$ $\mathrm{km} / \mathrm{s}, v_{p}=11.395 \mathrm{~km} / \mathrm{s}, v_{c}=7.784 \mathrm{~km} / \mathrm{s}, \Delta v_{\oplus}=3.612 \mathrm{~km} / \mathrm{s}, V_{\otimes}=24.13$ $\mathrm{km} / \mathrm{s}, V_{a}=21.48 \mathrm{~km} / \mathrm{s}, v_{\infty / \otimes}=2.648 \mathrm{~km} / \mathrm{s}$, and $\Delta v_{\otimes}=5.70 \mathrm{~km} / \mathrm{s}$. The total $\Delta v$ requirement for a soft landing mission to Mars is about $9.3 \mathrm{~km} / \mathrm{s}$.
4.3. A spacecraft initially in a $200-\mathrm{km}$ circular parking orbit above the Earth ( $R_{\oplus}=6378 \mathrm{~km}$ ) is injected into a Hohmann heliocentric transfer orbit to the inner planet Venus ( $R_{\otimes}=6200 \mathrm{~km}$ and $\mu_{\otimes}=3.257 \times 10^{5} \mathrm{~km}^{3} / \mathrm{s}^{2}$ ). It is assumed that the motion of Venus and the spacecraft lie in the ecliptic plane. The radius of the Earth's orbit about the sun is $r_{\oplus}=1.496 \times 10^{8} \mathrm{~km}(=1 \mathrm{AU})$ and the radius of the orbit of Venus about the sun is $r_{\otimes}=0.723332 \mathrm{AU}$. The gravitational parameters of the sun and Earth are: $\mu_{\odot}=1.32715 \times 10^{11} \mathrm{~km}^{3} / \mathrm{s}^{2}$ and $\mu_{\oplus}=3.98601 \times 10^{5} \mathrm{~km}^{3} / \mathrm{s}^{2}$.
(a) Estimate the trip time $T$ from the Earth to Venus along the Hohmann transfer orbit.
(b) Compute the aphelion velocity $V_{a}$ of the Hohmann heliocentric transfer orbit, the Earth's velocity $V_{\oplus}$, the hyperbolic escape velocity $v_{\infty / \Theta}$, and $\Delta v_{\oplus}$ required at perigee. Also sketch the escape hyperbola by showing $\theta_{\infty}, d, V_{a}, V_{\oplus}, v_{\infty / \oplus}, \Delta v_{\oplus}$, $v_{p}, v_{c}$, and $r_{p}$.
(c) Compute the perihelion velocity $V_{p}$ of the Hohmann heliocentric transfer orbit, the velocity of the target planet Venus $V_{\otimes}$, and the hyperbolic approach velocity $v_{\infty / \otimes}$.
(d) Compute $\Delta v_{\otimes}$ required for a soft landing on the target planet Venus.
(e) Assuming that the spacecraft is required to approach the target planet on the dark side, sketch the approach hyperbola for a soft landing mission by showing $\theta_{\infty}, d, V_{p}, V_{\otimes}, v_{\infty / \otimes}, \Delta v_{\otimes}$, and $R_{\otimes}$.
(f) Assuming that the spacecraft is required to approach the target planet on the sunlit side, sketch the approach hyperbola for a soft landing mission by showing $\theta_{\infty}, d, V_{p}, V_{\otimes}, v_{\infty / \otimes}, \Delta v_{\otimes}$, and $R_{\otimes}$.

Note: For a Hohmann heliocentric transfer orbit to the inner planet Venus, we have

$$
\vec{V}_{u}=\vec{v}_{\infty / \oplus}+\vec{V}_{\oplus}
$$

where $\vec{V}_{a}$ is the inertial velocity vector of the spacecraft at aphelion of the heliocentric transfer orbit and $V_{\oplus}>V_{a}$.

Answers: $T=146$ days, $V_{a}=27.30 \mathrm{~km} / \mathrm{s}, V_{\oplus}=29.78 \mathrm{~km} / \mathrm{s}, v_{\infty / \oplus}=2.48$ $\mathrm{km} / \mathrm{s}, v_{p}=11.28 \mathrm{~km} / \mathrm{s}, \Delta v_{\oplus}=3.49 \mathrm{~km} / \mathrm{s}$, the escape hyperbola ( $e=1.10, \theta_{\infty}=$ $155.38 \mathrm{deg}, \delta=130.4 \mathrm{deg}), V_{p}=37.71 \mathrm{~km} / \mathrm{s}, V_{\otimes}=35.0 \mathrm{~km} / \mathrm{s}, v_{\infty} / \otimes=2.71$ $\mathrm{km} / \mathrm{s}, \Delta v_{\otimes}=10.6 \mathrm{~km} / \mathrm{s}$.

### 4.5.3 Planetary Flyby

Thus far in this section, a Hohmann transfer orbit, which is tangential both to the Earth's orbit and the target planet's orbit, was considered for an interplanetary flight mission. The trip time to Mars along a Hohmann heliocentric transfer orbit, for example, can be estimated as 259 days and the total $\Delta v$ required for a soft landing mission on Mars from a $200-\mathrm{km}$ parking orbit can be estimated as $9.3 \mathrm{~km} / \mathrm{s}$. In certain missions, a non-Hohmann transfer orbit is used to shorten the trip time at the expense of the increased $\Delta v$ requirements. Some interplanetary missions also utilize a planetary flyby to increase or decrease the energy of the spacecraft with respect to the sun so that other planets can also be encountered by the same spacecraft.

A spacecraft after its planetary flyby (or swingby) may gain or lose its energy depending on whether it passes behind or ahead of the planet. The gain or loss of energy is caused by the rotation of the spacecraft's velocity vector with respect to the planet, as illustrated in Fig. 4.8. In this figure, $v_{\infty}^{-}$and $v_{\infty}^{+}$denote the hyperbolic excess velocity relative to the target planet before and after the planetary flyby, respectively; $V^{-}$and $V^{+}$denote the inertial velocity of the spacecraft with respect to the sun before and after the planetary flyby, respectively; and $V_{\otimes}$ is the inertial velocity of the target planet. In a trailing-side flyby of a planet as shown in Fig. 4.8a, the spacecraft's inertial velocity is increased. On the other hand, the spacecraft's inertial velocity is decreased in a leading-side flyby, as shown in Fig. 4.8b. Note


Fig. 4.8 Planetary flybys: a) trailing-side flyby and b) leading-side flyby.
that the magnitude of relative velocity before and after the planetary flyby is the same; only its direction is changed by the flyby.

Such a planetary flyby maneuver is often called a gravity-assist or gravitational slingshot maneuver. One of the most recent space exploration missions that utilized such a gravity-assist maneuver to reach a target planet is the Galileo spacecraft that was sent to Jupiter. In October 1989, after a three-year delay, the Galileo spacecraft was launched from a Space Shuttle parking orbit toward Jupiter, using an inertial upper stage (IUS). Changing from the originally planned use of a liquid Centaur upper stage to a less powerful solid IUS (because of a safety concern after the Shuttle Challenger accident) has resulted in a new trajectory. The Galileo spacecraft took about six years of travel time to reach Jupiter after performing one gravityassist maneuver at Venus and two such maneuvers at Earth.

### 4.5.4 Planetary Capture

Some interplanetary missions require a circularization about the target planet, instead of a soft landing or a flyby. If such a planetary capture maneuver is performed at periapsis, then the required retro velocity is simply determined as

$$
\begin{equation*}
\Delta v=\sqrt{v_{\infty}^{2}+\left(2 \mu_{\otimes} / r_{p}\right)}-\sqrt{\mu_{\otimes} / r_{p}} \tag{4.75}
\end{equation*}
$$

where $\mu_{\otimes}$ is the gravitational parameter of the target planet, $r_{p}$ is the periapsis distance, and $v_{\infty}$ is the hyperbolic approach velocity of a spacecraft relative to the target planet.

If the final circular orbit radius is not specified and the required $\Delta v$, i.e., amount of propellant, is to be minimized, then the minimum value of $\Delta v$ and the associated $r_{p}$ can be found as follows. Taking the partial derivative of Eq. (4.75) with respect
to $r_{p}$ and setting it equal to zero, we obtain

$$
\begin{equation*}
r_{p}=2 \mu_{\otimes} / v_{\infty}^{2} \tag{4.76}
\end{equation*}
$$

and the minimum value of $\Delta v$

$$
\begin{equation*}
\Delta v_{\min }=v_{\infty} / \sqrt{2} \tag{4.77}
\end{equation*}
$$

Note that a soft landing requires the maximum value of $\Delta v$.
For further details of space mission design and orbital applications, the reader is referred to Refs. 10-12.

### 4.6 Orbital Rendezvous

Consider a problem of describing the relative motion of a chase vehicle with respect to a target vehicle that is in a circular orbit. Such a rendezvous or proximity operation problem of two space vehicles is of primary importance to many current and planned space missions. The linearized equations of motion of a chase vehicle that is in close proximity to a target vehicle are derived in this section. Such equations are sometimes called the Clohessy-Wiltshire equations or Hill's equations. These relative motion equations were first studied by Hill in 1878 for a somewhat different purpose, and further investigated by Clohessy and Wiltshire ${ }^{13}$ in 1960 for practical purposes.

As illustrated in Fig. 4.9, a target vehicle is in a circular orbit of radius $R_{o}$ with an orbital rate of $n=\sqrt{\mu_{\oplus} / R_{o}^{3}}$. A reference frame with $(x, y, z)$ coordinates and with basis vectors $\{\vec{i}, \vec{j}, \vec{k}\}$ is fixed at the center of mass of the target vehicle and rotates with an angular velocity of $\vec{\omega}=n \vec{k}$ with respect to an inertial reference frame. The $x$ axis is along the radial direction, the $y$ axis is along the flight direction of the target orbit, and the $z$ axis is out of the orbit plane and completes a righthanded reference frame.

The position vector of the target vehicle from the center of the Earth is expressed as

$$
\begin{equation*}
\vec{R}_{o}=R_{o} \vec{i} \tag{4.78}
\end{equation*}
$$

and the relative position vector of the chase vehicle from the target vehicle is also expressed as

$$
\begin{equation*}
\vec{r}=x \vec{i}+y \vec{j}+z \vec{k} \tag{4.79}
\end{equation*}
$$

The position vector of the chase vehicle from the center of the Earth is then given by

$$
\begin{equation*}
\vec{R}=\vec{R}_{o}+\vec{r}=\left(R_{o}+x\right) \vec{i}+y \vec{j}+z \vec{k} \tag{4.80}
\end{equation*}
$$

and the inertial acceleration of the chase vehicle can be found as

$$
\begin{equation*}
\ddot{\vec{R}}=\left[\ddot{x}-2 n \dot{y}-n^{2}\left(R_{o}+x\right)\right] \vec{i}+\left(\ddot{y}+2 n \dot{x}-n^{2} y\right) \vec{j}+\ddot{z} \vec{k} \tag{4.81}
\end{equation*}
$$

The gravitational acceleration of the chase vehicle is

$$
\begin{equation*}
\vec{g}=-\frac{\mu_{\oplus}}{R^{3}} \vec{R}=-\frac{\mu_{\oplus}\left[\left(R_{o}+x\right) \vec{i}+y \vec{j}+z \vec{k}\right]}{\left[\left(R_{o}+x\right)^{2}+y^{2}+z^{2}\right]^{\frac{3}{2}}} \tag{4.82}
\end{equation*}
$$



Fig. 4.9 Relative motion between chase and target vehicles.

The equation of motion of the chase vehicle is then simply given by Newton's second law

$$
\begin{equation*}
m \ddot{\vec{R}}=m \vec{g} \quad \text { or } \quad \ddot{\vec{R}}=\vec{g} \tag{4.83}
\end{equation*}
$$

where $m$ is the mass of the chase vehicle.
For small relative motion with $x^{2}+y^{2}+z^{2} \approx 0$, the denominator of Eq. (4.82) becomes

$$
\begin{equation*}
\left[\left(R_{o}+x\right)^{2}+y^{2}+z^{2}\right]^{\frac{3}{2}} \approx\left[R_{o}^{2}+2 R_{o} x\right]^{\frac{3}{2}}=R_{o}^{3}\left[1+\left(2 x / R_{o}\right)\right]^{\frac{3}{2}} \tag{4.84}
\end{equation*}
$$

As a result, the gravitational acceleration given by Eq. (4.82) becomes

$$
\begin{equation*}
\vec{g} \approx-\left(\mu_{\oplus} / R_{o}^{3}\right)\left(1+2 x / R_{o}\right)^{-\frac{3}{2}}\left[\left(R_{o}+x\right) \vec{i}+y \vec{j}+z \vec{k}\right] \tag{4.85}
\end{equation*}
$$

which can be further approximated, using the generalized binomial theorem, as follows:

$$
\begin{equation*}
\vec{g} \approx-\left(\mu_{\oplus} / R_{o}^{3}\right)\left[1-\left(3 x / R_{o}\right)\right]\left[\left(R_{o}+x\right) \vec{i}+y \vec{j}+z \vec{k}\right] \tag{4.86}
\end{equation*}
$$

Again neglecting the second-order terms such as $x^{2}, x y$, and $x z$ for small relative motion, we have

$$
\begin{equation*}
\vec{g} \approx-n^{2}\left[\left(R_{o}-2 x\right) \vec{i}+y \vec{j}+z \vec{k}\right] \tag{4.87}
\end{equation*}
$$

where $n=\sqrt{\mu_{\oplus} / R_{o}^{3}}$.
Finally, a set of linear differential equations, often called the Clohessy-Wiltshire equations, which describe the small relative motion of the chase vehicle with respect the target vehicle, can be found as

$$
\begin{gather*}
\ddot{x}-2 n \dot{y}-3 n^{2} x=0  \tag{4.88}\\
\ddot{y}+2 n \dot{x}=0  \tag{4.89}\\
\ddot{z}+n^{2} z=0 \tag{4.90}
\end{gather*}
$$

Note that for these equations, the $y$-axis displacement does not have to be small if it is measured circumferentially, as follows:

$$
\begin{equation*}
y=R_{\theta} \theta \tag{4.91}
\end{equation*}
$$

The out-of-plane equation (4.90) is decoupled from the in-plane equations (4.88) and (4.89), and its solution is given by

$$
\left[\begin{array}{c}
z(t)  \tag{4.92}\\
\dot{z}(t)
\end{array}\right]=\left[\begin{array}{cc}
\cos n t & \sin n t / n \\
-n \sin n t & \cos n t
\end{array}\right]\left[\begin{array}{c}
z_{0} \\
z_{0}
\end{array}\right]
$$

where $z_{0}$ and $\dot{z}_{0}$ are initial conditions at $t=0$.
Equation (4.89) is integrated to yield

$$
\begin{equation*}
\dot{y}(t)=-2 n x(t)+2 n x_{0}+\dot{y}_{0} \tag{4.93}
\end{equation*}
$$

where $x_{0}$ and $y_{0}$ are initial conditions at $t=0$. Substituting this equation into Eq. (4.88), we obtain

$$
\begin{equation*}
\ddot{x}+n^{2} x=4 n^{2} x_{0}+2 n \dot{y}_{0} \tag{4.94}
\end{equation*}
$$

and its solution can be found as

$$
\begin{equation*}
x(t)=-\left(\frac{2 \dot{y}_{0}}{n}+3 x_{0}\right) \cos n t+\frac{\dot{x}_{0}}{n} \sin n t+\left(4 x_{0}+\frac{2 \dot{y}_{0}}{n}\right) \tag{4.95}
\end{equation*}
$$

The complete solution of the in-plane motion is then represented in matrix form, as follows:

$$
\left[\begin{array}{c}
x(t)  \tag{4.96}\\
y(t) \\
\dot{x}(t) \\
\dot{y}(t)
\end{array}\right]=\left[\begin{array}{cccc}
4-3 \cos n t & 0 & \sin n t / n & 2(1-\cos n t) / n \\
6 \sin n t-6 n t & 1 & 2(-1+\cos n t) / n & 4 \sin n t / n-3 t \\
3 n \sin n t & 0 & \cos n t & 2 \sin n t \\
6 n(-1+\cos n t) & 0 & -2 \sin n t & -3+4 \cos n t
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
y_{0} \\
\dot{x}_{0} \\
\dot{y}_{0}
\end{array}\right]
$$

These solutions, as well as the solution of the out-of-plane motion, can be used for many practical applications, such as orbital rendezvous and proximity operations of two space vehicles. Given the initial position and velocity components of the chase vehicle, one can easily determine the position and velocity components of the chase vehicle relative to the target vehicle at a specified time $t$ from these equations.

If the chase vehicle with initial position components $x_{0}^{-}, y_{0}^{-}$, and $z_{0}^{-}$relative to the target vehicle is required to rendezvous with the target vehicle at a specified time $t$, then Eqs. (4.92) and (4.96) can be used to determine a proper set of initial velocity components $\dot{x}_{0}^{+}, \dot{y}_{0}^{+}$, and $\dot{z}_{0}^{+}$for a $\Delta v$ maneuver at $t=0$. (The superscripts ${ }^{-}$and ${ }^{+}$denote just before and after an impulsive maneuver at $t=0$, respectively.)

For example, consider a two-impulse rendezvous maneuver where the first impulse maneuver provides a proper initial velocity vector to rendezvous with the target vehicle at a specified time $t$ and the second impulse maneuver is needed to stop the chase vehicle at the target. Given the initial position components $x_{0}^{-}, y_{0}^{-}$, $z_{0}^{-}$and the desired final position $x=y=z=0$ at a specified time $t$, the required
velocity components at $t=0^{+}$can be found as

$$
\begin{gather*}
\dot{x}_{0}^{+}=\frac{x_{0}^{-} n(4 \sin n t-3 n t \cos n t)-2 y_{0}^{-} n(1-\cos n t)}{3 n t \sin n t-8(1-\cos n t)}  \tag{4.97a}\\
\dot{y}_{0}^{+}=\frac{-x_{0}^{-} n[6 n t \sin n t-14(1-\cos n t)]+y_{0}^{-} n \sin n t}{3 n t \sin n t-8(1-\cos n t)}  \tag{4.97b}\\
\dot{z}_{0}^{+}=\frac{-z_{0}^{-} n}{\tan n t} \tag{4.97c}
\end{gather*}
$$

The velocity change $\Delta \vec{v}_{1}$ required for the first impulse maneuver is then given by

$$
\begin{equation*}
\Delta \vec{v}_{1}=\left(\dot{x}_{0}^{+}-\dot{x}_{0}^{-}\right) \vec{i}+\left(\dot{y}_{0}^{+}-\dot{y}_{0}^{-}\right) \vec{j}+\left(\dot{z}_{0}^{+}-\dot{z}_{0}^{-}\right) \vec{k} \tag{4.98}
\end{equation*}
$$

where $\dot{x}_{0}^{-}, \dot{y}_{0}^{-}$, and $\dot{z}_{0}^{-}$are the actual initial velocity components of the chase vehicle relative to the target vehicle at $t=0^{-}$, i.e., just before the impulsive maneuver, and we have

$$
\begin{equation*}
\Delta v_{1} \equiv\left|\Delta \vec{v}_{1}\right|=\sqrt{\left(\dot{x}_{0}^{+}-\dot{x}_{0}^{-}\right)^{2}+\left(\dot{y}_{0}^{+}-\dot{y}_{0}^{-}\right)^{2}+\left(\dot{z}_{0}^{+}-\dot{z}_{0}^{-}\right)^{2}} \tag{4.99}
\end{equation*}
$$

The second velocity change $\Delta \vec{v}_{2}$ needed to stop the chase vehicle at a specified time $t$ is also given by

$$
\begin{equation*}
\Delta \vec{v}_{2}=-\dot{x}(t) \vec{i}-\dot{y}(t) \vec{j}-\dot{z}(t) \vec{k} \tag{4.100}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta v_{2} \equiv\left|\Delta \vec{v}_{2}\right|=\sqrt{\dot{x}^{2}(t)+\dot{y}^{2}(t)+\dot{z}^{2}(t)} \tag{4.101}
\end{equation*}
$$

where $\dot{x}(t), \dot{y}(t)$, and $\dot{z}(t)$ are the velocity components of the target vehicle at a specified time $t$ resulting from the initial position and velocity components: $x_{0}^{+}=x_{0}^{-}, y_{0}^{+}=y_{0}^{-}, z_{0}^{+}=z_{0}^{-}, \dot{x}_{0}^{+}, \dot{y}_{0}^{+}$, and $\dot{z}_{0}^{+}$, just after the impulsive maneuver $\Delta v_{1}$ at $t=0$.

There exists a standoff position that does not require continuous thrusting to maintain the relative position. Such a situation is possible if the chase vehicle has zero radial and cross-track (out-of-plane) position components and zero relative velocity, in other words, if the chase vehicle is in the target orbit, but with a nonzero value of the in-track position $y(t)$.
A chase vehicle located at such a standoff position in a target orbit with a nonzero value of the in-track position $y_{0}^{-}$will move along a trajectory about the target vehicle if a radial velocity impulse $\dot{x}_{0}^{+}$is imparted to the chase vehicle. The resulting elliptical flyaround trajectory is described as follows:

$$
\begin{gather*}
x(t)=\left(\dot{x}_{0}^{+} / n\right) \sin n t  \tag{4.102a}\\
y(t)=y_{0}^{-}-\left(2 \dot{x}_{0}^{+} / n\right)(1-\cos n t) \tag{4.102b}
\end{gather*}
$$

which can be combined to yield

$$
\begin{equation*}
x^{2}+\frac{1}{4}\left(y-y_{0}^{-}+\frac{2 \dot{x}_{0}^{+}}{n}\right)^{2}=\left(\frac{\dot{x}_{0}^{+}}{n}\right)^{2} \tag{4.103}
\end{equation*}
$$

Note that the target vehicle is located at the origin: $x=y=z=0$.

### 4.7 Halo Orbit Determination and Control

The circular and elliptic restricted three-body problems were studied in Secs. 3.7 and 3.8, respectively. An interesting feature of the circular restricted three-body problem is the existence of equilibrium points, called libration or Lagrangian points. These are points where the gravitational and centrifugal forces acting on the third body cancel each other.

The existence of periodic orbits about the libration points has been known for many years. In the late 1960 s and early 1970 s, Farquhar ${ }^{14,15}$ proposed the use of lunar libration points and orbits about libration points for lunar far-side communications. As illustrated in Fig. 4.10, it may be desirable to maintain a $3500-\mathrm{km}$ halo orbit about the translunar $L_{2}$ point. A spacecraft following this trajectory will always lie within the 11.1-deg beamwidth of a fixed lunar-surface antenna even when the latitudinal and longitudinal oscillations of the moon are taken into account. If the halo orbit amplitude is increased to 3700 km , the spacecraft would also be visible from the cislunar $L_{1}$ point. Therefore, if another spacecraft were stationed at the $L_{1}$ point there could be continuous communications between the Earth and most of the lunar surface.

In this section, which is based on Refs. 16 and 17, such a halo orbit determination and control problem is considered first for the circular restricted Earth-moon system. Later in this section, the effects of lunar orbital eccentricity are also considered. Solar gravitation and radiation effects could be included in a more accurate model; however, these effects are smaller than the elliptic and nonlinear effects for a spacecraft in a $3500-\mathrm{km}$ orbit about the translunar libration point.

For the purpose of preliminary mission analyses, it is assumed that all of the states can be measured for feedback control and that proportional control accelerations can be produced by pulse-modulated thrusters. The stationkeeping control problem of practical concern, including the effects of tracking and propulsion errors, is not considered here. Other practical issues regarding the use of constant low-thrust jets are also not considered. We are mainly concerned here with the computation of a fuel-efficient trajectory about a libration point using a disturbance accommodating control approach.

### 4.7.1 Linear State-Feedback Control

Defining $u_{x}, u_{y}$, and $u_{z}$ as the control acceleration components along the $X, Y$, and $Z$ axes, respectively, we can obtain nondimensionalized, nonlinear equations


Fig. 4.10 Halo orbit control problem of the Earth-moon-spacecraft system.
of motion of the spacecraft as

$$
\begin{gather*}
\ddot{X}-2 \dot{Y}-X=-\frac{(1-\rho)(X-\rho)}{r_{1}^{3}}-\frac{\rho(X+1-\rho)}{r_{2}^{3}}+u_{x}  \tag{4.104a}\\
\ddot{Y}+2 \dot{X}-Y=-\frac{(1-\rho) Y}{r_{1}^{3}}-\frac{\rho Y}{r_{2}^{3}}+u_{y}  \tag{4.104b}\\
\ddot{Z}=-\frac{(1-\rho) Z}{r_{1}^{3}}-\frac{\rho Z}{r_{2}^{3}}+u_{z} \tag{4.104c}
\end{gather*}
$$

where

$$
\begin{gathered}
X=X_{o}+x, \quad Y=Y_{o}+y ; \quad Z=Z_{o}+z \\
r_{1}=\sqrt{(X-\rho)^{2}+Y^{2}+Z^{2}} \\
r_{2}=\sqrt{(X+1-\rho)^{2}+Y^{2}+Z^{2}}
\end{gathered}
$$

( $X_{\theta}, Y_{o}, Z_{o}$ ) are the coordinates of the libration point, and ( $x, y, z$ ) are the components of the position vector of the spacecraft relative to the libration point. (See Sec. 3.7 for a detailed description of the circular restricted three-body model.)

The nondimensional linearized equations of motion in terms of $x, y$, and $z$ can be derived in state space form as

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B u} \tag{4.105}
\end{equation*}
$$

where $\mathbf{x}=(x, y, z, \dot{x}, \dot{y}, \dot{z}), \mathbf{u}=\left(u_{x}, u_{y}, u_{z}\right)$, and

$$
\mathbf{A}=\left[\begin{array}{cccccc}
0 & 0 & 0 & 1 & 0 & 0  \tag{4.106}\\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
U_{X X} & U_{X Y} & 0 & 0 & 2 & 0 \\
U_{Y X} & U_{Y Y} & 0 & -2 & 0 & 0 \\
0 & 0 & U_{Z Z} & 0 & 0 & 0
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

For the translunar $L_{2}$ libration point in the Earth-moon system with

$$
U_{X X}=7.3809, \quad U_{Y Y}=-2.1904, \quad U_{Z Z}=-3.1904
$$

the eigenvalues can be found as

$$
\begin{gathered}
\lambda_{1.2}= \pm 2.15868 \\
\lambda_{3.4}= \pm j \omega_{x y}= \pm j 1.86265 \\
\lambda_{5.6}= \pm j \omega_{z}= \pm j 1.78618
\end{gathered}
$$

As discussed in Sec. 3.7, a Lissajous reference trajectory is a force-free solution to the linearized equations of motion with a proper set of initial conditions and is
described by

$$
\begin{aligned}
& x_{r}(t)=-A_{x} \sin \omega_{x y} t \\
& y_{r}(t)=-A_{y} \cos \omega_{x y} t \\
& z_{r}(t)=A_{z} \sin \omega_{z} t \\
& \dot{x}_{r}(t)=-A_{x} \omega_{x y} \cos \omega_{x y} t \\
& \dot{y}_{r}(t)=A_{y} \omega_{x y} \sin \omega_{x y} t \\
& \dot{z}_{r}(t)=A_{z} \omega_{z} \cos \omega_{z} t
\end{aligned}
$$

where $A_{x}, A_{y}$, and $A_{z}$ denote the amplitudes of the reference trajectory for the $x$, $y$, and $z$ axes, respectively.

Given a linear model of the system described by Eq. (4.105), we can consider a linear state-feedback controller of the form

$$
\begin{equation*}
\mathbf{u}=-\mathbf{K}\left(\mathbf{x}-\mathbf{x}_{r}\right) \tag{4.107}
\end{equation*}
$$

where $\mathbf{K}$ is the gain matrix to be properly determined; i.e., we have

$$
\left[\begin{array}{l}
u_{x}  \tag{4.108}\\
u_{y} \\
u_{z}
\end{array}\right]=-\left[\begin{array}{llllll}
K_{x x} & K_{x y} & K_{x z} & K_{x \dot{x}} & K_{x y} & K_{x z} \\
K_{y x} & K_{y y} & K_{y z} & K_{y \dot{x}} & K_{y y} & K_{y z} \\
K_{z x} & K_{z y} & K_{z z} & K_{z \dot{x}} & K_{z \dot{y}} & K_{z z}
\end{array}\right]\left[\begin{array}{l}
x-x_{r} \\
y-y_{r} \\
z-z_{r} \\
\dot{x}-\dot{x}_{r} \\
\dot{y}-\dot{y}_{r} \\
\dot{z}-\dot{z}_{r}
\end{array}\right]
$$

Using the LQR method described in Chapter 2, one may find the following gain matrix:

$$
\mathbf{K}=\left[\begin{array}{cccccc}
39.016 & -7.154 & 0 & 9.876 & 0.122 & 0 \\
7.329 & 28.69 & 0 & 0.122 & 8.823 & 0 \\
0 & 0 & 28.593 & 0 & 0 & 8.786
\end{array}\right]
$$

Notice the decoupled nature of the $z$-axis control from the coupled $x$ - and $y$-axes control.

Nonlinear simulation results for the control acceleration components needed to maintain a $3500-\mathrm{km}$ Lissajous reference trajectory are given in Fig. 4.11, in which the circular restricted three-body system with a linear state-feedback controller, along with the preceding gain matrix, is used for closed-loop nonlinear simulation. It is important to note that such a cyclic nature of the control inputs is a result of the nonlinear dynamic effects neglected in the derivation of the Lissajous reference trajectory. The actual trajectory is very close to the commanded reference trajectory shown in Fig. 3.11 of Sec. 3.7, and thus not included here.

In orbital mechanics, $\Delta V$ is often used as a criteria to evaluate the performance of orbit control. The fuel needed for orbit control cannot be determined unless the mass of a spacecraft is known. Therefore, it is common practice to use the total velocity change $\Delta V$ as a measure of performance. The $\Delta V$ can be found by integrating the control acceleration inputs with respect to time. The units of $\Delta V$ to be used here are meters per second ( $\mathrm{m} / \mathrm{s}$ ). A spacecraft would require approximately


Fig. 4.11 Control acceleration inputs needed for maintaining a $3500-\mathrm{km}$ Lissajous reference trajectory.
$285(\mathrm{~m} / \mathrm{s}) / \mathrm{year}$ to maintain the $3500-\mathrm{km}$ Lissajous trajectory, and it would require approximately $375(\mathrm{~m} / \mathrm{s}) /$ year to maintain a $3500-\mathrm{km}$ halo reference orbit shown in Fig. 3.12 of Sec. 3.7. This increase in $\Delta V$ for the halo orbit is attributed to period control, which is required to produce equal in-plane and out-of-plane frequencies. The average $\Delta V$ for a geosynchronous satellite is about $50(\mathrm{~m} / \mathrm{s}) /$ year.

### 4.7.2 Disturbance Accommodating Control

The accuracy of the reference trajectory is critical in reducing the $\Delta V$ needed to maintain a quasiperiodic orbit in the restricted three-body problem. An important area of research pertaining to the restricted three-body problem involves the determination of reference trajectories that are closer to a periodic solution of the nonlinear equations of motion. For example, a third-order analytic solution for a quasiperiodic Lissajous trajectory has been derived by Farquhar and Kamel. ${ }^{18}$ This solution takes into account nonlinearities, lunar orbital eccentricity, and effects from solar gravitation and radiation.

The persistent disturbance-rejection (or disturbance-accommodation) technique, described in Chapter 2, is another method that can be employed to reduce the $\Delta V$ for the halo orbit control problem. As first demonstrated by Hoffman, ${ }^{19}$ disturbance accommodation can be used to eliminate the control acceleration that results from forcing the spacecraft to follow the reference trajectory derived with the linearized equations of motion. The elimination of this control acceleration allows the spacecraft to follow a trajectory that is closer to a periodic solution of the nonlinear equations of motion.

The $\Delta V$ required to maintain the reference quasiperiodic orbit is large as a result of the neglected nonlinear terms in the equations of motion. Such nonlinear effects can be considered constant and periodic persistent disturbances, which are functions of the position, velocity, and acceleration of the spacecraft to be controlled. They are therefore termed trajectory-dependent disturbances. An iterative method for designing a disturbance-accommodating controller is briefly introduced here. The method allows the spacecraft to deviate from the reference trajectory and follow a trajectory that requires substantially less $\Delta V$. The resulting deviation from the reference trajectory is, however, relatively small compared to the size of the orbit itself.

The analytic series solutions of Farquhar and Kamel ${ }^{18}$ contain bias, sine, and cosine terms with frequencies similar to those included in the disturbance-accommodating controller. This should be expected because the disturbance-accommodating controller allows the spacecraft to follow a trajectory that is closer to a periodic solution of the nonlinear equations of motion. Therefore, the iterative design of a disturbance-accommodating controller and an analytic solution should produce similar results.

The libration points are at fixed positions in the rotating reference frame because it is assumed that the primaries move in circular orbits. Therefore, the position of the spacecraft following a reference trajectory can be written as

$$
\begin{equation*}
X_{r}=X_{o}+x_{r}, \quad Y_{r}=Y_{o}+y_{r}, \quad Z_{r}=Z_{o}+z_{r} \tag{4.109}
\end{equation*}
$$

where $X_{o}, Y_{o}$, and $Z_{o}$ are the coordinates of a libration point in the rotating reference frame. The control acceleration needed to maintain a reference trajectory
is determined by solving the nondimensional equations of motion for the control acceleration, as follows:

$$
\begin{gather*}
u_{x}=\ddot{X}_{r}-2 \dot{Y}_{r}-X_{r}+\frac{(1-\rho)\left(X_{r}-\rho\right)}{r_{1}^{3}}+\frac{\rho\left(X_{r}+1-\rho\right)}{r_{2}^{3}}  \tag{4.110a}\\
u_{y}=\ddot{Y}_{r}+2 \dot{X}_{r}-Y_{r}+\frac{(1-\rho) Y_{r}}{r_{1}^{3}}+\frac{\rho Y_{r}}{r_{2}^{3}}  \tag{4.110b}\\
u_{z}=\ddot{Z}_{r}+\frac{(1-\rho) Z_{r}}{r_{1}^{3}}+\frac{\rho Z_{r}}{r_{2}^{3}} \tag{4.110c}
\end{gather*}
$$

where

$$
\begin{gathered}
r_{1}=\sqrt{\left(X_{r}-\rho\right)^{2}+Y_{r}^{2}+Z_{r}^{2}} \\
r_{2}=\sqrt{\left(X_{r}+1-\rho\right)^{2}+Y_{r}^{2}+Z_{r}^{2}}
\end{gathered}
$$

This is an exact expression for the control acceleration needed to maintain a reference trajectory about one of the libration points. If the reference trajectory is a periodic solution of the nonlinear equations of motion with a proper set of initial conditions, then the control acceleration components ( $u_{x}, u_{y}, u_{z}$ ) will be equal to zero.

For the collinear libration points with $Y_{o}=Z_{o}=0$, Eqs. (4.110) become

$$
\begin{gather*}
u_{x}=\ddot{x}_{r}-2 \dot{y}_{r}-\left(X_{\rho}+x_{r}\right)+(1-\rho)\left(X_{o}+x_{r}-\rho\right) r_{1}^{-3} \\
+\rho\left(X_{o}+x_{r}+1-\rho\right) r_{2}^{-3}  \tag{4.111a}\\
u_{y}=\ddot{y}_{r}+2 \dot{x}_{r}-y_{r}+(1-\rho) y_{r} r_{1}^{-3}+\rho y_{r} r_{2}^{-3}  \tag{4.111b}\\
u_{z}=\ddot{z}_{r}+(1-\rho) z_{r} r_{1}^{-3}+\rho z_{r} r_{2}^{-3} \tag{4.111c}
\end{gather*}
$$

where

$$
\begin{gathered}
r_{1}^{-3}=\left[\left(X_{o}+x_{r}-\rho\right)^{2}+y_{r}^{2}+z_{r}^{2}\right]^{-\frac{3}{2}} \\
r_{2}^{-3}=\left[\left(X_{o}+x_{r}+1-\rho\right)^{2}+y_{r}^{2}+z_{r}^{2}\right]^{-\frac{3}{2}}
\end{gathered}
$$

and the reference trajectory is described by

$$
\begin{gathered}
x_{r}(t)=-A_{x} \sin \omega_{x y} t \\
y_{r}(t)=-A_{y} \cos \omega_{x y} t \\
z_{r}(t)=A_{z} \sin \omega_{z} t \\
\dot{x}_{r}(t)=-A_{x} \omega_{x y} \cos \omega_{x y} t \\
\dot{y}_{r}(t)=A_{y} \omega_{x y} \sin \omega_{x y} t \\
\dot{z}_{r}(t)=A_{z} \omega_{z} \cos \omega_{z} t
\end{gathered}
$$

Using Eqs. (4.111), one can determine numerically the spectral components of the control acceleration needed to maintain a given reference trajectory. The
spectral components represent the nonlinear effects neglected in the derivation of the reference trajectory.

After determining the spectral components of the control acceleration, one can design the periodic-disturbance accommodation filters of the form

$$
\begin{aligned}
\ddot{\alpha}_{i}+\left(\omega_{x i}\right)^{2} \alpha_{i} & =u_{x} \\
\ddot{\beta}_{i}+\left(\omega_{y i}\right)^{2} \beta_{i} & =u_{y} \\
\ddot{\gamma}_{i}+\left(\omega_{z i}\right)^{2} \gamma_{i} & =u_{z}
\end{aligned}
$$

where $\omega_{x i}, \omega_{y i}$, and $\omega_{z i}$ are the $i$ th frequency components in each axis. The constant-disturbance accommodation filters can also be included as

$$
\begin{aligned}
\dot{\tau}_{x} & =u_{x} \\
\dot{\tau}_{y} & =u_{y} \\
\dot{\tau}_{z} & =u_{z}
\end{aligned}
$$

where $\tau_{x}, \tau_{y}$, and $\tau_{z}$ are the filter states necessary to eliminate any bias components of the control acceleration inputs ( $u_{x}, u_{y}, u_{z}$ ).

The disturbance filter can include as many frequencies as the given persistent disturbance model and is driven by the control inputs. The disturbanceaccommodation filter is then described in state-space form as

$$
\begin{equation*}
\dot{\mathbf{x}}_{d}=\mathbf{A}_{d} \mathbf{x}_{d}+\mathbf{B}_{d} \mathbf{u} \tag{4.112}
\end{equation*}
$$

where $\mathbf{x}_{d}$ is the disturbance filter state vector. The disturbance filter described by Eq. (4.112) can then be augmented to the plant described by Eq. (4.105), as follows:

$$
\left[\begin{array}{c}
\dot{\mathbf{x}}  \tag{4.113}\\
\dot{\mathbf{x}}_{d}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A} & 0 \\
0 & \mathbf{A}_{d}
\end{array}\right]\left[\begin{array}{c}
\mathbf{x} \\
\mathbf{x}_{d}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B} \\
\mathbf{B}_{d}
\end{array}\right] \mathbf{u}
$$

The standard linear quadratic regulator ( LQR ) design technique can be similarly applied to the augmented system described by Eq. (4.113) for the design of a linear state-feedback controller of the form

$$
\mathbf{u}=-\mathbf{K}\left[\begin{array}{c}
\mathbf{x}-\mathbf{x}_{r} \\
\mathbf{x}_{d}
\end{array}\right]
$$

One can obtain a disturbance-accommodating controller that gives a considerable reduction in the control acceleration components, which results in a $\Delta V$ of about $10(\mathrm{~m} / \mathrm{s}) / \mathrm{year}$, as demonstrated by Cielaszyk and Wie ${ }^{16}$ and Hoffman. ${ }^{19}$

### 4.7.3 Large Lissajous Trajectory

As discussed in Sec. 3.7, period control may be needed to guarantee no periods of lunar occultation, at the expense of a large $\Delta V$ needed to maintain a halo reference orbit. If this constraint is relaxed, and small periods of lunar occultation are allowed, a Lissajous trajectory may be used to provide a lunar far-side communications. With a Lissajous trajectory, the percentage of time the spacecraft is visible from Earth increases with an increase in orbit size. As the size of the orbit is increased, however, the amount of lunar surface visible to the spacecraft decreases. There is, therefore, a tradeoff between visibility of the lunar surface and visibility to an Earth observer.

A Lissajous reference trajectory with an amplitude of $30,000 \mathrm{~km}$, studied by Howell and Pernicka, ${ }^{20}$ is considered here to illustrate the use of disturbance accommodation as a method of determining a trajectory that is a solution of the nonlinear equations of motion.

The large orbit size results in the spacecraft being far away from the linear domain about the libration point; however, the solution of the linearized equations of motion can be still used as a starting point for the determination of a trajectory that is closer to a solution of the nonlinear equations of motion. As a result of the spacecraft being far away from the linear domain, there is a large number of disturbance frequencies required to accommodate the nonlinear effects. This application of disturbance accommodation is not meant to provide an implementable control logic; it demonstrates that disturbance accommodation can be used as a simple method of numerically determining a quasi-periodic solution of the nonlinear equations of motion.

The results of an iterative application of disturbance accommodation are presented in Table 4.2. The resulting $30,000-\mathrm{km}$ Lissajous trajectory is also shown in Fig. 4.12.

Table 4.2 Design iterations for fuel-efficient, large Lissajous trajectory

| Iteration | $x$ axis | $y$ axis | $z$ axis | $\Delta V,(\mathrm{~m} / \mathrm{s}) / \mathrm{year}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 |  |  |  | 18,517 |
| 1 | 0 | 0 | 0 | 14,652 |
| 2 | $\begin{gathered} 2 \omega_{z} \\ 2 \omega_{x y} \end{gathered}$ |  |  | 9,010 |
| 3 | $\begin{gathered} 2 \omega_{z}+\omega_{x y} \\ 3 \omega_{x y} \end{gathered}$ | $2 \omega_{z}$ | $\omega_{x y}+\omega_{z}$ | 3,036 |
| 4 | $\begin{gathered} \omega_{x y} \\ 2 \omega_{x y}+2 \omega_{z} \\ 4 \omega_{x y} \end{gathered}$ | $\begin{aligned} & 2 \omega_{z}-\omega_{x y} \\ & 2 \omega_{z}+\omega_{x y} \end{aligned}$ | $\begin{aligned} & 2 \omega_{x y}-\omega_{z} \\ & 2 \omega_{x y}+\omega_{z} \end{aligned}$ | 2,233 |
| 5 | $\begin{gathered} 2 \omega_{x y}-2 \omega_{z} \\ 2 \omega_{z}-\omega_{x y} \end{gathered}$ | $\begin{aligned} & 2 \omega_{x y}-2 \omega_{z} \\ & 2 \omega_{x y}+2 \omega_{z} \end{aligned}$ | $\begin{gathered} \omega_{x y}-\omega_{z} \\ 3 \omega_{z}+\omega_{x y} \end{gathered}$ | 1,427 |
| 6 | $\begin{gathered} 4 \omega_{z}+\omega_{x y} \\ 2 \omega_{z}+3 \omega_{x y} \end{gathered}$ |  |  | 1,267 |
| 7 | $\begin{gathered} 4 \omega_{z}-2 \omega_{x y} \\ 4 \omega_{z}-\omega_{x y} \\ 4 \omega_{z} \end{gathered}$ | $\begin{gathered} 2 \omega_{x y} \\ 4 \omega_{z}+\omega_{x y} \\ 2 \omega_{z}+3 \omega_{x y} \end{gathered}$ | $\begin{gathered} \omega_{z} \\ 3 \omega_{z}-\omega_{x y} \\ 3 \omega_{x y}-\omega_{z} \\ 3 \omega_{z} \end{gathered}$ | 466 |
| 8 |  | $3 \omega_{x y}$ |  | 362 |
| 9 | $2 \omega_{z}+4 \omega_{x y}$ | $4 \omega_{x y}-2 \omega_{z}$ | $3 \omega_{z}+2 \omega_{x y}$ | 293 |
| 10 | $3 \omega_{x y}-2 \omega_{z}$ | $\begin{gathered} \omega_{x y} \\ 3 \omega_{x y}-2 \omega_{z} \\ 4 \omega_{x y} \\ 2 \omega_{z}+4 \omega_{x y} \end{gathered}$ | $3 \omega_{z}-2 \omega_{x y}$ | 162 |
| 11 | $4 \omega_{x y}-2 \omega_{z}$ |  |  | 152 |
| 12 |  | $\begin{gathered} 4 \omega_{z}-\omega_{x y} \\ 4 \omega_{z} \end{gathered}$ |  | 143 |



Fig. 4.12 Fuel-efficient, large Lissajous trajectory obtained after 12 design iterations.

A trajectory similar to that shown in Fig. 4.12 was found by Howell and Pernicka, ${ }^{20}$ and they used a third-order analytic solution to identify target positions at specified intervals along the trajectory. A path with velocity discontinuities is located passing through the target points. The velocity discontinuities are simultaneously reduced in an iterative process by allowing the continuous path to deviate from the target positions. The $\Delta V$ after this iterative process is essentially zero. The $\Delta V$ associated with the disturbance-accommodation trajectories is much larger than the $\Delta V$ quoted by Howell and Pernicka. ${ }^{20}$ One obvious reason is that with disturbance-accommodation the control is continuous; therefore, control acceleration is being applied constantly as opposed to only at selected target points. Despite the difference in $\Delta V$, the iterative design method is supported by the fact that linear state-feedback with a disturbance-accommodation filter can be used to determine a trajectory with such a unique shape and similarity to trajectories determined by Howell and Pernicka. ${ }^{20}$

### 4.7.4 Elliptic Restricted Three-Body Problem

It is important to note that the effects from eccentricity are much larger than the effects from nonlinearities for a typical $3500-\mathrm{km}$ halo orbit. There are considerably

Table 4.3 Design iterations for a fuel-efficient halo orbit

| Iteration | $x$ axis | $y$ axis | $z$ axis | $\Delta V,(\mathrm{~m} / \mathrm{s}) / \mathrm{year}$ |
| :--- | :---: | :---: | :---: | :---: |
| 0 |  |  |  | 548 |
| 1 | 0 | 0 | 0 | 401.4 |
| 2 | $\omega_{x y}-1$ | $\omega_{x y}-1$ | $\omega_{x y}-1$ | 196.7 |
| 3 | $\omega_{x y}+1$ | $\omega_{x y}+1$ | $\omega_{x y}+1$ |  |

more periodic disturbances affecting the spacecraft when the elliptic restricted three-body model is used. The accommodation of nonlinear and eccentric effects results in a large number of frequencies being required in the disturbanceaccommodation filter.

Table 4.3 contains the results of a halo orbit design and the $\Delta V$ associated with each iteration step. Therefore, the halo orbit requires considerably more $\Delta V$ than the Lissajous trajectory even after disturbance accommodation has been applied. A halo orbit after three iterations is shown in Fig. 4.13. The control acceleration components needed to maintain such a halo orbit are also shown in Fig. 4.14. It


Fig. 4.13 Fuel-efficient halo orbit obtained after three design iterations.


Fig. 4.14 Control acceleration inputs for a $3500-\mathrm{km}$ fuel-efficient halo orbit.

## ISEE-3 Spacecraft



Fig. 4.15 ISEE-3 mission.
can be seen that the $z$-axis control acceleration $u_{z}$ has a frequency component of $\omega_{x y}$ for period control needed to maintain a halo orbit, whereas the $x$ - and $y$-axes control accelerations become near zero at steady state as a result of disturbanceaccommodating control.

### 4.7.5 International Sun-Earth Explorer-3 Spacecraft

We now apply the disturbance-accommodation approach to the halo orbit control problem of the International Sun-Earth Explorer-3 (ISEE-3) spacecraft discussed in Refs. 21 and 22. This problem is of interest for a couple of reasons. First, this mission was actually flown in the late 1970s and early 1980s, and there is actual flight information available for comparison. Second, this represents what is known as a large halo orbit in the literature. This type of halo orbit utilizes the nonlinear effects to naturally create equal in-plane and out-of-plane frequencies. Thus, the large cost for period control found for the small halo orbit about the translunar libration point is absent. Such a halo orbit control problem about the $L_{1}$ point of the sun-Earth-moon elliptic restricted three-body system is illustrated in Fig. 4.15.

To use the sun-Earth restricted three-body system as a model for the ISEE-3 mission, the moon's gravitational effect would need to be neglected. It has been known that it is more accurate to combine the mass of the moon with that of the Earth. This results in the collinear libration points being located on a line connecting the sun and the barycenter of the Earth and moon. The gravitational perturbations due to the orbit of the moon about the Earth are neglected in this model. In addition, solar radiation pressure and planetary perturbations are of small significance and are neglected.

The equations of motion derived in Sec. 3.8 can also be used to represent motion relative to the $L_{1}$ point of the sun-Earth-moon elliptic restricted three-body system. As in Sec. 3.8, the time of perihelion passage of the Earth-moon barycenter is assumed to be zero. The math model describing the motion of the ISEE-3 spacecraft about the $L_{1}$ point in the sun-Earth-moon system has the following characteristics:

$$
\begin{gathered}
\rho=3.040357143 \times 10^{-6} \\
a=1 \mathrm{AU}=1.495978714 \times 10^{8} \mathrm{~km} \\
e=0.01673 \\
n=1.990986606 \times 10^{-7} \mathrm{rad} / \mathrm{s} \\
\gamma=-0.0100109
\end{gathered}
$$

The reference trajectories derived using the linearized equations of motion are no longer accurate for an orbit with the amplitude of the ISEE-3 spacecraft. There were actually two reference orbits derived for this mission including an analytical solution and a differentially corrected solution. A standard Lissajous trajectory is unacceptable because the spacecraft will pass close to the $L_{1}$ point and the downlink telemetry will be overwhelmed by the intense solar noise background. In the planning for the ISEE- 3 mission, it was found that a slight fuel savings could be made by following the numerically generated path. It should be noted that both reference orbits were derived with the use of the circular restricted three-body model, whereas closed-loop simulations need to be performed with the elliptic restricted three-body model.

The third-order analytic reference trajectory derived for the ISEE-3 mission by Richardson ${ }^{22}$ is provided here,

$$
\begin{align*}
x_{r}= & a_{21} A_{x}^{2}+a_{22} A_{z}^{2}-A_{x} \cos (\lambda \tau+\phi)+\left(a_{23} A_{x}^{2}-a_{24} A_{z}^{2}\right) \cos 2(\lambda \tau+\phi) \\
& +\left(a_{31} A_{x}^{3}-a_{32} A_{x} A_{z}^{2}\right) \cos 3(\lambda \tau+\phi)  \tag{4.114a}\\
y_{r}= & A_{y} \sin (\lambda \tau+\phi)+\left(b_{21} A_{x}^{2}-b_{22} A_{z}^{2}\right) \sin 2(\lambda \tau+\phi) \\
& +\left(b_{31} A_{x}^{3}-b_{32} A_{x} A_{z}^{2}\right) \sin 3(\lambda \tau+\phi)  \tag{4.114b}\\
z_{r}= & -3 d_{21} A_{x} A_{z}+A_{z} \cos (\lambda \tau+\phi)+d_{21} A_{x} A_{z} \cos 2(\lambda \tau+\phi) \\
& +\left(d_{32} A_{z} A_{x}^{2}-d_{31} A_{z}^{3}\right) \cos 3(\lambda \tau+\phi) \tag{4.114c}
\end{align*}
$$

where $\lambda$ denotes the nondimensional in-plane frequency $\omega_{x y} ; A_{x}, A_{y} \equiv k A_{x}$, and $A_{z}$ are the amplitudes of the orbit in units of the distance between the Earth-moon barycenter and the $L_{1}$ libration point $\left(|\gamma a|=1.49761 \times 10^{6} \mathrm{~km}\right)$; the phase angle $\phi$ determines the initial position in the orbit; $\tau$ is a new independent variable with a frequency correction $\omega$ such that

$$
\begin{gathered}
\tau=\omega t \\
\omega=1-0.8246605235 A_{x}^{2}+0.1210986087 A_{z}^{2}
\end{gathered}
$$

time $t$ is in units of $1 / n$; and the remaining constants in this third-order reference orbit are given as

\[

\]



Fig. 4.16 ISEE-3 halo reference orbit.

Figure 4.16 shows a third-order halo reference orbit of a period of 177.73 days with the following amplitudes:

$$
\begin{aligned}
& A_{x}=206,000 \mathrm{~km} \\
& A_{y}=665,000 \mathrm{~km} \\
& A_{z}=110,000 \mathrm{~km}
\end{aligned}
$$

The $y-z$ projection is a view from the sun toward the Earth-moon barycenter. The $x-y$ and $x-z$ projections are top and side views, respectively. The Earth is in the negative $x$ direction nearly $1,500,000 \mathrm{~km}$ from the origin of these plots. Initial conditions approximating the halo orbit injection conditions can be found by using $\phi=\pi$ and time equal to zero. The initial conditions correspond to maximum amplitude in the negative $x$ direction, zero in the $y$ direction, and maximum amplitude in the negative $z$ direction. The direction of the orbit is counterclockwise in the $y-z$ projection and clockwise in the $x-y$ projection.

The linearized equations of motion about the collinear libration points contain a positive real eigenvalue and are unstable. Therefore, orbit control is required to maintain the orbit about the $L_{1}$ libration point in the sun-Earth-moon system. To illustrate the application of the iterative disturbance accommodating method to
the ISEE- 3 mission, it is assumed that the motion of the Earth-moon barycenter around the sun is circular. The location of the $L_{1}$ libration point is given as $X_{o}=$ -0.9900266 . This position is nearly $1,500,000 \mathrm{~km}$ away from the Earth. For the $L_{1}$ point in the sun-Earth-moon system, the elements in the state matrix have the following values:

$$
\begin{array}{ll}
U_{X X}=9.12214, & U_{Y Y}=-3.06107, \\
U_{Z Z}=-4.06107, & U_{X Y}=U_{Y X}=0
\end{array}
$$

Furthermore, the control acceleration is assumed to be continuous to allow the design of a linear state-feedback controller. The nondimensionalized natural frequencies of the sun-Earth-moon system are: $\omega_{x y}=2.08645$ (period $=174.3$ days) and $\omega_{z}=2.01521$ (period $=180.4$ days).

A linear state-feedback controller without disturbance accommodation for the halo reference orbit of Fig. 4.16 results in $\Delta V$ of approximately $146(\mathrm{~m} / \mathrm{s}) / \mathrm{year}$. It was estimated that the ISEE-3 mission would require approximately $10-15(\mathrm{~m} / \mathrm{s})$ / year by loosely controlling the spacecraft about the reference halo orbit. Consequently, the iterative method for disturbance accommodation can be used to determine a trajectory that is close to a solution of the nonlinear equations of motion, regardless of the assumptions required for the formulation of a spacecraft control problem.

The large size of the reference orbit results in many disturbances being included in the disturbance accommodation filter. Table 4.4 contains the results of a disturbance-accommodating control design for the ISEE-3 halo orbit. Notice that when constant disturbance accommodation is included in iteration 1 , the $\Delta V$ actually increases. This is attributed to the dependence of the disturbances on the

Table 4.4 Design iterations for a fuel-efficient halo orbit of ISEE-3

| Iteration | $x$ axis | $y$ axis | $z$ axis | $\Delta V,(\mathrm{~m} / \mathrm{s}) / \mathrm{year}$ |
| :--- | :---: | :---: | :---: | :---: |
| 0 |  |  |  | 146.6 |
| 1 | 0 | 0 | 0 | 158.4 |
| 2 | $\omega_{x y}$ | $\omega_{x y}-1$ |  | 148.6 |
|  | $4 \omega_{x y}$ | $\omega_{x y}+1$ |  |  |
| 3 | $\omega_{x y}-1$ | $4 \omega_{x y}$ | $\omega_{x y}-1$ | 94.3 |
|  | $2 \omega_{x y}+1$ |  | $\omega_{x y}+1$ |  |
| 4 | $\omega_{x y}+1$ | $2 \omega_{x y}+1$ | $4 \omega_{x y}$ | 70.8 |
| 5 | $2 \omega_{x y}$ | $2 \omega_{x y}$ |  | 58.0 |
| 6 | $3 \omega_{x y}+1$ | $3 \omega_{x y}+1$ |  | 30.8 |
|  | $5 \omega_{x y}$ | $5 \omega_{x y}$ |  |  |
| 7 | $3 \omega_{x y}$ | $3 \omega_{x y}$ |  | 22.2 |
| 8 | $2 \omega_{x y}-1$ | $4 \omega_{x y}+1$ | $2 \omega_{x y}+1$ | 12.8 |
|  | $4 \omega_{x y}+1$ |  |  | 9.8 |
| 9 | $6 \omega_{x y}$ | $6 \omega_{x y}$ |  | 8.3 |
| 10 | $5 \omega_{x y}+1$ |  | $2 \omega_{x y}$ |  |



Fig. 4.17 Control acceleration inputs for a fuel-efficient halo orbit of ISEE-3 obtained after 10 iterations.
trajectory. In other words, the trajectory that the spacecraft maintained after disturbance accommodation required an increase in $\Delta V$ because magnitudes of some disturbances increased.

The closed-loop trajectory is very close to the reference trajectory shown in Fig. 4.16, and thus is not shown in this text. Figure 4.17 shows the control acceleration needed to maintain such a fuel-efficient halo orbit. Note that the $z$-axis control acceleration $u_{z}$ does not contain a frequency component of $\omega_{x y}$ for period control. The $\Delta V$ per year can be estimated to be approximately $8.3(\mathrm{~m} / \mathrm{s}) /$ year.

These results demonstrate the application of disturbance accommodation as a method of determining trajectories that are closer to solutions of the nonlinear equations of motion. They also show that a solution of a simplified model, such as the circular restricted three-body model, along with disturbance accommodation, can be used to determine a halo orbit for a more complex model such as the elliptic restricted three-body model. The results also demonstrate that disturbance accommodation can be used to determine a trajectory for the interesting case of naturally equal in-plane and out-of-plane frequencies.

## References

${ }^{1}$ Seifert, H. S. (ed.), Space Technology, Wiley, New York, 1959.
${ }^{2}$ Sutton, G. P., Rocket Propulsion Elements, Wiley, New York, 1963.
${ }^{3}$ Isakowitz, S. J., and Samella, J. (eds.), International Reference Guide to Space Launch Systems, 2nd ed., AIAA, Washington, DC, 1995.
${ }^{4}$ Thompson, W. T., Introduction to Space Dynamics, Wiley, New York, 1961, pp. 257259.
${ }^{5}$ Ball, K. J., and Osborne, G. F., Space Vehicle Dynamics, Oxford Univ. Press, Oxford, England, UK, 1967, pp. 18-31.
${ }^{6}$ Hohmann, W., "Die Ereichbarkeit der Himmelskorper (The Attainability of Heavenly Bodies)," Oldenbourg, Munich, Germany, 1925; also, NASA Technical Translation F-44, 1960.
${ }^{7}$ Palmore, J., "An Elementary Proof of the Optimality of Hohmann Transfers," Journal of Guidance, Control, and Dynamics, Vol. 7, No. 5, 1984, pp. 629-630.
${ }^{8}$ Prussing, J. E., "A Simple Proof of the Global Optimality of the Hohmann Transfer," Journal of Guidance, Control, and Dynamics, Vol. 15, No. 4, 1992, pp. 1037-1038.
${ }^{9}$ Kaplan, M. H., Modern Spacecraft Dynamics \& Control, Wiley, New York, 1976, pp. 287-289.
${ }^{10}$ Wertz, J. R., and Larson, W. J. (eds.), Space Mission Analysis and Design, Kluwer Academic, Dordrecht, The Netherlands, 1991.
${ }^{11}$ Chobotov, V. A. (ed.), Orbital Mechanics, AIAA Education Series, AIAA, Washington, DC, 1991.
${ }^{12}$ Brown, C. D., Spacecraft Mission Design, AIAA Education Series, AIAA, Washington, DC, 1992.
${ }^{13}$ Clohessy, W. H., and Wiltshire, R. S., "Terminal Guidance System for Satellite Rendezvous," Journal of the Aerospace Sciences, Vol. 27, Sept. 1960, pp. 653-658.
${ }^{14}$ Farquhar, R. W., "The Control and Use of Libration-Point Satellites," Stanford Univ. SUDAAR-350, July 1968; also, NASA TR R-346, Sept. 1970.
${ }^{15}$ Farquhar, R. W., "The Utilization of Halo Orbits in Advanced Lunar Operations," NASA TN D-6365, July 1971.
${ }^{16}$ Cielaszyk, D., and Wie, B., "A New Approach to Halo Orbit Determination and Control," Proceedings of the AIAA/AAS Astrodynamics Conference, AIAA, Washington, DC, 1994, pp. 166-175; also, Journal of Guidance, Control, and Dynamics, Vol. 19, No. 2, 1996, pp. 266-273.
${ }^{17}$ Cielaszyk, D., and Wie, B., "Halo Orbit Determination and Control for the EccentricRestricted Three-Body Problem," Proceedings of the AIAA/AASAstrodynamics Conference, AIAA, Washington, DC, 1994, pp. 176-185.
${ }^{18}$ Farquhar, R. W., and Kamel, A. A., "Quasi-Periodic Orbits About the Translunar Libration Point," Celestial Mechanics, Vol. 7, 1973, pp. 458-473.
${ }^{19}$ Hoffman, D., "Station-keeping at the Collinear Equilibrium Points of the Earth-Moon System," Systems Engineering Div., NASA Johnson Space Center, JSC-261898, Houston, TX, Sept. 1993.
${ }^{20}$ Howell, K. C., and Pernicka, H. J., "Numerical Determination of Lissajous Trajectories in the Restricted Three-Body Problem,' Celestial Mechanics, Vol. 41, 1988, pp. 107-124.
${ }^{21}$ Farquhar, R. W., Muhonen, D. P., Newman, C. R., and Heuberger, H. S., "Trajectories and Orbital Maneuvers for the First Libration-Point Satellite," Journal of Guidance, Control, and Dynamics, Vol. 3, No. 6, 1980, pp. 549-554.
${ }^{22}$ Richardson, D. L., "Halo Orbit Formulation for the ISEE-3 Mission," Journal of Guidance, Control, and Dynamics, Vol. 3, No. 6, 1980, pp. 543-548.

## Part 3 <br> Attitude Dynamics and Control

## Rotational Kinematics

The formulation of spacecraft attitude dynamics and control problems involves considerations of kinematics. This chapter is concerned with rotational kinematics of a rigid body. In kinematics, we are primarily interested in describing the orientation of a body that is in rotational motion. The subject of rotational kinematics is somewhat mathematical in nature because it does not involve any forces associated with motion. Throughout this chapter, we will speak of the orientation of a reference frame fixed in a body to describe the orientation of the body itself.

### 5.1 Direction Cosine Matrix

Consider a reference frame $A$ with a right-hand set of three orthogonal unit vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ and a reference frame $B$ with another right-hand set of three orthogonal unit vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$, as shown in Fig. 5.1. Basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ of $B$ are expressed in terms of basis vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ of $A$ as follows:

$$
\begin{align*}
& \vec{b}_{1}=C_{11} \vec{a}_{1}+C_{12} \vec{a}_{2}+C_{13} \vec{a}_{3}  \tag{5.1a}\\
& \vec{b}_{2}=C_{21} \vec{a}_{1}+C_{22} \vec{a}_{2}+C_{23} \vec{a}_{3}  \tag{5.1b}\\
& \vec{b}_{3}=C_{31} \vec{a}_{1}+C_{32} \vec{a}_{2}+C_{33} \vec{a}_{3} \tag{5.1c}
\end{align*}
$$

where $C_{i j} \equiv \vec{b}_{i} \cdot \vec{a}_{j}$ is the cosine of the angle between $\vec{b}_{i}$ and $\vec{a}_{j}$, and $C_{i j}$ is simply called the direction cosine.

For convenience, we write Eqs. (5.1) in matrix (or vectrix) notation, as follows:

$$
\left[\begin{array}{l}
\vec{b}_{1}  \tag{5.2}\\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]=\left[\begin{array}{lll}
C_{11} & C_{12} & C_{13} \\
C_{21} & C_{22} & C_{23} \\
C_{31} & C_{32} & C_{33}
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]=\mathbf{C}^{B / A}\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]
$$

where $\mathbf{C}^{B / A} \equiv\left[C_{i j}\right]$ is called the direction cosine matrix, which describes the orientation of $B$ relative to $A$ and which can be written as

$$
\mathbf{C}^{B / A}=\left[\begin{array}{lll}
\vec{b}_{1} \cdot \vec{a}_{1} & \vec{b}_{1} \cdot \vec{a}_{2} & \vec{b}_{1} \cdot \vec{a}_{3}  \tag{5.3}\\
\vec{b}_{2} \cdot \vec{a}_{1} & \vec{b}_{2} \cdot \vec{a}_{2} & \vec{b}_{2} \cdot \vec{a}_{3} \\
\vec{b}_{3} \cdot \vec{a}_{1} & \vec{b}_{3} \cdot \vec{a}_{2} & \vec{b}_{3} \cdot \vec{a}_{3}
\end{array}\right] \equiv\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right] \cdot\left[\begin{array}{lll}
\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3}
\end{array}\right]
$$

The direction cosine matrix $\mathbf{C}^{B / A}$ is also called the rotation matrix or coordinate transformation matrix to $B$ from $A$. Such a coordinate transformation is symbolically represented as

$$
\mathbf{C}^{B / A}: \quad B \leftarrow A
$$



Fig. 5.1 Two reference frames $\boldsymbol{A}$ and $\boldsymbol{B}$.

For brevity, we often use $\mathbf{C}$ for $\mathbf{C}^{B / A}$. Because each set of basis vectors of $A$ and $B$ consists of orthogonal unit vectors, the direction cosine matrix $\mathbf{C}$ is an orthonormal matrix; thus, we have

$$
\begin{equation*}
\mathbf{C}^{-1}=\mathbf{C}^{T} \tag{5.4}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\mathbf{C} \mathbf{C}^{T}=\mathbf{I}=\mathbf{C}^{T} \mathbf{C} \tag{5.5}
\end{equation*}
$$

In general, a square matrix $\mathbf{A}$ is called an orthogonal matrix if $\mathbf{A A}^{T}$ is a diagonal matrix, and it is called an orthonormal matrix if $\mathbf{A} \mathbf{A}^{T}$ is an identity matrix. For an orthonormal matrix $\mathbf{A}$, we have $\mathbf{A}^{-1}=\mathbf{A}^{T}$ and $|\mathbf{A}|= \pm 1$.

We also use $\mathbf{C}^{A / B}$ to denote a coordinate transformation matrix to $A$ from $B$ or a direction cosine matrix of $A$ relative to $B$; i.e., we have

$$
\mathbf{C}^{A / B}=\left[\begin{array}{lll}
\vec{a}_{1} \cdot \vec{b}_{1} & \vec{a}_{1} \cdot \vec{b}_{2} & \vec{a}_{1} \cdot \vec{b}_{3} \\
\vec{a}_{2} \cdot \vec{b}_{1} & \vec{a}_{2} \cdot \vec{b}_{2} & \vec{a}_{2} \cdot \vec{b}_{3} \\
\vec{a}_{3} \cdot \vec{b}_{1} & \vec{a}_{3} \cdot \vec{b}_{2} & \vec{a}_{3} \cdot \vec{b}_{3}
\end{array}\right] \equiv\left[\begin{array}{c}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right] \cdot\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right]
$$

Consequently, we have the following intimate relationships between $\mathbf{C}^{A / B}$ and $\mathrm{C}^{B / A}$ :

$$
\begin{gathered}
{\left[\mathbf{C}^{A / B}\right]_{i j}=\vec{a}_{i} \cdot \vec{b}_{j}} \\
{\left[\mathbf{C}^{B / A}\right]_{i j}=\vec{b}_{i} \cdot \vec{a}_{j}} \\
{\left[\mathbf{C}^{A / B}\right]^{-1}=\left[\mathbf{C}^{A / B}\right]^{T}=\mathbf{C}^{B / A}} \\
{\left[\mathbf{C}^{B / A}\right]^{-1}=\left[\mathbf{C}^{B / A}\right]^{T}=\mathbf{C}^{A / B}}
\end{gathered}
$$

Given the two sets of reference frames $A$ and $B$, an arbitrary vector $\vec{H}$ can be expressed in terms of basis vectors of $A$ and $B$, as follows:

$$
\begin{align*}
\vec{H} & =H_{1} \vec{a}_{1}+H_{2} \vec{a}_{2}+H_{3} \vec{a}_{3} \\
& =H_{1}^{\prime} \vec{b}_{1}+H_{2}^{\prime} \vec{b}_{2}+H_{3}^{\prime} \vec{b}_{3} \tag{5.6}
\end{align*}
$$

and we have

$$
\begin{align*}
& H_{1}^{\prime} \equiv \vec{b}_{1} \cdot \vec{H}=\vec{b}_{1} \cdot\left(H_{1} \vec{a}_{1}+H_{2} \vec{a}_{2}+H_{3} \vec{a}_{3}\right)  \tag{5.7a}\\
& H_{2}^{\prime} \equiv \vec{b}_{2} \cdot \vec{H}=\vec{b}_{2} \cdot\left(H_{1} \vec{a}_{1}+H_{2} \vec{a}_{2}+H_{3} \vec{a}_{3}\right)  \tag{5.7b}\\
& H_{3}^{\prime} \equiv \vec{b}_{3} \cdot \vec{H}=\vec{b}_{3} \cdot\left(H_{1} \vec{a}_{1}+H_{2} \vec{a}_{2}+H_{3} \vec{a}_{3}\right) \tag{5.7c}
\end{align*}
$$

which can be written in matrix form, as follows:

$$
\left[\begin{array}{l}
H_{1}^{\prime}  \tag{5.8}\\
H_{2}^{\prime} \\
H_{3}^{\prime}
\end{array}\right]=\left[\begin{array}{lll}
\vec{b}_{1} \cdot \vec{a}_{1} & \vec{b}_{1} \cdot \vec{a}_{2} & \vec{b}_{1} \cdot \vec{a}_{3} \\
\vec{b}_{2} \cdot \vec{a}_{1} & \vec{b}_{2}: \vec{a}_{2} & \vec{b}_{2} \cdot \vec{a}_{3} \\
\vec{b}_{3} \cdot \vec{a}_{1} & \vec{b}_{3} \cdot \vec{a}_{2} & \vec{b}_{3} \cdot \vec{a}_{3}
\end{array}\right]\left[\begin{array}{l}
H_{1} \\
H_{2} \\
H_{3}
\end{array}\right]=\mathbf{C}^{B / A}\left[\begin{array}{c}
H_{1} \\
H_{2} \\
H_{3}
\end{array}\right]
$$

Thus, the components of a vector $\vec{H}$ are also transformed to $B$ from $A$ using the direction cosine matrix $\mathbf{C}^{B / A}$, which was defined in Eq. (5.2) for the transformation of orthogonal basis vectors.

Three elementary rotations respectively about the first, second, and third axes of the reference frame $A$ are described by the following rotation matrices:

$$
\begin{align*}
& \mathbf{C}_{1}\left(\theta_{1}\right)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta_{1} & \sin \theta_{1} \\
0 & -\sin \theta_{1} & \cos \theta_{1}
\end{array}\right]  \tag{5.9a}\\
& \mathbf{C}_{2}\left(\theta_{2}\right)=\left[\begin{array}{ccc}
\cos \theta_{2} & 0 & -\sin \theta_{2} \\
0 & 1 & 0 \\
\sin \theta_{2} & 0 & \cos \theta_{2}
\end{array}\right]  \tag{5.9b}\\
& \mathbf{C}_{3}\left(\theta_{3}\right)=\left[\begin{array}{ccc}
\cos \theta_{3} & \sin \theta_{3} & 0 \\
-\sin \theta_{3} & \cos \theta_{3} & 0 \\
0 & 0 & 1
\end{array}\right] \tag{5.9c}
\end{align*}
$$

where $\mathbf{C}_{i}\left(\theta_{i}\right)$ denotes the direction cosine matrix $\mathbf{C}$ of an elementary rotation about the $i$ th axis of $A$ with an angle $\theta_{i}$.

## Problem

5.1. Consider the direction cosine matrix, $\mathbf{C} \equiv\left[C_{i j}\right]$, between two sets of righthand orthogonal unit vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ and $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$, defined as

$$
\left[\begin{array}{c}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]=\left[\begin{array}{lll}
C_{11} & C_{12} & C_{13} \\
C_{21} & C_{22} & C_{23} \\
C_{31} & C_{32} & C_{33}
\end{array}\right]\left[\begin{array}{c}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]
$$

(a) Show that the direction cosine matrix $\mathbf{C}$ is an orthonormal matrix; i.e., $\mathbf{C C}^{T}=\mathbf{I}=\mathbf{C}^{T} \mathbf{C}$.

Hint: $\left[\begin{array}{lll}\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}\end{array}\right]=\left[\begin{array}{lll}\vec{a}_{1} & \vec{a}_{2} & \vec{a}_{3}\end{array}\right] \mathbf{C}^{T}$ and

$$
\left[\begin{array}{c}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right] \cdot\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right] \equiv\left[\begin{array}{lll}
\vec{b}_{1} \cdot \vec{b}_{1} & \vec{b}_{1} \cdot \vec{b}_{2} & \vec{b}_{1} \cdot \vec{b}_{3} \\
\vec{b}_{2} \cdot \vec{b}_{1} & \vec{b}_{2} \cdot \vec{b}_{2} & \vec{b}_{2} \cdot \vec{b}_{3} \\
\vec{b}_{3} \cdot \vec{b}_{1} & \vec{b}_{3} \cdot \vec{b}_{2} & \vec{b}_{3} \cdot \vec{b}_{3}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1^{\circ} & 0 \\
0 & 0 & 1
\end{array}\right]
$$

(b) Show that the $i j$ th element of the direction cosine matrix $\mathbf{C}$ is equal to the $i j$ th cofactor of $\mathbf{C}$; i.e., $C_{i j}=(-1)^{i+j} M_{i j}$ or adj $\mathbf{C} \equiv\left[(-1)^{i+j} M_{i j}\right]^{T}=\left[C_{i j}\right]^{T}=\mathbf{C}^{T}$.

Hint: Using $\vec{b}_{1}=\vec{b}_{2} \times \vec{b}_{3}$, show that

$$
\begin{aligned}
& C_{11}=C_{22} C_{33}-C_{23} C_{32} \\
& C_{12}=C_{23} C_{31}-C_{21} C_{33} \\
& C_{13}=C_{21} C_{32}-C_{22} C_{31}
\end{aligned}
$$

(c) Show that $|\mathbf{C}|=1$.

Hint: $\mathbf{C}^{-1} \equiv \operatorname{adj} \mathbf{C} /|\mathbf{C}|$.
(d) Find six independent equations for $C_{i j}$ using the row-orthonormality condition, $\mathbf{C C}^{T}=\mathbf{I}$.
(e) Find six independent equations for $C_{i j}$ using the column-orthonormality condition, $\mathbf{C}^{T} \mathbf{C}=\mathbf{I}$. Are these six equations independent of those of part (d)?
(f) Finally, show that only three of the nine direction cosines are independent.

Note: Three direction cosines, however, do not uniquely define the orientation of two reference frames.

### 5.2 Euler Angles

One scheme for orienting a rigid body to a desired attitude is called a body-axis rotation; it involves successively rotating three times about the axes of the rotated, body-fixed reference frame. The first rotation is about any axis. The second rotation is about either of the two axes not used for the first rotation. The third rotation is then about either of the two axes not used for the second rotation. There are 12 sets of Euler angles for such successive rotations about the axes fixed in the body.*

It is also possible to bring a rigid body into an arbitrary orientation by performing three successive rotations that involve the axes fixed in an inertial reference frame. This scheme will then provide another 12 sets of Euler angles for the socalled space-axis rotations. ${ }^{1}$ Because the coordinate transformation matrices for the body-axis rotation and the space-axis rotation are intimately related to each other, we often only consider the 12 sets of body-axis rotations.

Consider three successive body-axis rotations that describe the orientation of a reference frame $B$ relative to a reference frame $A$. A particular sequence chosen

[^16]here is symbolically represented as
\[

$$
\begin{array}{ll}
\mathbf{C}_{3}\left(\theta_{3}\right): & A^{\prime} \leftarrow A \\
\mathbf{C}_{2}\left(\theta_{2}\right): & A^{\prime \prime} \leftarrow A^{\prime} \\
\mathbf{C}_{1}\left(\theta_{1}\right): & B \leftarrow A^{\prime \prime} \tag{5.10c}
\end{array}
$$
\]

where each rotation is described as

$$
\begin{align*}
& {\left[\begin{array}{l}
\vec{a}_{1}^{\prime} \\
\vec{a}_{2}^{\prime} \\
\vec{a}_{3}^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \theta_{3} & \sin \theta_{3} & 0 \\
-\sin \theta_{3} & \cos \theta_{3} & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]=\mathbf{C}_{3}\left(\theta_{3}\right)\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]}  \tag{5.11a}\\
& {\left[\begin{array}{l}
\vec{a}_{1}^{\prime \prime} \\
\vec{a}_{2}^{\prime \prime} \\
\vec{a}_{3}^{\prime \prime}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \theta_{2} & 0 & -\sin \theta_{2} \\
0 & 1 & 0 \\
\sin \theta_{2} & 0 & \cos \theta_{2}
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1}^{\prime} \\
\vec{a}_{2}^{\prime} \\
\vec{a}_{3}^{\prime}
\end{array}\right]=\mathbf{C}_{2}\left(\theta_{2}\right)\left[\begin{array}{l}
\vec{a}_{2}^{\prime} \\
\vec{a}_{3}^{\prime}
\end{array}\right]}  \tag{5.11b}\\
& {\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta_{1} & \sin \theta_{1} \\
0 & -\sin \theta_{1} & \cos \theta_{1}
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1}^{\prime \prime} \\
\vec{a}_{2}^{\prime \prime} \\
\vec{a}_{3}^{\prime \prime}
\end{array}\right]=\mathbf{C}_{1}\left(\theta_{1}\right)\left[\begin{array}{l}
\vec{a}_{1}^{\prime \prime} \\
\vec{a}_{2}^{\prime \prime} \\
\vec{a}_{3}^{\prime \prime}
\end{array}\right]} \tag{5.11c}
\end{align*}
$$

and $A^{\prime}$ and $A^{\prime \prime}$ are two intermediate reference frames with basis vectors $\left\{\vec{a}_{1}^{\prime}, \vec{a}_{2}^{\prime}, \vec{a}_{3}^{\prime}\right\}$ and $\left\{\vec{a}_{1}^{\prime \prime}, \vec{a}_{2}^{\prime \prime}, \vec{a}_{3}^{\prime \prime}\right\}$, respectively. The three angles $\theta_{1}, \theta_{2}$, and $\theta_{3}$ are called Euler angles.

By combining the preceding sequence of rotations, we obtain

$$
\left[\begin{array}{c}
\vec{b}_{1}  \tag{5.12}\\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]=\mathbf{C}_{1}\left(\theta_{1}\right)\left[\begin{array}{c}
\vec{a}_{1}^{\prime \prime} \\
\vec{a}_{2}^{\prime \prime} \\
\vec{a}_{3}^{\prime \prime}
\end{array}\right]=\mathbf{C}_{1}\left(\theta_{1}\right) \mathbf{C}_{2}\left(\theta_{2}\right)\left[\begin{array}{c}
\vec{a}_{1}^{\prime} \\
\vec{a}_{2}^{\prime} \\
\vec{a}_{3}^{\prime}
\end{array}\right]=\mathbf{C}_{1}\left(\theta_{1}\right) \mathbf{C}_{2}\left(\theta_{2}\right) \mathbf{C}_{3}\left(\theta_{3}\right)\left[\begin{array}{c}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]
$$

The rotation matrix to $B$ from $A$, or the direction cosine matrix of $B$ relative to $A$, is then defined as

$$
\begin{align*}
\mathbf{C}^{B / A} & \equiv \mathbf{C}_{1}\left(\theta_{1}\right) \mathbf{C}_{2}\left(\theta_{2}\right) \mathbf{C}_{3}\left(\theta_{3}\right) \\
& =\left[\begin{array}{ccc}
c_{2} c_{3} & c_{2} s_{3} & -s_{2} \\
s_{1} s_{2} c_{3}-c_{1} s_{3} & s_{1} s_{2} s_{3}+c_{1} c_{3} & s_{1} c_{2} \\
c_{1} s_{2} c_{3}+s_{1} s_{3} & c_{1} s_{2} s_{3}-s_{1} c_{3} & c_{1} c_{2}
\end{array}\right]
\end{align*}
$$

where $\mathrm{c}_{i} \equiv \cos \theta_{i}$ and $\mathrm{s}_{i} \equiv \sin \theta_{i}$.
The preceding sequence of rotations to $B$ from $A$ is also symbolically denoted by*

$$
\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right)
$$

[^17]where $\mathbf{C}_{i}\left(\theta_{i}\right)$ indicates a rotation about the $i$ th axis of the body-fixed frame with an angle $\theta_{i}$, or by
$$
\theta_{1} \vec{a}_{1}^{\prime \prime} \leftarrow \theta_{2} \vec{a}_{2}^{\prime} \leftarrow \theta_{3} \vec{a}_{3}
$$
in which, for example, $\theta_{3} \vec{a}_{3}$ denotes a rotation about the $\vec{a}_{3}$ axis with an angle $\theta_{3}$.
In general, there are 12 sets of Euler angles, each resulting in a different form for the rotation matrix $\mathbf{C}^{B / A}$. For example, we may consider the sequence of $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right)$ to $B$ from $A$. For this case, the rotation matrix becomes
\[

$$
\begin{align*}
\mathbf{C}^{B / A} & \equiv \mathbf{C}_{1}\left(\theta_{1}\right) \mathbf{C}_{3}\left(\theta_{3}\right) \mathbf{C}_{2}\left(\theta_{2}\right) \\
& =\left[\begin{array}{ccc}
c_{2} c_{3} & s_{3} & -s_{2} c_{3} \\
-c_{1} c_{2} s_{3}+s_{1} s_{2} & c_{1} c_{3} & c_{1} s_{2} s_{3}+s_{1} c_{2} \\
s_{1} c_{2} s_{3}+c_{1} s_{2} & -s_{1} c_{3} & -s_{1} s_{2} s_{3}+c_{1} c_{2}
\end{array}\right] \tag{5.14}
\end{align*}
$$
\]

Note that for small (infinitesimal) Euler angles of $\theta_{1}, \theta_{2}$, and $\theta_{3}$, the direction cosine matrices in Eqs. (5.13) and (5.14) become

$$
\mathbf{C} \approx\left[\begin{array}{ccc}
1 & \theta_{3} & -\theta_{2}  \tag{5.15}\\
-\theta_{3} & 1 & \theta_{1} \\
\theta_{2} & -\theta_{1} & 1
\end{array}\right]
$$

That is, the rotation sequence of Euler angles becomes unimportant for infinitesimal rotations, whereas rotation sequence is important for finite rotations.

For other sequences, such as a classical " $3 \leftarrow 1 \leftarrow 3$ " rotational sequence in which the third axis is used twice, we use the following notational convention: $\mathbf{C}_{3}(\psi) \leftarrow \mathbf{C}_{1}(\theta) \leftarrow \mathbf{C}_{3}(\phi)$ to $B$ from $A$, in which, for example, $\mathbf{C}_{3}(\phi)$ indicates a rotation about the third axis with an angle $\phi$. Thus, for such a classical $\mathbf{C}_{3}(\psi) \leftarrow$ $\mathbf{C}_{1}(\theta) \leftarrow \mathbf{C}_{3}(\phi)$ rotational sequence, the rotation matrix to $B$ from $A$ becomes

$$
\begin{aligned}
\mathbf{C}^{B / A} & \equiv \mathbf{C}_{3}(\psi) \mathbf{C}_{1}(\theta) \mathbf{C}_{3}(\phi) \\
& =\left[\begin{array}{ccc}
\mathrm{c} \phi \mathrm{c} \psi-\mathrm{s} \phi \mathrm{c} \theta \mathrm{~s} \psi & \mathrm{~s} \phi \mathrm{c} \psi+\mathrm{c} \phi \mathrm{c} \theta \mathrm{~s} \psi & \mathrm{~s} \theta \mathrm{~s} \psi \\
-\mathrm{c} \phi \mathrm{~s} \psi-\mathrm{s} \phi \mathrm{c} \theta \mathrm{c} \psi & -\mathrm{s} \phi \mathrm{~s} \psi+\mathrm{c} \phi \mathrm{c} \theta \mathrm{c} \psi & \mathrm{~s} \theta \mathrm{c} \psi \\
\mathrm{~s} \phi \mathrm{~s} \theta & -\mathrm{c} \phi \mathrm{~s} \theta & \mathrm{c} \theta
\end{array}\right]
\end{aligned}
$$

where $\mathrm{c} \phi \equiv \cos \phi, \mathrm{s} \phi \equiv \sin \phi$, etc.
In general, Euler angles have an advantage over direction cosines in that three Euler angles determine a unique orientation, although there is no unique set of Euler angles for a given orientation.

### 5.3 Euler's Eigenaxis Rotation

In this section, we consider rotation of a rigid body (or a reference frame) about an arbitrary axis that is fixed to the body and stationary in an inertial reference frame. An intimate relationship between the body-axis and space-axis rotations is derived. Such a relationship provides insights into the understanding of Euler's eigenaxis rotation and the space-axis rotation.

### 5.3.1 Euler's Eigenaxis Rotation Theorem

Euler's eigenaxis rotation theorem states that by rotating a rigid body about an axis that is fixed to the body and stationary in an inertial reference frame, the
rigid-body attitude can be changed from any given orientation to any other orientation. Such an axis of rotation, whose orientation relative to both an inertial reference frame and the body remains unchanged throughout the motion, is called the Euler axis or eigenaxis.
Various different approaches can be used to develop several different parameterizations of the direction cosine matrix of the Euler axis rotation. Almost every formula can be derived in a variety of ways; however, the approach to be taken here is simple and it will provide insights into the understanding of the intimate relationship between the body-axis and space-axis rotations.

Suppose unit vectors $\vec{a}_{i}$ and $\vec{b}_{i}(i=1,2,3)$ are fixed in reference frames $A$ and $B$, respectively. The orientation of $B$ with respect to $A$ is characterized by a unit vector $\vec{e}$ along the Euler axis and the rotation angle $\theta$ about that axis, as follows:

$$
\begin{align*}
\vec{e} & =e_{1} \vec{a}_{1}+e_{2} \vec{a}_{2}+e_{3} \vec{a}_{3} \\
& =e_{1} \vec{b}_{1}+e_{2} \vec{b}_{2}+e_{3} \vec{b}_{3} \tag{5.16}
\end{align*}
$$

where $e_{i}$ are the direction cosines of the Euler axis relative to both $A$ and $B$ and $e_{1}^{2}+e_{2}^{2}+e_{3}^{2}=1$. Let $\mathbf{C}^{B / A}=\mathbf{C}=\left[C_{i j}\right]$ be the direction cosine matrix of $B$ relative to $A$, then Euler's eigenaxis rotation is also characterized by

$$
\left[\begin{array}{l}
e_{1}  \tag{5.17}\\
e_{2} \\
e_{3}
\end{array}\right]=\left[\begin{array}{lll}
C_{11} & C_{12} & C_{13} \\
C_{21} & C_{22} & C_{23} \\
C_{31} & C_{32} & C_{33}
\end{array}\right]\left[\begin{array}{l}
e_{1} \\
e_{2} \\
e_{3}
\end{array}\right]
$$

To parameterize the direction cosine matrix $\mathbf{C}$ in terms of $e_{i}$ and $\theta$, a sequence of Euler's successive rotations is used as follows:

1) Rotate the reference frame $A$, using a rotation matrix $\mathbf{R}$, to align the $\vec{a}_{1}$ axis of $A$ with the chosen direction $\vec{e}$. Let $A^{\prime}$ be the new reference frame after this rotation and also let $A$ remain the original frame with basis vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ before this rotation; i.e., we have

$$
\mathbf{C}^{A^{\prime} / A}=\mathbf{R}=\left[\begin{array}{ccc}
e_{1} & e_{2} & e_{3}  \tag{5.18}\\
R_{21} & R_{22} & R_{23} \\
R_{31} & R_{32} & R_{33}
\end{array}\right]
$$

2) Rotate both frames $A$ and $A^{\prime}$ as a rigid body around direction $\vec{e}$ through an angle $\theta$. After this eigenaxis rotation, the frame $A$ will be aligned with the reference frame $B$ with basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$, and $A^{\prime}$ will become another reference frame $A^{\prime \prime}$ via the rotation matrix

$$
\mathbf{C}^{A^{\prime \prime} / A^{\prime}}=\mathbf{C}_{1}(\theta)=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{5.19}\\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{array}\right]
$$

The orientation of $B$ relative to $A$ is described by the direction cosine matrix $\mathbf{C}^{B / A}$. It is important to notice that the relative orientation of $A^{\prime \prime}$ and $B$ is the same as that of $A^{\prime}$ and $A$; i.e., $\mathbf{C}^{A^{\prime \prime} / B}=\mathbf{C}^{A^{\prime} / A}=\mathbf{R}$.
3) Rotate $A^{\prime \prime}$ through an inverse matrix $\mathbf{R}^{-1}=\mathbf{R}^{T}$, then the frame $A^{\prime \prime}$ will be aligned with $B$ since $\mathbf{C}^{B / A^{\prime \prime}}=\mathbf{R}^{-1}$.

These three successive rotations can be combined as

$$
\left[\begin{array}{l}
\vec{b}_{1}  \tag{5.20}\\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]=\mathbf{C}^{B / A}\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]
$$

where

$$
\begin{equation*}
\mathbf{C}^{B / A}=\mathbf{C}^{B / A^{\prime \prime}} \mathbf{C}^{A^{\prime \prime} / A^{\prime}} \mathbf{C}^{A^{\prime} / A}=\mathbf{C}^{A / A^{\prime}} \mathbf{C}_{1}(\theta) \mathbf{C}^{A^{\prime} / A}=\mathbf{R}^{T} \mathbf{C}_{1}(\theta) \mathbf{R} \tag{5.21}
\end{equation*}
$$

If the $\vec{a}_{2}$ or $\vec{a}_{3}$ axis, instead of $\vec{a}_{1}$ axis, is aligned with the chosen direction $\vec{e}$ for the first rotation, then the rotation matrix $\mathbf{C}_{1}(\theta)$ in Eq. (5.21) is replaced by $\mathbf{C}_{2}(\theta)$ or $\mathbf{C}_{3}(\theta)$, respectively, and the rotation matrix $\mathbf{R}$ is replaced, respectively, by

$$
\left[\begin{array}{ccc}
R_{11} & R_{12} & R_{13} \\
e_{1} & e_{2} & e_{3} \\
R_{31} & R_{32} & R_{33}
\end{array}\right] \quad \text { or } \quad\left[\begin{array}{ccc}
R_{11} & R_{12} & R_{13} \\
R_{21} & R_{22} & R_{23} \\
e_{1} & e_{2} & e_{3}
\end{array}\right]
$$

Substituting Eqs. (5.18) and (5.19) into Eq. (5.21) and defining $\mathbf{C}=\left[C_{i j}\right]=$ $\mathrm{C}^{B / A}$, we obtain

$$
\begin{aligned}
C_{11} & =e_{1}^{2}+\left(R_{21}^{2}+R_{31}^{2}\right) \cos \theta \\
C_{12} & =e_{1} e_{2}+\left(R_{21} R_{22}+R_{31} R_{32}\right) \cos \theta+\left(R_{21} R_{32}-R_{22} R_{31}\right) \sin \theta \\
C_{13} & =e_{1} e_{3}+\left(R_{21} R_{23}+R_{31} R_{33}\right) \cos \theta+\left(R_{21} R_{33}-R_{23} R_{31}\right) \sin \theta \\
& \vdots
\end{aligned}
$$

$$
C_{33}=e_{3}^{2}+\left(R_{23}^{2}+R_{33}^{2}\right) \cos \theta
$$

The column-orthonormality condition of the rotation matrix gives

$$
\begin{gathered}
e_{1}^{2}+R_{21}^{2}+R_{31}^{2}=1 \\
e_{2}^{2}+R_{22}^{2}+R_{32}^{2}=1 \\
e_{3}^{2}+R_{23}^{2}+R_{33}^{2}=1 \\
e_{1} e_{2}+R_{21} R_{22}+R_{31} R_{32}=0 \\
e_{2} e_{3}+R_{22} R_{23}+R_{32} R_{33}=0 \\
e_{1} e_{3}+R_{21} R_{23}+R_{31} R_{33}=0
\end{gathered}
$$

Because each element of the rotation matrix $\mathbf{R}$ of Eq. (5.18) is equal to its cofactor, we also have

$$
\begin{aligned}
& e_{1}=R_{22} R_{33}-R_{23} R_{32} \\
& e_{2}=R_{23} R_{31}-R_{21} R_{33} \\
& e_{3}=R_{21} R_{32}-R_{22} R_{31}
\end{aligned}
$$

Using these relationships, we obtain $\mathbf{C}=\mathbf{R}^{T} \mathbf{C}_{1}(\theta) \mathbf{R}$ as

$$
\mathbf{C}=\left[\begin{array}{ccc}
\mathrm{c} \theta+e_{1}^{2}(1-\mathrm{c} \theta) & e_{1} e_{2}(1-\mathrm{c} \theta)+e_{3} \mathrm{~s} \theta & e_{1} e_{3}(1-\mathrm{c} \theta)-e_{2} \mathrm{~s} \theta  \tag{5.22}\\
e_{2} e_{1}(1-\mathrm{c} \theta)-e_{3} \mathrm{~s} \theta & \mathrm{c} \theta+e_{2}^{2}(1-\mathrm{c} \theta) & e_{2} e_{3}(1-\mathrm{c} \theta)+e_{1} \mathrm{~s} \theta \\
e_{3} e_{1}(1-\mathrm{c} \theta)+e_{2} \mathrm{~s} \theta & e_{3} e_{2}(1-\mathrm{c} \theta)-e_{1} \mathrm{~s} \theta & \mathrm{c} \theta+e_{3}^{2}(1-\mathrm{c} \theta)
\end{array}\right]
$$

where $\mathrm{c} \theta \equiv \cos \theta$ and $\mathrm{s} \theta \equiv \sin \theta$. This is the parameterization of the direction cosine matrix $\mathbf{C}$ in terms of $e_{i}$ and $\theta$. Note that $e_{1}, e_{2}$, and $e_{3}$ are not independent of each other, but constrained by the relationship $e_{1}^{2}+e_{2}^{2}+e_{3}^{2}=1$.

By defining

$$
\mathbf{e}=\left[\begin{array}{l}
e_{1}  \tag{5.23}\\
e_{2} \\
e_{3}
\end{array}\right] \quad \text { and } \quad \mathbf{E}=\left[\begin{array}{rrr}
0 & -e_{3} & e_{2} \\
e_{3} & 0 & -e_{1} \\
-e_{2} & e_{1} & 0
\end{array}\right]
$$

we can also express the direction cosine matrix $\mathbf{C}$ in Eq. (5.22) as

$$
\begin{equation*}
\mathbf{C}=\cos \theta \mathbf{I}+(1-\cos \theta) \mathbf{e} \mathbf{e}^{T}-\sin \theta \mathbf{E} \tag{5.24}
\end{equation*}
$$

where $\mathbf{I}$ is the identity matrix; i.e, $C_{i j}=\delta_{i j} \cos \theta+(1-\cos \theta) e_{i} e_{j}-\sin \theta E_{i j}$.
Given a direction cosine matrix $\mathbf{C}=\left[C_{i j}\right], \theta$ can be found from

$$
\begin{equation*}
\cos \theta=\frac{1}{2}\left(C_{11}+C_{22}+C_{33}-1\right) \tag{5.25}
\end{equation*}
$$

From Eq. (5.24), we obtain

$$
\begin{equation*}
\mathbf{E}=\frac{1}{2 \sin \theta}\left(\mathbf{C}^{T}-\mathbf{C}\right) \quad \text { if } \theta \neq 0, \pm \pi, \pm 2 \pi, \ldots \tag{5.26}
\end{equation*}
$$

from which the eigenaxis $\mathbf{e}$ can be found as

$$
\mathbf{e}=\left[\begin{array}{l}
e_{1}  \tag{5.27}\\
e_{2} \\
e_{3}
\end{array}\right]=\frac{1}{2 \sin \theta}\left[\begin{array}{l}
C_{23}-C_{32} \\
C_{31}-C_{13} \\
C_{12}-C_{21}
\end{array}\right]
$$

## Problems

5.2. Verify that $\vec{b}_{i}$ can be expressed as

$$
\begin{aligned}
\vec{b}_{i} & =\vec{a}_{i} \cos \theta+\vec{e}\left(\vec{a}_{i} \cdot \vec{e}\right)(1-\cos \theta)-\vec{a}_{i} \times \vec{e} \sin \theta \\
& =\vec{a}_{i}+\vec{e} \times\left(\vec{e} \times \vec{a}_{i}\right)(1-\cos \theta)-\vec{a}_{i} \times \vec{e} \sin \theta, \quad i=1,2,3
\end{aligned}
$$

Hint: $\vec{e}=e_{1} \vec{a}_{1}+e_{2} \vec{a}_{2}+e_{3} \vec{a}_{3}$ and $\vec{b}_{i}=C_{i 1} \vec{a}_{1}+C_{i 2} \vec{a}_{2}+C_{i 3} \vec{a}_{3}$ where $C_{i j}$ are given by Eq. (5.22).
5.3. Consider two successive eigenaxis rotations to $A^{\prime \prime}$ from $A$ represented by

$$
\begin{array}{ll}
\mathbf{C}\left(\mathbf{e}_{1}, \theta_{1}\right): & A^{\prime} \leftarrow A \\
\mathbf{C}\left(\mathbf{e}_{2}, \theta_{2}\right): & A^{\prime \prime} \leftarrow A^{\prime}
\end{array}
$$

where

$$
\begin{aligned}
& \mathbf{C}\left(\mathbf{e}_{1}, \theta_{1}\right)=\left[\cos \theta_{1} \mathbf{I}+\left(1-\cos \theta_{1}\right) \mathbf{e}_{1} \mathbf{e}_{1}^{T}-\sin \theta_{1} \mathbf{E}_{1}\right] \\
& \mathbf{C}\left(\mathbf{e}_{2}, \theta_{2}\right)=\left[\cos \theta_{2} \mathbf{I}+\left(1-\cos \theta_{2}\right) \mathbf{e}_{2} \mathbf{e}_{2}^{T}-\sin \theta_{2} \mathbf{E}_{2}\right]
\end{aligned}
$$

and $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ are the eigenaxes associated with the first and second eigenaxis rotations, respectively.

These successive rotations are also represented by an equivalent single eigenaxis rotation to $A^{\prime \prime}$ directly from $A$, as follows:

$$
\mathbf{C}(\mathbf{e}, \theta): \quad A^{\prime \prime} \leftarrow A
$$

where

$$
\mathbf{C}(\mathbf{e}, \theta)=\left[\cos \theta \mathbf{I}+(1-\cos \theta) \mathbf{e} \mathbf{e}^{T}-\sin \theta \mathbf{E}\right]
$$

and we have $\mathbf{C}(\mathbf{e}, \theta)=\mathbf{C}\left(\mathbf{e}_{2}, \theta_{2}\right) \mathbf{C}\left(\mathbf{e}_{1}, \theta_{1}\right)$.
(a) Show that the equivalent eigenangle $\theta$ can be determined as

$$
\cos \theta=\frac{1}{2}(\operatorname{tr} \mathbf{C}-1)
$$

and

$$
\begin{aligned}
\operatorname{tr} \mathbf{C} & =\cos \theta_{1}+\cos \theta_{2}+\cos \theta_{1} \cos \theta_{2} \\
& +\left(1-\cos \theta_{1}\right)\left(1-\cos \theta_{2}\right) \cos ^{2} \gamma-2 \sin \theta_{1} \sin \theta_{2} \cos \gamma
\end{aligned}
$$

and $\gamma$ is the angle between the two eigenaxes $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$; i.e., $\cos \gamma=\mathbf{e}_{1}^{T} \mathbf{e}_{2}$.
(b) Show that $\cos \theta$ obtained in (a) can be expressed in terms of half-angles:

$$
\cos \frac{\theta}{2}=\cos \frac{\theta_{1}}{2} \cos \frac{\theta_{2}}{2}-\sin \frac{\theta_{1}}{2} \sin \frac{\theta_{2}}{2} \cos \gamma
$$

Hint: $\sin ^{2}(\theta / 2)=(1-\cos \theta) / 2$ and $\cos ^{2}(\theta / 2)=(1+\cos \theta) / 2$.
(c) Show that the equivalent eigenaxis of rotation $\mathbf{e}$ can be found as

$$
\begin{aligned}
& 2 \sin \theta \mathbf{e}=\mathbf{e}_{1}\left\{\sin \theta_{1}\left(1+\cos \theta_{2}\right)-\sin \theta_{2}\left(1-\cos \theta_{1}\right) \cos \gamma\right\} \\
& \quad+\mathbf{e}_{2}\left\{\sin \theta_{2}\left(1+\cos \theta_{1}\right)-\sin \theta_{1}\left(1-\cos \theta_{2}\right) \cos \gamma\right\} \\
& \quad+\left(\mathbf{e}_{1} \times \mathbf{e}_{2}\right)\left\{\sin \theta_{1} \sin \theta_{2}-\left(1-\cos \theta_{1}\right)\left(1-\cos \theta_{2}\right) \cos \gamma\right\}
\end{aligned}
$$

which can be rewritten as

$$
\mathbf{e} \sin \frac{\theta}{2}=\mathbf{e}_{1} \sin \frac{\theta_{1}}{2} \cos \frac{\theta_{2}}{2}+\mathbf{e}_{2} \sin \frac{\theta_{2}}{2} \cos \frac{\theta_{1}}{2}+\left(\mathbf{e}_{1} \times \mathbf{e}_{2}\right) \sin \frac{\theta_{1}}{2} \sin \frac{\theta_{2}}{2}
$$

where $\mathbf{e}_{1} \times \mathbf{e}_{2} \equiv \mathbf{E}_{1} \mathbf{e}_{2}$.
Note: See Ref. 2 for additional information pertaining to Problem 5.3.

### 5.3.2 Space-Axis Rotation

The space-axis and body-axis rotations are defined as a successive rotation about the space-fixed axes and body-fixed axes, respectively. An interesting relationship between these different schemes of successive rotations exists. ${ }^{1,3,4}$

Consider a space-axis rotation in the sequence of $\theta_{3} \vec{a}_{3} \leftarrow \theta_{2} \vec{a}_{2} \leftarrow \theta_{1} \vec{a}_{1}$, in which $\theta_{i} \vec{a}_{i}$ means an $\vec{a}_{i}$ axis rotation through an angle $\theta_{i}$. Its total rotation matrix is defined as

$$
\begin{equation*}
\mathbf{C}^{B / A}=\mathbf{C}^{B / A^{\prime \prime}} \mathbf{C}^{A^{\prime \prime} / A^{\prime}} \mathbf{C}^{A^{\prime} / A} \tag{5.28}
\end{equation*}
$$

in which the first rotation matrix is simply

$$
\begin{equation*}
\mathbf{C}^{A^{\prime} / A}=\mathbf{C}_{1}\left(\theta_{1}\right) \tag{5.29}
\end{equation*}
$$

Next, to construct a matrix $\mathbf{C}^{A^{\prime \prime} / A^{\prime}}$ that characterizes the $\vec{a}_{2}$ axis rotation with an angle $\theta_{2}$, we use the approach discussed in the preceding section, as follows:

$$
\begin{align*}
\mathbf{C}^{A^{\prime \prime} / A^{\prime}} & =\mathbf{C}^{A^{\prime \prime} / A^{\prime \prime \prime}} \mathbf{C}^{A^{\prime \prime \prime} / A} \mathbf{C}^{A / A^{\prime}} \\
& =\mathbf{C}^{A^{\prime} / A} \mathbf{C}_{2}\left(\theta_{2}\right) \mathbf{C}^{A / A^{\prime}} \tag{5.30}
\end{align*}
$$

Combining Eqs. (5.29) and (5.30), we obtain

$$
\begin{aligned}
\mathbf{C}^{A^{\prime \prime} / A} & =\mathbf{C}^{A^{\prime \prime} / A^{\prime}} \mathbf{C}^{A^{\prime} / A} \\
& =\mathbf{C}^{A^{\prime} / A} \mathbf{C}_{2}\left(\theta_{2}\right) \mathbf{C}^{A / A^{\prime}} \mathbf{C}^{A^{\prime} / A} \\
& =\mathbf{C}_{1}\left(\theta_{1}\right) \mathbf{C}_{2}\left(\theta_{2}\right)
\end{aligned}
$$

Similarly, for the $\vec{a}_{3}$ axis rotation through an angle $\theta_{3}$, we have

$$
\begin{equation*}
\mathbf{C}^{B / A^{\prime \prime}}=\mathbf{C}^{A^{\prime \prime} / A} \mathbf{C}_{3}\left(\theta_{3}\right) \mathbf{C}^{A / A^{\prime \prime}} \tag{5.31}
\end{equation*}
$$

Finally, the total rotation matrix becomes

$$
\begin{align*}
\mathbf{C}^{B / A} & =\mathbf{C}^{B / A^{\prime \prime}} \mathbf{C}^{A^{\prime \prime} / A} \\
& =\mathbf{C}^{A^{\prime \prime} / A} \mathbf{C}_{3}\left(\theta_{3}\right) \mathbf{C}^{A / A^{\prime \prime}} \mathbf{C}^{A^{\prime \prime} / A} \\
& =\mathbf{C}_{1}\left(\theta_{1}\right) \mathbf{C}_{2}\left(\theta_{2}\right) \mathbf{C}_{3}\left(\theta_{3}\right) \tag{5.32}
\end{align*}
$$

Thus, the total rotation matrix for the space-axis rotation of $\theta_{3} \vec{a}_{3} \leftarrow \theta_{2} \vec{a}_{2} \leftarrow$ $\theta_{1} \vec{a}_{1}$ is identical to the total rotation matrix for the body-axis rotation of $\theta_{1} \vec{a}_{1}^{\prime \prime} \leftarrow$ $\theta_{2} \vec{a}_{2}^{\prime} \leftarrow \theta_{3} \vec{a}_{3}$, which has been denoted by $\mathbf{C}_{\mathbf{1}}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right)$ in preceding sections.

Although the total rotation matrix for the space-axis rotation has a simple form as Eq. (5.32), each intermediate rotation matrix is rather complicated as can be seen from Eqs. (5.30) and (5.31); however, the approach used here does not require an explicit determination of these intermediate matrices to find the total rotation matrix. Indeed, an intimate relationship between the two different rotation schemes has been obtained directly. ${ }^{4}$

### 5.4 Quaternions

### 5.4.1 Euler Parameters or Quaternions

Consider again Euler's eigenaxis rotation about an arbitrary axis fixed both in a body-fixed reference frame $B$ and in an inertial reference frame $A$. In Sec. 5.3, a unit vector $\vec{e}$ along the Euler axis was defined as

$$
\begin{aligned}
\vec{e} & =e_{1} \vec{a}_{1}+e_{2} \vec{a}_{2}+e_{3} \vec{a}_{3} \\
& =e_{1} \vec{b}_{1}+e_{2} \vec{b}_{2}+e_{3} \vec{b}_{3}
\end{aligned}
$$

where $e_{i}$ are the direction cosines of the Euler axis relative to both $A$ and $B$, and $e_{1}^{2}+e_{2}^{2}+e_{3}^{2}=1$.

Then we define the four Euler parameters as follows:

$$
\begin{align*}
& q_{1}=e_{1} \sin (\theta / 2)  \tag{5.33a}\\
& q_{2}=e_{2} \sin (\theta / 2)  \tag{5.33b}\\
& q_{3}=e_{3} \sin (\theta / 2)  \tag{5.33c}\\
& q_{4}=\cos (\theta / 2) \tag{5.33d}
\end{align*}
$$

where $\theta$ is the rotation angle about the Euler axis. Like the eigenaxis vector $\mathbf{e}=$ $\left(e_{1}, e_{2}, e_{3}\right)$, we define a vector $\mathbf{q}=\left(q_{1}, q_{2}, q_{3}\right)$ such that

$$
\begin{equation*}
\mathbf{q}=\mathbf{e} \sin (\theta / 2) \tag{5.34}
\end{equation*}
$$

Note that the Euler parameters are not independent of each other, but constrained by the relationship

$$
\begin{equation*}
\mathbf{q}^{T} \mathbf{q}+q_{4}^{2}=q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+q_{4}^{2}=1 \tag{5.35}
\end{equation*}
$$

because $e_{1}^{2}+e_{2}^{2}+e_{3}^{2}=1$.
The Euler parameters are also called quaternions. Hamilton invented quaternions as a result of searching for hypercomplex numbers that could be represented by points in three-dimensional space.* Although the historical importance of quaternions is significant, we will not discuss quaternion algebra here. Instead, we simply use the terms quaternions and Euler parameters interchangeably.

The direction cosine matrix parameterized as Eq. (5.22) can also be parameterized in terms of quaternions, as follows:

$$
\mathbf{C}^{B / A}=\mathbf{C}\left(\mathbf{q}, q_{4}\right)=\left[\begin{array}{lll}
1-2\left(q_{2}^{2}+q_{3}^{2}\right) & 2\left(q_{1} q_{2}+q_{3} q_{4}\right) & 2\left(q_{1} q_{3}-q_{2} q_{4}\right)  \tag{5.36}\\
2\left(q_{2} q_{1}-q_{3} q_{4}\right) & 1-2\left(q_{1}^{2}+q_{3}^{2}\right) & 2\left(q_{2} q_{3}+q_{1} q_{4}\right) \\
2\left(q_{3} q_{1}+q_{2} q_{4}\right) & 2\left(q_{3} q_{2}-q_{1} q_{4}\right) & 1-2\left(q_{1}^{2}+q_{2}^{2}\right)
\end{array}\right]
$$

where $\left(q_{1}, q_{2}, q_{3}, q_{4}\right)$ is the quaternion associated with the direction cosine matrix $\mathbf{C}^{B / A}$. Note that $\sin \theta=2 \sin (\theta / 2) \cos (\theta / 2)$ and $\cos \theta=\cos ^{2}(\theta / 2)-\sin ^{2}(\theta / 2)=$ $2 \cos ^{2}(\theta / 2)-1=1-2 \sin ^{2}(\theta / 2)$.

[^18]In terms of the quaternion vector $\mathbf{q}$ and a skew-symmetric matrix $\mathbf{Q}$ defined, respectively, as

$$
\mathbf{q}=\left[\begin{array}{l}
q_{1}  \tag{5.37}\\
q_{2} \\
q_{3}
\end{array}\right], \quad \mathbf{Q}=\left[\begin{array}{rcr}
0 & -q_{3} & q_{2} \\
q_{3} & 0 & -q_{1} \\
-q_{2} & q_{1} & 0
\end{array}\right]
$$

the direction cosine matrix (5.36) becomes

$$
\begin{equation*}
\mathbf{C}=\left(q_{4}^{2}-\mathbf{q}^{T} \mathbf{q}\right) \mathbf{I}+2 \mathbf{q} \mathbf{q}^{T}-2 q_{4} \mathbf{Q} \tag{5.38}
\end{equation*}
$$

Given a direction cosine matrix $\mathbf{C}$, we can determine $q_{4}$ and $\mathbf{q}$ as follows:

$$
\begin{align*}
q_{4}=\left(1+C_{11}+C_{22}+C_{33}\right)^{\frac{1}{2}} & \text { for } 0 \leq \theta \leq \pi  \tag{5.39}\\
\mathbf{q}=\frac{1}{4 q_{4}}\left[\begin{array}{l}
C_{23}-C_{32} \\
C_{31}-C_{13} \\
C_{12}-C_{21}
\end{array}\right] & \text { if } q_{4} \neq 0 \tag{5.40}
\end{align*}
$$

Consider two successive rotations to $A^{\prime \prime}$ from $A$ represented by

$$
\begin{align*}
\mathbf{C}\left(\mathbf{q}^{\prime}, q_{4}^{\prime}\right): & A^{\prime} \leftarrow A  \tag{5.41a}\\
\mathbf{C}\left(\mathbf{q}^{\prime \prime}, q_{4}^{\prime \prime}\right): & A^{\prime \prime} \leftarrow A^{\prime} \tag{5.41b}
\end{align*}
$$

where $\left(\mathbf{q}^{\prime}, q_{4}^{\prime}\right)$ is the quaternion associated with the coordinate transformation $A^{\prime} \leftarrow A$, and $\left(\mathbf{q}^{\prime \prime}, q_{4}^{\prime \prime}\right)$ is the quaternion associated with the coordinate transformation $A^{\prime \prime} \leftarrow A^{\prime}$. These successive rotations are also represented by a single rotation to $A^{\prime \prime}$ directly from $A$, as follows:

$$
\begin{equation*}
\mathbf{C}\left(\mathbf{q}, q_{4}\right): \quad A^{\prime \prime} \leftarrow A \tag{5.42}
\end{equation*}
$$

where $\left(\mathbf{q}, q_{4}\right)$ is the quaternion associated with the coordinate transformation $A^{\prime \prime} \leftarrow$ $A$, and we have

$$
\begin{equation*}
\mathbf{C}\left(\mathbf{q}, q_{4}\right)=\mathbf{C}\left(\mathbf{q}^{\prime \prime}, q_{4}^{\prime \prime}\right) \mathbf{C}\left(\mathbf{q}^{\prime}, q_{4}^{\prime}\right) \tag{5.43}
\end{equation*}
$$

Note that Eq. (5.43) can also be represented as

$$
\mathbf{C}(\mathbf{e}, \theta)=\mathbf{C}\left(\mathbf{e}_{2}, \theta_{2}\right) \mathbf{C}\left(\mathbf{e}_{1}, \theta_{1}\right)
$$

where $\left(\mathbf{e}_{1}, \theta_{1}\right)$ and $\left(\mathbf{e}_{2}, \theta_{2}\right)$ are the eigenaxes and angles associated with the first and second eigenaxis rotations, respectively, and (e, $\theta$ ) are the eigenaxis and angle associated with the equivalent single eigenaxis rotation (see Problem 5.3).

Using the result of Problem 5.3(c), and defining

$$
q_{4}^{\prime}=\cos \frac{\theta_{1}}{2}, \quad q_{4}^{\prime \prime}=\cos \frac{\theta_{2}}{2}
$$

and

$$
\mathbf{q}^{\prime}=\left[\begin{array}{l}
q_{1}^{\prime} \\
q_{2}^{\prime} \\
q_{3}^{\prime}
\end{array}\right]=\mathbf{e}_{1} \sin \frac{\theta_{1}}{2}, \quad \mathbf{q}^{\prime \prime}=\left[\begin{array}{l}
q_{1}^{\prime \prime} \\
q_{2}^{\prime \prime} \\
q_{3}^{\prime \prime}
\end{array}\right]=\mathbf{e}_{2} \sin \frac{\theta_{2}}{2}
$$

we obtain

$$
\begin{gather*}
\mathbf{q}=q_{4}^{\prime \prime} \mathbf{q}^{\prime}+q_{4}^{\prime} \mathbf{q}^{\prime \prime}+\mathbf{q}^{\prime} \times \mathbf{q}^{\prime \prime}  \tag{5.44}\\
q_{4}=q_{4}^{\prime} q_{4}^{\prime \prime}-\left(\mathbf{q}^{\prime}\right)^{T} \mathbf{q}^{\prime \prime} \tag{5.45}
\end{gather*}
$$

These equations can be combined as

$$
\left[\begin{array}{l}
q_{1}  \tag{5.4}\\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]=\left[\begin{array}{rrrr}
q_{4}^{\prime \prime} & q_{3}^{\prime \prime} & -q_{2}^{\prime \prime} & q_{1}^{\prime \prime} \\
-q_{3}^{\prime \prime} & q_{4}^{\prime \prime} & q_{1}^{\prime \prime} & q_{2}^{\prime} \\
q_{2}^{\prime \prime} & -q_{1}^{\prime \prime} & q_{4}^{\prime \prime} & q_{3}^{\prime \prime} \\
-q_{1}^{\prime \prime} & -q_{2}^{\prime \prime} & -q_{3}^{\prime \prime} & q_{4}^{\prime \prime}
\end{array}\right]\left[\begin{array}{l}
q_{1}^{\prime} \\
q_{2}^{\prime} \\
q_{3}^{\prime} \\
q_{4}^{\prime}
\end{array}\right]
$$

which is known as the quaternion multiplication rule in matrix form. The $4 \times 4$ orthonormal matrix in Eq. (5.46) is called the quaternion matrix. Equation (5.46) can also be written as

$$
\left[\begin{array}{l}
q_{1}  \tag{5.47}\\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]=\left[\begin{array}{rrrr}
q_{4}^{\prime} & -q_{3}^{\prime} & q_{2}^{\prime} & q_{1}^{\prime} \\
q_{3}^{\prime} & q_{4}^{\prime} & -q_{1}^{\prime} & q_{2}^{\prime} \\
-q_{2}^{\prime} & q_{1}^{\prime} & q_{4}^{\prime} & q_{3}^{\prime} \\
-q_{1}^{\prime} & -q_{2}^{\prime} & -q_{3}^{\prime} & q_{4}^{\prime}
\end{array}\right]\left[\begin{array}{l}
q_{1}^{\prime \prime} \\
q_{2}^{\prime \prime} \\
q_{3}^{\prime \prime} \\
q_{4}^{\prime \prime}
\end{array}\right]
$$

The $4 \times 4$ matrix in Eq. (5.47) is also orthonormal and is called the quaternion transmuted matrix. ${ }^{5}$

### 5.4.2 Gibbs Parameters

The direction cosine matrix can also be parameterized in terms of the Gibbs vector, which is defined as

$$
\mathbf{g}=\left[\begin{array}{l}
g_{1}  \tag{5.48}\\
g_{2} \\
g_{3}
\end{array}\right]=\left[\begin{array}{l}
q_{1} / q_{4} \\
q_{2} / q_{4} \\
q_{3} / q_{4}
\end{array}\right]=\mathbf{e} \tan \frac{\theta}{2}
$$

The components of the Gibbs vector, called the Gibbs parameters, are also referred to as the Rodrigues parameters in the literature, and the direction cosine matrix can be parameterized in terms of them as follows:

$$
\begin{align*}
\mathbf{C}= & \frac{1}{1+g_{1}^{2}+g_{2}^{2}+g_{3}^{2}} \\
& \times\left[\begin{array}{ccc}
1+g_{1}^{2}-g_{2}^{2}-g_{3}^{2} & 2\left(g_{1} g_{2}+g_{3}\right) & 2\left(g_{1} g_{3}-g_{2}\right) \\
2\left(g_{2} g_{1}-g_{3}\right) & 1-g_{1}^{2}+g_{2}^{2}-g_{3}^{2} & 2\left(g_{2} g_{3}+g_{1}\right) \\
2\left(g_{3} g_{1}+g_{2}\right) & 2\left(g_{3} g_{2}-g_{1}\right) & 1-g_{1}^{2}-g_{2}^{2}+g_{3}^{2}
\end{array}\right] \tag{5.49}
\end{align*}
$$

which can be rewritten as

$$
\begin{equation*}
\mathbf{C}=\frac{\left(1-\mathbf{g}^{T} \mathbf{g}\right) \mathbf{I}+2 \mathbf{g} \mathbf{g}^{T}-2 \mathbf{G}}{1+\mathbf{g}^{T} \mathbf{g}} \equiv[\mathbf{I}-\mathbf{G}][\mathbf{I}+\mathbf{G}]^{-1} \tag{5.50}
\end{equation*}
$$

where

$$
\mathbf{G}=\left[\begin{array}{ccc}
0 & -g_{3} & g_{2} \\
g_{3} & 0 & -g_{1} \\
-g_{2} & g_{1} & 0
\end{array}\right]
$$

For a given direction cosine matrix $\mathbf{C}$, the Gibbs vector can be determined as

$$
\mathbf{g}=\left[\begin{array}{l}
g_{1}  \tag{5.51}\\
g_{2} \\
g_{3}
\end{array}\right]=\frac{1}{1+C_{11}+C_{22}+C_{33}}\left[\begin{array}{l}
C_{23}-C_{32} \\
C_{31}-C_{13} \\
C_{12}-C_{21}
\end{array}\right]
$$

## Problems

5.4. Show that

$$
\vec{b}_{i}=\vec{a}_{i}+2\left\{q_{4} \vec{q} \times \vec{a}_{i}+\vec{q} \times\left(\vec{q} \times \vec{a}_{i}\right)\right\}, \quad i=1,2,3
$$

where $\vec{q}=\vec{e} \sin (\theta / 2)$.
5.5. Consider the body-fixed rotational sequence to $B$ from $A: \mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right)$ $\leftarrow \mathbf{C}_{3}\left(\theta_{3}\right)$.
(a) Show that the three Euler angles of this rotational sequence are related to quaternions, as follows:

$$
\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]=\left[\begin{array}{l}
s_{1} c_{2} c_{3}-c_{1} s_{2} s_{3} \\
c_{1} s_{2} c_{3}+s_{1} c_{2} s_{3} \\
c_{1} c_{2} s_{3}-s_{1} s_{2} c_{3} \\
c_{1} c_{2} c_{3}+s_{1} s_{2} s_{3}
\end{array}\right]
$$

where $\mathrm{s}_{i}=\sin \left(\theta_{i} / 2\right), \mathrm{c}_{i}=\cos \left(\theta_{i} / 2\right)$, and $\left(q_{1}, q_{2}, q_{3}, q_{4}\right)$ is the quaternion associated with the coordinate transformation $B \leftarrow A$.

Hint: Use Eq. (5.46). The quaternions associated with $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right) \leftarrow$ $\mathbf{C}_{3}\left(\theta_{3}\right)$ are represented as

$$
\left[\begin{array}{c}
\sin \left(\theta_{1} / 2\right) \\
0 \\
0 \\
\cos \left(\theta_{1} / 2\right)
\end{array}\right] \leftarrow\left[\begin{array}{c}
0 \\
\sin \left(\theta_{2} / 2\right) \\
0 \\
\cos \left(\theta_{2} / 2\right)
\end{array}\right] \leftarrow\left[\begin{array}{c}
0 \\
0 \\
\sin \left(\theta_{3} / 2\right) \\
\cos \left(\theta_{3} / 2\right)
\end{array}\right]
$$

(b) Also verify that, for small (infinitesimal) rotational angles of $\theta_{1}, \theta_{2}$, and $\theta_{3}$, we simply have

$$
\begin{aligned}
& q_{1} \approx \theta_{1} / 2 \\
& q_{2} \approx \theta_{2} / 2 \\
& q_{3} \approx \theta_{3} / 2 \\
& q_{4} \approx 1
\end{aligned}
$$

### 5.5 Kinematic Differential Equations

In preceding sections, we have studied the problem of describing the orientation of a reference frame (or a rigid body) in terms of the direction cosine matrix, Euler angles, and quaternions. In this section, we treat kinematics in which the relative orientation between two reference frames is time dependent. The time-dependent relationship between two reference frames is described by the so-called kinematic differential equations. In this section, we derive the kinematic differential equations for the direction cosine matrix, Euler angles, and quaternions.

### 5.5.1 Direction Cosine Matrix

Consider two reference frames $A$ and $B$, shown in Fig. 5.1, which are moving relative to each other. The angular velocity vector of a reference frame $B$ with respect to a reference frame $A$ is denoted by $\vec{\omega} \equiv \vec{\omega}^{B / A}$, and it is expressed in terms of basis vectors of $B$ as follows:

$$
\begin{equation*}
\vec{\omega}=\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3} \tag{5.52}
\end{equation*}
$$

where the angular velocity vector $\vec{\omega}$ is time dependent.
In Sec. 5.1, we have defined the direction cosine matrix $\mathbf{C} \equiv \mathbf{C}^{B / A}$ such that

$$
\left[\begin{array}{c}
\vec{b}_{1}  \tag{5.53}\\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]=\mathbf{C}\left[\begin{array}{c}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]
$$

which can be rewritten as

$$
\left[\begin{array}{c}
\vec{a}_{1}  \tag{5.54}\\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]=\mathbf{C}^{-1}\left[\begin{array}{c}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]=\mathbf{C}^{T}\left[\begin{array}{c}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]
$$

Because the two reference frames are rotating relative to each other, the direction cosine matrix and its elements $C_{i j}$ are functions of time. Taking the time derivative of Eq. (5.54) in $A$ and denoting it by an overdot, we obtain

$$
\begin{align*}
{\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right] } & =\dot{\mathbf{C}}^{T}\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]+\mathbf{C}^{T}\left[\begin{array}{c}
\vec{b}_{1} \\
\dot{\vec{b}}_{2} \\
\dot{\vec{b}}_{3}
\end{array}\right] \\
& =\dot{\mathbf{C}}^{T}\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]+\mathbf{C}^{T}\left[\begin{array}{c}
\vec{\omega} \times \vec{b}_{1} \\
\vec{\omega} \times \vec{b}_{2} \\
\vec{\omega} \times \vec{b}_{3}
\end{array}\right] \\
& =\dot{\mathbf{C}}^{T}\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]-\mathbf{C}^{T}\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right] \tag{5.55}
\end{align*}
$$

where

$$
\dot{\mathbf{C}} \equiv\left[\begin{array}{lll}
\dot{C}_{11} & \dot{C}_{12} & \dot{C}_{13}  \tag{5.56}\\
\dot{C}_{21} & \dot{C}_{22} & \dot{C}_{23} \\
\dot{C}_{31} & \dot{C}_{32} & \dot{C}_{33}
\end{array}\right]
$$

By defining the skew-symmetric matrix in Eq. (5.55) as

$$
\boldsymbol{\Omega} \equiv\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2}  \tag{5.57}\\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]
$$

we obtain

$$
\left[\dot{\mathbf{C}}^{T}-\mathbf{C}^{T} \boldsymbol{\Omega}\right]\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]
$$

from which we obtain

$$
\begin{equation*}
\dot{\mathbf{C}}^{T}-\mathbf{C}^{T} \boldsymbol{\Omega}=0 \tag{5.58}
\end{equation*}
$$

Taking the transpose of Eq. (5.58) and using the relationship $\boldsymbol{\Omega}^{T}=-\boldsymbol{\Omega}$, we obtain

$$
\begin{equation*}
\dot{\mathrm{C}}+\Omega \mathrm{C}=0 \tag{5.59}
\end{equation*}
$$

which is called the kinematic differential equation for the direction cosine matrix C. Differential equations for each element of $\mathbf{C}$ can be written as

$$
\begin{aligned}
& \dot{C}_{11}=\omega_{3} C_{21}-\omega_{2} C_{31} \\
& \dot{C}_{12}=\omega_{3} C_{22}-\omega_{2} C_{32} \\
& \dot{C}_{13}=\omega_{3} C_{23}-\omega_{2} C_{33} \\
& \dot{C}_{21}=\omega_{1} C_{31}-\omega_{3} C_{11} \\
& \dot{C}_{22}=\omega_{1} C_{32}-\omega_{3} C_{12} \\
& \dot{C}_{23}=\omega_{1} C_{33}-\omega_{3} C_{13} \\
& \dot{C}_{31}=\omega_{2} C_{11}-\omega_{1} C_{21} \\
& \dot{C}_{32}=\omega_{2} C_{12}-\omega_{1} C_{22} \\
& \dot{C}_{33}=\omega_{2} C_{13}-\omega_{1} C_{23}
\end{aligned}
$$

If $\omega_{1}, \omega_{2}$, and $\omega_{3}$ are known as functions of time, then the orientation of $B$ relative to $A$ as a function of time can be determined by solving Eq. (5.59). In general, it is difficult to solve Eq. (5.59) analytically in closed form except in special cases; hence, in most cases, Eq. (5.59) is integrated numerically using a digital computer. It can be shown that the orthonormality condition $\mathbf{C C}=\mathbf{I}=\mathbf{C}^{T} \mathbf{C}$ is a constant integral of Eq. (5.59); that is, if the orthonormality condition is satisfied at $t=0$, then any (exact) solution of Eq. (5.59) automatically satisfies the orthonormality condition of $\mathbf{C}$ for all $t>0$. However, the orthonormality condition is often used to check the accuracy of numerical integration on a digital computer.

## Problem

5.6. Given the kinematic differential equation (5.59), show that

$$
\begin{aligned}
& \omega_{1}=\dot{C}_{21} C_{31}+\dot{C}_{22} C_{32}+\dot{C}_{23} C_{33} \\
& \omega_{2}=\dot{C}_{31} C_{11}+\dot{C}_{32} C_{12}+\dot{C}_{33} C_{13} \\
& \omega_{3}=\dot{C}_{11} C_{21}+\dot{C}_{12} C_{22}+\dot{C}_{13} C_{23}
\end{aligned}
$$

### 5.5.2 Euler Angles

Like the kinematic differential equation for the direction cosine matrix $\mathbf{C}$, the orientation of a reference frame $B$ relative to a reference frame $A$ can also be described by introducing the time dependence of Euler angles.

Consider the rotational sequence of $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right)$ to $B$ from $A$, which is symbolically represented as

$$
\begin{array}{ll}
\mathbf{C}_{3}\left(\theta_{3}\right): & A^{\prime} \leftarrow A \\
\mathbf{C}_{2}\left(\theta_{2}\right): & A^{\prime \prime} \leftarrow A^{\prime} \\
\mathbf{C}_{1}\left(\theta_{1}\right): & B \leftarrow A^{\prime \prime} \tag{5.60c}
\end{array}
$$

The time derivatives of Euler angles, called Euler rates, are denoted by $\dot{\theta}_{3}, \dot{\theta}_{2}$, and $\dot{\theta}_{1}$. These successive rotations are also represented as

$$
\begin{align*}
\vec{\omega}^{A^{\prime} / A}: & A^{\prime} \leftarrow A  \tag{5.61a}\\
\vec{\omega}^{A^{\prime \prime} / A^{\prime}}: & A^{\prime \prime} \leftarrow A^{\prime}  \tag{5.61b}\\
\vec{\omega}^{B / A^{\prime \prime}}: & B \leftarrow A^{\prime \prime} \tag{5.61c}
\end{align*}
$$

and the angular velocity vectors $\vec{\omega}^{A^{\prime} / A}, \vec{\omega}^{A^{\prime \prime} / A^{\prime}}$, and $\vec{\omega}^{B / A^{\prime \prime}}$ are expressed as

$$
\begin{align*}
\vec{\omega}^{A^{\prime} / A} & =\dot{\theta}_{3} \vec{a}_{3}=\dot{\theta}_{3} \vec{a}_{3}^{\prime}  \tag{5.62a}\\
\vec{\omega}^{A^{\prime \prime} / A^{\prime}} & =\dot{\theta}_{2} \vec{a}_{2}^{\prime}=\dot{\theta}_{2} \vec{a}_{2}^{\prime \prime}  \tag{5.62b}\\
\vec{\omega}^{B / A^{\prime \prime}} & =\dot{\theta}_{1} \vec{a}_{1}^{\prime \prime}=\dot{\theta}_{1} \vec{b}_{1} \tag{5.62c}
\end{align*}
$$

The angular velocity vector $\vec{\omega}^{B / A}$ then becomes

$$
\begin{equation*}
\vec{\omega}^{B / A}=\vec{\omega}^{B / A^{\prime \prime}}+\vec{\omega}^{A^{\prime \prime} / A^{\prime}}+\vec{\omega}^{A^{\prime} / A}=\dot{\theta}_{1} \vec{b}_{1}+\dot{\theta}_{2} \vec{a}_{2}^{\prime \prime}+\dot{\theta}_{3} \vec{a}_{3}^{\prime} \tag{5.63}
\end{equation*}
$$

which can be rewritten as

$$
\vec{\omega}^{B / A}=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right]\left[\begin{array}{c}
\dot{\theta}_{1}  \tag{5.64}\\
0 \\
0
\end{array}\right]+\left[\begin{array}{lll}
\vec{a}_{1}^{\prime \prime} & \vec{a}_{2}^{\prime \prime} & \vec{a}_{3}^{\prime \prime}
\end{array}\right]\left[\begin{array}{c}
0 \\
\dot{\theta}_{2} \\
0
\end{array}\right]+\left[\begin{array}{lll}
\vec{a}_{1}^{\prime} & \vec{a}_{2}^{\prime} & \vec{a}_{3}^{\prime}
\end{array}\right]\left[\begin{array}{c}
0 \\
0 \\
\dot{\theta}_{3}
\end{array}\right]
$$

and we have

$$
\begin{gathered}
{\left[\begin{array}{lll}
\vec{a}_{1}^{\prime \prime} & \vec{a}_{2}^{\prime \prime} & \vec{a}_{3}^{\prime \prime}
\end{array}\right]=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right] \mathbf{C}_{1}\left(\theta_{1}\right)} \\
{\left[\begin{array}{lll}
\vec{a}_{1}^{\prime} & \vec{a}_{2}^{\prime} & \vec{a}_{3}^{\prime}
\end{array}\right]=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right] \mathbf{C}_{1}\left(\theta_{1}\right) \mathbf{C}_{2}\left(\theta_{2}\right)}
\end{gathered}
$$

Because the angular velocity vector $\vec{\omega} \equiv \vec{\omega}^{B / A}$ can also be represented as

$$
\vec{\omega}=\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3}=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right]\left[\begin{array}{c}
\omega_{1}  \tag{5.65}\\
\omega_{2} \\
\omega_{3}
\end{array}\right]
$$

we obtain

$$
\begin{align*}
{\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right] } & =\left[\begin{array}{l}
\dot{\theta}_{1} \\
0 \\
0
\end{array}\right]+\mathbf{C}_{1}\left(\theta_{1}\right)\left[\begin{array}{c}
0 \\
\dot{\theta}_{2} \\
0
\end{array}\right]+\mathbf{C}_{1}\left(\theta_{1}\right) \mathbf{C}_{2}\left(\theta_{2}\right)\left[\begin{array}{c}
0 \\
0 \\
\dot{\theta}_{3}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
1 & 0 & -\sin \theta_{2} \\
0 & \cos \theta_{1} & \sin \theta_{1} \cos \theta_{2} \\
0 & -\sin \theta_{1} & \cos \theta_{1} \cos \theta_{2}
\end{array}\right]\left[\begin{array}{c}
\dot{\theta}_{1} \\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right] \tag{5.66}
\end{align*}
$$

Note that the $3 \times 3$ matrix in Eq. (5.66) is not an orthogonal matrix because $\vec{b}_{1}$, $\vec{a}_{2}^{\prime \prime}$, and $\vec{a}_{3}^{\prime}$ do not constitute a set of orthogonal unit vectors. The inverse relationship can be found by inverting the $3 \times 3$ nonorthogonal matrix in Eq. (5.66), as follows:

$$
\left[\begin{array}{l}
\dot{\theta}_{1}  \tag{5.67}\\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right]=\frac{1}{\cos \theta_{2}}\left[\begin{array}{ccc}
\cos \theta_{2} & \sin \theta_{1} \sin \theta_{2} & \cos \theta_{1} \sin \theta_{2} \\
0 & \cos \theta_{1} \cos \theta_{2} & -\sin \theta_{1} \cos \theta_{2} \\
0 & \sin \theta_{1} & \cos \theta_{1}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]
$$

which is the kinematic differential equation for the sequence of $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right)$ $\leftarrow \mathbf{C}_{3}\left(\theta_{3}\right)$.
If $\omega_{1}, \omega_{2}$, and $\omega_{3}$ are known as functions of time, then the orientation of $B$ relative to $A$ as a function of time can be determined by solving Eq. (5.67). Numerical integration of Eq. (5.67), however, involves the computation of trigonometric functions of the angles. Also note that Eq. (5.67) becomes singular when $\theta_{2}=\pi / 2$. Such a mathematical singularity problem for a certain orientation angle can be avoided by selecting a different set of Euler angles, but it is an inherent property of all different sets of Euler angles.

Similarly, for the sequence of $\mathbf{C}_{3}(\psi) \leftarrow \mathbf{C}_{1}(\theta) \leftarrow \mathbf{C}_{3}(\phi)$, we have

$$
\begin{gather*}
\vec{\omega} \equiv \vec{\omega}^{B / A}=\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3} \\
=\dot{\psi} \vec{b}_{3}+\dot{\theta} \vec{a}_{1}^{\prime \prime}+\dot{\phi} \vec{a}_{3}^{\prime}  \tag{5.68}\\
{\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\dot{\psi}
\end{array}\right]+\mathbf{C}_{3}(\psi)\left[\begin{array}{c}
\dot{\theta} \\
0 \\
0
\end{array}\right]+\mathbf{C}_{3}(\psi) \mathbf{C}_{1}(\theta)\left[\begin{array}{l}
0 \\
0 \\
\dot{\phi}
\end{array}\right]} \\
=\left[\begin{array}{ccc}
\sin \theta \sin \psi & \cos \psi & 0 \\
\sin \theta \cos \psi & -\sin \psi & 0 \\
\cos \theta & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{array}\right] \tag{5.69}
\end{gather*}
$$

and

$$
\left[\begin{array}{c}
\dot{\phi}  \tag{5.70}\\
\dot{\theta} \\
\dot{\psi}
\end{array}\right]=\frac{1}{\sin \theta}\left[\begin{array}{ccc}
\sin \psi & \cos \psi & 0 \\
\cos \psi \sin \theta & -\sin \psi \sin \theta & 0 \\
-\sin \psi \cos \theta & -\cos \psi \cos \theta & \sin \theta
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]
$$

which is the kinematic differential equation for the $\mathbf{C}_{3}(\psi) \leftarrow \mathbf{C}_{1}(\theta) \leftarrow \mathbf{C}_{3}(\phi)$ sequence.

## Problems

5.7. For the sequence of $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right)$, derive the following kinematic differential equation:

$$
\left[\begin{array}{c}
\dot{\theta}_{1} \\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right]=\frac{1}{\cos \theta_{3}}\left[\begin{array}{ccc}
\cos \theta_{3} & -\cos \theta_{1} \sin \theta_{3} & \sin \theta_{1} \sin \theta_{3} \\
0 & \cos \theta_{1} & -\sin \theta_{1} \\
0 & \sin \theta_{1} \cos \theta_{3} & \cos \theta_{1} \cos \theta_{3}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]
$$

5.8. For the sequence of $\mathbf{C}_{3}\left(\theta_{3}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right) \leftarrow \mathbf{C}_{1}\left(\theta_{1}\right)$, derive the following kinematic differential equation:

$$
\left[\begin{array}{c}
\dot{\theta}_{1} \\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right]=\frac{1}{\cos \theta_{2}}\left[\begin{array}{ccc}
\cos \theta_{3} & -\sin \theta_{3} & 0 \\
\cos \theta_{2} \sin \theta_{3} & \cos \theta_{2} \cos \theta_{3} & 0 \\
-\sin \theta_{2} \cos \theta_{3} & \sin \theta_{2} \sin \theta_{3} & \cos \theta_{2}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]
$$

### 5.5.3 Quaternions

Substituting $C_{i j}$ of Eq. (5.36) into the equations derived in Problem 5.6, we obtain

$$
\begin{align*}
& \omega_{1}=2\left(\dot{q}_{1} q_{4}+\dot{q}_{2} q_{3}-\dot{q}_{3} q_{2}-\dot{q}_{4} q_{1}\right)  \tag{5.71a}\\
& \omega_{2}=2\left(\dot{q}_{2} q_{4}+\dot{q}_{3} q_{1}-\dot{q}_{1} q_{3}-\dot{q}_{4} q_{2}\right)  \tag{5.71b}\\
& \omega_{3}=2\left(\dot{q}_{3} q_{4}+\dot{q}_{1} q_{2}-\dot{q}_{2} q_{1}-\dot{q}_{4} q_{3}\right) \tag{5.71c}
\end{align*}
$$

Differentiating Eq. (5.35) gives

$$
\begin{equation*}
0=2\left(\dot{q}_{1} q_{1}+\dot{q}_{2} q_{2}+\dot{q}_{3} q_{3}+\dot{q}_{4} q_{4}\right) \tag{5.72}
\end{equation*}
$$

These four equations can be combined into matrix form, as follows:

$$
\left[\begin{array}{c}
\omega_{1}  \tag{5.73}\\
\omega_{2} \\
\omega_{3} \\
0
\end{array}\right]=2\left[\begin{array}{rrrr}
q_{4} & q_{3} & -q_{2} & -q_{1} \\
-q_{3} & q_{4} & q_{1} & -q_{2} \\
q_{2} & -q_{1} & q_{4} & -q_{3} \\
q_{1} & q_{2} & q_{3} & q_{4}
\end{array}\right]\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2} \\
\dot{q}_{3} \\
\dot{q}_{4}
\end{array}\right]
$$

Because the $4 \times 4$ matrix in this equation is orthonormal, we simply obtain the kinematic differential equation for quaternions, as follows:

$$
\left[\begin{array}{l}
\dot{q}_{1}  \tag{5.74}\\
\dot{q}_{2} \\
\dot{q}_{3} \\
\dot{q}_{4}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{rrrr}
q_{4} & -q_{3} & q_{2} & q_{1} \\
q_{3} & q_{4} & -q_{1} & q_{2} \\
-q_{2} & q_{1} & q_{4} & q_{3} \\
-q_{1} & -q_{2} & -q_{3} & q_{4}
\end{array}\right]\left[\begin{array}{c}
\omega_{1} \\
\omega_{2} \\
\omega_{3} \\
0
\end{array}\right]
$$

which can be rewritten as

$$
\left[\begin{array}{l}
\dot{q}_{1}  \tag{5.75}\\
\dot{q}_{2} \\
\dot{q}_{3} \\
\dot{q}_{4}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cccc}
0 & \omega_{3} & -\omega_{2} & \omega_{1} \\
-\omega_{3} & 0 & \omega_{1} & \omega_{2} \\
\omega_{2} & -\omega_{1} & 0 & \omega_{3} \\
-\omega_{1} & -\omega_{2} & -\omega_{3} & 0
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]
$$

In terms of $\mathbf{q}$ and $\boldsymbol{\omega}$ defined as

$$
\mathbf{q}=\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3}
\end{array}\right], \quad \boldsymbol{\omega}=\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]
$$

we can rewrite the kinematic differential equation (5.75) as follows:

$$
\begin{gather*}
\dot{\mathbf{q}}=\frac{1}{2}\left(q_{4} \omega-\omega \times \mathbf{q}\right)  \tag{5.76a}\\
\dot{q}_{4}=-\frac{1}{2} \omega^{T} \mathbf{q} \tag{5.76b}
\end{gather*}
$$

where

$$
\boldsymbol{\omega} \times \mathbf{q} \equiv\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3}
\end{array}\right]
$$

It is historically interesting to note that Eq. (5.75) was first published by Robinson ${ }^{6}$ in 1958 and derived independently by Harding, ${ }^{7}$ Mortenson, ${ }^{8}$ and Margulies (see Ref. 9) in the mid-1960s.

In strapdown inertial reference systems of aerospace vehicles, the body rates, $\omega_{1}, \omega_{2}$, and $\omega_{3}$ are measured by rate gyros that are "strapped down" to the vehicles. The kinematic differential equation (5.75) is then integrated numerically using an onboard flight computer to determine the orientation of the vehicles in terms of quaternions. Quaternions have no inherent geometric singularity as do Euler angles. Moreover, quaternions are well suited for onboard real-time computation because only products and no trigonometric relations exist in the quaternion kinematic differential equations. Thus, spacecraft orientation is now commonly described in terms of quaternions.

There are a number of numerical methods available for solving Eq. (5.75). Methods that can be applied to the strapdown attitude algorithms include Taylor series expansion, the rotation vector concept, Runge-Kutta algorithms, and the state transition matrix. Of these methods, the Taylor series expansion lends itself well to the use of an incremental angle output from the digital rate integrating gyros. A tradeoff between algorithm complexity vs algorithm truncation and roundoff errors is generally required (see, e.g., Ref. 10).

For further details of rotational kinematics and spacecraft attitude determination, the reader is referred to Refs. 11-15.

Currently, spacecraft attitude determination using the Global Positioning System (GPS) is also being considered for near-Earth satellites. The GPS, consisting of a constellation of 24 satellites and a ground monitoring and control network, is widely used for positioning vehicles near the surface of the Earth and for orbit determination of near-Earth satellites. ${ }^{16}$ The GPS is also capable of providing vehicle attitude using L-band carrier phase interferometry between multiple antennas. Consequently, GPS-based attitude determination is of current research interest for near-Earth satellites because of the potential for reducing the number of onboard navigation and attitude sensors. ${ }^{17}$

## Problems

5.9. Show that the constraint $q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+q_{4}^{2}=1$ is a constant integral of Eq. (5.75). If this constraint is satisfied at $t=0$, then any exact solution of Eq. (5.75) automatically satisfies the constraint for all $t>0$; however, this constraint is often used to check the accuracy of numerical integration on a digital computer.
5.10. Consider the Gibbs vector defined as

$$
\mathbf{g}=\mathbf{e} \tan \frac{\theta}{2}
$$

where $\mathbf{g}=\left(g_{1}, g_{2}, g_{3}\right), \mathbf{e}=\left(e_{1}, e_{2}, e_{3}\right)$ is Euler's eigenaxis vector, and $\theta$ is the angle associated with Euler's eigenaxis rotation.
(a) Show that the kinematic differential equation for the Gibbs vector can be found as

$$
\left[\begin{array}{l}
\dot{g}_{1} \\
\dot{g}_{2} \\
\dot{g}_{3}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{ccc}
1+g_{1}^{2} & g_{1} g_{2}-g_{3} & g_{1} g_{3}+g_{2} \\
g_{2} g_{1}+g_{3} & 1+g_{2}^{2} & g_{2} g_{3}-g_{1} \\
g_{3} g_{1}-g_{2} & g_{3} g_{2}+g_{1} & 1+g_{3}^{2}
\end{array}\right]\left[\begin{array}{c}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]
$$

or

$$
\dot{\mathbf{g}}=\frac{1}{2}\left[\boldsymbol{\omega}-\boldsymbol{\omega} \times \mathbf{g}+\left(\boldsymbol{\omega}^{T} \mathbf{g}\right) \mathbf{g}\right]=\frac{1}{2}\left[\mathbf{I}+\mathbf{G}+\mathbf{g} \mathbf{g}^{T}\right] \omega
$$

where

$$
\mathbf{G}=\left[\begin{array}{rrr}
0 & -g_{3} & g_{2} \\
g_{3} & 0 & -g_{1} \\
-g_{2} & g_{1} & 0
\end{array}\right]
$$

(b) Also show that for infinitesimal rotations, we have

$$
\dot{\mathbf{g}} \approx \frac{1}{2} \omega
$$
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## Rigid-Body Dynamics

The motion of a rigid body in space consists of the translational motion of its center of mass and the rotational motion of the body about its center of mass; thus, a rigid body in space is a dynamic system with six degrees of freedom. The translational motion of a rigid body in space was treated in Part II. This chapter is concerned with the rotational motion of a rigid vehicle with or without the influence of gravitational and other external forces. Rotational maneuvering and attitude control problems of rigid space vehicles will be covered in Chapter 7.

### 6.1 Angular Momentum of a Rigid Body

Consider a rigid body that is in motion relative to a Newtonian inertial reference frame $N$, as shown in Fig. 6.1. The rotational equation of motion of the rigid body about an arbitrary point $O$ is given as

$$
\begin{equation*}
\int \vec{r} \times \ddot{\vec{R}} \mathrm{~d} m=\vec{M}_{o} \tag{6.1}
\end{equation*}
$$

where $\vec{r}$ is the position vector of a small (infinitesimal) mass element $\mathrm{d} m$ relative to point $O, \vec{R}$ is the position vector of $\mathrm{d} m$ from an inertial origin of $N, \overrightarrow{\vec{R}}$ is the inertial acceleration of $\mathrm{d} m$, and $\vec{M}_{o}$ is the total external moment (or torque) about point $O$.

Let $\vec{r}_{c}$ be the position vector of the center of mass relative to point $O$ and also let $\vec{\rho}$ be the position vector of $\mathrm{d} m$ relative to the center of mass. Then we have

$$
\begin{gather*}
\int \vec{r} \mathrm{~d} m=m \vec{r}_{c}  \tag{6.2a}\\
\int \vec{\rho} \mathrm{~d} m=0 \tag{6.2b}
\end{gather*}
$$

where $m$ denotes the mass of the rigid body.
Because $\vec{R}=\vec{R}_{o}+\vec{r}$, we can rewrite Eq. (6.1) as

$$
\begin{equation*}
\dot{\vec{h}}_{o}+m \vec{r}_{c} \times \ddot{\vec{R}}_{o}=\vec{M}_{o} \tag{6.3}
\end{equation*}
$$

where $\vec{h}_{o}$, called the relative angular momentum about point $O$, is defined as

$$
\begin{equation*}
\vec{h}_{o}=\int \vec{r} \times \dot{\vec{r}} \mathrm{~d} m \tag{6.4}
\end{equation*}
$$

Note that the time derivative is taken with respect to an inertial reference frame.


Fig. 6.1 Rigid body in motion relative to a Newtonian reference frame.

Like the relative angular momentum defined as Eq. (6.4), the absolute angular momentum about point $O$ is defined as

$$
\begin{equation*}
\vec{H}_{o}=\int \vec{r} \times \dot{\vec{R}} \mathrm{~d} m \tag{6.5}
\end{equation*}
$$

Combining Eqs. (6.1) and (6.5), we obtain

$$
\begin{equation*}
\dot{\vec{H}}_{o}+m \dot{\vec{R}}_{o} \times \dot{\vec{r}}_{c}=\vec{M}_{o} \tag{6.6}
\end{equation*}
$$

If the reference point $O$ is either inertially fixed or at the center of mass of the rigid body, the distinction between $\vec{H}_{o}$, and $\vec{h}_{0}$, disappears and the angular momentum equation simply becomes

$$
\begin{equation*}
\dot{\vec{H}}_{o}=\vec{M}_{o} \quad \text { or } \quad \dot{\vec{h}}_{o}=\vec{M}_{o} \tag{6.7}
\end{equation*}
$$

Furthermore, if the moment of forces $\vec{M}_{o}$ is zero, then the angular momentum vector becomes a constant vector, that is, the angular momentum of the rigid body is conserved. This is known as the principle of conservation of angular momentum. For this reason, the center of mass is often selected as a reference point $O$ of the rigid body.

### 6.2 Inertia Matrix and Inertia Dyadic

Consider a rigid body with a body-fixed reference frame $B$ with its origin at the center of mass of the rigid body, as shown in Fig. 6.2. In this figure, $\vec{\rho}$ denotes the position vector of a small mass element $\mathrm{d} m$ from the center of mass, $\vec{R}_{c}$ is the position vector of the center of mass from an inertial origin of $N$, and $\vec{R}$ is the position vector of $\mathrm{d} m$ from an inertial origin of $N$.

Let $\vec{\omega} \equiv \vec{\omega}^{B / N}$ be the angular velocity vector of the rigid body in an inertial reference frame $N$. The angular momentum vector $\vec{H}$ of a rigid body about its center of mass is then defined as

$$
\begin{equation*}
\vec{H}=\int \vec{\rho} \times \dot{\vec{R}} \mathrm{~d} m=\int \vec{\rho} \times \dot{\vec{\rho}} \mathrm{d} m=\int \vec{\rho} \times(\vec{\omega} \times \vec{\rho}) \mathrm{d} m \tag{6.8}
\end{equation*}
$$



Fig. 6.2 Rigid body with a body-fixed reference frame $B$ with its origin at the center of mass.
as $\vec{R}=\vec{R}_{c}+\vec{\rho}, \int \vec{\rho} \mathrm{d} m=0, \dot{\vec{R}} \equiv\{\mathrm{~d} \vec{R} / \mathrm{d} t\}_{N}$, and

$$
\begin{equation*}
\dot{\vec{\rho}} \equiv\left\{\frac{\mathrm{d} \vec{\rho}}{\mathrm{~d} t}\right\}_{N}=\left\{\frac{\mathrm{d} \vec{\rho}}{\mathrm{~d} t}\right\}_{B}+\vec{\omega}^{B / N} \times \vec{\rho} \tag{6.9}
\end{equation*}
$$

Note that $\{\mathrm{d} \vec{\rho} / \mathrm{d} t\}_{B}=0$ for a rigid body.
Let $\vec{\rho}$ and $\vec{\omega}$ be expressed as

$$
\begin{align*}
\vec{\rho} & =\rho_{1} \vec{b}_{1}+\rho_{2} \vec{b}_{2}+\rho_{3} \vec{b}_{3}  \tag{6.10a}\\
\vec{\omega} & =\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3} \tag{6.10b}
\end{align*}
$$

where $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ is a set of three orthogonal unit vectors, called basis vectors, of a body-fixed reference frame $B$. The angular momentum vector described by Eq. (6.8) can then be written as

$$
\begin{align*}
\vec{H}= & \left(J_{11} \omega_{1}+J_{12} \omega_{2}+J_{13} \omega_{3}\right) \vec{b}_{1}+\left(J_{21} \omega_{1}+J_{22} \omega_{2}+J_{23} \omega_{3}\right) \vec{b}_{2} \\
& +\left(J_{31} \omega_{1}+J_{32} \omega_{2}+J_{33} \omega_{3}\right) \vec{b}_{3} \tag{6.11}
\end{align*}
$$

where $J_{11}, J_{22}$, and $J_{33}$ are the moments of inertia defined as*

$$
\begin{align*}
& J_{11}=\int\left(\rho_{2}^{2}+\rho_{3}^{2}\right) \mathrm{d} m  \tag{6.12a}\\
& J_{22}=\int\left(\rho_{1}^{2}+\rho_{3}^{2}\right) \mathrm{d} m  \tag{6.12b}\\
& J_{33}=\int\left(\rho_{1}^{2}+\rho_{2}^{2}\right) \mathrm{d} m \tag{6.12c}
\end{align*}
$$

[^19]and $J_{i j}(i \neq j)$ are the products of inertia defined as
\[

$$
\begin{align*}
J_{12} & =J_{21}=-\int \rho_{1} \rho_{2} \mathrm{~d} m  \tag{6.13a}\\
J_{13} & =J_{31}=-\int \rho_{1} \rho_{3} \mathrm{~d} m  \tag{6.13b}\\
J_{23} & =J_{32}=-\int \rho_{2} \rho_{3} \mathrm{~d} m \tag{6.13c}
\end{align*}
$$
\]

Expressing the angular momentum vector as

$$
\begin{equation*}
\vec{H}=H_{1} \vec{b}_{1}+H_{2} \vec{b}_{2}+H_{3} \vec{b}_{3} \tag{6.14}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& H_{1}=J_{11} \omega_{1}+J_{12} \omega_{2}+J_{13} \omega_{3}  \tag{6.15a}\\
& H_{2}=J_{21} \omega_{1}+J_{22} \omega_{2}+J_{23} \omega_{3}  \tag{6.15b}\\
& H_{3}=J_{31} \omega_{1}+J_{32} \omega_{2}+J_{33} \omega_{3} \tag{6.15c}
\end{align*}
$$

which can be rewritten in matrix form, as follows:

$$
\left[\begin{array}{l}
H_{1}  \tag{6.16}\\
H_{2} \\
H_{3}
\end{array}\right]=\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]
$$

or

$$
\begin{equation*}
\mathbf{H}=\mathbf{J} \omega \tag{6.17}
\end{equation*}
$$

where

$$
\mathbf{H}=\left[\begin{array}{l}
H_{1} \\
H_{2} \\
H_{3}
\end{array}\right], \quad \mathbf{J}=\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right], \quad \omega=\left[\begin{array}{c}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]
$$

and $\mathbf{J}$ is called the inertia matrix of a rigid body about a body-fixed reference frame $B$ with its origin at the center of mass.* Note that the inertia matrix is a symmetric matrix; i.e., $\mathbf{J}=\mathbf{J}^{T}$.

To introduce the inertia dyadic of a rigid body, we consider a pair of vectors with neither a dot nor a cross between them, such as $\vec{b}_{i} \vec{b}_{j}$. Such a pair of vectors is called a dyadic with the following properties:

$$
\begin{align*}
& \left(\vec{b}_{i} \vec{b}_{j}\right) \cdot \vec{b}_{k}=\vec{b}_{i}\left(\vec{b}_{j} \cdot \vec{b}_{k}\right)  \tag{6.18a}\\
& \vec{b}_{i} \cdot\left(\vec{b}_{j} \vec{b}_{k}\right)=\left(\vec{b}_{i} \cdot \vec{b}_{j}\right) \vec{b}_{k} \tag{6.18b}
\end{align*}
$$

[^20]The unit dyadic, denoted as $\hat{I}$, is defined as

$$
\hat{I}=\vec{b}_{1} \vec{b}_{1}+\vec{b}_{2} \vec{b}_{2}+\vec{b}_{3} \vec{b}_{3}=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right]\left[\begin{array}{l}
\vec{b}_{1}  \tag{6.19}\\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]
$$

and we have $\hat{I} \cdot \vec{\omega}=\vec{\omega}$.
Using the vector identity

$$
\vec{x} \times(\vec{y} \times \vec{z})=(\vec{x} \cdot \vec{z}) \vec{y}-\vec{z}(\vec{x} \cdot \vec{y})
$$

and employing dyadic notation, we express the angular momentum vector $\vec{H}$ as

$$
\begin{align*}
\vec{H} & =\int \vec{\rho} \times(\vec{\omega} \times \vec{\rho}) \mathrm{d} m \\
& =\int\left[\rho^{2} \vec{\omega}-\vec{\rho}(\vec{\rho} \cdot \vec{\omega})\right] \mathrm{d} m, \quad \rho=|\vec{\rho}| \\
& =\int\left[\left(\rho^{2} \hat{l} \cdot \vec{\omega}-(\vec{\rho} \vec{\rho}) \cdot \vec{\omega}\right] \mathrm{d} m\right. \\
& =\left[\int\left(\rho^{2} \hat{I}-\vec{\rho} \vec{\rho}\right) \mathrm{d} m\right] \cdot \vec{\omega} \\
& =\hat{J} \cdot \vec{\omega} \tag{6.20}
\end{align*}
$$

where $\hat{J}$ is the inertia dyadic defined as

$$
\begin{equation*}
\hat{J}=\int\left(\rho^{2} \hat{I}-\vec{\rho} \vec{\rho}\right) \mathrm{d} m \tag{6.21}
\end{equation*}
$$

The inertia dyadic is related to the inertia matrix by

$$
\hat{J}=\sum_{i=1}^{3} \sum_{j=1}^{3} J_{i j} \vec{b}_{i} \vec{b}_{j}=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right]\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13}  \tag{6.22}\\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]
$$

Consequently, the $i j$ th element of the inertia matrix is related to the inertia dyadic by

$$
J_{i j}=\vec{b}_{i} \cdot \hat{J} \cdot \vec{b}_{j}
$$

Like the inertia dyadic described as Eq. (6.22), the unit dyadic that is related to the unit (or identity) matrix can also be expressed as follows:

$$
\hat{I}=\sum_{i=1}^{3} \sum_{j=1}^{3} \delta_{i j} \vec{b}_{i} \vec{b}_{j}=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right]\left[\begin{array}{lll}
1 & 0 & 0  \tag{6.23}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]
$$

where $\delta_{i j}$ is the Kronecker delta.

Note that Eq. (6.20) is a concise mathematical expression of the relationship between the angular velocity vector and angular momentum vector using the inertia dyadic $\hat{J}$. The equivalent relationship in matrix notation is given as Eq. (6.17), and the angular momentum vector of Eq. (6.20) can also be expressed as

$$
\vec{H}=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right]\left[\begin{array}{l}
H_{1}  \tag{6.24}\\
H_{2} \\
H_{3}
\end{array}\right]=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right]\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]
$$

The rotational kinetic energy of a rigid body is defined as

$$
T=\frac{1}{2} \int \dot{\vec{\rho}} \cdot \dot{\vec{\rho}} \mathrm{~d} m
$$

which can be written as

$$
\begin{align*}
T & =\frac{1}{2} \int \dot{\vec{\rho}} \cdot(\vec{\omega} \times \vec{\rho}) \mathrm{d} m \\
& =\frac{1}{2} \vec{\omega} \cdot \int \vec{\rho} \times \dot{\vec{\rho}} \mathrm{d} m \\
& =\frac{1}{2} \vec{\omega} \cdot \vec{H} \\
& =\frac{1}{2} \vec{\omega} \cdot \hat{J} \cdot \vec{\omega} \tag{6.25}
\end{align*}
$$

In matrix notation, the rotational kinetic energy of a rigid body is written as

$$
\begin{equation*}
T=\frac{1}{2} \omega^{T} \mathbf{H}=\frac{1}{2} \omega^{T} \mathbf{J} \omega=\frac{1}{2} \sum_{i=1}^{3} \sum_{j=1}^{3} J_{i j} \omega_{i} \omega_{j} \tag{6.26}
\end{equation*}
$$

## Problem

6.1. Consider a rigid body as illustrated in Fig. 6.1. Let $\hat{J}$ be the inertia dyadic of the body relative to its center of mass; i.e.,

$$
\hat{J}=\int\left(\rho^{2} \hat{I}-\vec{\rho} \vec{\rho}\right) \mathrm{d} m
$$

where $\vec{\rho}$ is the position vector of $\mathrm{d} m$ relative to the center of mass and $\rho=|\vec{\rho}|$. Also let $\hat{J}^{\prime}$ be the inertia dyadic of the body relative to an arbitrary point $O$; i.e.,

$$
\hat{J}^{\prime}=\int\left(r^{2} \hat{I}-\vec{r} \vec{r}\right) \mathrm{d} m
$$

where $\vec{r}$ is the position vector of $\mathrm{d} m$ relative to point $O$ and $r=|\vec{r}|$. The position vector of the center of mass from point $O$ is denoted by $\vec{r}_{c}$ and $\vec{r}=\vec{r}_{c}+\vec{\rho}$.
(a) Verify the parallel-axis theorem,

$$
\hat{J}^{\prime}=\hat{J}+m\left[r_{c}^{2} \hat{I}-\vec{r}_{c} \vec{r}_{c}\right]
$$

where $m$ is the mass of the body and $r_{c} \equiv\left|\vec{r}_{c}\right|$.
(b) Let $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ be a set of basis vectors of a body-fixed reference frame with its origin at the center of mass and let $\vec{r}_{c}=\ell_{1} \vec{b}_{1}+\ell_{2} \vec{b}_{2}+\ell_{3} \vec{b}_{3}$. Also let $J_{i j}=\vec{b}_{i} \cdot \hat{J} \cdot \vec{b}_{j}$ and $J_{i j}^{\prime}=\vec{b}_{i} \cdot \hat{J}^{\prime} \cdot \vec{b}_{j}$. Then show that the parallel-axis theorem can also be represented as

$$
J_{i j}^{\prime}=J_{i j}+m\left[\left(\ell_{1}^{2}+\ell_{2}^{2}+\ell_{3}^{2}\right) \delta_{i j}-\ell_{i} \ell_{j}\right]
$$

where $\delta_{i j}$ is the Kronecker delta.

### 6.3 Principal Axes

Consider two body-fixed reference frames $B$ and $B^{\prime}$ with basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ and $\left\{\vec{b}_{1}^{\prime}, \vec{b}_{2}^{\prime}, \vec{b}_{3}^{\prime}\right\}$, respectively, as shown in Fig. 6.3. The angular momentum vector and angular velocity vector of a rigid body are expressed in terms of these basis vectors, as follows:

$$
\begin{align*}
& \vec{H}=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right]\left[\begin{array}{l}
H_{1} \\
H_{2} \\
H_{3}
\end{array}\right]=\left[\begin{array}{lll}
\vec{b}_{1}^{\prime} & \vec{b}_{2}^{\prime} & \vec{b}_{3}^{\prime}
\end{array}\right]\left[\begin{array}{c}
H_{1}^{\prime} \\
H_{2}^{\prime} \\
H_{3}^{\prime}
\end{array}\right]  \tag{6.27a}\\
& \vec{\omega}=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]=\left[\begin{array}{lll}
\vec{b}_{1}^{\prime} & \vec{b}_{2}^{\prime} & \vec{b}_{3}^{\prime}
\end{array}\right]\left[\begin{array}{c}
\omega_{1}^{\prime} \\
\omega_{2}^{\prime} \\
\omega_{3}^{\prime}
\end{array}\right] \tag{6.27b}
\end{align*}
$$

The components of the angular momentum and angular velocity vectors are related to each other by

$$
\begin{align*}
\mathbf{H} & =\mathbf{J} \boldsymbol{\omega}  \tag{6.28a}\\
\mathbf{H}^{\prime} & =\mathbf{J}^{\prime} \boldsymbol{\omega}^{\prime} \tag{6.28b}
\end{align*}
$$

where $\mathbf{H}=\left(H_{1}, H_{2}, H_{3}\right), \mathbf{H}^{\prime}=\left(H_{1}^{\prime}, H_{2}^{\prime}, H_{3}^{\prime}\right), \boldsymbol{\omega}=\left(\omega_{1}, \omega_{2}, \omega_{3}\right), \boldsymbol{\omega}^{\prime}=\left(\omega_{1}^{\prime}\right.$, $\omega_{2}^{\prime}, \omega_{3}^{\prime}$ ), $\mathbf{J}$ is the inertia matrix about the reference frame $B$, and $\mathbf{J}^{\prime}$ is the inertia matrix about the reference frame $B^{\prime}$.

Given a direction cosine matrix $\mathbf{C} \equiv \mathbf{C}^{B^{\prime} / B}$ of $B^{\prime}$ relative to $B$, we have the following transformation relationships:

$$
\begin{equation*}
\mathbf{H}^{\prime}=\mathbf{C H}, \quad \omega^{\prime}=\mathbf{C} \omega \tag{6.29}
\end{equation*}
$$

Combining Eqs. (6.28) and (6.29), we obtain

$$
\begin{equation*}
\mathbf{J}^{\prime}=\mathbf{C J C}^{T} \quad \text { or } \quad \mathbf{J}=\mathbf{C}^{T} \mathbf{J}^{\prime} \mathbf{C} \tag{6.30}
\end{equation*}
$$

because $\mathbf{C}^{-1}=\mathbf{C}^{T}$.
For any shape of a rigid body, there exists a set of axes for which the products of inertia are all zero. Such axes are called principal axes and the corresponding moments of inertia are called the principal moments of inertia.* The principal
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Fig. 6.3 Rigid body with two body-fixed reference frames $B$ and $\boldsymbol{B}^{\prime}$.
axes with the smallest, intermediate, and largest inertia are often called the minor, intermediate, and major axes, respectively.

Given an inertia matrix J about a reference frame $B$ with basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$, the principal moments of inertia and the corresponding set of principal axes $B^{\prime}$ with basis vectors $\left\{\vec{b}_{1}^{\prime}, \vec{b}_{2}^{\prime}, \vec{b}_{3}^{\prime}\right\}$ can be found by solving the following eigenvalue/eigenvector problem:

$$
\begin{equation*}
[\lambda \mathbf{I}-\mathbf{J}] \mathbf{e}=0 \tag{6.31}
\end{equation*}
$$

where $I$ is a $3 \times 3$ identity matrix, and $\lambda$ and $\mathbf{e}$ are the eigenvalue and eigenvector, respectively, to be determined. The eigenvalues become the principal moments of inertia, whereas the eigenvectors provide the orientation of the corresponding principal axes relative to a reference frame $B$.

The eigenvalues are simply the roots of the characteristic equation

$$
\begin{equation*}
|\lambda \mathbf{I}-\mathbf{J}|=0 \tag{6.32}
\end{equation*}
$$

After determining the three eigenvalues $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$, which are the principal moments of inertia, we also find the corresponding eigenvectors $\mathbf{e}_{1}, e_{2}$, and $e_{3}$ by solving the following equations:

$$
\begin{equation*}
\left[\lambda_{i} \mathbf{I}-\mathbf{J}\right] \mathbf{e}_{i}=0, \quad i=1,2,3 \tag{6.33}
\end{equation*}
$$

where $\mathbf{e}_{i}=\left(e_{i 1}, e_{i 2}, e_{i 3}\right)$, or

$$
\left[\begin{array}{ccc}
\lambda_{i}-J_{11} & -J_{12} & -J_{13} \\
-J_{21} & \lambda_{i}-J_{22} & -J_{23} \\
-J_{31} & -J_{32} & \lambda_{i}-J_{33}
\end{array}\right]\left[\begin{array}{l}
e_{i 1} \\
e_{i 2} \\
e_{i 3}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right], \quad i=1,2,3
$$

If each eigenvector $\mathbf{e}_{i}$ is normalized such that

$$
e_{i 1}^{2}+e_{i 2}^{2}+e_{i 3}^{2}=1, \quad i=1,2,3
$$

then $\left\{\vec{b}_{1}^{\prime}, \vec{b}_{2}^{\prime}, \vec{b}_{3}^{\prime}\right\}$ of the principal-axis reference frame $B^{\prime}$ are written as

$$
\begin{align*}
& \vec{b}_{1}^{\prime} \equiv \vec{e}_{1}=e_{11} \vec{b}_{1}+e_{12} \vec{b}_{2}+e_{13} \vec{b}_{3}  \tag{6.34a}\\
& \vec{b}_{2}^{\prime} \equiv \vec{e}_{2}=e_{21} \vec{b}_{1}+e_{22} \vec{b}_{2}+e_{23} \vec{b}_{3}  \tag{6.34b}\\
& \vec{b}_{3}^{\prime} \equiv \vec{e}_{3}=e_{31} \vec{b}_{1}+e_{32} \vec{b}_{2}+e_{33} \vec{b}_{3} \tag{6.34c}
\end{align*}
$$

Because $e_{i j}$ is, in fact, the direction cosine between $\vec{b}_{i}^{\prime}$ and $\vec{b}_{j}$, the direction cosine matrix of $B^{\prime}$ relative to $B$ is defined as

$$
\mathbf{C}=\mathbf{C}^{B^{\prime} / B}=\left[\begin{array}{lll}
e_{11} & e_{12} & e_{13}  \tag{6.35}\\
e_{21} & e_{22} & e_{23} \\
e_{31} & e_{32} & e_{33}
\end{array}\right]
$$

Furthermore, we have

$$
\begin{equation*}
\mathbf{C J C}^{T}=\mathbf{J}^{\prime}=\operatorname{diag}\left(J_{1}, J_{2}, J_{3}\right) \tag{6.36}
\end{equation*}
$$

where $J_{i} \equiv \lambda_{i}$ denote the principal moments of inertia. The corresponding inertia dyadic about the principal axes is

$$
\begin{equation*}
\hat{J}^{\prime}=J_{1} \vec{b}_{1}^{\prime} \vec{b}_{1}^{\prime}+J_{2} \vec{b}_{2}^{\prime} \vec{b}_{2}^{\prime}+J_{3} \vec{b}_{3}^{\prime} \vec{b}_{3}^{\prime} \tag{6.37}
\end{equation*}
$$

As an example, consider a rigid body with the following inertia matrix

$$
\mathbf{J}=\left[\begin{array}{ccc}
1500 & 0 & -1000 \\
0 & 2700 & 0 \\
-1000 & 0 & 3000
\end{array}\right] \mathrm{kg} \cdot \mathrm{~m}^{2}
$$

about a body-fixed reference frame $B$ with its origin at the center of mass.
The three eigenvalues of the inertia matrix $\mathbf{J}$ can be obtained as 1000,2700 , and 3500. Letting $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)=(1000,2700,3500)$, we find the inertia matrix about the principal axes as $\mathbf{J}^{\prime}=\operatorname{diag}(1000,2700,3500)$. Furthermore, the direction cosine matrix of the corresponding principal axes $B^{\prime}$ relative to $B$ can be obtained as

$$
\mathbf{C} \equiv \mathbf{C}^{B^{\prime} / B}=\left[\begin{array}{lll}
e_{11} & e_{12} & e_{13} \\
e_{21} & e_{22} & e_{23} \\
e_{31} & e_{32} & e_{33}
\end{array}\right]=\left[\begin{array}{ccc}
2 / \sqrt{5} & 0 & 1 / \sqrt{5} \\
0 & 1 & 0 \\
-1 / \sqrt{5} & 0 & 2 / \sqrt{5}
\end{array}\right]
$$

One can also verify that $\mathbf{C J C} \mathbf{C}^{T}=\mathbf{J}^{\prime}=\operatorname{diag}(1000,2700,3500)$.

## Problem

6.2. Consider an inertia matrix of the form

$$
\mathbf{J}=\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]
$$

which is symmetric and positive definite. (All of the eigenvalues of a symmetric matrix are real. A symmetric matrix is said to be positive definite if all its eigenvalues or all its leading principal minors are positive.)
(a) Show that the moments of inertia are interrelated by

$$
J_{11}+J_{22}>J_{33}, \quad J_{22}+J_{33}>J_{11}, \quad J_{33}+J_{11}>J_{22}
$$

which are called the triangle inequalities.
Hint: Use Eqs. (6.12).
(b) Show that

$$
\begin{gathered}
J_{11}>0, \quad J_{22}>0, \quad J_{33}>0 \\
J_{11} J_{22}-J_{12}^{2}>0, \quad J_{22} J_{33}-J_{23}^{2}>0, \quad J_{33} J_{11}-J_{31}^{2}>0 \\
J_{11} J_{22} J_{33}+2 J_{12} J_{23} J_{31}-J_{11} J_{23}^{2}-J_{22} J_{31}^{2}-J_{33} J_{12}^{2}>0 \\
J_{11}>2\left|J_{23}\right|, \quad J_{22}>2\left|J_{31}\right|, \quad J_{33}>2\left|J_{12}\right|
\end{gathered}
$$

Hint: Use the definition as well as the positive definiteness of the inertia matrix.
(c) Let $J_{1}, J_{2}$, and $J_{3}$ be the principal moments of inertia. Then show that

$$
\begin{gathered}
J_{11}+J_{22}+J_{33}=J_{1}+J_{2}+J_{3} \\
J_{11} J_{22}+J_{22} J_{33}+J_{33} J_{11}-J_{12}^{2}-J_{23}^{2}-J_{31}^{2}=J_{1} J_{2}+J_{2} J_{3}+J_{3} J_{1} \\
J_{11} J_{22} J_{33}+2 J_{12} J_{23} J_{31}-J_{11} J_{23}^{2}-J_{22} J_{31}^{2}-J_{33} J_{12}^{2}=J_{1} J_{2} J_{3}
\end{gathered}
$$

Hint: $|\lambda \mathbf{I}-\mathbf{J}|=\left(\lambda-J_{1}\right)\left(\lambda-J_{2}\right)\left(\lambda-J_{3}\right)$.

### 6.4 Euler's Rotational Equations of Motion

As discussed in Sec. 6.1, the angular momentum equation of a rigid body about its center of mass is simply given as

$$
\begin{equation*}
\vec{M}=\dot{\vec{H}} \tag{6.38}
\end{equation*}
$$

where $\vec{H}$ is the angular momentum vector of a rigid body about its mass center, $\vec{M}$ is the external moment acting on the body about its mass center, and we have

$$
\begin{equation*}
\dot{\vec{H}} \equiv\left\{\frac{\mathrm{~d} \vec{H}}{\mathrm{~d} t}\right\}_{N}=\left\{\frac{\mathrm{d} \vec{H}}{\mathrm{~d} t}\right\}_{B}+\vec{\omega}^{B / N} \times \vec{H} \tag{6.39}
\end{equation*}
$$

where $\vec{H}=\hat{J} \cdot \vec{\omega}^{B / N}$.
The rotational equation of motion of a rigid body about its center of mass is then written as

$$
\begin{equation*}
\vec{M}=\left\{\frac{\mathrm{d} \vec{H}}{\mathrm{~d} t}\right\}_{B}+\vec{\omega}^{B / N} \times \vec{H} \tag{6.40}
\end{equation*}
$$

For notational convenience, let $\vec{\omega} \equiv \vec{\omega}^{B / N}$, then Eq. (6.40) becomes

$$
\begin{align*}
\vec{M} & =\left\{\frac{\mathrm{d}}{\mathrm{~d} t}(\hat{J} \cdot \vec{\omega})\right\}_{B}+\vec{\omega} \times \hat{J} \cdot \vec{\omega} \\
& =\left\{\frac{\mathrm{d} \hat{J}}{\mathrm{~d} t}\right\}_{B} \cdot \vec{\omega}+\hat{J} \cdot\left\{\frac{\mathrm{~d} \vec{\omega}}{\mathrm{~d} t}\right\}_{B}+\vec{\omega} \times \hat{J} \cdot \vec{\omega} \tag{6.41}
\end{align*}
$$

where $\{\mathrm{d} \hat{J} / \mathrm{d} t\}_{B}=0$ and $\{\mathrm{d} \vec{\omega} / \mathrm{d} t\}_{B}=\{\mathrm{d} \vec{\omega} / \mathrm{d} t\}_{N}=\dot{\vec{\omega}}$. Finally, we obtain

$$
\begin{equation*}
\vec{M}=\hat{J} \cdot \dot{\vec{\omega}}+\vec{\omega} \times \hat{J} \cdot \vec{\omega} \tag{6.42}
\end{equation*}
$$

which is called Euler's rotational equation of motion in vector/dyadic form.

Let $\vec{M}, \vec{H}$, and $\vec{\omega}$ be expressed in terms of body-fixed basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$, as follows:

$$
\begin{aligned}
\vec{M} & =M_{1} \vec{b}_{1}+M_{2} \vec{b}_{2}+M_{3} \vec{b}_{3} \\
\vec{H} & =H_{1} \vec{b}_{1}+H_{2} \vec{b}_{2}+H_{3} \vec{b}_{3} \\
\vec{\omega} & =\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3}
\end{aligned}
$$

Substituting these into Eq. (6.40), we also obtain the rotational equation of motion in matrix form, as follows:

$$
\left[\begin{array}{l}
M_{1}  \tag{6.43}\\
M_{2} \\
M_{3}
\end{array}\right]=\left[\begin{array}{l}
\dot{H}_{1} \\
\dot{H}_{2} \\
\dot{H}_{3}
\end{array}\right]+\left[\begin{array}{rrr}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]\left[\begin{array}{l}
H_{1} \\
H_{2} \\
H_{3}
\end{array}\right]
$$

Because

$$
\left[\begin{array}{l}
H_{1} \\
H_{2} \\
H_{3}
\end{array}\right]=\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]
$$

we obtain

$$
\begin{align*}
& {\left[\begin{array}{l}
M_{1} \\
M_{2} \\
M_{3}
\end{array}\right]}
\end{aligned}=\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23}  \tag{6.44}\\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\dot{\omega}_{1} \\
\dot{\omega}_{2} \\
\dot{\omega}_{3}
\end{array}\right] \quad \begin{aligned}
& 0 \\
& \\
& +\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]
\end{align*}
$$

Defining a skew-symmetric matrix

$$
\boldsymbol{\Omega}=\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2}  \tag{6.45}\\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]
$$

we rewrite Eq. (6.44) concisely as

$$
\begin{equation*}
\mathbf{J} \dot{\omega}+\Omega \mathbf{J} \omega=\mathbf{M} \tag{6.46}
\end{equation*}
$$

where

$$
\mathbf{J}=\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right], \quad \boldsymbol{\omega}=\left[\begin{array}{c}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right], \quad \mathbf{M}=\left[\begin{array}{c}
M_{1} \\
M_{2} \\
M_{3}
\end{array}\right]
$$

Using cross product notation of two column vectors, $\omega$ and $J \omega$, defined as

$$
\omega \times \mathbf{J} \omega \equiv \Omega \mathbf{J} \omega
$$

we often write Eq. (6.46) as

$$
\begin{equation*}
\mathbf{J} \dot{\omega}+\omega \times \mathbf{J} \omega=\mathbf{M} \tag{6.47}
\end{equation*}
$$

which must be distinguished from the vector/dyadic form of Euler's rotational equation of motion

$$
\hat{J} \cdot \dot{\vec{\omega}}+\vec{\omega} \times \hat{J} \cdot \vec{\omega}=\vec{M}
$$

For a principal-axis reference frame with a set of basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$, Euler's rotational equations of motion of a rigid body become

$$
\begin{align*}
& J_{1} \dot{\omega}_{1}-\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}=M_{1}  \tag{6.48a}\\
& J_{2} \dot{\omega}_{2}-\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}=M_{2}  \tag{6.48b}\\
& J_{3} \dot{\omega}_{3}-\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}=M_{3} \tag{6.48c}
\end{align*}
$$

where $J_{1}, J_{2}$, and $J_{3}$ are the principal moments of inertia, $M_{i}=\vec{M} \cdot \vec{b}_{i}, \omega_{i}=$ $\vec{\omega} \cdot \vec{b}_{i}$. These are three coupled, nonlinear ordinary differential equations for state variables $\omega_{1}, \omega_{2}$, and $\omega_{3}$ of a rigid body. These dynamical equations and the kinematic differential equations of the preceding chapter completely describe the rotational motions of a rigid body with three rotational degrees of freedom (i.e., six state variables).

## Problems

6.3. Consider Euler's equations of motion of a rigid spacecraft given by Eqs. (6.48).
(a) Show that the rotational kinetic energy $T$ and the angular momentum $H=$ $|\vec{H}|$ are simply given by

$$
\begin{gathered}
2 T=J_{1} \omega_{1}^{2}+J_{2} \omega_{2}^{2}+J_{3} \omega_{3}^{2} \\
H^{2}=\left(J_{1} \omega_{1}\right)^{2}+\left(J_{2} \omega_{2}\right)^{2}+\left(J_{3} \omega_{3}\right)^{2}
\end{gathered}
$$

(b) Show that

$$
\begin{gathered}
\dot{T}=\omega_{1} M_{1}+\omega_{2} M_{2}+\omega_{3} M_{3} \\
\dot{H}=\frac{J_{1} \omega_{1} M_{1}+J_{2} \omega_{2} M_{2}+J_{3} \omega_{3} M_{3}}{H}
\end{gathered}
$$

6.4. Consider Euler's equations of motion at steady state of the form

$$
\begin{aligned}
& 0=\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+M_{1} \\
& 0=\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}+M_{2} \\
& 0=\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}+M_{3}
\end{aligned}
$$

where $M_{1}, M_{2}$, and $M_{3}$ are constant body-fixed torque components. Show that equilibrium points exist if and only if $M_{1} M_{2} M_{3}>0$ (only if $M_{1} M_{2} M_{3} \geq 0$ ).
6.5. Consider again Euler's equations of a rigid body described by Eqs. (6.48) which can be rewritten as

$$
\begin{aligned}
& \dot{\omega}_{1}-k_{1} \omega_{2} \omega_{3}=M_{1} / J_{1} \\
& \dot{\omega}_{2}+k_{2} \omega_{3} \omega_{1}=M_{2} / J_{2} \\
& \dot{\omega}_{3}-k_{3} \omega_{1} \omega_{2}=M_{3} / J_{3}
\end{aligned}
$$

where $\dot{\omega}_{i} \equiv \mathrm{~d} \omega_{i} / \mathrm{d} t$ and

$$
k_{1}=\frac{J_{2}-J_{3}}{J_{1}}, \quad k_{2}=\frac{J_{1}-J_{3}}{J_{2}}, \quad k_{3}=\frac{J_{1}-J_{2}}{J_{3}}
$$

It is assumed that $J_{1}>J_{2}>J_{3}$ and $k_{i}>0$, without loss of generality.
(a) Show that Euler's equations of motion can also be written as

$$
\begin{aligned}
& \frac{\mathrm{d} x_{1}}{\mathrm{~d} \tau}-x_{2} x_{3}=\mu_{1} \\
& \frac{\mathrm{~d} x_{2}}{\mathrm{~d} \tau}+x_{3} x_{1}=\mu_{2} \\
& \frac{\mathrm{~d} x_{3}}{\mathrm{~d} \tau}-x_{1} x_{2}=\mu_{3}
\end{aligned}
$$

where $\tau=t \sqrt{k_{1} k_{2} k_{3}}$, and

$$
x_{1}=\frac{\omega_{1}}{\sqrt{k_{1}}}, \quad x_{2}=\frac{\omega_{2}}{\sqrt{k_{2}}}, \quad x_{3}=\frac{\omega_{3}}{\sqrt{k_{3}}}
$$

and

$$
\mu_{1}=\frac{M_{1}}{J_{1} k_{1} \sqrt{k_{2} k_{3}}}, \quad \mu_{2}=\frac{M_{2}}{J_{2} k_{2} \sqrt{k_{3} k_{1}}}, \quad \mu_{3}=\frac{M_{3}}{J_{3} k_{3} \sqrt{k_{1} k_{2}}}
$$

(b) For a special case of constant $M_{1}>0$ and $M_{2}=M_{3}=0$, show that Euler's equations of motion can be written in nondimensional form as

$$
\begin{aligned}
& \frac{\mathrm{d} x_{1}}{\mathrm{~d} \tau}-x_{2} x_{3}=1 \\
& \frac{\mathrm{~d} x_{2}}{\mathrm{~d} \tau}+x_{3} x_{1}=0 \\
& \frac{\mathrm{~d} x_{3}}{\mathrm{~d} \tau}-x_{1} x_{2}=0
\end{aligned}
$$

where $\tau=t \sqrt{\mu k_{1} k_{2} k_{3}}$, and

$$
\mu=\frac{M_{1}}{J_{1} k_{1} \sqrt{k_{2} k_{3}}}, \quad x_{1}=\frac{\omega_{1}}{\sqrt{\mu k_{1}}}, \quad x_{2}=\frac{\omega_{2}}{\sqrt{\mu k_{2}}}, \quad x_{3}=\frac{\omega_{3}}{\sqrt{\mu k_{3}}}
$$

### 6.5 Torque-Free Motion of an Axisymmetric Rigid Body

Most spin-stabilized spacecraft are nearly axisymmetric, and they rotate about one of their principal axes. The stability of torque-free rotational motion of such spin-stabilized spacecraft is of practical importance. The term "torque-free motion" commonly employed in spacecraft attitude dynamics refers to the rotational motion of a rigid body in the presence of no external torques.

Consider a torque-free, axisymmetric rigid body with a body-fixed reference frame $B$, which has basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$, and which has its origin at the center of mass, as illustrated in Fig. 6.4. The reference frame $B$ coincides with a set of principal axes, and the $\vec{b}_{3}$ axis is the axis of symmetry; thus, $J_{1}=J_{2}$.


Fig. 6.4 Torque-free motion of an axisymmetric rigid body.
Euler's rotational equations of motion of a torque-free, axisymmetric spacecraft with $J_{1}=J_{2}=J$ become

$$
\begin{gather*}
J \dot{\omega}_{1}-\left(J-J_{3}\right) \omega_{3} \omega_{2}=0  \tag{6.49}\\
J \dot{\omega}_{2}+\left(J-J_{3}\right) \omega_{3} \omega_{1}=0  \tag{6.50}\\
J_{3} \dot{\omega}_{3}=0 \tag{6.51}
\end{gather*}
$$

where $\omega_{i} \equiv \vec{b}_{i} \cdot \vec{\omega}$ are the body-fixed components of the angular velocity of the spacecraft.

From Eq. (6.51), we have

$$
\begin{equation*}
\omega_{3}=\mathrm{const}=n \tag{6.52}
\end{equation*}
$$

where the constant $n$ is called the spin rate of the spacecraft about its symmetry axis $\vec{b}_{3}$.

Defining the relative spin rate $\lambda$ as

$$
\lambda=\frac{\left(J-J_{3}\right) n}{J}
$$

we rewrite Eqs. (6.49) and (6.50) as

$$
\begin{align*}
& \dot{\omega}_{1}-\lambda \omega_{2}=0  \tag{6.53}\\
& \dot{\omega}_{2}+\lambda \omega_{1}=0 \tag{6.54}
\end{align*}
$$

Adding Eqs. (6.53) and (6.54) after multiplying by $\omega_{1}$ and $\omega_{2}$, respectively, we obtain

$$
\begin{equation*}
\omega_{1} \dot{\omega}_{1}+\omega_{2} \dot{\omega}_{2}=0 \tag{6.55}
\end{equation*}
$$

which, after integration, leads to

$$
\begin{equation*}
\omega_{1}^{2}+\omega_{2}^{2}=\mathrm{const}=\omega_{12}^{2} \tag{6.56}
\end{equation*}
$$

where $\omega_{12}$ is called the constant transverse angular velocity.

Consequently, we find that the magnitude of the angular velocity vector $\vec{\omega}$ is constant; i.e.,

$$
\begin{equation*}
|\vec{\omega}|=\sqrt{\omega_{1}^{2}+\omega_{2}^{2}+\omega_{3}^{2}}=\sqrt{\omega_{12}^{2}+n^{2}}=\mathrm{const} \tag{6.57}
\end{equation*}
$$

Note that the angular velocity vector $\vec{\omega}$ itself is not a constant vector as $\omega_{1}$ and $\omega_{2}$ are not constant and they are, in fact, the solutions of Eqs. (6.53) and (6.54) given by

$$
\begin{align*}
& \omega_{1}(t)=\omega_{1}(0) \cos \lambda t+\omega_{2}(0) \sin \lambda t  \tag{6.58a}\\
& \omega_{2}(t)=\omega_{2}(0) \cos \lambda t-\omega_{1}(0) \sin \lambda t \tag{6.58b}
\end{align*}
$$

where $\omega_{1}(0) \equiv-\dot{\omega}_{2}(0) / \lambda$ and $\omega_{2}(0) \equiv \dot{\omega}_{1}(0) / \lambda$ are the initial conditions at $t=0$.
Because no external torque is acting on the spacecraft, the angular momentum vector $\vec{H}$ of the spacecraft is constant and it is inertially fixed in space; i.e.,

$$
\begin{equation*}
\dot{\vec{H}}=\vec{M}=0 \quad \text { or } \quad \vec{H}=\text { constant vector } \tag{6.59}
\end{equation*}
$$

The constant angular momentum vector is expressed in terms of basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ of a rotating reference frame $B$, as follows:

$$
\begin{aligned}
\vec{H} & =H_{1} \vec{b}_{1}+H_{2} \vec{b}_{2}+H_{3} \vec{b}_{3} \\
& =J_{1} \omega_{1} \vec{b}_{1}+J_{2} \omega_{2} \vec{b}_{2}+J_{3} \omega_{3} \vec{b}_{3} \\
& =J\left(\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}\right)+J_{3} n \vec{b}_{3}
\end{aligned}
$$

and

$$
\begin{equation*}
H \equiv|\vec{H}|=\sqrt{H_{1}^{2}+H_{2}^{2}+H_{3}^{2}}=\sqrt{\left(J \omega_{12}\right)^{2}+\left(J_{3} n\right)^{2}}=\mathrm{const} \tag{6.60}
\end{equation*}
$$

The angle $\theta$ between $\vec{H}$ and the axis of symmetry ( $\vec{b}_{3}$ axis) is called the nutation angle, and it can be determined as

$$
\begin{equation*}
\cos \theta=\frac{\vec{H} \cdot \vec{b}_{3}}{H}=\frac{J_{3} n}{\sqrt{\left(J \omega_{12}\right)^{2}+\left(J_{3} n\right)^{2}}}=\text { const } \tag{6.61}
\end{equation*}
$$

or

$$
\begin{equation*}
\tan \theta=\frac{\sqrt{H_{1}^{2}+H_{2}^{2}}}{H_{3}}=\frac{J \omega_{12}}{J_{3} n} \tag{6.62}
\end{equation*}
$$

The angle $\gamma$ between $\vec{b}_{3}$ and $\vec{\omega}$ can also be determined as

$$
\begin{equation*}
\tan \gamma=\frac{\sqrt{\omega_{1}^{2}+\omega_{2}^{2}}}{\omega_{3}}=\frac{\omega_{12}}{n}=\text { const } \tag{6.63}
\end{equation*}
$$

The angles $\theta$ and $\gamma$ are related to each other by

$$
\begin{equation*}
\tan \theta=\left(J / J_{3}\right) \tan \gamma \tag{6.64}
\end{equation*}
$$

For a disk-shaped (oblate) body with $J_{3}>J$, we have $\gamma>\theta$. For a rod-shaped (prolate) body with $J_{3}<J$, we have $\gamma<\theta$. The three vectors $\vec{H}, \vec{\omega}$, and $\vec{b}_{3}$ are coplanar at all times, and this plane rotates about $\vec{H}$.

To describe the rotational motion of a spinning spacecraft as seen from an inertial reference frame, we consider the body-fixed rotational sequence of $\mathbf{C}_{3}(\psi) \leftarrow$ $\mathbf{C}_{1}(\theta) \leftarrow \mathbf{C}_{3}(\phi)$ treated in Chapter 5. The three Euler angles $\phi, \theta$, and $\psi$ of this rotational sequence are shown in Fig. 6.4, and we have

$$
\begin{gather*}
\omega_{1}=\dot{\phi} \sin \theta \sin \psi+\dot{\theta} \cos \psi  \tag{6.65a}\\
\omega_{2}=\dot{\phi} \sin \theta \cos \psi-\dot{\theta} \sin \psi  \tag{6.65b}\\
\omega_{3}=\dot{\psi}+\dot{\phi} \cos \theta \tag{6.65c}
\end{gather*}
$$

Because both the nutation angle $\theta$ and $\omega_{3}$ are constant, we have

$$
\begin{gather*}
\omega_{1}=\dot{\phi} \sin \theta \sin \psi  \tag{6.66a}\\
\omega_{2}=\dot{\phi} \sin \theta \cos \psi  \tag{6.66b}\\
\omega_{3}=n=\dot{\psi}+\dot{\phi} \cos \theta \tag{6.66c}
\end{gather*}
$$

Furthermore, both $\dot{\phi}$ and $\dot{\psi}$ become constant as $\omega_{1}^{2}+\omega_{2}^{2}=$ const.
Substituting Eqs. (6.66) into Eq. (6.49), we obtain

$$
\begin{equation*}
J \dot{\phi} \sin \theta \cos \psi \dot{\psi}-\left(J-J_{3}\right) \dot{\phi} \sin \theta \cos \psi n=0 \tag{6.67}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\dot{\psi}=\frac{\left(J-J_{3}\right) n}{J}=\lambda \tag{6.68}
\end{equation*}
$$

Consequently, $\dot{\psi}$ is also called the relative spin rate, whereas $\dot{\phi}$ is called the precession rate or coning speed.

Using the relationship $\omega_{3}=n=\dot{\psi}+\dot{\phi} \cos \theta$, we can also express the precession rate $\dot{\phi}$ as

$$
\begin{equation*}
\dot{\phi}=(n-\dot{\psi}) / \cos \theta=J_{3} n / J \cos \theta \tag{6.69}
\end{equation*}
$$

or

$$
\begin{equation*}
\dot{\phi}=J_{3} \dot{\psi} /\left(J-J_{3}\right) \cos \theta \tag{6.70}
\end{equation*}
$$

If $J>J_{3}$, the right-hand side of this equation becomes positive and we have a direct precession; this is a situation in which the spin and precession are in the same direction. On the other hand, if $J<J_{3}$, the right-hand side of this equation becomes negative and we have a retrograde precession, where the spin and precession are in opposite directions.

Because $H_{3}=H \cos \theta=J_{3} n$, we also have

$$
\begin{equation*}
H=J_{3} n / \cos \theta=J \dot{\phi} \tag{6.71}
\end{equation*}
$$

The coning motion, or precession, of a spinning axisymmetric body described here has an elegant geometrical interpretation using the so-called body and space cones. However, this classic material, which can be found in most textbooks on rigid-body dynamics, is not further pursued here.

### 6.6 General Torque-Free Motion

Consider the general case of an unsymmetrical, or asymmetrical, rigid body in torque-free motion, described by

$$
\begin{align*}
J_{1} \dot{\omega}_{1} & =\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}  \tag{6.72a}\\
J_{2} \dot{\omega}_{2} & =\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}  \tag{6.72b}\\
J_{3} \dot{\omega}_{3} & =\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2} \tag{6.72c}
\end{align*}
$$

where $J_{1}, J_{2}$, and $J_{3}$ are the principal moments of inertia. We assume that $J_{1}>$ $J_{2}>J_{3}$ without loss of generality.

Let the angular momentum vector and angular velocity vector be represented as

$$
\begin{align*}
\vec{H} & =H_{1} \vec{b}_{1}+H_{2} \vec{b}_{2}+H_{3} \vec{b}_{3}  \tag{6.73a}\\
\vec{\omega} & =\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3} \tag{6.73b}
\end{align*}
$$

where $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ is a set of basis vectors for principal axes. The angular momentum vector of a rigid body is constant for a torque-free motion; i.e.,

$$
\begin{equation*}
\vec{H}=\text { constant vector } \tag{6.74}
\end{equation*}
$$

and

$$
\begin{equation*}
H^{2} \equiv|\vec{H}|^{2}=\left(J_{1} \omega_{1}\right)^{2}+\left(J_{2} \omega_{2}\right)^{2}+\left(J_{3} \omega_{3}\right)^{2}=\mathrm{const} \tag{6.75}
\end{equation*}
$$

The conservation of rotational kinetic energy implies that

$$
\begin{align*}
2 T=\vec{\omega} \cdot \vec{H} & =\omega_{1} H_{1}+\omega_{2} H_{2}+\omega_{3} H_{3} \\
& =J_{1} \omega_{1}^{2}+J_{2} \omega_{2}^{2}+J_{3} \omega_{3}^{2}=\mathrm{const} \tag{6.76}
\end{align*}
$$

Equations (6.75) and (6.76) can be rewritten, respectively, as

$$
\begin{align*}
& \frac{\omega_{1}^{2}}{\left(H / J_{1}\right)^{2}}+\frac{\omega_{2}^{2}}{\left(H / J_{2}\right)^{2}}+\frac{\omega_{3}^{2}}{\left(H / J_{3}\right)^{2}}=1  \tag{6.77}\\
& \frac{\omega_{1}^{2}}{\left(2 T / J_{1}\right)}+\frac{\omega_{2}^{2}}{\left(2 T / J_{2}\right)}+\frac{\omega_{3}^{2}}{\left(2 T / J_{3}\right)}=1 \tag{6.78}
\end{align*}
$$

Geometrically, it can be said that the angular velocity vector must lie on the surface of the angular momentum ellipsoid, Eq. (6.77), and at the same time it must lie on the surface of the kinetic energy ellipsoid, Eq. (6.78). The curve in which these ellipsoids intersect is the path of the angular velocity vector as seen from the body-fixed reference frame, called a polhode.

Let a constant parameter $J^{*}$ be defined as

$$
\begin{equation*}
J^{*} \equiv \frac{H^{2}}{2 T}=\frac{\left(J_{1} \omega_{1}\right)^{2}+\left(J_{2} \omega_{2}\right)^{2}+\left(J_{3} \omega_{3}\right)^{2}}{J_{1} \omega_{1}^{2}+J_{2} \omega_{2}^{2}+J_{3} \omega_{3}^{2}} \tag{6.79}
\end{equation*}
$$

which has the dimensions of a moment of inertia. Then, combining Eqs. (6.77) and (6.78), we obtain the polhode equation

$$
\begin{equation*}
J_{1}\left(J_{1}-J^{*}\right) \omega_{1}^{2}+J_{2}\left(J_{2}-J^{*}\right) \omega_{2}^{2}+J_{3}\left(J_{3}-J^{*}\right) \omega_{3}^{2}=0 \tag{6.80}
\end{equation*}
$$

Because all of the coefficients of the left-hand side of this equation must not have the same sign and $J_{1}>J_{2}>J_{3}$, the constant parameter $J^{*}$ must be between $J_{1}$ and $J_{3}$; i.e.,

$$
J_{1} \geq J^{*} \geq J_{3}
$$

For an ideal rigid body without internal energy dissipation, $H, T$, and $J^{*}$ are constant and the polhode is a closed path.

Eliminating $\omega_{3}$ from Eqs. (6.77) and (6.78), we obtain the polhode projection onto the ( $\omega_{1}, \omega_{2}$ ) plane normal to the minor axis, as follows:

$$
\begin{equation*}
J_{1}\left(J_{1}-J_{3}\right) \omega_{1}^{2}+J_{2}\left(J_{2}-J_{3}\right) \omega_{2}^{2}=2 T\left(J^{*}-J_{3}\right) \tag{6.81}
\end{equation*}
$$

which represents an ellipse because $J_{1}>J_{2}>J_{3}$, and the right-hand side of this equation is positive. Similarly, for the polhode projection onto the ( $\omega_{2}, \omega_{3}$ ) plane normal to the major axis, we have

$$
\begin{equation*}
J_{2}\left(J_{1}-J_{2}\right) \omega_{2}^{2}+J_{3}\left(J_{1}-J_{3}\right) \omega_{3}^{2}=2 T\left(J_{1}-J^{*}\right) \tag{6.82}
\end{equation*}
$$

which also represents an ellipse. However, the polhode projection onto the ( $\omega_{1}$, $\omega_{3}$ ) plane that is normal to the intermediate axis becomes

$$
\begin{equation*}
J_{1}\left(J_{1}-J_{2}\right) \omega_{1}^{2}-J_{3}\left(J_{2}-J_{3}\right) \omega_{3}^{2}=2 T\left(J^{*}-J_{2}\right) \tag{6.83}
\end{equation*}
$$

which represents a hyperbola. Note that the right-hand side can be either positive or negative.

Boundaries between the polhode paths about the major and minor axes are called the separatrices. If $J^{*}=J_{2}$, then Eq. (6.83) becomes

$$
\begin{equation*}
J_{1}\left(J_{1}-J_{2}\right) \omega_{1}^{2}-J_{3}\left(J_{2}-J_{3}\right) \omega_{3}^{2}=0 \tag{6.84}
\end{equation*}
$$

This is, in fact, the projection of the separatrices onto the $\left(\omega_{1}, \omega_{3}\right)$ plane normal to the intermediate axis. The slopes of the separatrices are

$$
\begin{equation*}
\frac{\omega_{3}}{\omega_{1}}= \pm \sqrt{\frac{J_{1}\left(J_{1}-J_{2}\right)}{J_{3}\left(J_{2}-J_{3}\right)}} \tag{6.85}
\end{equation*}
$$

which are independent of $H$ and $T$.
The preceding results regarding the polhode projections are, in fact, closely related to the stability problem of a rigid body spinning about one of its principal axes, to be discussed in the next section.

There exists the analytical closed-form solution to the torque-free motion of an asymmetric rigid body in terms of Jacobi elliptic functions, and the reader is referred to Leimanis ${ }^{1}$ or Hughes. ${ }^{2}$

## Problems

6.6. Consider Euler's equations of an asymmetrical rigid body in torque-free motion described by Eqs. (6.72).
(a) Show that

$$
\begin{aligned}
& \ddot{\omega}_{1}=\frac{J_{2}-J_{3}}{J_{1}}\left\{\frac{J_{1}-J_{2}}{J_{3}} \omega_{2}^{2}+\frac{J_{3}-J_{1}}{J_{2}} \omega_{3}^{2}\right\} \omega_{1} \\
& \ddot{\omega}_{2}=\frac{J_{3}-J_{1}}{J_{2}}\left\{\frac{J_{1}-J_{2}}{J_{3}} \omega_{1}^{2}+\frac{J_{2}-J_{3}}{J_{1}} \omega_{3}^{2}\right\} \omega_{2} \\
& \ddot{\omega}_{3}=\frac{J_{1}-J_{2}}{J_{3}}\left\{\frac{J_{3}-J_{1}}{J_{2}} \omega_{1}^{2}+\frac{J_{2}-J_{3}}{J_{1}} \omega_{2}^{2}\right\} \omega_{3}
\end{aligned}
$$

(b) Show that the equations derived in (a) can be rewritten as

$$
\begin{aligned}
& \ddot{\omega}_{1}+A_{1} \omega_{1}+B_{1} \omega_{1}^{3}=0 \\
& \ddot{\omega}_{2}+A_{2} \omega_{2}+B_{2} \omega_{2}^{3}=0 \\
& \ddot{\omega}_{3}+A_{3} \omega_{3}+B_{3} \omega_{3}^{3}=0
\end{aligned}
$$

where the constant coefficients $A_{i}$ and $B_{i}$ are defined as

$$
\begin{gathered}
A_{1}=\frac{\left(J_{1}-J_{2}\right)\left(2 J_{3} T-H^{2}\right)+\left(J_{3}-J_{1}\right)\left(H^{2}-2 J_{2} T\right)}{J_{1} J_{2} J_{3}} \\
A_{2}=\frac{\left(J_{2}-J_{3}\right)\left(2 J_{1} T-H^{2}\right)+\left(J_{1}-J_{2}\right)\left(H^{2}-2 J_{3} T\right)}{J_{1} J_{2} J_{3}} \\
A_{3}=\frac{\left(J_{3}-J_{1}\right)\left(2 J_{2} T-H^{2}\right)+\left(J_{2}-J_{3}\right)\left(H^{2}-2 J_{1} T\right)}{J_{1} J_{2} J_{3}} \\
B_{1}=\frac{2\left(J_{1}-J_{2}\right)\left(J_{1}-J_{3}\right)}{J_{2} J_{3}} \\
B_{2}=\frac{2\left(J_{2}-J_{1}\right)\left(J_{2}-J_{3}\right)}{J_{1} J_{3}} \\
B_{3}=\frac{2\left(J_{1}-J_{3}\right)\left(J_{2}-J_{3}\right)}{J_{1} J_{2}}
\end{gathered}
$$

Note that each of these uncoupled equations is a homogeneous, undamped Duffing equation with constant coefficients. ${ }^{3}$

Hint: Combine Eqs. (6.77) and (6.78) to solve for the squares of any two $\omega_{i}$ as a function of the third, e.g.,

$$
\begin{aligned}
& \omega_{2}^{2}=\frac{2 J_{3} T-H^{2}}{J_{2}\left(J_{3}-J_{2}\right)}-\frac{J_{1}\left(J_{3}-J_{1}\right)}{J_{2}\left(J_{3}-J_{2}\right)} \omega_{1}^{2} \\
& \omega_{3}^{2}=\frac{2 J_{2} T-H^{2}}{J_{3}\left(J_{2}-J_{3}\right)}-\frac{J_{1}\left(J_{2}-J_{1}\right)}{J_{3}\left(J_{2}-J_{3}\right)} \omega_{1}^{2}
\end{aligned}
$$

6.7. As shown in Problem 6.5, Euler's rotational equations of an asymmetric rigid body with $J_{1}>J_{2}>J_{3}$ in torque-free motion can be written as

$$
\begin{array}{r}
\dot{x}_{1}-x_{2} x_{3}=0 \\
\dot{x}_{2}+x_{3} x_{1}=0 \\
\dot{x}_{3}-x_{1} x_{2}=0
\end{array}
$$

where $\dot{x}_{i} \equiv \mathrm{~d} x_{i} / \mathrm{d} \tau, \tau=t \sqrt{k_{1} k_{2} k_{3}}$, and

$$
x_{1}=\frac{\omega_{1}}{\sqrt{k_{1}}}, \quad x_{2}=\frac{\omega_{2}}{\sqrt{k_{2}}}, \quad x_{3}=\frac{\omega_{3}}{\sqrt{k_{3}}}
$$

(a) Show that there exist two constants of integration such as

$$
\begin{aligned}
& x_{2}^{2}+x_{3}^{2}=\text { const }=A \\
& x_{1}^{2}+x_{2}^{2}=\text { const }=B
\end{aligned}
$$

(Consequently, we have $x_{1}^{2}-x_{3}^{2}=B-A$ and $x_{1}^{2}+2 x_{2}^{2}+x_{3}^{2}=A+B$.)
(b) Show that

$$
\begin{aligned}
& \ddot{x}_{1}+\left(x_{3}^{2}-x_{2}^{2}\right) x_{1}=0 \\
& \ddot{x}_{2}+\left(x_{1}^{2}+x_{3}^{2}\right) x_{2}=0 \\
& \ddot{x}_{3}+\left(x_{1}^{2}-x_{2}^{2}\right) x_{3}=0
\end{aligned}
$$

and then derive the following decoupled equations:

$$
\begin{gathered}
\ddot{x}_{1}+(A-2 B) x_{1}+2 x_{1}^{3}=0 \\
\ddot{x}_{2}+(A+B) x_{2}-2 x_{2}^{3}=0 \\
\ddot{x}_{3}+(B-2 A) x_{3}+2 x_{3}^{3}=0
\end{gathered}
$$

where $A$ and $B$ are the two constants defined in (a).

### 6.7 Stability of Torque-Free Motion About Principal Axes

Consider a rigid body that is rotating about one of its principal axes. If there are no external torques acting on the body and if, for example, the rotation was initially about the third axis, then the rigid body will continue to spin about the third axis; i.e., $\omega_{3}=$ const and $\omega_{1}=\omega_{2}=0$. On the other hand, if a small impulsive disturbance torque is applied to the body, then the body will no longer rotate purely about the third axis.

For linear stability analysis, we assume that the perturbation terms $\omega_{1}$ and $\omega_{2}$ are much smaller in magnitude than $\omega_{3}$. Neglecting the products of the small perturbation terms, we obtain the linearized rotational equations of motion, as follows:

$$
\begin{align*}
& J_{1} \dot{\omega}_{1}-\left(J_{2}-J_{3}\right) n \omega_{2}=0  \tag{6.86a}\\
& J_{2} \dot{\omega}_{2}-\left(J_{3}-J_{1}\right) n \omega_{1}=0 \tag{6.86b}
\end{align*}
$$

where $n$ is the constant spin rate about the third axis. Combining these equations, we obtain

$$
\begin{equation*}
\ddot{\omega}_{1}+n^{2} \frac{\left(J_{2}-J_{3}\right)\left(J_{1}-J_{3}\right)}{J_{1} J_{2}} \omega_{1}=0 \tag{6.87}
\end{equation*}
$$

The characteristic equation is

$$
\begin{equation*}
s^{2}+n^{2} \frac{\left(J_{2}-J_{3}\right)\left(J_{1}-J_{3}\right)}{J_{1} J_{2}}=0 \tag{6.88}
\end{equation*}
$$

and the characteristic roots are

$$
\begin{equation*}
s= \pm j n \sqrt{\frac{\left(J_{2}-J_{3}\right)\left(J_{1}-J_{3}\right)}{J_{1} J_{2}}} \tag{6.89}
\end{equation*}
$$

where $j=\sqrt{-1}$.
If the spin axis (the third axis) is either the major axis ( $J_{1}<J_{3}, J_{2}<J_{3}$ ) or minor axis ( $J_{1}>J_{3}, J_{2}>J_{3}$ ), then the characteristic roots become pure imaginary numbers and the rotational motion is said to be (Lyapunov) stable, though not asymptotically stable. If the spin axis is the intermediate axis, then one of the characteristic roots is positive real number and the motion is said to be unstable.

Similar conclusions about the stability of a rigid body spinning about one of its principal axes can also be made using the polhode projection equations derived in the preceding section. The hyperbolic nature of the polhode projection onto a plane normal to the intermediate axis indicates the instability of a rigid body spinning about its intermediate axis. The elliptic nature of the polhode projection onto a plane normal to either the major or minor axis indicates the stability of a rigid body spinning about its major or minor axis.

Similar to the term "particle" (or "point mass"), which is a mathematical abstraction of a relatively small body, a rigid body is also a mathematical abstraction of a relatively rigid body. Space vehicles are never perfect rigid bodies; most space vehicles have flexible appendages, e.g., solar panel arrays or antennas, and propellant tanks with sloshing fluid. It has been observed that such semirigid spacecraft with internal energy dissipation caused by fuel slosh or structural vibration is stable only when spinning about its major axis.

For a semirigid body with internal energy dissipation, the kinetic energy decreases and the energy ellipsoid becomes smaller with time. This results in an open polhode path that spirals outward from the minor axis, crosses the separatrix, and approaches the major axis. Consequently, a spacecraft spinning about its minor axis in the presence of energy dissipation is unstable; that is, the spacecraft will eventually reorient and rotate about its major axis with either a positive or negative spin rate. A classic example of the minor-axis instability phenomenon is the first U.S. satellite, Explorer I, launched in 1958. ${ }^{4}$

## Problem

6.8. Consider a rigid body with a spherical, dissipative fuel slug. Such a simplified model of a rigid body with internal energy dissipation is described by ${ }^{5}$

$$
\begin{aligned}
& \left(J_{1}-J\right) \dot{\omega}_{1}=\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+\mu \sigma_{1} \\
& \left(J_{2}-J\right) \dot{\omega}_{2}=\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}+\mu \sigma_{2}
\end{aligned}
$$

$$
\begin{gathered}
\left(J_{3}-J\right) \dot{\omega}_{3}=\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}+\mu \sigma_{3} \\
\dot{\sigma}_{1}=-\dot{\omega}_{1}-(\mu / J) \sigma_{1}-\omega_{2} \sigma_{3}+\omega_{3} \sigma_{2} \\
\dot{\sigma}_{2}=-\dot{\omega}_{2}-(\mu / J) \sigma_{2}-\omega_{3} \sigma_{1}+\omega_{1} \sigma_{3} \\
\dot{\sigma}_{3}=-\dot{\omega}_{3}-(\mu / J) \sigma_{3}-\omega_{1} \sigma_{2}+\omega_{2} \sigma_{1}
\end{gathered}
$$

where $\left(J_{1}, J_{2}, J_{3}\right)$ are the principal moments of inertia of the spacecraft including the spherical, dissipative fuel slug of inertia $J ;\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ are the body rates about the principal axes; ( $\sigma_{1}, \sigma_{2}, \sigma_{3}$ ) are the relative rates between the rigid body and the fuel slug about the principal axes; and $\mu$ is the viscous damping coefficient of the fuel slug. It is assumed that $J_{1}>J_{2}>J_{3}$ without loss of generality.
(a) Show that a necessary condition for the equilibrium points is $\sigma_{1}^{2}+\sigma_{2}^{2}+$ $\sigma_{3}^{2}=0$, i.e., $\sigma_{1}=\sigma_{2}=\sigma_{3}=0$.
(b) Show that an equilibrium point ( $\left.\omega_{1}, \omega_{2}, \omega_{3}, \sigma_{1}, \sigma_{2}, \sigma_{3}\right)=(\Omega, 0,0,0,0,0)$ is stable; i.e., a pure spinning motion about the major axis is stable.
(c) Show that an equilibrium point ( $0,0, \Omega, 0,0,0$ ) is unstable; i.e., a pure spinning motion about the minor axis is unstable, whereas it is Lyapunov stable for a rigid body without energy dissipation.
(d) Show that an equilibrium point $(0, \Omega, 0,0,0,0)$ is also unstable.
(e) Consider a spacecraft with the following numerical values: $\left(J_{1}, J_{2}, J_{3}, J\right)=$ (2000, $1500,1000,18) \mathrm{kg} \cdot \mathrm{m}^{2}$ and $\mu=30 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}$. Performing computer simulation, verify that the trajectory starting from an initial condition ( $0.1224,0,2.99,0,0,0$ ) $\mathrm{rad} / \mathrm{s}$ ends up at $(-1.5,0,0,0,0,0) \mathrm{rad} / \mathrm{s}$.

Note: The kinetic energy $T$ and the angular momentum $H$ of the system are

$$
\begin{aligned}
H^{2}= & \left(J_{1} \omega_{1}+J \sigma_{1}\right)^{2}+\left(J_{2} \omega_{2}+J \sigma_{2}\right)^{2}+\left(J_{3} \omega_{3}+J \sigma_{3}\right)^{2} \\
2 T= & \left(J_{1}-J\right) \omega_{1}^{2}+\left(J_{2}-J\right) \omega_{2}^{2}+\left(J_{3}-J\right) \omega_{3}^{2} \\
& +J\left\{\left(\omega_{1}+\sigma_{1}\right)^{2}+\left(\omega_{2}+\sigma_{2}\right)^{2}+\left(\omega_{3}+\sigma_{3}\right)^{2}\right\}
\end{aligned}
$$

During computer simulation of this case, the angular momentum $H$ needs to be checked to see whether or not it is maintained at a constant value of $3000 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}$.
(f) Also perform computer simulation with a slightly different initial condition $(0.125,0,2.99,0,0,0)$ and verify that the trajectory ends up at ( $+1.5,0,0,0,0,0$ ).

Note: For such a spinning spacecraft with energy dissipation, a small change in initial conditions can lead to a change in the final spin polarity for $\omega_{1}$. Such sensitive dependence on initial conditions is the property characterizing a chaotic dynamic system.

### 6.8 Spinning Axisymmetric Body with Constant Body-Fixed Torque

A simple solution to the problem of maintaining a desired orientation of a space vehicle during thrusting maneuvers is to spin the vehicle in the fashion of a football or a spinning rocket about its longitudinal axis. A thrust vector misalignment with the longitudinal axis will cause the vehicle to tumble in the absence of spinning. A spinning axisymmetric body possesses a gyroscopic stiffness to external disturbances, however, and its motion under the influence of disturbances is
characterized by the precession and nutation of tie longitudinal axis about the desired direction of the longitudinal axis.

Consider an axisymmetric rigid body possessing a body-fixed reference frame $B$ with basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ and with its origin at the center of mass. The reference frame $B$ coincides with principal axes. It is assumed that the first and second axes are the transverse axes and that the third axis is the axis of symmetry. A longitudinal thrust vector is nominally aligned along $\vec{b}_{3}$ through the center of mass of the spacecraft.

Euler's rotational equations of motion of an axisymmetric spacecraft with $J_{1}=$ $J_{2}=J$ are

$$
\begin{gather*}
J \dot{\omega}_{1}-\left(J-J_{3}\right) \omega_{3} \omega_{2}=M_{1}  \tag{6.90}\\
J \dot{\omega}_{2}+\left(J-J_{3}\right) \omega_{3} \omega_{1}=0  \tag{6.91}\\
J_{3} \dot{\omega}_{3}=0 \tag{6.92}
\end{gather*}
$$

where $\omega_{i} \equiv \vec{b}_{i} \cdot \vec{\omega}$ are the body-fixed components of the angular velocity of the spacecraft in an inertial reference frame and $M_{1}$ is the transverse torque component due to misalignment of the thrust vector.

From Eq. (6.92), we have

$$
\begin{equation*}
\omega_{3}=\mathrm{const}=n \tag{6.93}
\end{equation*}
$$

where the constant $n$ is called the spin rate of the spacecraft about its symmetry axis $\vec{b}_{3}$. Equations (6.90) and (6.91) then become

$$
\begin{gather*}
\dot{\omega}_{1}=\lambda \omega_{2}+\mu  \tag{6.94}\\
\dot{\omega}_{2}=-\lambda \omega_{1} \tag{6.95}
\end{gather*}
$$

where

$$
\lambda=\frac{\left(J-J_{3}\right) n}{J}
$$

and $\mu \equiv M_{1} / J$ denotes the constant disturbance acceleration resulting from misalignment of the thrust vector. Note that $\lambda$ can be either positive or negative depending on whether the third axis is the minor or major axis.

To describe the rotational motion of the spinning spacecraft as seen from an inertial reference frame, we consider the body-fixed rotational sequence of $\mathbf{C}_{3}\left(\theta_{3}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right) \leftarrow \mathbf{C}_{1}\left(\theta_{1}\right)$. For this rotational sequence, we have the following kinematic differential equations:

$$
\begin{gather*}
\dot{\theta}_{1}=\left(\omega_{1} \cos \theta_{3}-\omega_{2} \sin \theta_{3}\right) / \cos \theta_{2}  \tag{6.96a}\\
\dot{\theta}_{2}=\omega_{1} \sin \theta_{3}+\omega_{2} \cos \theta_{3}  \tag{6.96b}\\
\dot{\theta}_{3}=\left(-\omega_{1} \cos \theta_{3}+\omega_{2} \sin \theta_{3}\right) \tan \theta_{2}+\omega_{3} \tag{6.96c}
\end{gather*}
$$

For small $\theta_{2}$, the kinematic differential equations become

$$
\begin{gather*}
\dot{\theta}_{1}=\omega_{1} \cos \theta_{3}-\omega_{2} \sin \theta_{3}  \tag{6.97a}\\
\dot{\theta}_{2}=\omega_{1} \sin \theta_{3}+\omega_{2} \cos \theta_{3}  \tag{6.97b}\\
\dot{\theta}_{3}=-\theta_{2} \dot{\theta}_{1}+\omega_{3} \tag{6.97c}
\end{gather*}
$$

Assuming $\theta_{2} \dot{\theta}_{1} \ll \omega_{3}$, we can further approximate $\dot{\theta}_{3}$ as

$$
\dot{\theta}_{3} \approx \omega_{3}=n=\mathrm{const}
$$

and $\theta_{3} \approx n t$. Finally, we have a set of linearized equations of motion

$$
\begin{gather*}
\dot{\omega}_{1}=\lambda \omega_{2}+\mu  \tag{6.98}\\
\dot{\omega}_{2}=-\lambda \omega_{1}  \tag{6.99}\\
\dot{\theta}_{1}=\omega_{1} \cos n t-\omega_{2} \sin n t  \tag{6.100}\\
\dot{\theta}_{2}=\omega_{1} \sin n t+\omega_{2} \cos n t \tag{6.101}
\end{gather*}
$$

The solutions of Eqs. (6.98) and (6.99) for a constant $\mu$ can be found as

$$
\begin{gather*}
\omega_{1}(t)=\omega_{1}(0) \cos \lambda t+\omega_{2}(0) \sin \lambda t+(\mu / \lambda) \sin \lambda t  \tag{6.102a}\\
\omega_{2}(t)=\omega_{2}(0) \cos \lambda t-\omega_{1}(0) \sin \lambda t-(\mu / \lambda)(1-\cos \lambda t) \tag{6.102b}
\end{gather*}
$$

For a case with $\omega_{1}(0)=\omega_{2}(0)=0$, Eqs. (6.100) and (6.101) become

$$
\begin{align*}
& \dot{\theta}_{1}=\frac{\mu}{\lambda}\left\{-\sin \frac{J_{3}}{J} n t+\sin n t\right\}  \tag{6.103a}\\
& \dot{\theta}_{2}=\frac{\mu}{\lambda}\left\{\cos \frac{J_{3}}{J} n t-\cos n t\right\} \tag{6.103b}
\end{align*}
$$

because $\sin (A \pm B)=\sin A \cos B \pm \cos A \sin B$ and $\cos (A \pm B)=\cos A \cos B \mp$ $\sin A \sin B$. Integrating these equations with respect to time for the initial conditions $\theta_{1}(0)=\theta_{2}(0)=0$, we obtain

$$
\begin{gather*}
\theta_{1}(t)=-A_{p}\left(1-\cos \omega_{p} t\right)+A_{n}\left(1-\cos \omega_{n} t\right)  \tag{6.104a}\\
\theta_{2}(t)=A_{p} \sin \omega_{p} t-A_{n} \sin \omega_{n} t \tag{6.104b}
\end{gather*}
$$

where

$$
\begin{gathered}
A_{p}=\frac{\mu J}{\lambda n J_{3}}=\text { precessional amplitude } \\
A_{n}=\frac{\mu}{\lambda n}=\text { nutational amplitude } \\
\omega_{p}=\frac{J_{3} n}{J}=\text { precessional frequency } \\
\omega_{n}=n=\text { nutational frequency }
\end{gathered}
$$

The path of the tip of the axis of symmetry in space is an epicycloid formed by a point on a circle of radius $A_{n}$ rolling on the outside of a circle of radius $A_{p}$, centered at $\theta_{1}=-A_{p}$ and $\theta_{2}=0$, when $J>J_{3}$.

## Problem

6.9. Consider a spinning axisymmetric rocket with misaligned longitudinal thrust described by a set of differential equations of the form

$$
\begin{gathered}
\dot{\omega}_{1}=\lambda \omega_{2}+\mu \\
\dot{\omega}_{2}=-\lambda \omega_{1} \\
\dot{\theta}_{1}=\left(\omega_{1} \cos \theta_{3}-\omega_{2} \sin \theta_{3}\right) / \cos \theta_{2} \\
\dot{\theta}_{2}=\omega_{1} \sin \theta_{3}+\omega_{2} \cos \theta_{3} \\
\dot{\theta}_{3}=\left(-\omega_{1} \cos \theta_{3}+\omega_{2} \sin \theta_{3}\right) \tan \theta_{2}+n
\end{gathered}
$$

in which the kinematic differential equations are not linearized yet.
(a) For the following parameter values and initial conditions:

$$
\begin{gathered}
J_{3} / J=0.05, \quad n=15 \mathrm{rad} / \mathrm{s} \\
\lambda=n\left(J-J_{3}\right) / J=14.25 \mathrm{rad} / \mathrm{s} \\
\mu=M_{1} / J=0.1875 \mathrm{rad} / \mathrm{s}^{2} \\
\omega_{1}(0)=\omega_{2}(0)=0 \mathrm{rad} / \mathrm{s} \\
\theta_{1}(0)=\theta_{2}(0)=\theta_{3}(0)=0
\end{gathered}
$$

perform computer simulations of both the nonlinear and linear models. In particular, plot the paths of the tip of the axis of symmetry in the $\left(\theta_{1}, \theta_{2}\right)$ plane. Compare the computer simulation results with the linear analysis results given by Eqs. (6.104).
(b) For the same parameter values and initial conditions as given in (a), but with $\omega_{2}(0)=0.025 \mathrm{rad} / \mathrm{s}$, perform computer simulations of both the nonlinear and linear models, and compare the results in terms of the numerical values of $A_{p}$, $A_{n}, \omega_{p}$, and $\omega_{n}$.

Note: In Jarmolow ${ }^{6}$ and Kolk, ${ }^{7} \omega_{n}$ was modified as

$$
\omega_{n} \approx n\left(J-J_{3}\right) / J
$$

based on their computer simulation results. The discrepancy was attributed to the linearizing assumption: $\theta_{2} \dot{\theta}_{1} \ll \omega_{3}$. On the contrary, however, the nonlinear and linear simulation results agree very well, as is verified in this problem.

### 6.9 Asymmetric Rigid Body with Constant Body-Fixed Torques

In the preceding section, we studied the problem of a spinning axisymmetric body under the influence of a constant torque along one of the transverse axes. The rotational motion of such an axisymmetric body was characterized by the precession and nutation of the longitudinal axis.

In this section, based on Refs. 8 and 9, we consider the general motion of an asymmetric rigid body under the influence of constant body-fixed torques.

### 6.9.1 Linear Stability of Equilibrium Points

Euler's rotational equations of motion are given by

$$
\begin{aligned}
J_{1} \dot{\omega}_{1} & =\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+M_{1} \\
J_{2} \dot{\omega}_{2} & =\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}+M_{2} \\
J_{3} \dot{\omega}_{3} & =\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}+M_{3}
\end{aligned}
$$

where $J_{i}$ are the principal moments of inertia and $M_{i}$ are the constant torque components along the body-fixed principal axes. It is assumed that $J_{1}>J_{2}>J_{3}$ without loss of generality. The equations of motion at steady state become

$$
\begin{aligned}
& -\left(J_{2}-J_{3}\right) \Omega_{2} \Omega_{3}=M_{1} \\
& +\left(J_{1}-J_{3}\right) \Omega_{3} \Omega_{1}=M_{2} \\
& -\left(J_{1}-J_{2}\right) \Omega_{1} \Omega_{2}=M_{3}
\end{aligned}
$$

where ( $\Omega_{1}, \Omega_{2}, \Omega_{3}$ ) is an equilibrium point. Combining these equations, we obtain

$$
\begin{equation*}
\left(J_{2}-J_{3}\right)\left(J_{1}-J_{3}\right)\left(J_{1}-J_{2}\right) \Omega_{1}^{2} \Omega_{2}^{2} \Omega_{3}^{2}=M_{1} M_{2} M_{3} \tag{6.105}
\end{equation*}
$$

which indicates that equilibrium points exist if and only if $M_{1} M_{2} M_{3}>0$ (only if $M_{1} M_{2} M_{3} \geq 0$ ).

Given a constant torque vector ( $M_{1}, M_{2}, M_{3}$ ) with $M_{1} M_{2} M_{3}>0$, eight equilibrium points ( $\pm \Omega_{1}, \pm \Omega_{2}, \pm \Omega_{3}$ ) exist where

$$
\begin{aligned}
& \Omega_{1}=\sqrt{\frac{J_{2}-J_{3}}{\left(J_{1}-J_{2}\right)\left(J_{1}-J_{3}\right)} \frac{M_{2} M_{3}}{M_{1}}} \\
& \Omega_{2}=\sqrt{\frac{J_{1}-J_{3}}{\left(J_{1}-J_{2}\right)\left(J_{2}-J_{3}\right)} \frac{M_{3} M_{1}}{M_{2}}} \\
& \Omega_{3}=\sqrt{\frac{J_{1}-J_{2}}{\left(J_{1}-J_{3}\right)\left(J_{2}-J_{3}\right)} \frac{M_{1} M_{2}}{M_{3}}}
\end{aligned}
$$

Equilibrium points associated with a torque vector ( $M_{1}, M_{2}, M_{3}$ ) with $M_{1} M_{2} M_{3}=$ 0 are

$$
\begin{aligned}
& \left(M_{1}, 0,0\right) \Rightarrow\left\{\left(0, \Omega_{2}, \Omega_{3}\right):-\left(J_{2}-J_{3}\right) \Omega_{2} \Omega_{3}=M_{1}\right\} \\
& \left(0, M_{2}, 0\right) \Rightarrow\left\{\left(\Omega_{1}, 0, \Omega_{3}\right):+\left(J_{1}-J_{3}\right) \Omega_{3} \Omega_{1}=M_{2}\right\} \\
& \left(0,0, M_{3}\right) \Rightarrow\left\{\left(\Omega_{1}, \Omega_{2}, 0\right):-\left(J_{1}-J_{2}\right) \Omega_{1} \Omega_{2}=M_{3}\right\} \\
& (0,0,0) \Rightarrow\left\{(0,0,0),\left(\Omega_{1}, 0,0\right),\left(0, \Omega_{2}, 0\right),\left(0,0, \Omega_{3}\right)\right\}
\end{aligned}
$$

where $M_{i}$ and $\Omega_{i}$ are nonzero constants. For other cases of $\left(0, M_{2}, M_{3}\right),\left(M_{1}, 0, M_{3}\right)$, and ( $M_{1}, M_{2}, 0$ ), no equilibrium points exist.

Table 6.1 Linear stability of equilibrium points

| Equilibrium points | Characteristic equations | Stability |
| :--- | :---: | :--- |
| $(0,0,0)$ | $s^{3}=0$ | Unstable |
| $\left(\Omega_{1}, 0,0\right)$ | $s\left(s^{2}+k_{2} k_{3} \Omega_{1}^{2}\right)=0$ | Stable |
| $\left(0, \Omega_{2}, 0\right)$ | $s\left(s^{2}-k_{1} k_{3} \Omega_{2}^{2}\right)=0$ | Unstable |
| $\left(0,0, \Omega_{3}\right)$ | $s\left(s^{2}+k_{1} k_{2} \Omega_{3}^{2}\right)=0$ | Stable |
| $\left(0, \Omega_{2}, \Omega_{3}\right)$ | $s\left(s^{2}-k_{1} k_{3} \Omega_{2}^{2}+k_{1} k_{2} \Omega_{3}^{2}\right)=0$ | Stable for $k_{3} \Omega_{2}^{2}<k_{2} \Omega_{3}^{2}$ |
| $\left(\Omega_{1}, 0, \Omega_{3}\right)$ | $s\left(s^{2}+k_{2} k_{3} \Omega_{1}^{2}+k_{1} k_{2} \Omega_{3}^{2}\right)=0$ | Stable |
| $\left(\Omega_{1}, \Omega_{2}, 0\right)$ | $s\left(s^{2}+k_{2} k_{3} \Omega_{1}^{2}-k_{1} k_{3} \Omega_{2}^{2}\right)=0$ | Stable for $k_{2} \Omega_{1}^{2}>k_{1} \Omega_{2}^{2}$ |
| $\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right)$ | Eq. $(6.108)$ | Unstable |

Let $\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right)$ be such an equilibrium point of a rigid body with $M_{1} M_{2} M_{3} \geq 0$ and also let

$$
\begin{aligned}
& \omega_{1}=\Omega_{1}+\Delta \omega_{1} \\
& \omega_{2}=\Omega_{2}+\Delta \omega_{2} \\
& \omega_{3}=\Omega_{3}+\Delta \omega_{3}
\end{aligned}
$$

then the linearized equations of motion can be obtained as

$$
\left[\begin{array}{c}
\Delta \dot{\omega}_{1}  \tag{6.106}\\
\Delta \dot{\omega}_{2} \\
\Delta \dot{\omega}_{3}
\end{array}\right]=\left[\begin{array}{ccc}
0 & k_{1} \Omega_{3} & k_{1} \Omega_{2} \\
-k_{2} \Omega_{3} & 0 & -k_{2} \Omega_{1} \\
k_{3} \Omega_{2} & k_{3} \Omega_{1} & 0
\end{array}\right]\left[\begin{array}{c}
\Delta \omega_{1} \\
\Delta \omega_{2} \\
\Delta \omega_{3}
\end{array}\right]
$$

where $k_{i}$ are all positive constants defined as

$$
\begin{equation*}
k_{1}=\frac{J_{2}-J_{3}}{J_{1}}, \quad k_{2}=\frac{J_{1}-J_{3}}{J_{2}}, \quad k_{3}=\frac{J_{1}-J_{2}}{J_{3}} \tag{6.107}
\end{equation*}
$$

The characteristic equation is then obtained as

$$
\begin{equation*}
s^{3}+\left(k_{2} k_{3} \Omega_{1}^{2}-k_{1} k_{3} \Omega_{2}^{2}+k_{1} k_{2} \Omega_{3}^{2}\right) s+2 k_{1} k_{2} k_{3} \Omega_{1} \Omega_{2} \Omega_{3}=0 \tag{6.108}
\end{equation*}
$$

and the linear stability of different types of equilibrium points can be summarized as in Table 6.1, where $\Omega_{i} \neq 0$.

As discussed in Chapter 1, however, the Lyapunov stability of a dynamic system linearized about an equilibrium point does not guarantee the Lyapunov stability of the equilibrium point of the nonlinear system. Furthermore, the linear stability analysis does not provide any information about the domains of attraction. Consequently, a nonlinear analysis is needed and will be discussed next.

### 6.9.2 Constant Torque About the Major or Minor Axis

Consider a case in which a constant body-fixed torque acts along the major axis; i.e., $M_{1} \neq 0$ and $M_{2}=M_{3}=0$. For such a case, the equations of motion are
simply given by

$$
\begin{gather*}
\frac{\mathrm{d} \omega_{1}}{\mathrm{~d} t}-k_{1} \omega_{2} \omega_{3}=M_{1} / J_{1}  \tag{6.109a}\\
\frac{\mathrm{~d} \omega_{2}}{\mathrm{~d} t}+k_{2} \omega_{3} \omega_{1}=0  \tag{6.109b}\\
\frac{\mathrm{~d} \omega_{3}}{\mathrm{~d} t}-k_{3} \omega_{1} \omega_{2}=0 \tag{6.109c}
\end{gather*}
$$

For the convenience of mathematical derivations, we will employ the equations of motion in nondimensional form in the subsequent analysis and consider only the positive torque case ( $M_{1}>0$ ) without loss of generality.

The equations of motion in nondimensional form for constant $M_{1}>0$ can be obtained as

$$
\begin{align*}
& \frac{\mathrm{d} x_{1}}{\mathrm{~d} \tau}-x_{2} x_{3}=1  \tag{6.110a}\\
& \frac{\mathrm{~d} x_{2}}{\mathrm{~d} \tau}+x_{3} x_{1}=0  \tag{6.110b}\\
& \frac{\mathrm{~d} x_{3}}{\mathrm{~d} \tau}-x_{1} x_{2}=0 \tag{6.110c}
\end{align*}
$$

where $\tau=t \sqrt{\mu k_{1} k_{2} k_{3}}$, and

$$
\mu=\frac{M_{1}}{J_{1} k_{1} \sqrt{k_{2} k_{3}}}, \quad x_{1}=\frac{\omega_{1}}{\sqrt{\mu k_{1}}}, \quad x_{2}=\frac{\omega_{2}}{\sqrt{\mu k_{2}}}, \quad x_{3}=\frac{\omega_{3}}{\sqrt{\mu k_{3}}}
$$

Equilibrium curves (or manifolds) are then described by

$$
\left\{\left(0, x_{2}, x_{3}\right):-x_{2} x_{3}=1\right\}
$$

From linear stability analysis, it has been shown that the equilibrium manifold is Lyapunov stable when $x_{2}^{2}<x_{3}^{2}$ and unstable when $x_{2}^{2} \geq x_{3}^{2}$. A stability diagram of equilibrium manifolds in the ( $x_{2}, x_{3}$ ) plane is illustrated in Fig. 6.5. Also shown in this figure is a circle that touches the equilibrium manifolds at $(1,-1)$ and $(-1,1)$.

Introducing a new variable $\theta_{1}$ such that

$$
\begin{equation*}
\frac{\mathrm{d} \theta_{1}}{\mathrm{~d} \tau}=x_{1} \tag{6.111}
\end{equation*}
$$

and $\theta_{1}(0)=0$, we rewrite Eqs. (6.110b) and (6.110c) as

$$
\begin{align*}
& \frac{\mathrm{d} x_{2}}{\mathrm{~d} \theta_{1}}+x_{3}=0  \tag{6.112a}\\
& \frac{\mathrm{~d} x_{3}}{\mathrm{~d} \theta_{1}}-x_{2}=0 \tag{6.112b}
\end{align*}
$$

The solution of these equations is simply given by

$$
\begin{align*}
& x_{2}=x_{2}(0) \cos \theta_{1}-x_{3}(0) \sin \theta_{1}  \tag{6.113a}\\
& x_{3}=x_{2}(0) \sin \theta_{1}+x_{3}(0) \cos \theta_{1} \tag{6.113b}
\end{align*}
$$
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which can be rewritten as

$$
\begin{align*}
& x_{2}=A \cos \left(\theta_{1}+\phi\right)  \tag{6.114a}\\
& x_{3}=A \sin \left(\theta_{1}+\phi\right) \tag{6.114b}
\end{align*}
$$

where

$$
\begin{aligned}
A & =\sqrt{x_{2}^{2}(0)+x_{3}^{2}(0)} \\
\phi & =\tan ^{-1}\left\{\frac{x_{3}(0)}{x_{2}(0)}\right\}
\end{aligned}
$$

and we have

$$
\begin{equation*}
x_{2}^{2}+x_{3}^{2}=A^{2} \quad \text { for all } \tau \geq 0 \tag{6.115}
\end{equation*}
$$

That is, the projection of the tip of the nondimensional angular velocity vector $\vec{x}$ onto the ( $x_{2}, x_{3}$ ) plane normal to the major axis is a complete circle or a portion of a circle, although the body is acted upon by a constant torque along the major axis. Consequently, the endpoint of the angular velocity vector always lies on the surface of a circular cylinder defined by Eq. (6.115). Note that the end point of the angular velocity vector $\vec{\omega}$ actually lies on the surface of an elliptic cylinder.

Substituting Eqs. (6.114) into Eq. (6.110a), we obtain

$$
\begin{equation*}
\frac{d^{2} \theta_{1}}{d \tau^{2}}-\frac{A^{2}}{2} \sin 2\left(\theta_{1}+\phi\right)=1 \tag{6.116}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \theta}{\mathrm{~d} \tau^{2}}-A^{2} \sin \theta=2 \tag{6.117}
\end{equation*}
$$

where $\theta=2\left(\theta_{1}+\phi\right)$. Note that Eq. (6.117) is similar to the equation of motion of an inverted pendulum with a constant external torque, but with a specified initial condition of

$$
\theta(0)=2 \phi=2 \tan ^{-1}\left\{\frac{x_{3}(0)}{x_{2}(0)}\right\}
$$

and

$$
-2 \pi<\theta(0)<2 \pi
$$

because we define the arctangent function such that

$$
-\pi<\tan ^{-1}\left\{\frac{x_{3}(0)}{x_{2}(0)}\right\}<\pi
$$

For the phase-plane analysis, Eq. (6.117) is rewritten as

$$
\begin{gather*}
\frac{\mathrm{d} \theta}{\mathrm{~d} \tau}=x  \tag{6.118a}\\
\frac{\mathrm{~d} x}{\mathrm{~d} \tau}=A^{2} \sin \theta+2 \tag{6.118b}
\end{gather*}
$$

which can be combined as

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \theta}=\frac{A^{2} \sin \theta+2}{x} \tag{6.119}
\end{equation*}
$$

Integrating this equation after separation of variables, we obtain the trajectory equation in the $(x, \theta)$ plane for given initial conditions $x_{2}(0)$ and $x_{3}(0)$, as follows:

$$
\begin{equation*}
\frac{1}{2} x^{2}+A^{2} \cos \theta-2 \theta=E \tag{6.120}
\end{equation*}
$$

where $E$ is the constant integral of the system.
Because $x=2 x_{1}, \theta=2\left(\theta_{1}+\phi\right)$, and $\theta_{1}(0)=0$, the trajectory equation (6.120) at $\tau=0$ becomes

$$
\begin{equation*}
2 x_{1}^{2}(0)+A^{2} \cos 2 \phi-4 \phi=E \tag{6.121}
\end{equation*}
$$

where

$$
\begin{aligned}
A & =\sqrt{x_{2}^{2}(0)+x_{3}^{2}(0)} \\
\phi & =\tan ^{-1}\left\{\frac{x_{3}(0)}{x_{2}(0)}\right\}
\end{aligned}
$$

Noting that

$$
\cos 2 \phi=\frac{1-\tan ^{2} \phi}{1+\tan ^{2} \phi}=\frac{x_{2}^{2}(0)-x_{3}^{2}(0)}{x_{2}^{2}(0)+x_{3}^{2}(0)}
$$

one can rewrite the trajectory equation (6.121) at $\tau=0$ as

$$
\begin{equation*}
2 x_{1}^{2}(0)+x_{2}^{2}(0)-x_{3}^{2}(0)-4 \tan ^{-1}\left\{\frac{x_{3}(0)}{x_{2}(0)}\right\}=E \tag{6.122}
\end{equation*}
$$

Finally, we obtain the general trajectory equation in the ( $x_{1}, x_{2}, x_{3}$ ) space, as follows:

$$
\begin{equation*}
2 x_{1}^{2}+x_{2}^{2}-x_{3}^{2}-4 \tan ^{-1}\left\{\frac{x_{3}}{x_{2}}\right\}=E \tag{6.123}
\end{equation*}
$$

The rotational motion of an asymmetric rigid body when a constant bodyfixed torque acts along its major axis can now be analyzed using the phase-plane method as follows. The equilibrium points of Eq. (6.117) or Eqs. (6.118) are first determined by the equation

$$
\begin{equation*}
A^{2} \sin \theta+2=0 \tag{6.124}
\end{equation*}
$$

and we shall consider the following three cases.

1) If $A<\sqrt{2}$, then there exist no equilibrium points and all trajectories in the $(x, \theta)$ plane approach infinity. This corresponds to a case in which $x_{2}(0)$ and $x_{3}(0)$ lie inside the circle shown in Fig. 6.5.
2) If $A=\sqrt{2}$, then there exists an equilibrium point that is unstable and all trajectories in the ( $x, \theta$ ) plane approach infinity. This corresponds to a case in which $x_{2}(0)$ and $x_{3}(0)$ lie on the circle shown in Fig. 6.5.
3) If $A>\sqrt{2}$, then there exists an infinite number of stable and unstable equilibrium points along the $\theta$ axis. This corresponds to a case in which $x_{2}(0)$ and $x_{3}(0)$ lie outside the circle shown in Fig. 6.5. Furthermore, a stable periodic motion does exist (i.e., $x$ is bounded and does not approach infinity) for certain initial conditions, as illustrated in Fig. 6.6. The separatrix that passes through an unstable
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equilibrium point $\theta^{*}$ is described by

$$
\begin{equation*}
\frac{1}{2} x^{2}+A^{2} \cos \theta-2 \theta=E^{*} \tag{6.125}
\end{equation*}
$$

where

$$
\begin{gathered}
E^{*}=A^{2} \cos \theta^{*}-2 \theta^{*} \\
A^{2}=x_{2}^{2}(0)+x_{3}^{2}(0) \\
\theta^{*}=\sin ^{-1}\left(\frac{-2}{A^{2}}\right) \pm 2 n \pi, \quad n=0,1,2, \ldots
\end{gathered}
$$

and the arcsine function is defined as $-\pi / 2 \leq \sin ^{-1}(\cdot) \leq \pi / 2$. Such separatrices, which separate the stable and unstable domains in the $(x, \theta)$ plane, are indicated by solid lines in Fig. 6.6 for the case of $x_{2}(0)=0, x_{3}(0)=3, \theta(0)=2 \phi=\pi$, and $\theta^{*}=-0.224 \pm 2 n \pi$.

Using the general trajectory equation (6.123), we can also find the equation of the separatrix surface in the $\left(x_{1}, x_{2}, x_{3}\right)$ space of the form:

$$
\begin{equation*}
2 x_{1}^{2}+x_{2}^{2}-x_{3}^{2}-4 \tan ^{-1}\left\{\frac{x_{3}}{x_{2}}\right\}=E^{*} \tag{6.126}
\end{equation*}
$$

Such separatrix surfaces, which separate the stable and unstable domains in the ( $x_{1}, x_{2}, x_{3}$ ) space, are shown in Fig. 6.7. Further details of such separatrix surfaces can be found in Refs. 8 and 9.

If a constant body-fixed torque acts along the minor axis, the resulting motion is also characterized as similar to the preceding case of a constant body-fixed torque along the major axis. If a constant body-fixed torque acts along the intermediate axis, however, the resulting motion is quite different from the preceding case, as will be discussed next.

### 6.9.3 Constant Torque About the Intermediate Axis

Consider a case in which a constant body-fixed torque acts along the intermediate axis; i.e., $M_{2} \neq 0$ and $M_{1}=M_{3}=0$. For such a case, Euler's rotational equations are given by

$$
\begin{gathered}
\frac{\mathrm{d} \omega_{1}}{\mathrm{~d} t}-k_{1} \omega_{2} \omega_{3}=0 \\
\frac{\mathrm{~d} \omega_{2}}{\mathrm{~d} t}+k_{2} \omega_{3} \omega_{1}=M_{2} / J_{2} \\
\frac{\mathrm{~d} \omega_{3}}{\mathrm{~d} t}-k_{3} \omega_{1} \omega_{2}=0
\end{gathered}
$$

Similar to the preceding case, we will employ the following equations of motion in nondimensional form for $M_{2}>0$ in the subsequent analysis

$$
\begin{align*}
& \frac{\mathrm{d} x_{1}}{\mathrm{~d} \tau}-x_{2} x_{3}=0  \tag{6.127a}\\
& \frac{\mathrm{~d} x_{2}}{\mathrm{~d} \tau}+x_{3} x_{1}=1  \tag{6.127b}\\
& \frac{\mathrm{~d} x_{3}}{\mathrm{~d} \tau}-x_{1} x_{2}=0 \tag{6.127c}
\end{align*}
$$
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where $\tau=t \sqrt{\mu k_{1} k_{2} k_{3}}$, and

$$
\mu=\frac{M_{2}}{J_{2} k_{2} \sqrt{k_{1} k_{3}}}, \quad x_{1}=\frac{\omega_{1}}{\sqrt{\mu k_{1}}}, \quad x_{2}=\frac{\omega_{2}}{\sqrt{\mu k_{2}}}, \quad x_{3}=\frac{\omega_{3}}{\sqrt{\mu k_{3}}}
$$

Much like the new variable $\theta_{1}$ introduced earlier, define a new variable $\theta_{2}$ such that

$$
\begin{equation*}
\frac{\mathrm{d} \theta_{2}}{\mathrm{~d} \tau}=x_{2} \tag{6.128}
\end{equation*}
$$

and $\theta_{2}(0)=0$, then we rewrite Eqs. (6.127a) and (6.127c) as

$$
\begin{align*}
& \frac{\mathrm{d} x_{1}}{\mathrm{~d} \theta_{2}}-x_{3}=0  \tag{6.129a}\\
& \frac{\mathrm{~d} x_{3}}{\mathrm{~d} \theta_{2}}-x_{1}=0 \tag{6.129b}
\end{align*}
$$

The solution of these equations is given by

$$
\begin{align*}
& x_{1}=x_{1}(0) \cosh \theta_{2}+x_{3}(0) \sinh \theta_{2}  \tag{6.130a}\\
& x_{3}=x_{1}(0) \sinh \theta_{2}+x_{3}(0) \cosh \theta_{2} \tag{6.130b}
\end{align*}
$$

where $x_{1}(0)$ and $x_{3}(0)$ are initial conditions at $\tau=0$. Note that $\cosh x=\left(e^{x}+\right.$ $\left.e^{-x}\right) / 2, \sinh x=\left(e^{x}-e^{-x}\right) / 2$, and $\cosh ^{2} x-\sinh ^{2} x=1$. And we have

$$
\begin{equation*}
x_{1}^{2}-x_{3}^{2}=\mathrm{const}=x_{1}^{2}(0)-x_{3}^{2}(0) \quad \text { for all } \tau \geq 0 \tag{6.131}
\end{equation*}
$$

That is, the projection of the tip of the nondimensional angular velocity vector $\vec{x}$ onto the ( $x_{1}, x_{3}$ ) plane normal to the intermediate axis is a hyperbola, although the body is acted upon by a constant torque along the intermediate axis. Consequently, the end point of the nondimensional angular velocity vector always lies on the surface of one of the hyperbolic cylinders defined by Eq. (6.131). For particular initial conditions such that $\left|x_{1}(0)\right|=\left|x_{3}(0)\right|$, the resulting motion is along the separatrices described by

$$
x_{3}= \pm x_{1}
$$

Substituting Eqs. (6.130) into Eq. (6.127b), and using the relationships $\sinh ^{2} x=$ $(\cosh 2 x-1) / 2, \cosh ^{2} x=(\cosh 2 x+1) / 2$, and $\sinh 2 x=2 \sinh x \cosh x$, we obtain

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \theta_{2}}{\mathrm{~d} \tau^{2}}=1-A \sinh 2 \theta_{2}-B \cosh 2 \theta_{2} \tag{6.132}
\end{equation*}
$$

where

$$
\begin{gathered}
A=\frac{1}{2}\left\{x_{1}^{2}(0)+x_{3}^{2}(0)\right\} \\
B=x_{1}(0) x_{3}(0)
\end{gathered}
$$

Because $A>B$ when $\left|x_{1}(0)\right| \neq\left|x_{3}(0)\right|$, Eq. (6.132) can be rewritten using $\sinh (x \pm y)=\sinh x \cosh y \pm \cosh x \sinh y$, as follows:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \theta_{2}}{\mathrm{~d} \tau^{2}}=1-\sqrt{A^{2}-B^{2}} \sinh \left(2 \theta_{2}+\phi\right) \tag{6.133}
\end{equation*}
$$

where $\phi=\tanh ^{-1}(B / A)$.
Defining $\theta=2 \theta_{2}+\phi$, we rewrite Eq. (6.133) as

$$
\begin{gather*}
\frac{\mathrm{d} \theta}{\mathrm{~d} \tau}=x  \tag{6.134a}\\
\frac{\mathrm{~d} x}{\mathrm{~d} \tau}=-2 \sqrt{A^{2}-B^{2}} \sinh \theta+2 \tag{6.134b}
\end{gather*}
$$

which can be combined as

$$
\begin{equation*}
\frac{\mathrm{d} x}{\mathrm{~d} \theta}=\frac{-2 \sqrt{A^{2}-B^{2}} \sinh \theta+2}{x} \tag{6.135}
\end{equation*}
$$

Integrating this equation after separation of variables, we obtain the trajectory equation on the $(x, \theta)$ plane, as follows:

$$
\begin{equation*}
\frac{1}{2} x^{2}+2 \sqrt{A^{2}-B^{2}} \cosh \theta-2 \theta=E \tag{6.136}
\end{equation*}
$$

where $E$ is the integral constant.

It can be shown that all the equilibrium points of Eq. (6.133) or Eqs. (6.134) are stable. Consequently, $x$ is bounded and does not approach infinity for any values of the constant torque along the intermediate axis if $\left|x_{1}(0)\right| \neq\left|x_{3}(0)\right|$. However, for certain particular initial conditions such that $x_{1}(0)=x_{3}(0), x$ approaches $-\infty$ if $\mu<0$ but it is bounded for $\mu \geq 0$. When $x_{1}(0)=-x_{3}(0), x$ approaches $+\infty$ if $\mu>0$ but it is bounded for $\mu \leq 0$.

Like the preceding case of a constant torque about the major axis, the general trajectory equation in the ( $x_{1}, x_{2}, x_{3}$ ) space can be found as

$$
\begin{equation*}
x_{1}^{2}+2 x_{2}^{2}+x_{3}^{2}-2 \tanh ^{-1}\left\{\frac{2 x_{1} x_{3}}{x_{1}^{2}+x_{3}^{2}}\right\}=E \tag{6.137}
\end{equation*}
$$

For a more detailed treatment of this subject, the reader is referred to Leimanis ${ }^{1}$ and Livneh and Wie. ${ }^{8,9}$

### 6.10 Rigid Body in a Circular Orbit

The solution of most spacecraft dynamics and control problems requires a consideration of gravitational forces and moments. When a body is in a uniform gravitational field, its center of mass becomes the center of gravity and the gravitational torque about its center of mass is zero. The gravitational field is not uniform over a body in space, however, and a gravitational torque exists about the body's center of mass. This effect was first considered by D'Alembert and Euler in 1749. Later, in 1780, Lagrange used it to explain why the moon always has the same face toward the Earth. In this section, we derive the equations of motion of a rigid spacecraft in a circular orbit and study its stability.

### 6.10.1 Equations of Motion

Consider a rigid body in a circular orbit. A local vertical and local horizontal (LVLH) reference frame $A$ with its origin at the center of mass of an orbiting spacecraft has a set of unit vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$, with $\vec{a}_{1}$ along the orbit direction, $\vec{a}_{2}$ perpendicular to the orbit plane, and $\vec{a}_{3}$ toward the Earth, as illustrated in Fig. 6.8. The angular velocity of $A$ with respect to $N$ is

$$
\begin{equation*}
\vec{\omega}^{A / N}=-n \vec{a}_{2} \tag{6.138}
\end{equation*}
$$

where $n$ is the constant orbital rate. The angular velocity of the body-fixed reference frame $B$ with basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ is then given by

$$
\begin{equation*}
\vec{\omega}^{B / N}=\vec{\omega}^{B / A}+\vec{\omega}^{A / N}=\vec{\omega}^{B / A}-n \vec{a}_{2} \tag{6.139}
\end{equation*}
$$

where $\vec{\omega}^{B / A}$ is the angular velocity of $B$ relative to $A$.
The orientation of the body-fixed reference frame $B$ with respect to the LVLH reference frame $A$ is in general described by the direction cosine matrix $\mathbf{C}=\mathbf{C}^{B / A}$ such that

$$
\left[\begin{array}{l}
\vec{b}_{1}  \tag{6.140}\\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]=\left[\begin{array}{lll}
C_{11} & C_{12} & C_{13} \\
C_{21} & C_{22} & C_{23} \\
C_{31} & C_{32} & C_{33}
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]
$$
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or

$$
\left[\begin{array}{l}
\vec{a}_{1}  \tag{6.141}\\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]=\left[\begin{array}{lll}
C_{11} & C_{21} & C_{31} \\
C_{12} & C_{22} & C_{32} \\
C_{13} & C_{23} & C_{33}
\end{array}\right]\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]
$$

The gravitational force acting on a small mass element $\mathrm{d} m$ is given by

$$
\begin{equation*}
\mathrm{d} \vec{f}=-\frac{\mu \vec{R} \mathrm{~d} m}{|\vec{R}|^{3}}=-\frac{\mu\left(\vec{R}_{c}+\vec{\rho}\right) \mathrm{d} m}{\left|\vec{R}_{c}+\vec{\rho}\right|^{3}} \tag{6.142}
\end{equation*}
$$

where $\mu$ is the gravitational parameter of the Earth, $\vec{R}$ and $\vec{\rho}$ are the position vectors of $\mathrm{d} m$ from the Earth's center and the spacecraft's mass center, respectively, and $\vec{R}_{c}$ is the position vector of the spacecraft's mass center from the Earth's center.

The gravity-gradient torque about the spacecraft's mass center is then expressed as

$$
\begin{equation*}
\vec{M}=\int \vec{\rho} \times \mathrm{d} \vec{f}=-\mu \int \frac{\vec{\rho} \times \vec{R}_{c}}{\left|\vec{R}_{c}+\vec{\rho}\right|^{3}} \mathrm{~d} m \tag{6.143}
\end{equation*}
$$

and we have the following approximation:

$$
\begin{align*}
\left|\vec{R}_{c}+\vec{\rho}\right|^{-3} & =R_{c}^{-3}\left\{1+\frac{2\left(\vec{R}_{c} \cdot \vec{\rho}\right)}{R_{c}^{2}}+\frac{\rho^{2}}{R_{c}^{2}}\right\}^{-\frac{3}{2}} \\
& =R_{c}^{-3}\left\{1-\frac{3\left(\vec{R}_{c} \cdot \vec{\rho}\right)}{R_{c}^{2}}+\text { higher-order terms }\right\} \tag{6.144}
\end{align*}
$$

where $R_{c}=\left|\vec{R}_{c}\right|$ and $\rho=|\vec{\rho}|$. Because $\int \vec{\rho} \mathrm{d} m=0$, the gravity-gradient torque neglecting the higher-order terms can be written as

$$
\begin{equation*}
\vec{M}=\frac{3 \mu}{R_{c}^{5}} \int\left(\vec{R}_{c} \cdot \vec{\rho}\right)\left(\vec{\rho} \times \vec{R}_{c}\right) \mathrm{d} m \tag{6.145}
\end{equation*}
$$

This equation is further manipulated as follows:

$$
\begin{aligned}
\vec{M} & =-\frac{3 \mu}{R_{c}^{5}} \vec{R}_{c} \times \int \vec{\rho}\left(\vec{\rho} \cdot \vec{R}_{c}\right) \mathrm{d} m \\
& =-\frac{3 \mu}{R_{c}^{5}} \vec{R}_{c} \times \int \vec{\rho} \vec{\rho} \mathrm{d} m \cdot \vec{R}_{c} \\
& =-\frac{3 \mu}{R_{c}^{5}} \vec{R}_{c} \times\left[\int \rho^{2} \hat{I} \mathrm{~d} m-\hat{J}\right] \cdot \vec{R}_{c} \\
& =-\frac{3 \mu}{R_{c}^{5}} \vec{R}_{c} \times \int \rho^{2} \hat{I} \mathrm{~d} m \cdot \vec{R}_{c}+\frac{3 \mu}{R_{c}^{5}} \vec{R}_{c} \times \hat{J} \cdot \vec{R}_{c} \\
& =\frac{3 \mu}{R_{c}^{5}} \vec{R}_{c} \times \hat{J} \cdot \vec{R}_{c}
\end{aligned}
$$

because $\hat{J}=\int\left(\rho^{2} \hat{I}-\vec{\rho} \vec{\rho}\right) \mathrm{d} m$ and $\vec{R}_{c} \times \hat{I} \cdot \vec{R}_{c}=\vec{R}_{c} \times \vec{R}_{c}=0$.
Finally, the gravity-gradient torque is expressed in vector/dyadic form as

$$
\begin{equation*}
\vec{M}=3 n^{2} \vec{a}_{3} \times \hat{J} \cdot \vec{a}_{3} \tag{6.146}
\end{equation*}
$$

where $n=\sqrt{\mu / R_{c}^{3}}$ is the orbital rate and $\vec{a}_{3} \equiv-\vec{R}_{c} / R_{c}$.
The rotational equation of motion of a rigid body with an angular momentum $\vec{H}=\hat{J} \cdot \vec{\omega}^{B / N}$ in a circular orbit is then given by

$$
\left\{\frac{\mathrm{d} \vec{H}}{\mathrm{~d} t}\right\}_{N} \equiv\left\{\frac{\mathrm{~d} \vec{H}}{\mathrm{~d} t}\right\}_{B}+\vec{\omega}^{B / N} \times \vec{H}=\vec{M}
$$

which can be written as

$$
\begin{equation*}
\hat{J} \cdot \dot{\vec{\omega}}+\vec{\omega} \times \hat{J} \cdot \vec{\omega}=3 n^{2} \vec{a}_{3} \times \hat{J} \cdot \vec{a}_{3} \tag{6.147}
\end{equation*}
$$

where $\vec{\omega} \equiv \vec{\omega}^{B / N}$
Because $\vec{\omega}$ and $\vec{a}_{3}$ can be expressed in terms of basis vectors of the body-fixed reference frame $B$ as

$$
\begin{gather*}
\vec{\omega}=\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3}  \tag{6.148a}\\
\vec{a}_{3}=C_{13} \vec{b}_{1}+C_{23} \vec{b}_{2}+C_{33} \vec{b}_{3} \tag{6.148b}
\end{gather*}
$$

the equation of motion in matrix form becomes

$$
\begin{align*}
& {\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{c}
\dot{\omega}_{1} \\
\dot{\omega}_{2} \\
\dot{\omega}_{3}
\end{array}\right]+\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]} \\
& \quad=3 n^{2}\left[\begin{array}{ccc}
0 & -C_{33} & C_{23} \\
C_{33} & 0 & -C_{13} \\
-C_{23} & C_{13} & 0
\end{array}\right]\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
C_{13} \\
C_{23} \\
C_{33}
\end{array}\right] \tag{6.149}
\end{align*}
$$

To describe the orientation of the body-fixed reference frame $B$ with respect to the LVLH reference frame $A$ in terms of three Euler angles $\theta_{i}(i=1,2,3)$, consider the rotational sequence of $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right)$ to $B$ from $A$. For this sequence, we have

$$
\begin{aligned}
{\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right] } & =\left[\begin{array}{lll}
C_{11} & C_{12} & C_{13} \\
C_{21} & C_{22} & C_{23} \\
C_{31} & C_{32} & C_{33}
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\mathrm{s} \theta_{1} \mathrm{~s} \theta_{2} \mathrm{c} \theta_{3}-\mathrm{c} \theta_{3} \\
\mathrm{c} \theta_{1} \mathrm{~s} \theta_{2} \mathrm{c} \theta_{3} & \mathrm{~s} \theta_{1} \mathrm{~s} \theta_{2} \mathrm{c} \theta_{2} \mathrm{~s} \theta_{1} \mathrm{~s} \theta_{3} & \mathrm{c} \theta_{1} \mathrm{c} \theta_{2} \mathrm{c} \theta_{1} \mathrm{c} \theta_{3}-\mathrm{s} \theta_{1} \mathrm{c} \theta_{3} \\
\mathrm{~s} \theta_{1} \mathrm{c} \theta_{2} \\
\mathrm{c} \theta_{1} \mathrm{c} \theta_{2}
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\overrightarrow{a_{3}}
\end{array}\right]
\end{aligned}
$$

where $\mathrm{c} \theta_{i} \equiv \cos \theta_{i}$ and $\mathrm{s} \theta_{i} \equiv \sin \theta_{i}$.
Also, for the sequence of $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right)$, the angular velocity of $B$ relative to $A$ is represented as

$$
\vec{\omega}^{B / A}=\omega_{1}^{\prime} \vec{b}_{1}+\omega_{2}^{\prime} \vec{b}_{2}+\omega_{3}^{\prime} \vec{b}_{3}
$$

where

$$
\left[\begin{array}{c}
\omega_{1}^{\prime}  \tag{6.150}\\
\omega_{2}^{\prime} \\
\omega_{3}^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & -\mathrm{s} \theta_{2} \\
0 & \mathrm{c} \theta_{1} & \mathrm{~s} \theta_{1} \mathrm{c} \theta_{2} \\
0 & -\mathrm{s} \theta_{1} & \mathrm{c} \theta_{1} \mathrm{c} \theta_{2}
\end{array}\right]\left[\begin{array}{c}
\dot{\theta}_{1} \\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right]
$$

Because

$$
\vec{\omega} \equiv \vec{\omega}^{B / N}=\vec{\omega}^{B / A}+\vec{\omega}^{A / N}=\vec{\omega}^{B / A}-n \vec{a}_{2}
$$

where $\vec{\omega}=\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3}$ and

$$
\begin{aligned}
\vec{a}_{2} & =C_{12} \vec{b}_{1}+C_{22} \vec{b}_{2}+C_{32} \vec{b}_{3} \\
& =\mathrm{c} \theta_{2} \mathrm{~s} \theta_{3} \vec{b}_{1}+\left(\mathrm{s} \theta_{1} \mathrm{~s} \theta_{2} \mathrm{~s} \theta_{3}+\mathrm{c} \theta_{1} \mathrm{c} \theta_{3}\right) \vec{b}_{2}+\left(\mathrm{c} \theta_{1} \mathrm{~s} \theta_{2} \mathrm{~s} \theta_{3}-\mathrm{s} \theta_{1} \mathrm{c} \theta_{3}\right) \vec{b}_{3}
\end{aligned}
$$

we have

$$
\left[\begin{array}{l}
\omega_{1}  \tag{6.151}\\
\omega_{2} \\
\omega_{3}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & -\mathrm{s} \theta_{2} \\
0 & \mathrm{c} \theta_{1} & \mathrm{~s} \theta_{1} \mathrm{c} \theta_{2} \\
0 & -\mathrm{s} \theta_{1} & \mathrm{c} \theta_{1} \mathrm{c} \theta_{2}
\end{array}\right]\left[\begin{array}{l}
\dot{\theta}_{1} \\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right]-n\left[\begin{array}{c}
\mathrm{c} \theta_{2} \mathrm{~s} \theta_{3} \\
\mathrm{~s} \theta_{1} \mathrm{~s} \theta_{2} \mathrm{~s} \theta_{3}+\mathrm{c} \theta_{1} \mathrm{c} \theta_{3} \\
\mathrm{c} \theta_{1} \mathrm{~s} \theta_{2} \mathrm{~s} \theta_{3}-\mathrm{s} \theta_{1} \mathrm{c} \theta_{3}
\end{array}\right]
$$

Finally, the kinematic differential equations of an orbiting rigid body can be found as

$$
\left[\begin{array}{c}
\dot{\theta}_{1}  \tag{6.152}\\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right]=\frac{1}{\mathrm{c} \theta_{2}}\left[\begin{array}{ccc}
\mathrm{c} \theta_{2} & \mathrm{~s} \theta_{1} \mathrm{~s} \theta_{2} & \mathrm{c} \theta_{1} \mathrm{~s} \theta_{2} \\
0 & \mathrm{c} \theta_{1} \mathrm{c} \theta_{2} & -\mathrm{s} \theta_{1} \mathrm{c} \theta_{2} \\
0 & \mathrm{~s} \theta_{1} & \mathrm{c} \theta_{1}
\end{array}\right]\left[\begin{array}{c}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]+\frac{n}{\mathrm{c} \theta_{2}}\left[\begin{array}{c}
\mathrm{s} \theta_{3} \\
\mathrm{c} \theta_{2} \mathrm{c} \theta_{3} \\
\mathrm{~s} \theta_{2} \mathrm{~s} \theta_{3}
\end{array}\right]
$$

The dynamic equations of motion about body-fixed principal axes become

$$
\begin{align*}
& J_{1} \dot{\omega}_{1}-\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}=-3 n^{2}\left(J_{2}-J_{3}\right) C_{23} C_{33}  \tag{6.153a}\\
& J_{2} \dot{\omega}_{2}-\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}=-3 n^{2}\left(J_{3}-J_{1}\right) C_{33} C_{13}  \tag{6.153b}\\
& J_{3} \dot{\omega}_{3}-\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}=-3 n^{2}\left(J_{1}-J_{2}\right) C_{13} C_{23} \tag{6.153c}
\end{align*}
$$

where $C_{13}=-\sin \theta_{2}, C_{23}=\sin \theta_{1} \cos \theta_{2}$, and $C_{33}=\cos \theta_{1} \cos \theta_{2}$ for the sequence of $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right)$. Furthermore, for small angles ( $\sin \theta_{i} \approx \theta_{i}$ and $\cos \theta_{i} \approx 1$ ), these dynamic equations become

$$
\begin{gather*}
J_{1} \dot{\omega}_{1}-\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}=-3 n^{2}\left(J_{2}-J_{3}\right) \theta_{1}  \tag{6.154a}\\
J_{2} \dot{\omega}_{2}-\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}=3 n^{2}\left(J_{3}-J_{1}\right) \theta_{2}  \tag{6.154b}\\
J_{3} \dot{\omega}_{3}-\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}=0 \tag{6.154c}
\end{gather*}
$$

Also, for small $\theta_{i}$ and $\dot{\theta}_{i}$, Eq. (6.151) can be linearized as

$$
\begin{gather*}
\omega_{1}=\dot{\theta}_{1}-n \theta_{3}  \tag{6.155a}\\
\omega_{2}=\dot{\theta}_{2}-n  \tag{6.155b}\\
\omega_{3}=\dot{\theta}_{3}+n \theta_{1} \tag{6.155c}
\end{gather*}
$$

Substituting Eqs. (6.155) into Eqs. (6.154), we obtain the linearized equations of motion of a rigid body in a circular orbit, as follows, for roll, pitch, and yaw, respectively:

$$
\begin{gather*}
J_{1} \ddot{\theta}_{1}-n\left(J_{1}-J_{2}+J_{3}\right) \dot{\theta}_{3}+4 n^{2}\left(J_{2}-J_{3}\right) \theta_{1}=0  \tag{6.156}\\
J_{2} \ddot{\theta}_{2}+3 n^{2}\left(J_{1}-J_{3}\right) \theta_{2}=0  \tag{6.157}\\
J_{3} \ddot{\theta}_{3}+n\left(J_{1}-J_{2}+J_{3}\right) \dot{\theta}_{1}+n^{2}\left(J_{2}-J_{1}\right) \theta_{3}=0 \tag{6.158}
\end{gather*}
$$

where $\theta_{1}, \theta_{2}$, and $\theta_{3}$ are often called, respectively, the roll, pitch, and yaw attitude angles of the spacecraft relative to the LVLH reference frame $A$.

For these small angles $\theta_{1}, \theta_{2}$, and $\theta_{3}$, the body-fixed reference frame $B$ is, in fact, related to the LVLH frame $A$ by

$$
\left[\begin{array}{l}
\vec{b}_{1}  \tag{6.159}\\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right] \approx\left[\begin{array}{rrr}
1 & \theta_{3} & -\theta_{2} \\
-\theta_{3} & 1 & \theta_{1} \\
\theta_{2} & -\theta_{1} & 1
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]
$$

or

$$
\left[\begin{array}{l}
\vec{a}_{1}  \tag{6.160}\\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right] \approx\left[\begin{array}{rrr}
1 & -\theta_{3} & \theta_{2} \\
\theta_{3} & 1 & -\theta_{1} \\
-\theta_{2} & \theta_{1} & 1
\end{array}\right]\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]
$$

The angular velocity of $B$ in $N$ for this case of small relative angles of $B$ with respect to $A$ is also given by

$$
\begin{align*}
\vec{\omega} \equiv & \vec{\omega}^{B / N}=\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3} \\
& \approx\left(\dot{\theta}_{1}-n \theta_{3}\right) \vec{b}_{1}+\left(\dot{\theta}_{2}-n\right) \vec{b}_{2}+\left(\dot{\theta}_{3}+n \theta_{1}\right) \vec{b}_{3} \tag{6.161}
\end{align*}
$$

### 6.10.2 Linear Stability Analysis

Because the pitch-axis equation (6.157) is decoupled from the roll/yaw equations (6.156) and (6.158), consider first the characteristic equation of the pitch axis
given by

$$
\begin{equation*}
s^{2}+\left[3 n^{2}\left(J_{1}-J_{3}\right) / J_{2}\right]=0 \tag{6.162}
\end{equation*}
$$

If $J_{1}>J_{3}$, then the characteristic roots are pure imaginary numbers and it is said to be (Lyapunov) stable. If $J_{1}<J_{3}$, then one of the characteristic roots is a positive real number and it is said to be unstable. Therefore, the necessary and sufficient condition for pitch stability is

$$
\begin{equation*}
J_{1}>J_{3} \tag{6.163}
\end{equation*}
$$

For the roll/yaw stability analysis, the roll/yaw equations (6.156) and (6.158) are rewritten as

$$
\begin{gather*}
\ddot{\theta}_{1}+\left(k_{1}-1\right) n \dot{\theta}_{3}+4 n^{2} k_{1} \theta_{1}=0  \tag{6.164a}\\
\ddot{\theta}_{3}+\left(1-k_{3}\right) n \dot{\theta}_{1}+n^{2} k_{3} \theta_{3}=0 \tag{6.164b}
\end{gather*}
$$

where

$$
\begin{equation*}
k_{1}=\left(J_{2}-J_{3}\right) / J_{1}, \quad k_{3}=\left(J_{2}-J_{1}\right) / J_{3} \tag{6.165}
\end{equation*}
$$

Because of the physical properties of the moments of inertia ( $J_{1}+J_{2}>J_{3}, J_{2}+$ $J_{3}>J_{1}$, and $J_{1}+J_{3}>J_{2}$ ), $k_{1}$ and $k_{3}$ are, in fact, bounded as

$$
\begin{equation*}
\left|k_{1}\right|<1, \quad\left|k_{3}\right|<1 \tag{6.166}
\end{equation*}
$$

The roll/yaw characteristic equation can then be found as

$$
\begin{equation*}
s^{4}+\left(1+3 k_{1}+k_{1} k_{3}\right) n^{2} s^{2}+4 k_{1} k_{3} n^{4}=0 \tag{6.167}
\end{equation*}
$$

The roll/yaw characteristic roots become pure imaginary numbers if and only if

$$
\begin{gather*}
k_{1} k_{3}>0  \tag{6.168a}\\
1+3 k_{1}+k_{1} k_{3}>0  \tag{6.168b}\\
\left(1+3 k_{1}+k_{1} k_{3}\right)^{2}-16 k_{1} k_{3}>0 \tag{6.168c}
\end{gather*}
$$

which are the necessary and sufficient conditions for roll/yaw stability.
The preceding results for linear stability of a rigid body in a circular orbit can be summarized using a stability diagram in the ( $k_{1}, k_{3}$ ) plane, as shown in Fig. 6.9. For a further treatment of this subject, see Hughes. ${ }^{2}$

## Problems

6.10. Consider the sequence of $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right)$ from the LVLH reference frame $A$ to a body-fixed reference frame $B$ for a rigid spacecraft in a circular orbit.
(a) Verify the following relationship:

$$
\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]=\left[\begin{array}{ccc}
\mathrm{c} \theta_{2} \mathrm{c} \theta_{3} & \mathrm{~s} \theta_{3} & -\mathrm{s} \theta_{2} \mathrm{c} \theta_{3} \\
-\mathrm{c} \theta_{1} \mathrm{c} \theta_{2} \mathrm{~s} \theta_{3}+\mathrm{s} \theta_{1} \mathrm{~s} \theta_{2} & \mathrm{c} \theta_{1} \mathrm{c} \theta_{3} & \mathrm{c} \theta_{1} \mathrm{~s} \theta_{2} \mathrm{~s} \theta_{3}+\mathrm{s} \theta_{1} \mathrm{c} \theta_{2} \\
\mathrm{~s} \theta_{1} \mathrm{c} \theta_{2} \mathrm{~s} \theta_{3}+\mathrm{c} \theta_{1} \mathrm{~s} \theta_{2} & -\mathrm{s} \theta_{1} \mathrm{c} \theta_{3} & -\mathrm{s} \theta_{1} \mathrm{~s} \theta_{2} \mathrm{~s} \theta_{3}+\mathrm{c} \theta_{1} \mathrm{c} \theta_{2}
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]
$$

where $\mathrm{c} \theta_{i}=\cos \theta_{i}$ and $\mathrm{s} \theta_{i}=\sin \theta_{i}$.


Fig. 6.9 Gravity-gradient stability plot.
(b) Derive the following kinematic differential equation:

$$
\left[\begin{array}{c}
\dot{\theta}_{1} \\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right]=\frac{1}{\cos \theta_{3}}\left[\begin{array}{ccc}
\cos \theta_{3} & -\cos \theta_{1} \sin \theta_{3} & \sin \theta_{1} \sin \theta_{3} \\
0 & \cos \theta_{1} & -\sin \theta_{1} \\
0 & \sin \theta_{1} \cos \theta_{3} & \cos \theta_{1} \cos \theta_{3}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]+\left[\begin{array}{l}
0 \\
n \\
0
\end{array}\right]
$$

(c) For small attitude deviations from LVLH orientation, show that the linearized dynamic equations of motion, including the products of inertia, can be written as

$$
\begin{aligned}
& {\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\dot{\omega}_{1} \\
\dot{\omega}_{2} \\
\dot{\omega}_{3}
\end{array}\right]=n\left[\begin{array}{ccc}
J_{31} & 2 J_{32} & J_{33}-J_{22} \\
-J_{32} & 0 & J_{12} \\
J_{22}-J_{11} & -2 J_{12} & -J_{13}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]} \\
& \quad+3 n^{2}\left[\begin{array}{ccc}
J_{33}-J_{22} & J_{21} & 0 \\
J_{12} & J_{33}-J_{11} & 0 \\
-J_{13} & -J_{23} & 0
\end{array}\right]\left[\begin{array}{l}
\theta_{1} \\
\theta_{2} \\
\theta_{3}
\end{array}\right]+n^{2}\left[\begin{array}{c}
-2 J_{23} \\
3 J_{13} \\
-J_{12}
\end{array}\right]
\end{aligned}
$$

(d) Verify that the linearized equations of motion can also be written in terms of Euler angles, as follows:

$$
\begin{aligned}
& {\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\ddot{\theta}_{1} \\
\ddot{\theta}_{2} \\
\ddot{\theta}_{3}
\end{array}\right]} \\
& \quad=n\left[\begin{array}{ccc}
0 & 2 J_{32} & J_{11}-J_{22}+J_{33} \\
-2 J_{32} & 0 & 2 J_{12} \\
-J_{11}+J_{22}-J_{33} & -2 J_{12} & 0
\end{array}\right]\left[\begin{array}{l}
\dot{\theta}_{1} \\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right] \\
& \quad+n^{2}\left[\begin{array}{ccc}
4\left(J_{33}-J_{22}\right) & 3 J_{21} & -J_{31} \\
4 J_{12} & 3\left(J_{33}-J_{11}\right) & J_{32} \\
-4 J_{13} & -3 J_{23} & J_{11}-J_{22}
\end{array}\right]\left[\begin{array}{l}
\theta_{1} \\
\theta_{2} \\
\theta_{3}
\end{array}\right]+n^{2}\left[\begin{array}{c}
-4 J_{23} \\
3 J_{13} \\
J_{12}
\end{array}\right]
\end{aligned}
$$

(e) For large, pitch-axis angular motion but with small roll/yaw angles, derive the following equations of motion about principal axes:

$$
\begin{aligned}
& J_{1} \ddot{\theta}_{1}+\left(1+3 \cos ^{2} \theta_{2}\right) n^{2}\left(J_{2}-J_{3}\right) \theta_{1}-n\left(J_{1}-J_{2}+J_{3}\right) \dot{\theta}_{3} \\
& \\
& +3\left(J_{2}-J_{3}\right) n^{2}\left(\sin \theta_{2} \cos \theta_{2}\right) \theta_{3}=0 \\
& \quad J_{2} \ddot{\theta}_{2}+3 n^{2}\left(J_{1}-J_{3}\right) \sin \theta_{2} \cos \theta_{2}=0 \\
& J_{3} \ddot{\theta}_{3}+\left(1+3 \sin ^{2} \theta_{2}\right) n^{2}\left(J_{2}-J_{1}\right) \theta_{3}+n\left(J_{1}-J_{2}+J_{3}\right) \dot{\theta}_{1} \\
& \\
& +3\left(J_{2}-J_{1}\right) n^{2}\left(\sin \theta_{2} \cos \theta_{2}\right) \theta_{1}=0
\end{aligned}
$$

Note: See Ref. 10 for additional information pertaining to Problem 6.10.
6.11. Consider a rigid body in a circular orbit possessing a body-fixed reference frame $B$ with basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$. The LVLH reference frame $A$ with its origin at the center of mass of an orbiting spacecraft has a set of unit vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$, with $\vec{a}_{1}$ along the orbit direction, $\vec{a}_{2}$ perpendicular to the orbit plane, and $\vec{a}_{3}$ toward the Earth, as illustrated in Fig. 6.8.

Basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ of $B$ and basis vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$ of $A$ are related to each other by

$$
\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]=\left[\begin{array}{lll}
1-2\left(q_{2}^{2}+q_{3}^{2}\right) & 2\left(q_{1} q_{2}+q_{3} q_{4}\right) & 2\left(q_{1} q_{3}-q_{2} q_{4}\right) \\
2\left(q_{1} q_{2}-q_{3} q_{4}\right) & 1-2\left(q_{1}^{2}+q_{3}^{2}\right) & 2\left(q_{2} q_{3}+q_{1} q_{4}\right) \\
2\left(q_{1} q_{3}+q_{2} q_{4}\right) & 2\left(q_{2} q_{3}-q_{1} q_{4}\right) & 1-2\left(q_{1}^{2}+q_{2}^{2}\right)
\end{array}\right]\left[\begin{array}{l}
\vec{a}_{1} \\
\vec{a}_{2} \\
\vec{a}_{3}
\end{array}\right]
$$

where $q_{1}, q_{2}, q_{3}$, and $q_{4}$ are quaternions that describe the orientation of $B$ relative to $A$.
(a) Verify that the three Euler angles of the $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right)$ sequence from the LVLH reference frame $A$ to a body-fixed reference frame $B$ for a rigid spacecraft in a circular orbit are related to quaternions by

$$
\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]=\left[\begin{array}{l}
\mathrm{c}\left(\theta_{1} / 2\right) \mathrm{s}\left(\theta_{2} / 2\right) \mathrm{s}\left(\theta_{3} / 2\right)+\mathrm{s}\left(\theta_{1} / 2\right) \mathrm{c}\left(\theta_{2} / 2\right) \mathrm{c}\left(\theta_{3} / 2\right) \\
\mathrm{c}\left(\theta_{1} / 2\right) \mathrm{s}\left(\theta_{2} / 2\right) \mathrm{c}\left(\theta_{3} / 2\right)+\mathrm{s}\left(\theta_{1} / 2\right) \mathrm{c}\left(\theta_{2} / 2\right) \mathrm{s}\left(\theta_{3} / 2\right) \\
\mathrm{c}\left(\theta_{1} / 2\right) \mathrm{c}\left(\theta_{2} / 2\right) \mathrm{s}\left(\theta_{3} / 2\right)-\mathrm{s}\left(\theta_{1} / 2\right) \mathrm{s}\left(\theta_{2} / 2\right) \mathrm{c}\left(\theta_{3} / 2\right) \\
\mathrm{c}\left(\theta_{1} / 2\right) \mathrm{c}\left(\theta_{2} / 2\right) \mathrm{c}\left(\theta_{3} / 2\right)-\mathrm{s}\left(\theta_{1} / 2\right) \mathrm{s}\left(\theta_{2} / 2\right) \mathrm{s}\left(\theta_{3} / 2\right)
\end{array}\right]
$$

where $\mathrm{c}\left(\theta_{i} / 2\right)=\cos \left(\theta_{i} / 2\right)$ and $\mathrm{s}\left(\theta_{i} / 2\right)=\sin \left(\theta_{i} / 2\right)$.
(b) Derive the following inverse relationships:

$$
\begin{aligned}
& \theta_{1}=\tan ^{-1}\left\{\frac{2\left(q_{1} q_{4}-q_{2} q_{3}\right)}{1-2 q_{1}^{2}-2 q_{3}^{2}}\right\} \\
& \theta_{2}=\tan ^{-1}\left\{\frac{2\left(q_{2} q_{4}-q_{1} q_{3}\right)}{1-2 q_{2}^{2}-2 q_{3}^{2}}\right\} \\
& \theta_{3}=\sin ^{-1}\left\{2\left(q_{1} q_{2}+q_{3} q_{4}\right)\right\}
\end{aligned}
$$

(c) Derive the following kinematic differential equation for a rigid spacecraft in a circular orbit:

$$
\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2} \\
\dot{q}_{3} \\
\dot{q}_{4}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cccc}
0 & \omega_{3} & -\omega_{2}+n & \omega_{1} \\
-\omega_{3} & 0 & \omega_{1} & \omega_{2}+n \\
\omega_{2}-n & -\omega_{1} & 0 & \omega_{3} \\
-\omega_{1} & -\omega_{2}-n & -\omega_{3} & 0
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]
$$

(d) Derive the following equations of motion for principal axes:

$$
\begin{gathered}
J_{1} \dot{\omega}_{1}-\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+6 n^{2}\left(J_{2}-J_{3}\right)\left(q_{1} q_{4}+q_{2} q_{3}\right)\left(1-2 q_{1}^{2}-2 q_{2}^{2}\right)=0 \\
J_{2} \dot{\omega}_{2}-\left(J_{3}-J_{1}\right) \omega_{1} \omega_{3}+6 n^{2}\left(J_{3}-J_{1}\right)\left(q_{1} q_{3}-q_{2} q_{4}\right)\left(1-2 q_{1}^{2}-2 q_{2}^{2}\right)=0 \\
J_{3} \dot{\omega}_{3}-\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}+12 n^{2}\left(J_{1}-J_{2}\right)\left(q_{1} q_{3}-q_{2} q_{4}\right)\left(q_{1} q_{4}+q_{2} q_{3}\right)=0
\end{gathered}
$$

Note: See Ref. 11 for additional information pertaining to Problem 6.11.
6.12. Let the $x, y$, and $z$ axes of the LVLH reference frame $A$ with a set of basis vectors $\left\{\vec{a}_{x}, \vec{a}_{y}, \vec{a}_{z}\right\}$ be the roll, pitch, and yaw axes, respectively. The origin of the LVLH reference frame is fixed at the mass center, with the $x$ axis in the flight direction, the $y$ axis perpendicular to the orbit plane, and the $z$ axis toward the Earth.
(a) Show that the equation of motion of a rigid body in a circular orbit can be written as

$$
\left\{\frac{\mathrm{d} \vec{H}}{\mathrm{~d} t}\right\}_{N} \equiv\left\{\frac{\mathrm{~d} \vec{H}}{\mathrm{~d} t}\right\}_{A}+\vec{\omega}^{A / N} \times \vec{H}=\vec{M}
$$

where $\vec{H}=\hat{J} \cdot \vec{\omega}^{B / N}$ and $\vec{M}$ is the gravity-gradient torque vector.
(b) Show that the equation of motion can be expressed in the LVLH frame $A$ and written in matrix form, as follows:

$$
\dot{\mathbf{H}}+\boldsymbol{\omega}^{A / N} \times \mathbf{H}=\mathbf{M}
$$

where $\mathbf{H}=\left(H_{x}, H_{y}, H_{z}\right)$ is the angular momentum vector of the spacecraft expressed in the LVLH reference frame; $\dot{\mathbf{H}}=\left(\dot{H}_{x}, \dot{H}_{y}, \dot{H}_{z}\right)$ is the rate of change of $\mathbf{H}$ as measured in the LVLH frame; $\omega^{A / N}=\left(\omega_{x}, \omega_{y}, \omega_{z}\right)=(0,-n, 0)$ is the angular velocity vector of the LVLH frame that rotates with the orbital rate $n ; \mathbf{M}$ is the gravity-gradient torque vector expressed in the LVLH frame; and $\omega^{A / N} \times \mathbf{H}$ denotes the cross product of two column vectors $\omega^{A / N}$ and $\mathbf{H}$.
Hint: Let $\vec{H}=H_{x} \vec{a}_{x}+H_{y} \vec{a}_{y}+H_{z} \vec{a}_{z}, \vec{\omega}^{A / N}=\omega_{x} \vec{a}_{x}+\omega_{y} \vec{a}_{y}+\omega_{z} \vec{a}_{z}$, and $\vec{M}=M_{x} \vec{a}_{x}+M_{y} \vec{a}_{y}+M_{z} \vec{a}_{z}$.
(c) Assuming that the orientation of the vehicle's principal axes with respect to the LVLH frame is described by small angles of $\theta_{x}, \theta_{y}$, and $\theta_{z}$, show that, for small attitude deviations from the LVLH frame, the gravity-gradient torque can be approximated as

$$
\mathbf{M}=3 n^{2}\left[\begin{array}{c}
\left(J_{3}-J_{2}\right) \theta_{x} \\
\left(J_{3}-J_{1}\right) \theta_{y} \\
0
\end{array}\right]
$$

where $J_{1}, J_{2}$, and $J_{3}$ are the principal moments of inertia of the vehicle about the body-fixed, principal-axis reference frame $B$; i.e., $\hat{J}=J_{1} \vec{b}_{1} \vec{b}_{1}+J_{2} \vec{b}_{2} \vec{b}_{2}+J_{3} \vec{b}_{3} \vec{b}_{3}$.
(d) Finally, show that the equations of motion expressed in the LVLH frame become

$$
\left[\begin{array}{l}
\dot{H}_{x} \\
\dot{H}_{y} \\
\dot{H}_{z}
\end{array}\right]=\left[\begin{array}{ccc}
0 & 0 & n \\
0 & 0 & 0 \\
-n & 0 & 0
\end{array}\right]\left[\begin{array}{l}
H_{x} \\
H_{y} \\
H_{z}
\end{array}\right]+3 n^{2}\left[\begin{array}{c}
\left(J_{3}-J_{2}\right) \theta_{x} \\
\left(J_{3}-J_{1}\right) \theta_{y} \\
0
\end{array}\right]+\left[\begin{array}{c}
T_{x} \\
T_{y} \\
T_{z}
\end{array}\right]
$$

where

$$
\left[\begin{array}{l}
H_{x} \\
H_{y} \\
H_{z}
\end{array}\right]=\left[\begin{array}{c}
J_{1} \dot{\theta}_{x}+n\left(J_{2}-J_{1}\right) \theta_{z} \\
J_{2}\left(\dot{\theta}_{y}-n\right) \\
J_{3} \dot{\theta}_{z}+n\left(J_{3}-J_{2}\right) \theta_{x}
\end{array}\right]
$$

and $T_{x}, T_{y}$, and $T_{z}$ are the components of any other external torque expressed in the LVLH frame.

Note: See Ref. 12 for additional information pertaining to Problem 6.12.

### 6.11 Gyrostat in a Circular Orbit

There are basically two different types of spacecraft: 1) a three-axis stabilized spacecraft and 2) a dual-spin stabilized spacecraft.

A three-axis stabilized spacecraft with a bias-momentum wheel is often called a bias-momentum stabilized spacecraft. INTELSAT V and INTELSAT VII satellites are typical examples of a bias-momentum stabilized spacecraft. In this kind of spacecraft configuration, a wheel is spun up to maintain a certain level of gyroscopic stiffness and the wheel is aligned along the pitch axis, nominally parallel to orbit normal.

A spacecraft with a large external rotor is called a dual-spinner or dual-spin stabilized spacecraft. INTELSAT IV and INTELSAT VI satellites are typical examples of a dual-spin stabilized spacecraft. The angular momentum, typically $2000 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}$, of a dual-spin stabilized spacecraft is much larger than that of a biasmomentum stabilized spacecraft. For example, INTELSAT V, a bias-momentum stabilized satellite, has an angular momentum of $35 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}$.

In this section we formulate the equations of motion of an Earth-pointing spacecraft equipped with reaction wheels. A rigid body, consisting of a main platform and spinning wheels, is often referred to as a gyrostat.

Consider a generic model of a gyrostat equipped with two reaction wheels aligned along roll and yaw axes and a pitch momentum wheel, as illustrated in Fig. 6.10. The pitch momentum wheel is nominally spun up along the negative pitch axis. Like Fig. 6.8 of the preceding section, a LVLH reference frame $A$ with its origin at the center of mass of an orbiting gyrostat has a set of unit vectors $\left\{\vec{a}_{1}, \vec{a}_{2}, \vec{a}_{3}\right\}$, with $\vec{a}_{1}$ along the orbit direction, $\vec{a}_{2}$ perpendicular to the orbit plane, and $\vec{a}_{3}$ toward the Earth. Let $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ be a set of basis vectors of a body-fixed reference frame $B$, which is assumed to be aligned with principal axes of the gyrostat.


Fig. 6.10 Gyrostat in a circular orbit.
The total angular momentum vector of the spacecraft is then expressed as

$$
\begin{equation*}
\vec{H}=\left(J_{1} \omega_{1}+h_{1}\right) \vec{b}_{1}+\left(J_{2} \omega_{2}-H_{0}+h_{2}\right) \vec{b}_{2}+\left(J_{3} \omega_{3}+h_{3}\right) \vec{b}_{3} \tag{6.169}
\end{equation*}
$$

where $J_{1}, J_{2}$, and $J_{3}$ are the principal moments of inertia of the gyrostat spacecraft; $\omega_{1}, \omega_{2}$, and $\omega_{3}$ are the body-fixed components of the angular velocity of the spacecraft, i.e., $\vec{\omega}^{B / N} \equiv \vec{\omega}=\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3} ; h_{1},-H_{0}+h_{2}$, and $h_{3}$ are the body-fixed components of the angular momentum of the three wheels; and $H_{0}$ is the nominal pitch bias momentum along the negative pitch axis.

The rotational equation of motion is then simply given by

$$
\begin{equation*}
\dot{\vec{H}}=\left\{\frac{\mathrm{d} \vec{H}}{\mathrm{~d} t}\right\}_{B}+\vec{\omega}^{B / N} \times \vec{H}=\vec{M} \tag{6.170}
\end{equation*}
$$

where $\vec{M}$ is the gravity-gradient torque acting on the vehicle. For the principal-axis frame $B$, the equations of motion can be written as

$$
\begin{gather*}
J_{1} \dot{\omega}_{1}-\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+\dot{h}_{1}+\omega_{2} h_{3}-\omega_{3}\left(-H_{0}+h_{2}\right)=M_{1}  \tag{6.171a}\\
J_{2} \dot{\omega}_{2}-\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}+\dot{h}_{2}+\omega_{3} h_{1}-\omega_{1} h_{3}=M_{2}  \tag{6.171b}\\
J_{3} \dot{\omega}_{3}-\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}+\dot{h}_{3}+\omega_{1}\left(-H_{0}+h_{2}\right)-\omega_{2} h_{1}=M_{3} \tag{6.171c}
\end{gather*}
$$

where $M_{i}=\vec{M} \cdot \vec{b}_{i}$.
For small relative angles between $B$ and $A$, we have

$$
\begin{gather*}
\omega_{1}=\dot{\theta}_{1}-n \theta_{3}  \tag{6.172a}\\
\omega_{2}=\dot{\theta}_{2}-n  \tag{6.172b}\\
\omega_{3}=\dot{\theta}_{3}+n \theta_{1} \tag{6.172c}
\end{gather*}
$$

and

$$
\begin{gather*}
M_{1}=-3 n^{2}\left(J_{2}-J_{3}\right) \theta_{1}  \tag{6.173a}\\
M_{2}=3 n^{2}\left(J_{3}-J_{1}\right) \theta_{2}  \tag{6.173b}\\
M_{3}=0 \tag{6.173c}
\end{gather*}
$$

where $n$ is the orbital rate and $\theta_{1}, \theta_{2}$, and $\theta_{3}$ are called the roll, pitch, and yaw attitude angles of the spacecraft relative to the LVLH reference frame $A$.

The linearized equations of motion of a gyrostat spacecraft in a circular orbit in terms of small roll, pitch, and yaw angles can be obtained as

$$
\begin{align*}
J_{1} \ddot{\theta}_{1}+ & {\left[4 n^{2}\left(J_{2}-J_{3}\right)+n H_{0}\right] \theta_{1} } \\
+ & {\left[-n\left(J_{1}-J_{2}+J_{3}\right)+H_{0}\right] \dot{\theta}_{3}+\dot{h}_{1}-n h_{3}=0 }  \tag{6.174}\\
& J_{2} \ddot{\theta}_{2}+3 n^{2}\left(J_{1}-J_{3}\right) \theta_{2}+\dot{h}_{2}=0  \tag{6.175}\\
J_{3} \ddot{\theta}_{3}+ & {\left[n^{2}\left(J_{2}-J_{1}\right)+n H_{0}\right] \theta_{3} } \\
- & {\left[-n\left(J_{1}-J_{2}+J_{3}\right)+H_{0}\right] \dot{\theta}_{1}+\dot{h}_{3}+n h_{1}=0 } \tag{6.176}
\end{align*}
$$

These linearized equations of motion will be used in Chapter 7 when we design attitude control systems of a bias-momentum stabilized spacecraft.

### 6.12 Dual-Spinner with a Platform Damper

A dual-spin spacecraft consisting of an external, axisymmetric rotor and a platform with a mass-spring-damper model is illustrated in Fig. 6.11. The so-called "despun platform" of dual-spin stabilized, geosynchronous communications satellites maintains continuous Earth-pointing, and thus it is actually spinning at orbital rate. The large external rotor with a much higher spin rate provides gyroscopic stiffness for attitude stability.

Most dual spinners such as INTELSAT III, launched in the early 1960s, had their rotor spin axis aligned with the major principal axis of the spacecraft. That is, the early, small dual spinners were disk shaped because of the major-axis stability condition of a spinning body with energy dissipation. In the mid-1960s,


Fig. 6.11 Dual-spinner with a despun platform damper.
however, larger communications satellites had to be designed and dual spinners were no longer limited to the oblate (disk-shaped) configuration because of fairing constraints of launch vehicles. Consequently, some stability criteria for a prolate (rod-shaped) dual spinner were developed independently. ${ }^{13}$ It was argued that the addition of energy dissipating devices on the despun platform would offset the destabilizing effect of energy dissipation in the rotor of a prolate dual spinner. Although such arguments were not rigorous at that time, an experimental prolate dual spinner, called the tactical communications satellite (TACSAT) was launched in 1969. Its successful mission led to many theoretical analysis results ${ }^{14-16}$ and, furthermore, resulted in many prolate dual spinners such as the INTELSAT IV series starting in 1971.

In this section, we formulate the equations of motion of a dual-spin spacecraft with a despun platform damper, illustrated in Fig. 6.11. The problem of a rigid spacecraft with internal moving mass was first investigated independently by Roberson ${ }^{17}$ in 1958 and then by Grubin ${ }^{18,19}$ in the early 1960s. For dynamic problems with internal moving mass, we may choose the composite center of mass of the total system as a reference point for the equations of motion. This formulation leads to a time-varying inertia matrix of the main rigid body, because the reference point is not fixed at the main body as the internal mass moves relative to the main body. On the other hand, we may choose the center of mass of the main body as the reference point, which leads to a constant inertia matrix of the main body relative to the reference point.

As illustrated in Fig. 6.11, a dual-spin spacecraft consists of an external rotor and a despun platform. The despun platform is considered to be the main body of the total system of mass $M$, and it has an internal moving part of mass $m$ connected by a spring of stiffness $k$ and a dashpot of damping coefficient $c$. The main body has a body-fixed reference frame $B$ with basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$. The point mass $m$ is located at a fixed distance $\ell$ from the reference point $O$ along $\vec{b}_{1}$ direction and has a relative displacement $z$ along $\vec{b}_{3}$ direction. The reference point $O$ of $B$ is assumed to be the center of mass of the main body when $z=0$. The reference frame $B$ is also assumed to be aligned with principal axes of the main body when $z=0$. The rotor has an angular momentum of $J \Omega$ relative to the main body.

The angular momentum equation of an external torque-free, dual spinner with respect to the reference point $O$ can be written as

$$
\begin{equation*}
\dot{\vec{h}}_{o}+M \vec{r}_{c} \times \vec{a}_{o}=0 \tag{6.177}
\end{equation*}
$$

where $M$ is the total mass, $\vec{r}_{c}$ is the position vector of the composite center of mass from the reference point $O$, and $\vec{a}_{o}$ is the inertial acceleration of the point $O$. The relative angular momentum of the total system about point $O$, denoted by $\vec{h}_{o}$, is given by

$$
\begin{equation*}
\vec{h}_{o}=\hat{J} \cdot \vec{\omega}+J \Omega \vec{b}_{3}-m \ell \dot{z} \vec{b}_{2} \tag{6.178}
\end{equation*}
$$

where $\vec{\omega}$ is the angular velocity vector of the main body and

$$
\hat{J}=\left[\begin{array}{lll}
\vec{b}_{1} & \vec{b}_{2} & \vec{b}_{3}
\end{array}\right]\left[\begin{array}{ccc}
J_{1}+m z^{2} & 0 & -m \ell z \\
0 & J_{2}+m z^{2} & 0 \\
-m \ell z & 0 & J_{3}
\end{array}\right]\left[\begin{array}{l}
\vec{b}_{1} \\
\vec{b}_{2} \\
\vec{b}_{3}
\end{array}\right]
$$

is the inertia dyadic of the main body, including the damper mass, about the reference point $O$.

From the geometry of the system, we find the position vector of the composite center of mass from the reference point $O$, as follows:

$$
\begin{equation*}
\vec{r}_{c}=(m / M) z \vec{b}_{3} \tag{6.179}
\end{equation*}
$$

The inertial acceleration of the reference point $O$ is related to the inertial acceleration of the composite center of mass as

$$
\begin{equation*}
\vec{a}_{c}=\vec{a}_{o}+\ddot{\vec{r}}_{c} \tag{6.180}
\end{equation*}
$$

Because $\vec{a}_{c}=0$ for dynamic systems with zero external force, we have

$$
\begin{equation*}
\vec{a}_{o}=-\ddot{\vec{r}}_{c}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}\left(\frac{m}{M} z \vec{b}_{3}\right) \tag{6.181}
\end{equation*}
$$

Expressing the angular velocity vector $\vec{\omega}$ as

$$
\begin{equation*}
\vec{\omega}=\omega_{1} \vec{b}_{1}+\omega_{2} \vec{b}_{2}+\omega_{3} \vec{b}_{3} \tag{6.182}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\vec{a}_{o}= & -\frac{m}{M}\left[\left(2 \omega_{2} \dot{z}+\dot{\omega}_{2} z+\omega_{2} \omega_{3} z\right) \vec{b}_{1}+\left(-2 \omega_{1} \dot{z}-z \dot{\omega}_{1}+z \omega_{2} \omega_{3}\right) \vec{b}_{2}\right. \\
& \left.+\left(\ddot{z}-\omega_{1}^{2} z-\omega_{2}^{2} z\right) \vec{b}_{3}\right] \tag{6.183}
\end{align*}
$$

and

$$
\begin{align*}
\vec{h}_{o}= & {\left[\left(J_{1}+m z^{2}\right) \omega_{1}-m \ell \omega_{3} z\right] \vec{b}_{1}+\left[\left(J_{2}+m z^{2}\right) \omega_{2}-m \ell \dot{z}\right] \vec{b}_{2} } \\
& +\left[-m \ell \omega_{1} z+J_{3} \omega_{3}+J \Omega\right] \vec{b}_{3} \tag{6.184}
\end{align*}
$$

Finally, the rotational equations of motion of the main body about the reference point $O$ can be obtained as

$$
\begin{align*}
J_{1} \dot{\omega}_{1} & -\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+J \Omega \omega_{2}+m(1-m / M) \dot{\omega}_{1} z^{2}-m(1-m / M) \omega_{2} \omega_{3} z^{2} \\
& +2 m(1-m / M) \omega_{1} z \dot{z}-m \ell \dot{\omega}_{3} z-m \ell \omega_{1} \omega_{2} z=0  \tag{6.185}\\
J_{2} \dot{\omega}_{2} & -\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}-J \Omega \omega_{1}+m(1-m / M) \dot{\omega}_{2} z^{2}+m(1-m / M) \omega_{1} \omega_{3} z^{2} \\
& +2 m(1-m / M) \omega_{2} z \dot{z}-m \ell \ddot{z}+m \ell \omega_{1}^{2} z-m \ell \omega_{3}^{2} z=0  \tag{6.186}\\
J_{3} \dot{\omega}_{3} & -\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}+J \dot{\Omega}+m \ell \omega_{2} \omega_{3} z-2 m \ell \omega_{1} \dot{z}-m \ell \dot{\omega}_{1} z=0 \tag{6.187}
\end{align*}
$$

The equation of motion for the rotor is given by

$$
\begin{equation*}
J\left(\dot{\omega}_{3}+\dot{\Omega}\right)=T \tag{6.188}
\end{equation*}
$$

where $T$ is the rotor spin control torque.
The dynamic equation of the internal moving mass itself can also be found by applying Newton's second law, as follows:

$$
\begin{equation*}
m \vec{a}=F_{1} \vec{b}_{1}+F_{2} \vec{b}_{2}-(c \dot{z}+k z) \vec{b}_{3} \tag{6.189}
\end{equation*}
$$

where $F_{1}$ and $F_{2}$ are constraint forces, and $\vec{a}$ is the inertial acceleration of the internal moving mass, which can be expressed as

$$
\begin{equation*}
\vec{a}=\vec{a}_{c}+\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}\left\{\ell \vec{b}_{1}+\left(1-\frac{m}{M}\right) z \vec{b}_{3}\right\} \tag{6.190}
\end{equation*}
$$

Because $\vec{a}_{c}=0$, we have

$$
\begin{equation*}
\vec{a}=\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}\left\{\ell \vec{b}_{1}+\left(1-\frac{m}{M}\right) z \vec{b}_{3}\right\} \tag{6.191}
\end{equation*}
$$

and the equation of motion of the damper mass along the $\vec{b}_{3}$ direction can be written as

$$
\begin{equation*}
m(1-m / M) \ddot{z}+c \dot{z}+k z-m(1-m / M)\left(\omega_{1}^{2}+\omega_{2}^{2}\right) z+m \ell \omega_{1} \omega_{3}-m \ell \dot{\omega}_{2}=0 \tag{6.192}
\end{equation*}
$$

The rigorous stability analysis of a dual-spin spacecraft with energy dissipation is beyond the scope of this book and will not be pursued further in this text. For a more detailed treatment of this subject, the reader is referred to Hughes ${ }^{2}$ and Kaplan, ${ }^{20}$ and also Refs. 14-16, and 21-26.
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## Rotational Maneuvers and Attitude Control

Chapters 5 and 6 were concerned with the rotational kinematics and attitude dynamics of rigid spacecraft, respectively. This chapter deals with attitude control and stabilization problems of rigid spacecraft under the influence of reaction jet firings, internal energy dissipation, or momentum transfer via reaction wheels or control moment gyros (CMGs). A variety of control problems of spinning as well as three-axis stabilized spacecraft are treated. Emphasis is placed on a large-angle reorientation maneuver in which a spacecraft is required to maneuver about an inertially fixed axis as fast as possible, but within the saturation limits of rate gyros as well as reaction wheels. The attitude control and momentum management problem of a large space vehicle in low Earth orbit, such as the International Space Station, is also treated. Advanced spacecraft control problems of developing CMG steering logic and optimal jet selection logic are also treated. The attitude control problem of nonrigid spacecraft in the presence of propellant sloshing and/or structural flexibility will be covered in Chapter 9.

### 7.1 Control of Spinning Spacecraft

### 7.1.1 Introduction

Although a spacecraft spinning about its minor axis is unstable in the presence of internal energy dissipation, spacecraft are often required to spin about their minor axis for several reasons. Fairing constraints of most launch vehicles require that the minor axis of payload spacecraft be aligned with the longitudinal axis of the launch vehicles. Furthermore, most launch vehicles spin about their longitudinal axis prior to payload separation, resulting in a minor axis spin of the spacecraft after separation. Some launch vehicles or upper stages do not have spin-up capability for payload spacecraft and spin up of the spacecraft is achieved after separation. Because of initial angular rates at separation, a typical spin-up maneuver usually results in a residual nutation angle and a spin-axis precession from the separation attitude. The spin rate selection depends on many factors, including the pointing accuracy requirement.

Spacecraft spinning about their minor axis are often stabilized using an active nutation control system consisting of thrusters and accelerometers. Spinning spacecraft are also required to spin down or reorient their spin axis during the various phases of spacecraft operation.* For example, a spin-axis reorientation is required to align the spacecraft spin axis in the proper direction for apogeekick motor firing. After apogee-kick motor burn, a spin-axis reorientation is also required to orient the spin axis to the orbit normal. During the operational life
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Fig. 7.1 Axisymmetric, spin-stabilized spacecraft with axial and spin thrusters.
of spin-stabilized spacecraft, periodic spin-axis reorientation maneuvers are also required to compensate for the effects of external disturbance torques, primarily caused by solar pressures.

In this section we treat such various problems of controlling spin-stabilized spacecraft, including a spin-up maneuver, active nutation control, spin-axis reorientation, flat-spin recovery, and attitude acquisition by momentum transfer.

### 7.1.2 Spin-Up Maneuver

An axisymmetric, spin-stabilized spacecraft equipped with axial and spin thrusters is illustrated in Fig. 7.1. The axial thrusters are used during spin-axis reorientation maneuvers and the spin thrusters are used during spin-up (or spindown) maneuvers as well as for spin rate control.

Consider an axisymmetric rigid body possessing a body-fixed reference frame $B$ with basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ and with its origin at the center of mass, as illustrated in Fig. 7.1. The reference frame $B$ coincides with principal axes. The first and second axes are called the transverse axes and the third is the axis of symmetry.

Euler's rotational equations of motion of an axisymmetric spacecraft with $J_{1}=$ $J_{2}=J$ are

$$
\begin{gather*}
J \dot{\omega}_{1}-\left(J-J_{3}\right) \omega_{3} \omega_{2}=0  \tag{7.1}\\
J \dot{\omega}_{2}+\left(J-J_{3}\right) \omega_{3} \omega_{1}=0  \tag{7.2}\\
J_{3} \dot{\omega}_{3}=M_{3} \tag{7.3}
\end{gather*}
$$

where $\omega_{i} \equiv \vec{b}_{i} \cdot \vec{\omega}$ are the body-fixed components of the angular velocity of the spacecraft and $M_{3}$ is the constant spin-up moment.

From Eq. (7.3), we have

$$
\begin{equation*}
\omega_{3}=\omega_{3}(0)+\left(M_{3} / J_{3}\right) t \tag{7.4}
\end{equation*}
$$

and Eqs. (7.1) and (7.2) are rewritten as

$$
\begin{align*}
& \dot{\omega}_{1}-\lambda \omega_{2}=0  \tag{7.5}\\
& \dot{\omega}_{2}+\lambda \omega_{1}=0 \tag{7.6}
\end{align*}
$$

where

$$
\lambda=\frac{J-J_{3}}{J}\left\{\omega_{3}(0)+\frac{M_{3}}{J_{3}} t\right\}
$$

To describe the rotational motion of the spacecraft during a spin-up maneuver as seen from an inertial reference frame, we consider the following kinematic differential equations:

$$
\begin{gather*}
\dot{\theta}_{1}=\left(\omega_{1} \cos \theta_{3}-\omega_{2} \sin \theta_{3}\right) / \cos \theta_{2}  \tag{7.7a}\\
\dot{\theta}_{2}=\omega_{1} \sin \theta_{3}+\omega_{2} \cos \theta_{3}  \tag{7.7b}\\
\dot{\theta}_{3}=\left(-\omega_{1} \cos \theta_{3}+\omega_{2} \sin \theta_{3}\right) \tan \theta_{2}+\omega_{3} \tag{7.7c}
\end{gather*}
$$

for the rotational sequence of $\mathbf{C}_{3}\left(\theta_{3}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right) \leftarrow \mathbf{C}_{1}\left(\theta_{1}\right)$.
For small angles of $\theta_{1}$ and $\theta_{2}$, which are often the cases of practical interest, these kinematic differential equations can be approximated as

$$
\begin{gather*}
\dot{\theta}_{1}=\omega_{1} \cos \theta_{3}-\omega_{2} \sin \theta_{3}  \tag{7.8a}\\
\dot{\theta}_{2}=\omega_{1} \sin \theta_{3}+\omega_{2} \cos \theta_{3}  \tag{7.8b}\\
\dot{\theta}_{3}=\omega_{3} \tag{7.8c}
\end{gather*}
$$

Furthermore, if $\omega_{3}(0)=0$ and $\theta_{3}(0)=0$, then

$$
\begin{equation*}
\omega_{3}(t)=\left(M_{3} / J_{3}\right) t \quad \text { and } \quad \theta_{3}(t)=\left(M_{3} / 2 J_{3}\right) t^{2} \tag{7.9}
\end{equation*}
$$

For a special case of an inertially spherical body with $J_{1}=J_{2}=J_{3}$, we have

$$
\begin{align*}
& \theta_{1}(t)=\omega_{1}(0) \int_{0}^{t} \cos \frac{M_{3}}{2 J_{3}} t^{2} \mathrm{~d} t-\omega_{2}(0) \int_{0}^{t} \sin \frac{M_{3}}{2 J_{3}} t^{2} \mathrm{~d} t  \tag{7.10a}\\
& \theta_{2}(t)=\omega_{1}(0) \int_{0}^{t} \sin \frac{M_{3}}{2 J_{3}} t^{2} \mathrm{~d} t+\omega_{2}(0) \int_{0}^{t} \cos \frac{M_{3}}{2 J_{3}} t^{2} \mathrm{~d} t \tag{7.10b}
\end{align*}
$$

In terms of the Fresnel integrals, these equations become

$$
\begin{align*}
& \theta_{1}(t)=\omega_{1}(0) \sqrt{\frac{J_{3}}{2 M_{3}}} \int_{0}^{\theta_{3}} \frac{\cos \theta}{\sqrt{\theta}} \mathrm{~d} \theta-\omega_{2}(0) \sqrt{\frac{J_{3}}{2 M_{3}}} \int_{0}^{\theta_{3}} \frac{\sin \theta}{\sqrt{\theta}} \mathrm{~d} \theta  \tag{7.11a}\\
& \theta_{2}(t)=\omega_{1}(0) \sqrt{\frac{J_{3}}{2 M_{3}}} \int_{0}^{\theta_{3}} \frac{\sin \theta}{\sqrt{\theta}} \mathrm{~d} \theta+\omega_{2}(0) \sqrt{\frac{J_{3}}{2 M_{3}}} \int_{0}^{\theta_{3}} \frac{\cos \theta}{\sqrt{\theta}} \mathrm{~d} \theta \tag{7.11b}
\end{align*}
$$

and

$$
\begin{align*}
& \theta_{1}(\infty)=\omega_{1}(0) \sqrt{\frac{J_{3}}{2 M_{3}}} \sqrt{\frac{\pi}{2}}-\omega_{2}(0) \sqrt{\frac{J_{3}}{2 M_{3}}} \sqrt{\frac{\pi}{2}}  \tag{7.12a}\\
& \theta_{2}(\infty)=\omega_{1}(0) \sqrt{\frac{J_{3}}{2 M_{3}}} \sqrt{\frac{\pi}{2}}+\omega_{2}(0) \sqrt{\frac{J_{3}}{2 M_{3}}} \sqrt{\frac{\pi}{2}} \tag{7.12b}
\end{align*}
$$

For an axisymmetric body with $J_{1}=J_{2}=J \neq J_{3}$, we have

$$
\begin{align*}
& \frac{\mathrm{d} \omega_{1}}{\mathrm{~d} t}-\sigma t \omega_{2}=0  \tag{7.13a}\\
& \frac{\mathrm{~d} \omega_{2}}{\mathrm{~d} t}+\sigma t \omega_{1}=0 \tag{7.13b}
\end{align*}
$$

where

$$
\sigma=\frac{J-J_{3}}{J} \frac{M_{3}}{J_{3}}
$$

By changing the independent variable $t$ to $\tau$ as $\tau=\sigma t^{2} / 2$, we obtain

$$
\begin{aligned}
& \frac{\mathrm{d} \omega_{1}}{\mathrm{~d} \tau}-\omega_{2}=0 \\
& \frac{\mathrm{~d} \omega_{2}}{\mathrm{~d} \tau}+\omega_{1}=0
\end{aligned}
$$

The solutions of Eqs. (7.13) are then simply found as

$$
\begin{align*}
& \omega_{1}(t)=\omega_{1}(0) \cos \frac{\sigma t^{2}}{2}+\omega_{2}(0) \sin \frac{\sigma t^{2}}{2}  \tag{7.14a}\\
& \omega_{2}(t)=\omega_{2}(0) \cos \frac{\sigma t^{2}}{2}-\omega_{1}(0) \sin \frac{\sigma t^{2}}{2} \tag{7.14b}
\end{align*}
$$

Substituting these analytic solutions into Eq. (7.8a), we obtain

$$
\begin{aligned}
\dot{\theta}_{1}= & \left\{\omega_{1}(0) \cos \frac{\sigma t^{2}}{2}+\omega_{2}(0) \sin \frac{\sigma t^{2}}{2}\right\} \cos \theta_{3} \\
& -\left\{\omega_{2}(0) \cos \frac{\sigma t^{2}}{2}-\omega_{1}(0) \sin \frac{\sigma t^{2}}{2}\right\} \sin \theta_{3} \\
& =\omega_{1}(0)\left\{\cos \frac{M_{3} t^{2}}{2 J_{3}} \cos \frac{\sigma t^{2}}{2}+\sin \frac{M_{3} t^{2}}{2 J_{3}} \sin \frac{\sigma t^{2}}{2}\right\} \\
& +\omega_{2}(0)\left\{\cos \frac{M_{3} t^{2}}{2 J_{3}} \sin \frac{\sigma t^{2}}{2}-\sin \frac{M_{3} t^{2}}{2 J_{3}} \cos \frac{\sigma t^{2}}{2}\right\}
\end{aligned}
$$

which, using the trigonometric relationships $\cos A \cos B \pm \sin A \sin B=\cos (A \mp$ $B$ ) and $\sin A \cos B \pm \cos A \sin B=\sin (A \pm B)$, can be simplified as

$$
\begin{equation*}
\dot{\theta}_{1}=\omega_{1}(0) \cos \frac{M_{3}}{2 J} t^{2}-\omega_{2}(0) \sin \frac{M_{3}}{2 J} t^{2} \tag{7.15}
\end{equation*}
$$

This equation, after integration, is written in terms of the Fresnel integrals, as follows:

$$
\begin{equation*}
\theta_{1}(t)=\omega_{1}(0) \sqrt{\frac{J}{2 M_{3}}} \int_{0}^{\theta_{3}} \frac{\cos \theta}{\sqrt{\theta}} \mathrm{~d} \theta-\omega_{2}(0) \sqrt{\frac{J}{2 M_{3}}} \int_{0}^{\theta_{3}} \frac{\sin \theta}{\sqrt{\theta}} \mathrm{~d} \theta \tag{7.16}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{equation*}
\theta_{2}(t)=\omega_{1}(0) \sqrt{\frac{J}{2 M_{3}}} \int_{0}^{\theta_{3}} \frac{\sin \theta}{\sqrt{\theta}} \mathrm{~d} \theta+\omega_{2}(0) \sqrt{\frac{J}{2 M_{3}}} \int_{0}^{\theta_{3}} \frac{\cos \theta}{\sqrt{\theta}} \mathrm{~d} \theta \tag{7.17}
\end{equation*}
$$

Furthermore, the steady-state precession angle of the spin axis from an initial attitude can be found as

$$
\begin{align*}
& \theta_{1}(\infty)=\omega_{1}(0) \sqrt{\frac{J}{2 M_{3}}} \sqrt{\frac{\pi}{2}}-\omega_{2}(0) \sqrt{\frac{J}{2 M_{3}}} \sqrt{\frac{\pi}{2}}  \tag{7.18a}\\
& \theta_{2}(\infty)=\omega_{1}(0) \sqrt{\frac{J}{2 M_{3}}} \sqrt{\frac{\pi}{2}}+\omega_{2}(0) \sqrt{\frac{J}{2 M_{3}}} \sqrt{\frac{\pi}{2}} \tag{7.18b}
\end{align*}
$$

The Fresnel integrals, when plotted one against the other, describe a curve called a Cornu spiral or clothoid.

## Problems

7.1. Consider a nearly axisymmetric spacecraft with $\left(J_{1}, J_{2}, J_{3}\right)=(4223,4133$, 768) $\mathrm{kg} \cdot \mathrm{m}^{2},\left(M_{1}, M_{2}, M_{3}\right)=(0,0,10) \mathrm{N} \cdot \mathrm{m}$, and $\left(\omega_{1}, \omega_{2}, \omega_{3}\right)=(0.0001,0,0)$ $\mathrm{rad} / \mathrm{s}$ at $t=0$.
(a) Perform nonlinear simulation for a 100 -s spin-up maneuver. In particular, plot $\theta_{2}$ vs $\theta_{1}$.
(b) Compare the nonlinear simulation results with the analytical solutions Eqs. (7.16), (7.17), and (7.18) obtained for an axisymmetric body.
(c) Discuss the rotational motion of the spacecraft after the spin-up maneuver in terms of a residual nutation angle and a spin-axis precession from the initial attitude.

Note: The spin-up maneuvering time of this problem is somewhat long compared to the few seconds of burn time of solid-propellant spin motors.
7.2. Repeat Problem 7.1(a) but with $\left(\omega_{1}, \omega_{2}, \omega_{3}\right)=(0,0,0)$ at $t=0$ and $\left(M_{1}\right.$, $\left.M_{2}, M_{3}\right)=(1,0,10) \mathrm{N} \cdot \mathrm{m}$. Discuss the effect of nonzero $M_{1}$, which is caused by thruster misalignment.

### 7.1.3 Flat-Spin Transition Maneuver

One of the simplest rotational maneuvers is the reorientation of the spin axis of a spacecraft using internal energy dissipation. A semirigid spacecraft with internal energy dissipation is stable only when spinning about its major axis. A spacecraft spinning about its minor axis in the presence of energy dissipation is unstable; that is, the spacecraft will eventually reorient to spin about its major axis. Such a passive reorientation maneuver is called a flat-spin transition maneuver. The orientation of the spacecraft relative to the inertially fixed angular momentum vector at the end of the maneuver is, however, unpredictable; i.e., the spacecraft can end up with either a positive or a negative spin about the major axis.

To study such a flat-spin transition maneuver, consider a rigid body with a spherical fuel slug of inertia $J$, which is surrounded by a viscous fluid layer. ${ }^{1}$ The
rigid body has body rates of $\omega_{1}, \omega_{2}$, and $\omega_{3}$ about the major, intermediate, and minor principal axes, respectively. Let the relative rates between the rigid body and the fuel slug be $\sigma_{1}, \sigma_{2}$, and $\sigma_{3}$ about the principal axes. The total angular momentum $H$ and kinetic energy $T$ are then expressed as

$$
\begin{gather*}
H^{2}=\left(J_{1} \omega_{1}+J \sigma_{1}\right)^{2}+\left(J_{2} \omega_{2}+J \sigma_{2}\right)^{2}+\left(J_{3} \omega_{3}+J \sigma_{3}\right)^{2}  \tag{7.1.}\\
2 T=\left(J_{1}-J\right) \omega_{1}^{2}+\left(J_{2}-J\right) \omega_{2}^{2}+\left(J_{3}-J\right) \omega_{3}^{2} \\
+J\left\{\left(\omega_{1}+\sigma_{1}\right)^{2}+\left(\omega_{2}+\sigma_{2}\right)^{2}+\left(\omega_{3}+\sigma_{3}\right)^{2}\right\} \tag{7.20}
\end{gather*}
$$

where ( $J_{1}, J_{2}, J_{3}$ ) are the principal moments of inertia of the spacecraft including the slug. The rotational equations of motion are written as

$$
\begin{gather*}
\left(J_{1}-J\right) \dot{\omega}_{1}=\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+\mu \sigma_{1}+M_{1}  \tag{7.21a}\\
\left(J_{2}-J\right) \dot{\omega}_{2}=\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}+\mu \sigma_{2}+M_{2}  \tag{7.21b}\\
\left(J_{3}-J\right) \dot{\omega}_{3}=\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}+\mu \sigma_{3}+M_{3}  \tag{7.21c}\\
\dot{\sigma}_{1}=-\dot{\omega}_{1}-(\mu / J) \sigma_{1}-\omega_{2} \sigma_{3}+\omega_{3} \sigma_{2}  \tag{7.22a}\\
\dot{\sigma}_{2}=-\dot{\omega}_{2}-(\mu / J) \sigma_{2}-\omega_{3} \sigma_{1}+\omega_{1} \sigma_{3}  \tag{7.22b}\\
\dot{\sigma}_{3}=-\dot{\omega}_{3}-(\mu / J) \sigma_{3}-\omega_{1} \sigma_{2}+\omega_{2} \sigma_{1} \tag{7.22c}
\end{gather*}
$$

where $\mu$ is the the viscous damping coefficient of the fuel slug and ( $M_{1}, M_{2}, M_{3}$ ) are the control torques about the principal axes.
When $\left(M_{1}, M_{2}, M_{3}\right)=(0,0,0)$, the following can be shown.

1) A necessary condition for the equilibrium points is $\sigma_{1}^{2}+\sigma_{2}^{2}+\sigma_{3}^{2}=0$; i.e., $\sigma_{1}=\sigma_{2}=\sigma_{3}=0$.
2) An equilibrium point ( $\left.\omega_{1}, \omega_{2}, \omega_{3}, \sigma_{1}, \sigma_{2}, \sigma_{3}\right)=(\Omega, 0,0,0,0,0)$ is asymptotically stable; i.e., a pure spinning motion about the major axis is asymptotically stable.
3) An equilibrium point ( $0,0, \Omega, 0,0,0$ ) is unstable; i.e., a pure spinning motion about the minor axis is unstable whereas it is Lyapunov stable for a rigid body without energy dissipation.
4) An equilibrium point ( $0, \Omega, 0,0,0,0$ ) is also unstable.

As discussed in Chapter 6, the angular velocity vector $\vec{\omega}$ lies on the surface of the momentum ellipsoid and at the same time it lies on the surface of the energy ellipsoid. The curve in which these ellipsoids intersect is the path of the angular velocity vector as seen from a body-fixed reference frame, and it is called a polhode.

If there is no energy dissipation, $H$ and $T$ are constant and the polhode is a closed path. If there is energy dissipation, $T$ decreases and the energy ellipsoid shrinks with time while $H$ is kept constant. This results in an open polhode path that spirals outward from the minor axis toward the major axis by crossing a separatrix. The exact point at which the polhode crosses the separatrix is very sensitively dependent on the initial conditions and the energy dissipation rate of the spacecraft. Consequently, the orientation of the spacecraft relative to the inertially fixed angular momentum vector at the end of the flat-spin transition maneuver is unpredictable from a practical point of view.

The passive, flat-spin transition maneuver, when augmented by few thruster firings based on rate gyro signals, can, however, provide a predetermined, final spin polarity. For example, a control logic studied by Rahn and Barba ${ }^{1}$ utilizes angular rate sign changes to determine when a separatrix has been crossed and when thrusters must be fired. The sizing of the thruster firings is, however, based on estimates of the energy dissipation in the spacecraft.

## Problem

7.3. Consider a spacecraft with the following numerical values: $\left(J_{1}, J_{2}, J_{3}, J\right)=$ $(2000,1500,1000,18) \mathrm{kg} \cdot \mathrm{m}^{2}, \mu=30 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}$, and $\left|M_{i}\right|=20 \mathrm{~N} \cdot \mathrm{~m}(i=1,2,3)$.
(a) Perform computer simulation to verify that the trajectory starting from an initial condition $(0.1224,0,2.99,0,0,0) \mathrm{rad} / \mathrm{s}$ ends up at $(-1.5,0,0,0,0,0) \mathrm{rad} / \mathrm{s}$. In particular, plot $\omega_{3}$ vs $\omega_{1}$ to show the separatrix crossing.

Note: During computer simulation of this case, the angular momentum $H$ needs to be checked regardless of whether or not it is maintained at a constant value of $3000 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}$.
(b) Also perform computer simulation with a slightly different initial condition $(0.125,0,2.99,0,0,0)$ to verify that the trajectory ends up at $(+1.5,0,0,0,0,0)$. In particular, plot $\omega_{3}$ vs $\omega_{1}$ to show the separatrix crossing.
(c) Develop a thruster firing logic that provides a predetermined, final spin polarity using only the sign information of angular rates $\omega_{1}, \omega_{2}$, and $\omega_{3}$. The control logic must be robust with respect to system modeling uncertainty, and the total thrust impulse needs to be minimized.

### 7.1.4 Active Nutation Control

An active nutation control (ANC) system of a spacecraft spinning about its minor axis usually consists of a pair of thrusters and a nutation sensor that measures the spacecraft acceleration associated with the nutational motion. The nutation sensor (accelerometer) is mounted with its sensitive axis aligned parallel to the spacecraft spin axis. The amplitude of sinusoidal acceleration output of the nutation sensor is proportional to the nutational angle. The ANC system generates a thruster pulse command with a proper timing when the nutation angle exceeds a certain threshold level.
Consider an axisymmetric rigid body spinning about its minor axis. As was illustrated in Fig. 7.1, the spacecraft has a body-fixed reference frame $B$ with basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$ and with its origin at the center of mass. Euler's rotational equations of motion of such an axisymmetric spacecraft with $J_{1}=J_{2}=J>J_{3}$ become

$$
\begin{gather*}
J \dot{\omega}_{1}-\left(J-J_{3}\right) \omega_{3} \omega_{2}=M_{1}  \tag{7.23}\\
J \dot{\omega}_{2}+\left(J-J_{3}\right) \omega_{3} \omega_{1}=M_{2}  \tag{7.24}\\
J_{3} \dot{\omega}_{3}=0 \tag{7.25}
\end{gather*}
$$

where $\omega_{i} \equiv \vec{b}_{i} \cdot \vec{\omega}$ are the body-fixed components of the angular velocity of the spacecraft; and $M_{1}$ and $M_{2}$ are the control torques along the transverse axes.

From Eq. (7.25), we have

$$
\begin{equation*}
\omega_{3}=\mathrm{const}=n \tag{7.26}
\end{equation*}
$$

where the constant $n$ is called the spin rate of the spacecraft about its symmetry axis. Equations (7.23) and (7.24) then become

$$
\begin{gather*}
\dot{\omega}_{1}=\lambda \omega_{2}+M_{1} / J  \tag{7.27a}\\
\dot{\omega}_{2}=-\lambda \omega_{1}+M_{2} / J \tag{7.27b}
\end{gather*}
$$

where

$$
\lambda=n\left(J-J_{3}\right) / J>0
$$

For a case in which $M_{1}=0$ and $M_{2}$ is a pulse applied at $t=t_{1}$, Eqs. (7.27) become

$$
\begin{gather*}
\dot{\omega}_{1}=\lambda \omega_{2}  \tag{7.28a}\\
\dot{\omega}_{2}=-\lambda \omega_{1}+(M / J)\left\{u_{s}\left(t-t_{1}\right)-u_{s}\left(t-t_{1}-T\right)\right\} \tag{7.28b}
\end{gather*}
$$

where $M$ is the constant thrust magnitude, $u_{s}(t)$ denotes the unit-step function, and $T$ denotes the pulse width.

For $t>t_{1}+T$, the solution $\omega_{1}(t)$ can be found as

$$
\begin{aligned}
\omega_{1}(t) & =\omega_{1}(0) \cos \lambda t+\omega_{2}(0) \sin \lambda t \\
& +(M / \lambda J)\left\{-\cos \lambda\left(t-t_{1}\right)+\cos \lambda\left(t-t_{1}-T\right)\right\}
\end{aligned}
$$

which can be rewritten as

$$
\begin{align*}
\omega_{1}(t) & =\left[\omega_{1}(0)+(M / \lambda J)\left\{\cos \lambda t_{1}+\cos \lambda\left(t_{1}+T\right)\right\}\right] \cos \lambda t \\
& +\left[\omega_{2}(0)+(M / \lambda J)\left\{-\sin \lambda t_{1}+\sin \lambda\left(t_{1}+T\right)\right\}\right] \sin \lambda t \tag{7.29}
\end{align*}
$$

Without loss of generality, let $t=0$ be the initial time such that $\omega_{1}(t)$ is at its positive peak value and $\omega_{2}(0)=0$. Then we have

$$
\begin{align*}
\omega_{1}(t) & =\left[\omega_{1}(0)+(M / \lambda J)\left\{\cos \lambda t_{1}+\cos \lambda\left(t_{1}+T\right)\right\}\right] \cos \lambda t \\
& +\left[(M / \lambda J)\left\{-\sin \lambda t_{1}+\sin \lambda\left(t_{1}+T\right)\right\}\right] \sin \lambda t \tag{7.30}
\end{align*}
$$

and $\omega_{2}(t)$, for $t>t_{1}+T$, also becomes

$$
\begin{align*}
\omega_{2}(t) & =\left[\omega_{1}(0)+(M / \lambda J)\left\{\cos \lambda t_{1}+\cos \lambda\left(t_{1}+T\right)\right\}\right] \sin \lambda t \\
& -\left[(M / \lambda J)\left\{-\sin \lambda t_{1}+\sin \lambda\left(t_{1}+T\right)\right\}\right] \cos \lambda t \tag{7.31}
\end{align*}
$$

The transverse angular rate $\omega_{12}=\left(\omega_{1}^{2}+\omega_{2}^{2}\right)^{1 / 2}$ after one thrust firing can be obtained as

$$
\begin{align*}
\omega_{12} & =\left\{\omega_{1}^{2}(0)+2\left(\frac{M}{\lambda J}\right)^{2}-2\left(\frac{M}{\lambda J}\right)^{2} \cos \lambda T\right. \\
& \left.+\frac{2 M}{\lambda J}\left[\cos \lambda\left(t_{1}+T\right)-\cos \lambda t_{1}\right] \omega_{1}(0)\right\}^{\frac{1}{2}} \tag{7.32}
\end{align*}
$$

Taking the time derivative of Eq. (7.32) and setting the derivative equal to zero, we obtain the necessary condition for selecting $t_{1}$ to minimize the transverse angular
rate $\omega_{12}$, as follows:

$$
\begin{equation*}
\lambda t_{1}=\frac{\pi}{2}-\frac{\lambda T}{2} \tag{7.33}
\end{equation*}
$$

This condition indicates that the thrust pulse should be centered over the negative peak of $\omega_{2}$, because it is assumed that $\omega_{2}(0)=0$.

The transverse angular rate reduced after one thrust pulse is then found as

$$
\begin{equation*}
\Delta \omega_{12}=\frac{2 M}{\lambda J} \sin \frac{\lambda T}{2} \tag{7.34}
\end{equation*}
$$

Because the nutation angle $\theta$ is defined as

$$
\tan \theta=\frac{\sqrt{H_{1}^{2}+H_{2}^{2}}}{H_{3}}=\frac{J \omega_{12}}{J_{3} n}
$$

where $\omega_{12}=\left(\omega_{1}^{2}+\omega_{2}^{2}\right)^{1 / 2}$, the nutation angle is approximated as

$$
\theta \approx \frac{J \omega_{12}}{J_{3} n}
$$

and the nutation angle reduced after one thrust pulse becomes

$$
\begin{equation*}
\Delta \theta \approx \frac{J \Delta \omega_{12}}{J_{3} n}=\frac{2 M}{\lambda J_{3} n} \sin \frac{\lambda T}{2} \tag{7.35}
\end{equation*}
$$

This result indicates that $\Delta \theta$ is maximized when the pulse width $T$ is one-half of the nutation period, i.e., when $T=\pi / \lambda$.

The divergent nutation dynamics of a spacecraft spinning about its minor axis due to energy dissipation is often modeled as

$$
\begin{equation*}
\theta(t)=\theta_{0}\left(e^{t / \tau}-1\right) \tag{7.36}
\end{equation*}
$$

where $\theta_{0}$ is the initial nutation angle and $\tau$ is called the divergent time constant of the spacecraft due to energy dissipation. The nutation angle reduction, Eq. (7.35), must be greater than the nutation angle increased by energy dissipation during one thrust cycle.

The spin-axis precession due to one thruster pulse can also be determined as

$$
\begin{equation*}
\Delta \phi=\frac{\int_{-T / 2}^{T / 2} M \cos n t \mathrm{~d} t}{J_{3} n}=\frac{2 M}{J_{3} n^{2}} \sin \frac{n T}{2} \tag{7.37}
\end{equation*}
$$

Thus, it should be noted that an active nutation control also results in a spin-axis precession. In practice, the thruster pulse width $T$ is selected such that $\Delta \phi$ per thruster firing does not exceed a specified value of the spin-axis precession angle.

### 7.1.5 Reorientation of a Gyrostat

Consider the reorientation of the spin axis of an axisymmetric gyrostat or a dualspin satellite using an axial thruster located on the despun platform as illustrated in Fig. 7.2. The main body (despun platform) has a body-fixed principal-axis frame $B$ with basis vectors $\left\{\vec{b}_{1}, \vec{b}_{2}, \vec{b}_{3}\right\}$. Consequently, the $\vec{b}_{3}$ axis is the spin or symmetry axis of the spacecraft.


Fig. 7.2 Gyrostat with despun platform thrusters.

It is assumed that the rotor has a constant angular momentum of $H_{o}$ relative to the main body and that the angular momentum vector of the spacecraft (platform plus rotor) is simply $\vec{H}=H_{o} \vec{b}_{3}$ before a reorientation maneuver. It is also assumed that a reorientation of the spin axis about the $\vec{b}_{2}$ axis is required without loss of generality. From the following momentum vector consideration

$$
\Delta \vec{H} / \Delta t=\vec{M}
$$

an axial thruster located on the despun platform as shown in Fig. 7.2, which generates a body-fixed torque about the $\vec{b}_{1}$ axis, is to be used to reorient the spacecraft about the $\vec{b}_{2}$ axis.

The linearized equations of motion of an axisymmetric gyrostat ( $J_{1}=J_{2}=J$ ) with a control torque $M_{1}$ about the $\vec{b}_{1}$ axis are

$$
\begin{gather*}
\dot{\omega}_{1}+\lambda \omega_{2}=\mu  \tag{7.38a}\\
\dot{\omega}_{2}-\lambda \omega_{1}=0  \tag{7.38b}\\
\dot{\theta}_{1}=\omega_{1}  \tag{7.38c}\\
\dot{\theta_{2}}=\omega_{2} \tag{7.38d}
\end{gather*}
$$

where $\lambda=H_{o} / J$ is called the nutation frequency; $\mu=M_{1} / J$ is the rotational control acceleration about the $\vec{b}_{1}$ axis; $\omega_{1}$ and $\omega_{2}$ are the body-fixed components of the angular velocity of the spacecraft along the $\vec{b}_{1}$ and $\vec{b}_{2}$ axes, respectively; and $\theta_{1}$ and $\theta_{2}$ are the small orientation angles of the $\vec{b}_{3}$ axis relative to inertial space.

For continuous thrusting with constant $\mu$ and with zero initial conditions, we have

$$
\begin{gather*}
\omega_{1}(t)=\frac{\mu}{\lambda} \sin \lambda t  \tag{7.39a}\\
\omega_{2}(t)=\frac{\mu}{\lambda}(1-\cos \lambda t)  \tag{7.39b}\\
\theta_{1}(t)=\frac{\mu}{\lambda^{2}}(1-\cos \lambda t)  \tag{7.39c}\\
\theta_{2}(t)=\frac{\mu}{\lambda^{2}}(\lambda t-\sin \lambda t) \tag{7.39d}
\end{gather*}
$$

The motion with constant thrusting about the $\vec{b}_{1}$ axis consists of a precession of the angular momentum vector about the $\vec{b}_{2}$ axis and a nutation of the $\vec{b}_{3}$ axis about the angular momentum vector at the nutation frequency $\lambda$. The path of the tip of the symmetry axis is a cycloid in an inertial frame; i.e., it is the path traced by a point on a circle of radius $\mu / \lambda^{2}$ that is rolling on the bottom side of the $\theta_{2}$ axis with angular velocity $\lambda$.

Another simple maneuvering scheme pulses the thruster at twice the nutation frequency $\lambda$ for the reorientation of an axisymmetric gyrostat. The solutions to Eqs. (7.38) with zero initial conditions but an impulsive torque about the $b_{1}$ axis are given by

$$
\begin{gather*}
\omega_{1}(t)=\omega_{1}\left(0^{+}\right) \cos \lambda t  \tag{7.40a}\\
\omega_{2}(t)=\omega_{1}\left(0^{+}\right) \sin \lambda t  \tag{7.40b}\\
\theta_{1}(t)=\frac{\omega_{1}\left(0^{+}\right)}{\lambda} \sin \lambda t  \tag{7.40c}\\
\theta_{2}(t)=\frac{\omega_{1}\left(0^{+}\right)}{\lambda}(1-\cos \lambda t) \tag{7.40d}
\end{gather*}
$$

where $\omega_{1}\left(0^{+}\right)$is due to an impulsive rotational acceleration $\mu$ at $t=0$. The resulting motion is simply a nutation of the $b_{3}$ axis about the angular momentum vector at frequency $\lambda$. The resulting path of the tip of the symmetry axis is a circle centered at $\theta_{1}=0$ and $\theta_{2}=2 \omega_{1}\left(0^{+}\right) / \mu$.

If a second impulse equal in magnitude to the first impulse is applied at the half of the nutation cycle, however, then the resulting path of the tip of the symmetry axis is a semicircle. And if the thrust is pulsed repeatedly at twice the nutation frequency, then the semicircle will be repeated while the $b_{3}$ axis is stationary for half a nutation cycle between semicircles. For a given reorientation maneuver angle, the same thrust impulse is required for both maneuvers as shown in Bryson. ${ }^{2}$

### 7.1.6 Attitude Acquisition by Momentum Transfer

A transition from a spinning mode to a bias-momentum stabilized mode of a three-axis stabilized spacecraft is often achieved by applying a constant torque to a wheel that is initially orthogonal to the spacecraft momentum vector, thus causing angular momentum transfer from the spinning spacecraft to the wheel. Such an attitude acquisition maneuver by momentum transfer simultaneously achieves final despin of a spinning spacecraft, wheel spin up, and a proper reorientation of the spacecraft. A similar procedure is also applicable to the recovery of dual-spin stabilized spacecraft, which is known as the flat-spin recovery maneuver.

More details of this subject can be found in Kaplan ${ }^{3}$ and Barba and Aubrun. ${ }^{4}$

## Problems

7.4. For a dual-spin spacecraft considered in Chapter 6, Sec. 6.12 , but with no damper, i.e., $m=0$, the equations of motion can be simplified as

$$
\begin{gathered}
J_{1} \dot{\omega}_{1}=\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}-J \Omega \omega_{2} \\
J_{2} \dot{\omega}_{2}=\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}+J \Omega \omega_{1} \\
J_{3} \dot{\omega}_{3}=\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}-J \dot{\Omega}
\end{gathered}
$$

and the rotor equation can be approximated as $J \dot{\Omega}=T$ because $J \ll J_{3}$ and $\omega_{3} \ll \Omega$. Consider an attitude acquisition and wheel spin-up maneuver of a satellite with $\left(J_{1}, J_{2}, J_{3}\right)=(706,645,543) \mathrm{kg} \cdot \mathrm{m}^{2}$ and $J=0.08 \mathrm{~kg} \cdot \mathrm{~m}^{2}$.
(a) Perform computer simulation for the following case: $\omega_{1}(0)=0.0581 \mathrm{rad} / \mathrm{s}$, $\omega_{2}(0)=\omega_{3}(0)=\Omega(0)=0$, and $T=-0.01 \mathrm{~N} \cdot \mathrm{~m}$ for $0 \leq t \leq 2000 \mathrm{~s}$. In particular, obtain the time history of the nutation angle $\theta$ between $\vec{b}_{3}$ and the constant angular momentum vector $\vec{H}=J_{1} \omega_{1} \vec{b}_{1}+J_{2} \omega_{2} \vec{b}_{2}+\left(J_{3} \omega_{3}+J \Omega\right) \vec{b}_{3}$.

Note: The nutation angle $\theta$ starts at 90 deg and approaches a steady-state value of approximately 23 deg , but not 0 deg as desired.
(b) Discuss the simulation results noting that the total angular momentum vector $\vec{H}$ is a constant vector.

Note: See Ref. 3 for additional information pertaining to this problem.
7.5. Consider a satellite attitude acquisition maneuver by momentum transfer. The equations of motion of a spacecraft equipped with a pitch wheel are given by

$$
\begin{gathered}
J_{1} \dot{\omega}_{1}=\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+h \omega_{3} \\
J_{2} \dot{\omega}_{2}=\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}-\dot{h} \\
J_{3} \dot{\omega}_{3}=\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}-h \omega_{1}
\end{gathered}
$$

where $\left(J_{1}, J_{2}, J_{3}\right)=(86.24,85.07,113.59)$ slug $-\mathrm{ft}^{2}\left(1\right.$ slug- $-\mathrm{ft}^{2}=1.356 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ and $1 \mathrm{ft}-\mathrm{lb}=1.356 \mathrm{~N} \cdot \mathrm{~m}$ ).
(a) Perform computer simulation for the following case: $\omega_{3}(0)=0.1761 \mathrm{rad} / \mathrm{s}$, $\omega_{1}(0)=\omega_{2}(0)=0$, and a constant motor torque $\grave{h}=T=0.005 \mathrm{ft}-\mathrm{lb}$ for $0 \leq t \leq$ 4000 s with $h(0)=0$. In particular, obtain the time history of the nutation angle $\theta$ between $\vec{b}_{2}$ and the total angular momentum vector $\vec{H}=J_{1} \omega_{1} \vec{b}_{1}+\left(J_{2} \omega_{2}+h\right) \vec{b}_{2}+$ $J_{3} \omega_{3} \vec{b}_{3}$.

Note: The nutation angle $\theta$ starts at 90 deg and approaches a steady-state value of approximately 7.7 deg , but not 0 deg as desired. In fact, as shown by Barba and Aubrun, ${ }^{4}$ the residual nutation angle is a function of (increases with) the magnitude of the motor torque $T$. The attitude acquisition time decreases as $T$ is increased.
(b) Is there any simple explanation of the simulation results?

### 7.2 Time-Optimal Reorientation Maneuvers

Time-optimal control of dynamic systems is a class of optimization problems of interest in many different research areas. In particular, spacecraft, including robot manipulators and optical pointing systems in space, are sometimes required to reorient or reposition as quickly as possible within the physical limits of actuators. Consequently, the problem of spacecraft time-optimal slew maneuvers has been the subject of extensive research (e.g., see Ref. 5).

In this section, we present the mathematical foundation of a time-optimal control problem and then apply the optimal control theory to the spacecraft time-optimal control problem. In particular, the time-optimal maneuvering control problem of a rigid spacecraft is examined by considering a simple case of an inertially symmetric rigid body. The so-called eigenaxis rotation, which provides the minimum angular path between two orientations, has often been considered as a natural approach to a time-optimal rotational maneuver. An eigenaxis rotation about one of the principal
axes of even such a simple spherical body is not time optimal, however, as first shown by Bilimoria and Wie. ${ }^{6,7}$

### 7.2.1 Introduction to Time-Optimal Control

Consider a nonlinear dynamic system described by

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, \mathbf{u}, t) \tag{7.41}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ is the state vector and $\mathbf{u}=\left(u_{1}, \ldots, u_{m}\right)$ is the control input vector. The problem is to determine the optimal control input $\mathbf{u}$ to transfer the system from its given initial state $\mathbf{x}(0)$ to a specified final state $\mathbf{x}\left(t_{f}\right)$ in minimum time; i.e., the final time $t_{f}$ is to be minimized. For such a time-optimal control problem, the control inputs are often constrained by

$$
\left|u_{i}\right| \leq 1, \quad i=1, \ldots, m
$$

which is, in fact, equivalent to the hypercube in $m$-dimensional space described by

$$
\|\mathbf{u}\|_{\infty} \equiv \lim _{\zeta \rightarrow \infty}\left\{\sum_{i=1}^{m} u_{i}^{2 \zeta}\right\}^{\frac{1}{2 \zeta}} \equiv \max _{i}\left|u_{i}\right| \leq 1
$$

Similarly, the control inputs may also be constrained by the hypershere in $m$ dimensional space

$$
\|\mathbf{u}\|_{2} \equiv\left\{\sum_{i=1}^{m} u_{i}^{2}\right\}^{\frac{1}{2}} \leq 1
$$

The performance index or cost function to be minimized is, in general, of the form

$$
\begin{equation*}
J=\int_{0}^{t_{f}} L(\mathbf{x}, \mathbf{u}, t) \mathrm{d} t \tag{7.42}
\end{equation*}
$$

and $L=1$ for the time-optimal control problem. Adjoining Eq. (7.41) to the performance index $J$ with the so-called Lagrange multiplier $\boldsymbol{\lambda}(t)$, we obtain

$$
\begin{equation*}
J=\int_{0}^{t_{f}}\left\{L+\lambda^{T}(\mathbf{f}-\dot{\mathbf{x}})\right\} \mathrm{d} t \tag{7.43}
\end{equation*}
$$

where $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ is also referred to as the adjoint or costate vector.
Defining a scalar function $H$, called the Hamiltonian, as

$$
\begin{equation*}
H=L+\lambda^{T} \mathbf{f}(\mathbf{x}, \mathbf{u}, t) \tag{7.44}
\end{equation*}
$$

we rewrite the performance index as

$$
\begin{equation*}
J=\int_{0}^{t_{1}}\left\{H-\lambda^{T} \dot{\mathbf{x}}\right\} \mathrm{d} t \tag{7.45}
\end{equation*}
$$

Taking the differential of $J$ with respect to $\mathrm{d} t_{f}, \delta \mathbf{x}, \delta \mathbf{u}$, and $\delta \dot{\mathbf{x}}$, we obtain

$$
\begin{equation*}
\mathrm{d} J=L \mathrm{~d} t_{f}+\int_{0}^{t_{f}}\left\{\frac{\partial H}{\partial \mathbf{x}} \delta \mathbf{x}+\frac{\partial H}{\partial \mathbf{u}} \delta \mathbf{u}-\lambda^{T} \delta \dot{\mathbf{x}}\right\} \mathrm{d} t \tag{7.46}
\end{equation*}
$$

which, after the integration by parts of $\boldsymbol{\lambda}^{T} \delta \dot{\mathbf{x}}$, becomes

$$
\begin{equation*}
\mathrm{d} J=L \mathrm{~d} t_{f}-\left[\lambda^{T} \delta \mathbf{x}\right]_{0}^{t_{f}}+\int_{0}^{t_{f}}\left\{\frac{\partial H}{\partial \mathbf{x}} \delta \mathbf{x}+\frac{\partial H}{\partial \mathbf{u}} \delta \mathbf{u}+\dot{\lambda}^{T} \delta \mathbf{x}\right\} \mathrm{d} t \tag{7.47}
\end{equation*}
$$

Using the relationship $\mathrm{d} \mathbf{x}\left(t_{f}\right)=\delta \mathbf{x}\left(t_{f}\right)+\dot{\mathbf{x}}\left(t_{f}\right) \mathrm{d} t_{f}$ (Ref. 8, page 72) and $\delta \mathbf{x}(0)=0$, we obtain

$$
\begin{align*}
\mathrm{d} J= & \left\{L+\lambda^{T}\left(t_{f}\right) \dot{\mathrm{x}}\left(t_{f}\right)\right\} \mathrm{d} t_{f}-\lambda^{T}\left(t_{f}\right) \mathrm{d} \mathbf{x}\left(t_{f}\right) \\
& +\int_{0}^{t_{f}}\left[\left\{\frac{\partial H}{\partial \mathbf{x}}+\dot{\lambda}^{T}\right\} \delta \mathbf{x}+\frac{\partial H}{\partial \mathbf{u}} \delta \mathbf{u}\right] \mathrm{d} t \tag{7.48}
\end{align*}
$$

Note that $\mathrm{d} \mathbf{x}\left(t_{f}\right)=0$ because $\mathbf{x}\left(t_{f}\right)$ is specified. Furthermore, choosing $\lambda$ to make the coefficients of $\mathrm{d} t_{f}$ and $\delta \mathbf{x}$ vanish, we obtain the transversality condition

$$
\begin{equation*}
H\left(t_{f}\right)=0 \tag{7.49}
\end{equation*}
$$

and the costate equation

$$
\begin{equation*}
\dot{\lambda}=-\left[\frac{\partial H}{\partial \mathbf{x}}\right]^{T} \tag{7.50}
\end{equation*}
$$

Consequently, $\mathrm{d} J$ is simplified to

$$
\mathrm{d} J=\int_{0}^{t_{s}} \frac{\partial H}{\partial \mathbf{u}} \delta \mathbf{u} \mathrm{~d} t
$$

For a stationary value of $J, \mathrm{~d} J$ must be zero and, thus, we obtain the following necessary condition for optimality:

$$
\begin{equation*}
\frac{\partial H}{\partial \mathbf{u}}=0 \tag{7.51}
\end{equation*}
$$

In summary, the optimal control input must satisfy the following set of necessary conditions:

$$
\begin{array}{ll}
\dot{\mathbf{x}}=\left[\frac{\partial H}{\partial \lambda}\right]^{T}=\mathbf{f}(\mathbf{x}, \mathbf{u}, t), & \mathbf{x}(0) \text { and } \mathbf{x}\left(t_{f}\right) \text { specified } \\
\dot{\lambda}=-\left[\frac{\partial H}{\partial \mathbf{x}}\right]^{T}=-\left[\frac{\partial \mathbf{f}}{\partial \mathbf{x}}\right]^{T} \lambda, & \lambda(0) \text { and } \lambda\left(t_{f}\right) \text { free } \tag{7.53}
\end{array}
$$

with the optimality condition

$$
\begin{equation*}
\frac{\partial H}{\partial \mathbf{u}}=0 \tag{7.54}
\end{equation*}
$$

and the transversality condition

$$
\begin{equation*}
H\left(t_{f}\right)=0 \tag{7.55}
\end{equation*}
$$

Notice that the costate variables are "free," i.e., unspecified, at both the initial and final times because the corresponding state variables of the system are specified.

This set of differential equations with specified boundary conditions and with specified control input constraints provides the necessary conditions for the timeoptimal control and forms a nonlinear two-point boundary-value problem (TPBVP) which is, in general, a difficult problem to solve. In general, the optimality condition (7.54) is used to determine the optimal control input and the transversality condition (7.55) determines the final time $t_{f}$.

A first integral of the TPBVP exists if $\mathbf{f}(\mathbf{x}, \mathbf{u})$ is not an explicit function of time $t$; i.e., we have

$$
\begin{aligned}
\dot{H} & =\frac{\partial H}{\partial t}+\frac{\partial H}{\partial \mathbf{x}} \dot{\mathbf{x}}+\frac{\partial H}{\partial \mathbf{u}} \dot{\mathbf{u}}+\frac{\partial H}{\partial \boldsymbol{\lambda}} \dot{\boldsymbol{\lambda}} \\
& =\frac{\partial H}{\partial t}+\left\{-\dot{\boldsymbol{\lambda}}^{T} \dot{\mathbf{x}}+\dot{\mathbf{x}}^{T} \dot{\boldsymbol{\lambda}}\right\}+\frac{\partial H}{\partial \mathbf{u}} \dot{\mathbf{u}} \\
& =0
\end{aligned}
$$

and thus $H$ is constant on the optimal trajectory. Because $H\left(t_{f}\right)=0$ from the transversality condition, we have $H=0$ for $0 \leq t \leq t_{f}$.

Consider the time-optimal control problem of a dynamic system described by

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, t)+\mathbf{B}(\mathbf{x}, t) \mathbf{u} \tag{7.56}
\end{equation*}
$$

or, equivalently, in component form as

$$
\dot{x}_{i}=f_{i}(\mathbf{x}, t)+\sum_{j=1}^{m} B_{i j}(\mathbf{x}, t) u_{j}, \quad i=1, \ldots, n
$$

where the control inputs are constrained by the hypercube in $m$-dimensional space

$$
\left|u_{j}\right| \leq 1, \quad j=1, \ldots, m
$$

Because the Hamiltonian is linear in the control input $\mathbf{u}$ for this particular case, the optimality condition (7.54) does not provide any information about the optimal control input. However, according to Pontryagin's minimum principle, the optimal control input must minimize the Hamiltonian

$$
\begin{aligned}
H & =1+\boldsymbol{\lambda}^{T} \mathbf{f}(\mathbf{x}, t)+\lambda^{T} \mathbf{B}(\mathbf{x}, t) \mathbf{u} \\
& =1+\sum_{i}^{n} \lambda_{i} f_{i}+\sum_{i=1}^{n} \lambda_{i}\left\{\sum_{j=1}^{m} B_{i j} u_{j}\right\}
\end{aligned}
$$

and minimization of the Hamiltonian function subject to the preceding constraints requires that

$$
\begin{equation*}
u_{j}=-\operatorname{sgn}\left\{S_{j}\right\}=-\operatorname{sgn}\left\{\frac{\partial H}{\partial u_{j}}\right\}=-\operatorname{sgn}\left\{\sum_{i=1}^{n} B_{i j} \lambda_{i}\right\}, \quad j=1, \ldots, m \tag{7.57}
\end{equation*}
$$

where $S_{j}$ is the switching function associated with the $j$ th control input $u_{j}$ and the signum function is defined as

$$
\operatorname{sgn}\left\{S_{j}\right\}= \begin{cases}+1 & \text { if } S_{j}>0  \tag{7.58}\\ -1 & \text { if } S_{j}<0\end{cases}
$$

and it becomes singular $\left(-1<u_{j}<+1\right)$ if $S_{j}=0$. In vector form, the optimal control input is expressed as

$$
\mathbf{u}(t)=-\operatorname{sgn}\left\{\mathbf{B}^{T} \boldsymbol{\lambda}(t)\right\}
$$

## Problems

7.6. Consider a double-integrator plant described by

$$
\begin{gathered}
\dot{x}_{1}=x_{2} \\
\dot{x}_{2}=u(t)
\end{gathered}
$$

subject to $|u| \leq 1$. The optimal control input that transfers the system from an initial state $\mathbf{x}(0) \neq 0$ to the final state $\mathbf{x}\left(t_{f}\right)=(0,0)$ in minimum time is to be determined.
(a) Show that the optimal control input changes sign, at most, once; i.e.,

$$
u(t)=-\operatorname{sgn}\left\{\lambda_{2}\right\}=-\operatorname{sgn}\left\{\lambda_{2}(0)-\lambda_{1}(0) t\right\}
$$

(b) Show that the optimal control input can also be expressed in nonlinear feedback control form as

$$
u(t)=-\operatorname{sgn}\left\{x_{1}+\frac{1}{2} x_{2}\left|x_{2}\right|\right\}
$$

(c) Sketch typical time-optimal trajectories in the ( $x_{1}, x_{2}$ ) phase plane, including the switching curve, which is made up of two parabolas.

Hint: See, e.g., Bryson and Ho (Ref. 8, pages 110-113).
7.7. Consider a linear system described by

$$
\begin{gathered}
\dot{x}_{1}=\omega_{n} x_{2} \\
\dot{x}_{2}=-\omega_{n} x_{1}+u
\end{gathered}
$$

where $\omega_{n}$ is the natural frequency of this undamped oscillator system, and the control input is subject to $|u| \leq 1$. The optimal control input that transfers the system from an initial state $\mathbf{x}(0) \neq 0$ to the final state $\mathbf{x}\left(t_{f}\right)=(0,0)$ in minimum time is to be determined.
(a) Show that the optimal control input $u(t)$ changes sign with period $\pi / \omega_{n}$; i.e.,

$$
u(t)=-\operatorname{sgn}\left\{\lambda_{2}\right\}=-\operatorname{sgn}\left\{\lambda_{1}(0) \sin \omega_{n} t+\lambda_{2}(0) \cos \omega_{n} t\right\}
$$

(b) Find the trajectory equation in the $\left(x_{1}, x_{2}\right)$ phase plane, as follows:

$$
\left[\omega_{n} x_{1}(t)-u\right]^{2}+\left[\omega_{n} x_{2}(t)\right]^{2}=\left[\omega_{n} x_{1}(0)-u\right]^{2}+\left[\omega_{n} x_{2}(0)\right]^{2}
$$

where $u= \pm 1$.
(c) Sketch typical time-optimal trajectories in the ( $x_{1}, x_{2}$ ) phase plane, including the terminal arcs and switching curve.

Hint: See Chapter 7 of Athans and Falb. ${ }^{9}$
7.8. Consider a spinning axisymmetric body described by

$$
\begin{gathered}
\dot{x}_{1}=\omega_{n} x_{2}+u_{1} \\
\dot{x}_{2}=-\omega_{n} x_{1}+u_{2}
\end{gathered}
$$

where $\omega_{n}$ is the nutation frequency observed in a rotating reference frame, and the control inputs are subject to $\left|u_{i}\right| \leq 1$. The optimal control input vector that transfers the system from an initial state $\mathbf{x}(0) \neq 0$ to the final state $\mathbf{x}\left(t_{f}\right)=(0,0)$ in minimum time is to be determined.
(a) Show that the time-optimal, rate damping control inputs $u_{i}$ change sign with period $\pi / \omega_{n}$.
(b) Find the trajectory equation in the ( $x_{1}, x_{2}$ ) phase plane, as follows:

$$
\left[\omega_{n} x_{1}(t)-u_{2}\right]^{2}+\left[\omega_{n} x_{2}(t)+u_{1}\right]^{2}=\left[\omega_{n} x_{1}(0)-u_{2}\right]^{2}+\left[\omega_{n} x_{2}(0)+u_{1}\right]^{2}
$$

where $u_{i}= \pm 1$.
(c) Sketch typical time-optimal trajectories in the ( $x_{1}, x_{2}$ ) phase plane, including the terminal arcs and switching curve.
7.9. Consider a dynamic system described by

$$
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}, t)+\mathbf{B}(t) \mathbf{u}
$$

where the control input vector is constrained by the hypersphere

$$
\|\mathbf{u}\| \equiv \sqrt{u_{1}^{2}+u_{2}^{2}+\cdots+u_{m}^{2}} \leq 1
$$

Show that the time-optimal control input vector is of the form

$$
\mathbf{u}(t)=-\frac{\mathbf{B}^{T} \boldsymbol{\lambda}(t)}{\left\|\mathbf{B}^{T} \boldsymbol{\lambda}\right\|} \quad \text { if } \quad\left\|\mathbf{B}^{T} \boldsymbol{\lambda}\right\| \neq 0
$$

Hint: See Chapter 10 of Athans and Falb. ${ }^{9}$
7.10. Defining $x_{i}=J_{i} \omega_{i}$, we rewrite Euler's equations of motion of a rigid spacecraft about principal axes, as follows:

$$
\begin{aligned}
& \dot{x}_{1}=\frac{J_{2}-J_{3}}{J_{2} J_{3}} x_{2} x_{3}+u_{1} \\
& \dot{x}_{2}=\frac{J_{3}-J_{1}}{J_{3} J_{1}} x_{3} x_{1}+u_{2} \\
& \dot{x}_{3}=\frac{J_{1}-J_{2}}{J_{1} J_{2}} x_{1} x_{2}+u_{3}
\end{aligned}
$$

which is said to be a norm-invariant system.
Show that the time-optimal, rate damping control input vector is of the form

$$
\mathbf{u}(t)=-\frac{\mathbf{x}(t)}{\|\mathbf{x}\|} \quad \text { if }\|\mathbf{x}\| \neq 0
$$

if the spacecraft is subject to a control input constraint of the form

$$
\|\mathbf{u}\| \equiv \sqrt{u_{1}^{2}+u_{2}^{2}+u_{3}^{2}} \leq 1
$$

### 7.2.2 Time-Optimal Control of an Inertially Symmetric Body

Consider the time-optimal reorientation problem of an inertially symmetric, e.g., spherical or cubical, rigid body. Although most real spacecraft are not inertially symmetric, the study of this simple case is likely lead to more fundamental understanding of the time-optimal control problem of complex spacecraft.

It is assumed that the control axes are aligned with principal axes with the principal moment of inertia $J_{o}$ and that the control torque inputs are bounded as $\pm \tau_{o}$ for each axis.

The nondimensionalized equations of motion of an inertially symmetric body are simply given by

$$
\begin{align*}
& \dot{\omega}_{1}=u_{1}  \tag{7.59a}\\
& \dot{\omega}_{2}=u_{2}  \tag{7.59b}\\
& \dot{\omega}_{3}=u_{3} \tag{7.59c}
\end{align*}
$$

where $\omega_{i}$ are the angular velocity components in units of $\sqrt{J_{o} / \tau_{o}}, u_{i}$ are the control torque inputs in units of $\tau_{o}$, and time is in units of $\sqrt{J_{o} / \tau_{o}}$. The kinematic differential equations in terms of quaternions are also given by

$$
\begin{align*}
& \dot{q}_{1}=\left(+\omega_{1} q_{4}-\omega_{2} q_{3}+\omega_{3} q_{2}\right) / 2  \tag{7.60a}\\
& \dot{q}_{2}=\left(+\omega_{1} q_{3}+\omega_{2} q_{4}-\omega_{3} q_{1}\right) / 2  \tag{7.60b}\\
& \dot{q}_{3}=\left(-\omega_{1} q_{2}+\omega_{2} q_{1}+\omega_{3} q_{4}\right) / 2  \tag{7.60c}\\
& \dot{q}_{4}=\left(-\omega_{1} q_{1}-\omega_{2} q_{2}-\omega_{3} q_{3}\right) / 2 \tag{7.60d}
\end{align*}
$$

Equations (7.59) and (7.60) are, in fact, the state equations of the system with the state variables $\omega_{1}, \omega_{2}, \omega_{3}, q_{1}, q_{2}, q_{3}$, and $q_{4}$.

The time-optimal, rest-to-rest reorientation problem is then to determine the optimal control inputs ( $u_{1}, u_{2}, u_{3}$ ) that drive the dynamic system described by Eqs. (7.59) and (7.60) from rest at its initial orientation $\left(q_{1}, q_{2}, q_{3}, q_{4}\right)_{0}$ to rest at its final orientation $\left(q_{1}, q_{2}, q_{3}, q_{4}\right)_{f}$, while minimizing the cost function

$$
\begin{equation*}
J=\int_{0}^{t_{s}} \mathrm{~d} t=t_{f} \tag{7.61}
\end{equation*}
$$

subject to the control input constraints

$$
\begin{equation*}
-1 \leq u_{i} \leq+1, \quad i=1,2,3 \tag{7.62}
\end{equation*}
$$

The Hamiltonian is formed by adjoining the state equations (7.59) and (7.60) with the appropriate adjoint variables $\lambda_{\omega_{1}}, \lambda_{\omega_{2}}, \lambda_{\omega_{3}}, \lambda_{q_{1}}, \lambda_{q_{2}}, \lambda_{q_{3}}$, and $\lambda_{q_{4}}$, and
it becomes

$$
\begin{aligned}
H= & 1+\lambda_{\omega_{1}} u_{1}+\lambda_{\omega_{2}} u_{2}+\lambda_{\omega_{3}} u_{3} \\
& +\lambda_{q_{1}}\left(+\omega_{1} q_{4}-\omega_{2} q_{3}+\omega_{3} q_{2}\right) / 2 \\
& +\lambda_{q_{2}}\left(+\omega_{1} q_{3}+\omega_{2} q_{4}-\omega_{3} q_{1}\right) / 2 \\
& +\lambda_{q_{3}}\left(-\omega_{1} q_{2}+\omega_{2} q_{1}+\omega_{3} q_{4}\right) / 2 \\
& +\lambda_{q_{4}}\left(-\omega_{1} q_{1}-\omega_{2} q_{2}-\omega_{3} q_{3}\right) / 2
\end{aligned}
$$

where $H$ denotes the Hamiltonian, which is constant along an optimal trajectory of the time-optimal control problem under consideration. From the transversality condition its value along an optimal trajectory is given by

$$
H \equiv H\left(t_{f}\right)=0
$$

The costate equations are then obtained in the standard fashion by differentiating the negative of the Hamiltonian with respect to the states and are given by

$$
\begin{gather*}
\dot{\lambda}_{\omega_{1}}=-\left(+\lambda_{q_{1}} q_{4}+\lambda_{q_{2}} q_{3}-\lambda_{q_{3}} q_{2}-\lambda_{q_{4}} q_{1}\right) / 2  \tag{7.63a}\\
\dot{\lambda}_{\omega_{2}}=-\left(-\lambda_{q_{1}} q_{3}+\lambda_{q_{2}} q_{4}+\lambda_{q_{3}} q_{1}-\lambda_{q_{4}} q_{2}\right) / 2  \tag{7.63b}\\
\dot{\lambda}_{\omega_{3}}=-\left(+\lambda_{q_{1}} q_{2}-\lambda_{q_{2}} q_{1}+\lambda_{q_{3}} q_{4}-\lambda_{q_{4}} q_{3}\right) / 2  \tag{7.63c}\\
\dot{\lambda}_{q_{1}}=-\left(-\lambda_{q_{2}} \omega_{3}+\lambda_{q_{3}} \omega_{2}-\lambda_{q_{4}} \omega_{1}\right) / 2  \tag{7.63d}\\
\dot{\lambda}_{q_{2}}=-\left(+\lambda_{q_{1}} \omega_{3}-\lambda_{q_{3}} \omega_{1}-\lambda_{q_{4}} \omega_{2}\right) / 2  \tag{7.63e}\\
\dot{\lambda}_{q_{3}}=-\left(-\lambda_{q_{1}} \omega_{2}+\lambda_{q_{2}} \omega_{1}-\lambda_{q_{4}} \omega_{3}\right) / 2  \tag{7.63f}\\
\dot{\lambda}_{q_{4}}=-\left(+\lambda_{q_{1}} \omega_{1}+\lambda_{q_{2}} \omega_{2}+\lambda_{q_{3}} \omega_{3}\right) / 2 \tag{7.63~g}
\end{gather*}
$$

The adjoint variables are free, i.e., unspecified, at both the initial and final times because the corresponding state variables of the system are specified. The set of quaternion adjoint variables ( $\lambda_{q_{1}}, \lambda_{q_{2}}, \lambda_{q_{3}}, \lambda_{q_{4}}$ ) is not unique, however, because of the following relationship:

$$
q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+q_{4}^{2}=1
$$

Hence, any one of the quaternion adjoint variables can be normalized to unity at the initial (or final) time.

The set of differential equations consisting of Eqs. (7.59), (7.60), and (7.63) with specified boundary conditions provides the necessary conditions for the timeoptimal control, and forms a nonlinear TPBVP that is, in general, a difficult problem to solve.

According to Pontryagin's minimum principle, the optimal control inputs that minimize the Hamiltonian subject to the constraints (7.62) are given by

$$
\begin{equation*}
u_{i}(t)=-\operatorname{sgn}\left\{\frac{\partial H}{\partial u_{i}}\right\}=-\operatorname{sgn}\left\{\lambda_{\omega_{i}}(t)\right\}, \quad i=1,2,3 \tag{7.64}
\end{equation*}
$$

It can be shown that for this problem, at least one control component must be saturated at any given instant of time. In geometric terms, the control input constraints given by Eq. (7.62) may be visualized as a unit cube in three-dimensional space. Such constraints require that an admissible control vector lie inside or on the surface of this cube. The optimal control input vector cannot lie inside the cube, however, because this would imply that all three components of the control input vector are simultaneously singular. Consequently, the optimal control vector must lie on the cubical constraint surface.

For further details of this subject, the reader is referred to Li and Bainum, ${ }^{10}$ Bilimoria and Wie, ${ }^{6.7 .11}$ Byers and Vadali, ${ }^{12}$ and Seywald and Kumar. ${ }^{13}$

## Problems

7.11. Given the time-optimal reorientation problem of an inertially symmetric rigid body, as formulated by Eqs. (7.59), (7.60), and (7.62), consider the following rest-to-rest maneuver boundary conditions:

$$
\begin{gathered}
\omega_{1}(0)=\omega_{2}(0)=\omega_{3}(0)=0 \\
q_{1}(0)=q_{2}(0)=q_{3}(0)=0, \quad q_{4}(0)=1 \\
\omega_{1}\left(t_{f}\right)=\omega_{2}\left(t_{f}\right)=\omega_{3}\left(t_{f}\right)=0 \\
q_{1}\left(t_{f}\right)=q_{2}\left(t_{f}\right)=0, \quad q_{3}\left(t_{f}\right)=\sin \frac{\theta}{2}, \quad q_{4}\left(t_{f}\right)=\cos \frac{\theta}{2}
\end{gathered}
$$

where $\theta=180 \mathrm{deg}$ is the required rotation angle about the eigenaxis. For these boundary conditions, the eigenaxis rotation is simply a bang-bang maneuver about the third principal axis of the body, resulting in $t_{f}=3.5449$.
(a) Verify that by performing computer simulation for the control inputs given in Fig. 7.3, an eigenaxis rotation about one of the principal axes of even such a simple body is not time optimal. In particular, plot three angles $\alpha, \beta$, and $\gamma$ defined as

$$
\begin{aligned}
& \alpha=\cos ^{-1}\left(\vec{a}_{1} \cdot \vec{b}_{1}\right)=\cos ^{-1}\left(1-2 q_{2}^{2}-2 q_{3}^{2}\right) \\
& \beta=\cos ^{-1}\left(\vec{a}_{2} \cdot \vec{b}_{2}\right)=\cos ^{-1}\left(1-2 q_{3}^{2}-2 q_{1}^{2}\right) \\
& \gamma=\cos ^{-1}\left(\vec{a}_{3} \cdot \vec{b}_{3}\right)=\cos ^{-1}\left(1-2 q_{1}^{2}-2 q_{2}^{2}\right)
\end{aligned}
$$

These angles represent relative orientations of the body axes with respect to an inertially fixed reference frame.
Note: The resulting time-optimal maneuver has a significant nutational component of three-axis rotational motion, as can be seen in the time histories of $\alpha, \beta$, and $\gamma$. The time-optimal motion with its significant nutational component is able to provide more torque along the eigenaxis and can therefore complete the desired maneuver in less time. It must be emphasized, however, that a marginal decrease in maneuver time is achieved at the expense of a substantial use of control energy.
(b) Show that the optimal control switching pattern to the time-optimal control problem under consideration is not unique. That is, let the optimal control switching pattern shown in Fig. 7.3 be represented by $\left\{U_{1}, U_{2}, U_{3}\right\}$, then show that for time-


Fig. 7.3 Time-optimal control inputs for $\boldsymbol{\theta}=\mathbf{1 8 0} \mathbf{~ d e g}$.
optimal maneuvers involving five control switches and reorientation angles less than 180 deg , there are in fact four possible switching patterns

$$
\begin{aligned}
& \left\{+U_{1},+U_{2},+U_{3}\right\} \\
& \left\{-U_{1},-U_{2},+U_{3}\right\} \\
& \left\{-U_{2},+U_{1},+U_{3}\right\} \\
& \left\{+U_{2},-U_{1},+U_{3}\right\}
\end{aligned}
$$

Hint: Notice that the selection of the first and second axes for this problem is not unique.
(c) For the special case of $\theta=180 \mathrm{deg}$, show that there are eight possible switching patterns, i.e., the four switching patterns described in Problem 7.11(b) plus $\left\{+U_{1},-U_{2},-U_{3}\right\},\left\{-U_{1},+U_{2},-U_{3}\right\},\left\{+U_{2},+U_{1},-U_{3}\right\}$, and $\left\{-U_{2},-U_{1},-U_{3}\right\}$.
7.12. Consider again the time-optimal reorientation problem of an inertially symmetric rigid body described by Eqs. (7.59), (7.60), and (7.62), but with the following control input constraints:

$$
\|\mathbf{u}\|_{2 \zeta}=\left\{\left|u_{1}\right|^{2 \zeta}+\left|u_{2}\right|^{2 \zeta}+\left|u_{3}\right|^{2 \zeta}\right\}^{\frac{1}{2 \zeta}}=1
$$

Note that with $\zeta=1$, the control constraint surface is a sphere and with $\zeta \rightarrow \infty$ the surface approaches a cube. Minimizing the Hamiltonian subject to the preceding
constraint, obtain the optimal control inputs as

$$
u_{i}=\frac{-\operatorname{sgn}\left\{\lambda_{\omega_{i}}(t)\right\}\left|\lambda_{\omega_{i}}(t)\right|^{\frac{1}{2 \zeta-1}}}{\left\{\sum_{j=1}^{3}\left|\lambda_{\omega_{j}}\right|^{\frac{2 \xi}{2 \xi-1}}\right\}^{\frac{1}{2 \zeta}}}, \quad i=1,2,3
$$

Hint: See Bilimoria and Wie. ${ }^{6.7}$

### 7.3 Quaternion-Feedback Reorientation Maneuvers

Most three-axis stabilized spacecraft utilize a sequence of rotational maneuvers about each control axis. Many spacecraft also perform rotational maneuvers about an inertially fixed axis during an acquisition mode, e.g., sun acquisition or Earth acquisition, so that a particular sensor will pick up a particular target.

Spacecraft are sometimes required to maneuver as fast as possible within the physical limits of actuators and sensors. The X-ray Timing Explorer (XTE) spacecraft launched in 1996 is one of such spacecraft, and it is required to maneuver about an inertially fixed axis as fast as possible within the saturation limit of rate gyros. ${ }^{14}$ The XTE spacecraft is controlled by a set of skewed reaction wheels; thus, the maximum available control torque also needs to be considered in such a near-minimum-time eigenaxis maneuver. As was studied in the preceding section, however, the eigenaxis rotation is, in general, not time optimal.

In this section we introduce a feedback control logic for three-axis, large-angle reorientation maneuvers, and we further extend such a simple feedback control logic to a case in which the spacecraft is required to maneuver about an inertially fixed axis as fast as possible within the saturation limits of rate gyros as well as reaction wheels. (This section is based on Refs. 15-17.)

### 7.3.1 Quaternion Feedback Control

Consider the attitude dynamics of a rigid spacecraft described by Euler's rotational equation of motion

$$
\begin{equation*}
\mathbf{J} \dot{\omega}+\boldsymbol{\omega} \times \mathbf{J} \boldsymbol{\omega}=\mathbf{u} \tag{7.65}
\end{equation*}
$$

where $\mathbf{J}$ is the inertia matrix, $\boldsymbol{\omega}=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ the angular velocity vector, and $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ the control torque input vector. The cross product of two vectors is represented in matrix notation as

$$
\boldsymbol{\omega} \times \mathbf{h} \equiv\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]\left[\begin{array}{l}
h_{1} \\
h_{2} \\
h_{3}
\end{array}\right]
$$

where $\mathbf{h}=\mathrm{J} \boldsymbol{\omega}$ is the angular momentum vector. It is assumed that the angular velocity vector components $\omega_{i}$ along the body-fixed control axes are measured by rate gyros.

Euler's rotational theorem states that the rigid-body attitude can be changed from any given orientation to any other orientation by rotating the body about an axis, called the Euler axis, that is fixed to the rigid body and stationary in inertial space. Such a rigid-body rotation about an Euler axis is often called the eigenaxis rotation.

Let a unit vector along the Euler axis be denoted by $\mathbf{e}=\left(e_{1}, e_{2}, e_{3}\right)$ where $e_{1}$, $e_{2}$, and $e_{3}$ are the direction cosines of the Euler axis relative to either an inertial
reference frame or the body-fixed control axes. The four elements of quaternions are then defined as

$$
\begin{gathered}
q_{1}=e_{1} \sin (\theta / 2) \\
q_{2}=e_{2} \sin (\theta / 2) \\
q_{3}=e_{3} \sin (\theta / 2) \\
q_{4}=\cos (\theta / 2)
\end{gathered}
$$

where $\theta$ denotes the rotation angle about the Euler axis, and we have

$$
q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+q_{4}^{2}=1
$$

The quaternion kinematic differential equations are given by

$$
\left[\begin{array}{l}
\dot{q}_{1}  \tag{7.66}\\
\dot{q}_{2} \\
\dot{q}_{3} \\
\dot{q}_{4}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{rrrr}
0 & \omega_{3} & -\omega_{2} & \omega_{1} \\
-\omega_{3} & 0 & \omega_{1} & \omega_{2} \\
\omega_{2} & -\omega_{1} & 0 & \omega_{3} \\
-\omega_{1} & -\omega_{2} & -\omega_{3} & 0
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]
$$

Like the Euler-axis vector $\mathbf{e}=\left(e_{1}, e_{2}, e_{3}\right)$, defining a quaternion vector $\mathbf{q}=\left(q_{1}\right.$, $q_{2}, q_{3}$ ) as

$$
\mathbf{q}=\mathbf{e} \sin \frac{\theta}{2}
$$

we rewrite Eq. (7.66) as

$$
\begin{gather*}
2 \dot{\mathbf{q}}=q_{4} \omega-\omega \times \mathbf{q}  \tag{7.67a}\\
2 \dot{q}_{4}=-\omega^{T} \mathbf{q} \tag{7.67b}
\end{gather*}
$$

where

$$
\omega \times \mathbf{q} \equiv\left[\begin{array}{rrr}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3}
\end{array}\right]
$$

Because quaternions are well suited for onboard real-time computation, spacecraft orientation is nowadays commonly described in terms of the quaternions, and a linear state feedback controller of the following form can be considered for real-time implementation:

$$
\begin{equation*}
\mathbf{u}=-K \mathbf{q}_{e}-\mathbf{C} \omega \tag{7.68}
\end{equation*}
$$

where $\mathbf{q}_{e}=\left(q_{1 e}, q_{2 e}, q_{3 e}\right)$ is the attitude error quaternion vector and $\mathbf{K}$ and $\mathbf{C}$ are controller gain matrices to be properly determined. The attitude error quaternions ( $q_{1 e}, q_{2 e}, q_{3 e}, q_{4 e}$ ) are computed using the desired or commanded attitude quaternions ( $q_{1 c}, q_{2 c}, q_{3 c}, q_{4 c}$ ) and the current attitude quaternions $\left(q_{1}, q_{2}, q_{3}, q_{4}\right)$, as follows:

$$
\left[\begin{array}{l}
q_{1 e}  \tag{7.69}\\
q_{2 e} \\
q_{3 e} \\
q_{4 e}
\end{array}\right]=\left[\begin{array}{rrrr}
q_{4 c} & q_{3 c} & -q_{2 c} & -q_{1 c} \\
-q_{3 c} & q_{4 c} & q_{1 c} & -q_{2 c} \\
q_{2 c} & -q_{1 c} & q_{4 c} & -q_{3 c} \\
q_{1 c} & q_{2 c} & q_{3 c} & q_{4 c}
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]
$$

If the commanded attitude quaternion vector is simply the origin defined as

$$
\left(q_{1 c}, q_{2 c}, q_{3 c}, q_{4 c}\right)=(0,0,0,+1)
$$

then the control logic (7.68) becomes

$$
\begin{equation*}
\mathbf{u}=-\mathbf{K q}-\mathbf{C} \omega \tag{7.70}
\end{equation*}
$$

On the other hand, if the origin is chosen as $(0,0,0,-1)$, then the control logic (7.68) becomes

$$
\begin{equation*}
\mathbf{u}=+\mathbf{K q}-\mathbf{C} \omega \tag{7.71}
\end{equation*}
$$

Note, however, that both quaternions $(0,0,0,+1)$ and $(0,0,0,-1)$ correspond to the physically identical orientation.

Without loss of generality, we consider here the control logic of the form (7.70). As shown by Wie and Barba ${ }^{15}$ and Wie et al., ${ }^{16}$ the origin, either $(0,0,0,+1)$ or ( $0,0,0,-1$ ), of the closed-loop nonlinear systems of a rigid spacecraft with such control logic is globally asymptotically stable for the following gain selections.

Controller 1:

$$
\begin{equation*}
\mathbf{K}=k \mathbf{I}, \quad \mathbf{C}=\operatorname{diag}\left(c_{1}, c_{2}, c_{3}\right) \tag{7.72a}
\end{equation*}
$$

Controller 2:

$$
\begin{equation*}
\mathbf{K}=\frac{k}{q_{4}^{3}} \mathbf{I}, \quad \mathbf{C}=\operatorname{diag}\left(c_{1}, c_{2}, c_{3}\right) \tag{7.72b}
\end{equation*}
$$

Controller 3:

$$
\begin{equation*}
\mathbf{K}=k \operatorname{sgn}\left(q_{4}\right) \mathbf{I}, \quad \mathbf{C}=\operatorname{diag}\left(c_{1}, c_{2}, c_{3}\right) \tag{7.72c}
\end{equation*}
$$

Controller 4:

$$
\begin{equation*}
\mathbf{K}=[\alpha \mathbf{J}+\beta \mathbf{I}]^{-1}, \quad \mathbf{K}^{-1} \mathbf{C}>0 \tag{7.72d}
\end{equation*}
$$

where $k$ and $c_{i}$ are positive scalar constants, $\mathbf{I}$ is a $3 \times 3$ identity matrix, $\operatorname{sgn}(\cdot)$ denotes the signum function, and $\alpha$ and $\beta$ are nonnegative scalars.

Note that controller 1 is a special case of controller 4 with $\alpha=0$, and that $\beta$ can also be simply selected as zero when $\alpha \neq 0$. Controllers 2 and 3 approach the origin, either $(0,0,0,+1)$ or $(0,0,0,-1)$, by taking a shorter angular path.

## Problems

7.13. Consider the rotational equations of motion of a rigid spacecraft about principal axes described by

$$
\begin{aligned}
2 \dot{q}_{1} & =\omega_{1} q_{4}-\omega_{2} q_{3}+\omega_{3} q_{2} \\
2 \dot{q}_{2} & =\omega_{1} q_{3}+\omega_{2} q_{4}-\omega_{3} q_{1} \\
2 \dot{q}_{3} & =-\omega_{1} q_{2}+\omega_{2} q_{1}+\omega_{3} q_{4} \\
2 \dot{q}_{4} & =-\omega_{1} q_{1}-\omega_{2} q_{2}-\omega_{3} q_{3} \\
J_{1} \dot{\omega}_{1} & =\left(J_{2}-J_{3}\right) \omega_{2} \omega_{3}+u_{1} \\
J_{2} \dot{\omega_{2}} & =\left(J_{3}-J_{1}\right) \omega_{3} \omega_{1}+u_{2} \\
J_{3} \dot{\omega_{3}} & =\left(J_{1}-J_{2}\right) \omega_{1} \omega_{2}+u_{3}
\end{aligned}
$$

The stability of the origin defined as

$$
\begin{aligned}
\mathbf{x}^{*} & =\left(q_{1}, q_{2}, q_{3}, q_{4}, \omega_{1}, \omega_{2}, \omega_{3}\right) \\
& =(0,0,0,+1,0,0,0)
\end{aligned}
$$

is to be studied for the control torque inputs $u_{i}$ of the form

$$
\begin{aligned}
& u_{1}=-k_{1} q_{1}-c_{1} \omega_{1} \\
& u_{2}=-k_{2} q_{2}-c_{2} \omega_{2} \\
& u_{3}=-k_{3} q_{3}-c_{3} \omega_{3}
\end{aligned}
$$

where $k_{i}$ and $c_{i}$ are positive constants.
(a) Show that for any positive constants $c_{i}$, the equilibrium point $\mathbf{x}^{*}$ is globally asymptotically stable if $k_{i}$ are selected such that

$$
\frac{J_{2}-J_{3}}{k_{1}}+\frac{J_{3}-J_{1}}{k_{2}}+\frac{J_{1}-J_{2}}{k_{3}}=0
$$

Hint: Choose the following positive-definite function

$$
E=\frac{J_{1} \omega_{1}^{2}}{2 k_{1}}+\frac{J_{2} \omega_{2}^{2}}{2 k_{2}}+\frac{J_{3} \omega_{3}^{2}}{2 k_{3}}+q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+\left(q_{4}-1\right)^{2}
$$

as a Lyapunov function.
(b) Also determine whether or not the equilibrium point $\mathbf{x}^{*}$ is globally asymptotically stable for any positive values of $k_{i}$ and $c_{i}$. (This is a much harder unsolved problem.)
7.14. Consider a rigid spacecraft with

$$
\mathbf{J}=\left[\begin{array}{ccc}
1200 & 100 & -200 \\
100 & 2200 & 300 \\
-200 & 300 & 3100
\end{array}\right] \quad \mathrm{kg} \cdot \mathrm{~m}^{2}
$$

It is assumed that $\left(q_{1}, q_{2}, q_{3}, q_{4}\right)=(0.5,0.5,0.5,-0.5)$ and $\left(\omega_{1}, \omega_{2}, \omega_{3}\right)=$ $(0,0,0)$ at $t=0$ and that the spacecraft needs to be reoriented within approximately 500 s to the origin $\left(q_{1 c}, q_{2 c}, q_{3 c}, q_{4 c}\right)=(0,0,0, \pm 1)$. This given initial orientation corresponds to an eigenangle-to-go of 240 deg or 120 deg depending on the direction of reorientation.

Neglecting the products of inertia of the spacecraft, synthesize quaternion feedback control logic of the form

$$
\mathbf{u}=-\mathbf{K q}-\mathbf{C} \omega
$$

with the four different types of gain matrices given by Eqs. (7.72)
For each controller, perform computer simulation of the closed-loop system including the products of inertia. In particular, plot the time history of the eigenangle $\theta$ and also plot $q_{i}$ vs $q_{j}(i, j=1,2,3)$.

### 7.3.2 Eigenaxis Rotational Maneuvers

The gyroscopic term of Euler's rotational equation of motion is not significant for most practical rotational maneuvers. In some cases, however, it may be desirable to directly counteract the term by control torque, as follows:

$$
\begin{equation*}
\mathbf{u}=-\mathbf{K q}-\mathbf{C} \omega+\omega \times \mathbf{J} \omega \tag{7.73}
\end{equation*}
$$

The origin of the closed-loop system with the controller (7.73) is globally asymptotically stable if the matrix $\mathbf{K}^{-1} \mathbf{C}$ is positive definite. ${ }^{16}$ A natural selection of $\mathbf{K}$ and $\mathbf{C}$ for guaranteeing such condition is $\mathbf{K}=k \mathbf{J}$ and $\mathbf{C}=c \mathbf{J}$ where $k$ and $c$ are positive scalar constants to be properly selected. Furthermore, a rigid spacecraft with a controller of the form

$$
\begin{equation*}
\mathbf{u}=-k \mathbf{J} \mathbf{q}-c \mathbf{J} \boldsymbol{\omega}+\omega \times \mathbf{J} \boldsymbol{\omega} \tag{7.74}
\end{equation*}
$$

performs a rest-to-rest reorientation maneuver about an eigenaxis along the initial quaternion vector, $q(0)$.

Euler's rotational theorem is only concerned with the kinematics of the eigenaxis rotation, and it does not deal with the dynamics of the eigenaxis rotation; however, the following eigenaxis rotation theorems describe the complete closed-loop rotational dynamics of a rigid spacecraft. ${ }^{17}$

## Theorem 7.1

The closed-loop rotational motion of a rigid spacecraft with the quaternion feedback control logic (7.74) is described by

$$
\begin{gather*}
\dot{\boldsymbol{\omega}}=-k \mathbf{q}-c \boldsymbol{\omega}  \tag{7.75a}\\
2 \dot{\mathbf{q}}=q_{4} \boldsymbol{\omega}-\boldsymbol{\omega} \times \mathbf{q}  \tag{7.75b}\\
2 \dot{q}_{4}=-\boldsymbol{\omega}^{T} \mathbf{q} \tag{7.75c}
\end{gather*}
$$

If $\omega(0)$ and $q(0)$ are collinear at $t=0$, then the resulting rotational motion is an eigenaxis rotation about $\mathbf{q}(0)$, and the solution $\omega(t)$ and $\mathbf{q}(t)$ of the closed-loop system dynamics described by Eqs. (7.75) will become collinear with $\mathbf{q}(0)$ for all $t \geq 0$, i.e., $\boldsymbol{\omega} \times \boldsymbol{q}=0$ for all $t \geq 0$.

Proof: If $\boldsymbol{\omega}(0)$ and $\mathbf{q}(0)$ are collinear at $t=0$, then Eq. (7.75a) indicates that $\omega(t)$ and $\mathbf{q}(t)$ are collinear for all $t \geq 0$; i.e., $\omega \times \mathbf{q}=0$ for all $t \geq 0$. Also, Eq. (7.75b), with $\omega \times \mathbf{q}=0$, indicates that $\omega(t)$ and $\mathbf{q}(t)$ are collinear for all $t \geq 0$. Consequently, the resulting rotational motion is an eigenaxis rotation about $\mathrm{q}(0)$.

## Theorem 7.2

If the angular velocity vector $\omega(t)$ lies along the direction of $\mathbf{q}(0)$, i.e.,

$$
\omega(t)=a(t) \mathbf{q}(0)
$$

where $a(t)$ is a scalar function with $a(0)=0$, then $\mathbf{q}(t)$ of Eqs. (7.75) will remain
along the same direction of $\mathbf{q}(0)$, i.e., the resulting motion is an eigenaxis rotation about $\mathbf{q}(0)$.

Proof: This is a special case of Theorem 7.1 with $\omega(0)=0$.

## Problems

7.15. Show that the closed-loop equation for a rest-to-rest reorientation maneuver about an eigenaxis using a control logic of the form

$$
\mathbf{u}=-k \mathbf{J} \mathbf{q}-c \mathbf{J} \boldsymbol{\omega}+\omega \times \mathbf{J} \omega
$$

simply becomes

$$
\ddot{\theta}+c \dot{\theta}+k \sin \frac{\theta}{2}=0
$$

Note: For a specified maneuver time $\left(\approx 4 / \zeta \omega_{n}\right)$, the controller gain constants $k$ and $c$ can be determined approximately from the following relationship:

$$
\ddot{\theta}+c \dot{\theta}+\frac{k}{2} \theta=\ddot{\theta}+2 \zeta \omega_{n} \dot{\theta}+\omega_{n}^{2} \theta=0
$$

7.16. Repeat Problem 7.14 using a control logic of the form

$$
\mathbf{u}=-k \mathbf{J} \mathbf{q}-c \mathbf{J} \boldsymbol{\omega}+\boldsymbol{\omega} \times \mathbf{J} \boldsymbol{\omega}
$$

Note: A rest-to-rest eigenaxis rotation is characterized by a straight line in $q_{i}$ vs $q_{j}$ plots $(i, j=1,2,3)$.

### 7.3.3 Cascade-Saturation Control Logic

Consider the rotational equations of motion of a rigid spacecraft described by

$$
\begin{gather*}
2 \dot{\mathbf{q}}=\mathbf{f}(\mathbf{q}, \boldsymbol{\omega})= \pm \sqrt{1-\|\mathbf{q}\|^{2}} \boldsymbol{\omega}-\boldsymbol{\omega} \times \mathbf{q}  \tag{7.76a}\\
\dot{\omega}=\mathbf{g}(\boldsymbol{\omega}, \mathbf{u})=\mathbf{J}^{-1}(-\omega \times \mathbf{J} \boldsymbol{\omega}+\mathbf{u}) \tag{7.76b}
\end{gather*}
$$

where $\mathbf{J}$ is the inertia matrix, $\mathbf{q}=\left(q_{1}, q_{2}, q_{3}\right)$ is the quaternion vector, $\boldsymbol{\omega}=$ $\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ is the angular velocity vector, $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ is the control input vector, and

$$
\|\mathbf{q}\|^{2} \equiv \mathbf{q}^{T} \mathbf{q}=q_{1}^{2}+q_{2}^{2}+q_{3}^{2}
$$

The state vector of the system, denoted by $\mathbf{x}$, is then defined as

$$
\mathbf{x}=\left[\begin{array}{c}
\mathbf{q} \\
\boldsymbol{\omega}
\end{array}\right]
$$

A dynamic system described by a set of differential equations of the form of Eqs. (7.76) is called a cascaded system because q does not appear in Eq. (7.76b). A cascade-saturation controller is introduced here for such a cascaded system, based on Ref. 17.

Saturation functions to be employed for the cascade-saturation controller are first defined as follows.

## Definition 7.1

A saturation function of an $n$-dimensional vector $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ is defined as

$$
\operatorname{sat}(\mathbf{x})=\left[\begin{array}{c}
\operatorname{sat}_{1}\left(x_{1}\right) \\
\operatorname{sat}_{2}\left(x_{2}\right) \\
\vdots \\
\operatorname{sat}_{n}\left(x_{n}\right)
\end{array}\right]
$$

where

$$
\operatorname{sat}_{i}\left(x_{i}\right)=\left\{\begin{array}{cl}
x_{i}^{+} & \text {if } x_{i}>x_{i}^{+}  \tag{7.77}\\
x_{i} & \text { if } x_{i}^{-} \leq x_{i} \leq x_{i}^{+} \\
x_{i}^{-} & \text {if } x_{i}<x_{i}^{-}
\end{array}\right.
$$

The normalized lower and upper bounds can be assumed as $\pm 1$ for all $i$, without loss of generality.

Similarly, a signum function of an $n$-dimensional vector $\mathbf{x}$ is defined as

$$
\operatorname{sgn}(\mathbf{x})=\left[\begin{array}{c}
\operatorname{sgn}\left(x_{1}\right) \\
\operatorname{sgn}\left(x_{2}\right) \\
\vdots \\
\operatorname{sgn}\left(x_{n}\right)
\end{array}\right]
$$

where

$$
\operatorname{sgn}\left(x_{i}\right)=\left\{\begin{array}{cl}
+1 & \text { if } x_{i}>0  \tag{7.78}\\
0 & \text { if } x_{i}=0 \\
-1 & \text { if } x_{i}<0
\end{array}\right.
$$

## Definition 7.2

A normalized saturation function of an $n$-dimensional vector $\mathbf{x}$ is defined as

$$
\underset{\sigma}{\operatorname{sat}(\mathbf{x})}=\left\{\begin{array}{cl}
\mathbf{x} & \text { if } \sigma(\mathbf{x})<1  \tag{7.79}\\
\mathbf{x} / \sigma(\mathbf{x}) & \text { if } \sigma(\mathbf{x}) \geq 1
\end{array}\right.
$$

where $\sigma(\mathbf{x})$ is a positive scalar function of $\mathbf{x}$, which characterizes the largeness of the vector $\mathbf{x}$.

Because the largeness of a vector $\mathbf{x}$ is often characterized by its norms, we may choose $\sigma(\mathbf{x})=\|\mathbf{x}\|_{2}=\sqrt{\mathbf{x}^{T} \mathbf{x}}$ or $\sigma(\mathbf{x})=\|\mathbf{x}\|_{\infty}=\max _{i}\left|x_{i}\right|$. Note that the normalized saturation of a vector $\mathbf{x}$ as defined here has the same direction of the vector $\mathbf{x}$ itself before saturation; i.e., it maintains the direction of the vector.

## Definition 7.3

A state feedback controller of the following form is called the m-layer cascadesaturation controller:

$$
\begin{equation*}
\mathbf{u}=\mathbf{Q}_{m} \operatorname{sat}\left(\mathbf{P}_{m} \mathbf{x}+\cdots+\mathbf{Q}_{2} \operatorname{sat}\left[\mathbf{P}_{2} \mathbf{x}+\mathbf{Q}_{1} \operatorname{sat}\left(\mathbf{P}_{1} \mathbf{x}\right)\right]\right) \tag{7.80}
\end{equation*}
$$

where $\mathbf{P}_{i}$ and $\mathbf{Q}_{i}$ are the controller gain matrices to be properly determined. If $\mathbf{Q}_{i}$ and $\mathbf{P}_{i}$ are diagonal matrices, then we have an $m$-layer decentralized cascadesaturation controller.

The control logic described by Eq. (7.80) is a generalized form of a saturation controller. A cascade-relay or poly-relay control algorithm similar to Eq. (7.80) has also been suggested in the literature using the signum function instead of the saturation function. The simplest form of a two-layer cascade-saturation control logic for a rigid spacecraft can be expressed as

$$
\begin{equation*}
\mathbf{u}=\mathbf{Q}_{2} \underset{\sigma}{\operatorname{sat}}\left[\mathbf{P}_{2} \boldsymbol{\omega}+\mathbf{Q}_{1} \operatorname{sat}\left(\mathbf{P}_{1} \mathbf{q}\right)\right] \tag{7.81}
\end{equation*}
$$

A typical rest-to-rest eigenaxis maneuver with slew rate constraint is now considered, which will be called a constrained rest-to-rest maneuver. The maneuver consists of the following three phases: 1) acceleration, 2) coast, and 3) deceleration. In the spin-up acceleration phase, the spacecraft will accelerate about the eigenaxis. In the coast phase, it rotates about the eigenaxis at a constant slew rate. In this coast phase, the control input and the body rates are kept in a quasi-steady mode. The following lemma guarantees the existence of such a quasi-steady coast phase.

## Lemma 7.1

If a dynamic system described by Eqs. (7.76) is exponentially stabilized by the two-layer saturation control logic (7.81) in a constrained rest-to-rest maneuver problem, and if there exists a sufficiently large time instant $t^{*}$ such that for $t \leq t^{*}$, $\left|\left(\mathbf{P}_{1} \mathbf{q}\right)_{i}\right| \geq 1 \quad \forall i$, then there exists a time interval $\left[t, t^{*}\right]$ in which the angular velocity vector $\omega$ is in a quasi-steady mode.

Proof: As $t$ approaches to $t^{*}$, the closed-loop system becomes

$$
\begin{gather*}
\dot{\mathbf{q}}=\mathbf{f}(\mathbf{q}, \boldsymbol{\omega})  \tag{7.82a}\\
\dot{\boldsymbol{\omega}}=\mathbf{g}\left(\boldsymbol{\omega}, \mathbf{Q}_{2} \underset{\sigma}{\operatorname{sat}}\left[\mathbf{P}_{2} \boldsymbol{\omega}+\mathbf{Q}_{1} \operatorname{sgn}\left(\mathbf{P}_{1} \mathbf{q}\right)\right]\right) \tag{7.82b}
\end{gather*}
$$

For $t \in\left(t^{*}, \infty\right)$ the closed-loop system becomes

$$
\begin{gather*}
\dot{\mathbf{q}}=\mathbf{f}(\mathbf{q}, \boldsymbol{\omega})  \tag{7.83a}\\
\dot{\omega}=\mathbf{g}\left(\omega, \mathbf{Q}_{2} \operatorname{sat}_{\sigma}\left[\mathbf{P}_{2} \boldsymbol{\omega}+\mathbf{Q}_{1} \operatorname{sat}\left(\mathbf{P}_{1} \mathbf{q}\right)\right]\right) \tag{7.83b}
\end{gather*}
$$

Because the closed-loop system in a constrained rest-to-rest maneuver problem is assumed to be exponentially stabilized, both Eqs. (7.82) and (7.83) should be exponentially stable. As a result, along the trajectory of Eqs. (7.82) the slew rate $\|\boldsymbol{\omega}(t)\|$ should increase. If $t^{*}$ is sufficiently large, $\|\boldsymbol{\omega}(t)\|$ will become a constant slew rate $\left\|\omega^{*}\right\|$ whereas $\omega^{*}$ satisfies

$$
\begin{equation*}
\mathbf{g}\left(\omega^{*}, \mathbf{Q}_{2} \underset{\sigma}{\operatorname{sat}}\left[\mathbf{P}_{2} \boldsymbol{\omega}^{*}+\mathbf{Q}_{1} \operatorname{sgn}\left(\mathbf{P}_{1} \mathbf{q}\right)\right]\right)=0 \tag{7.84}
\end{equation*}
$$

which is in fact an algebraic equation for $\boldsymbol{\omega}^{*}$. If the settling time $t_{s}$ is smaller than $t^{*}$, then during the time interval $\left[t_{s}, t^{*}\right], \omega$ is very close to $\omega^{*}$, i.e., $\omega$ is in a quasi-steady mode; i.e., $\dot{\omega} \approx 0$.

## Lemma 7.2

If a dynamic system described by Eqs. (7.76) is exponentially stabilized by Eq. (7.81) in a constrained rest-to-rest maneuver problem, and if the following conditions are satisfied:

$$
\begin{array}{cc}
\boldsymbol{\omega}^{T} \mathbf{g}\left(\boldsymbol{\omega}, \mathbf{Q}_{2} \underset{\sigma}{\left.\operatorname{sat}\left[\mathbf{P}_{2} \boldsymbol{\omega}+\mathbf{Q}_{1} \operatorname{sgn}\left(\mathbf{P}_{1} \mathbf{q}\right)\right]\right) \geq 0,} \quad \text { if } \sigma\left(\mathbf{P}_{1} \mathbf{q}\right) \geq 1\right. \\
\boldsymbol{\omega}^{T} \mathbf{g}\left(\boldsymbol{\omega}, \mathbf{Q}_{2} \underset{\sigma}{\left.\operatorname{sat}\left(\mathbf{P}_{2} \omega+\mathbf{Q}_{1} \mathbf{P}_{1} \mathbf{q}\right)\right)<0,} \quad \text { if } \sigma\left(\mathbf{P}_{1} \mathbf{q}\right)<1\right.
\end{array}
$$

then the slew rate $\|\omega(t)\|$ will never exceed its upper bound $\left\|\omega^{*}\right\|$.
Proof: By defining $V=\frac{1}{2} \omega^{T} \omega$ as a Lyapunov function, and considering the time derivative along the closed-loop trajectory and Lemma 7.1, we can obtain the proof of this lemma.

### 7.3.4 Eigenaxis Rotation Under Slew Rate Constraint

Consider a rigid spacecraft that is required to maneuver about an inertially fixed axis as fast as possible, but not exceeding the specified maximum slew rate about that eigenaxis. It will be shown that the following saturation control logic provides such a rest-to-rest eigenaxis rotation under slew rate constraint:

$$
\begin{equation*}
\mathbf{u}=-\mathbf{K} \operatorname{sat}(\mathbf{P q})-\mathbf{C} \omega+\omega \times \mathbf{J} \omega \tag{7.85}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathbf{K}=\operatorname{diag}\left(k_{1}, k_{2}, k_{3}\right) \mathbf{J} \\
\mathbf{P}=\operatorname{diag}\left(p_{1}, p_{2}, p_{3}\right) \\
\mathbf{C}=c \mathbf{J}
\end{gathered}
$$

and $k_{i}, p_{i}$, and $c$ are all positive scalar constants that are the control design parameters to be properly determined. Notice the similarity between this saturation control logic and the eigenaxis slew control logic (7.74).

The closed-loop attitude dynamics of a rigid spacecraft employing the saturation control logic of Eq. (7.85) are then described by

$$
\begin{gather*}
\mathbf{J} \dot{\boldsymbol{\omega}}=-\mathbf{K} \operatorname{sat}(\mathbf{P q})-\mathbf{C} \boldsymbol{\omega}  \tag{7.86a}\\
2 \dot{\mathbf{q}}=q_{4} \boldsymbol{\omega}-\boldsymbol{\omega} \times \mathbf{q}  \tag{7.8.8}\\
2 \dot{q}_{4}=-\boldsymbol{\omega}^{T} \mathbf{q} \tag{7.86c}
\end{gather*}
$$

The following lemma and theorem characterize the rotational motion of a rigid spacecraft described by Eqs. (7.86).

## Lemma 7.3

Let $\dot{\theta}_{\text {max }}$ be the maximum slew rate about an eigenaxis allowed by saturating rate gyros; i.e., $|\dot{\theta}(t)| \leq \dot{\theta}_{\text {max }}$, and nonzero $q_{i}(0)$ are specified with $\boldsymbol{\omega}(0)=0$ for a rest-to-rest maneuver. It is assumed that $t^{*}$ is a time instant at which there exists
at least one axis such that $\left|p_{i} q_{i}\left(t^{*}\right)\right|=1$, and $q_{i}(0) q_{i}(t)>0$ for all $i$ and for all $t \in\left[0, t^{*}\right]$. If we choose

$$
\begin{gather*}
k_{i}=c \frac{\left|q_{i}(0)\right|}{\|\mathbf{q}(0)\|} \dot{\theta}_{\max }  \tag{7.87a}\\
\mathbf{K P}=k \mathbf{J} \tag{7.87b}
\end{gather*}
$$

where $k \equiv k_{i} p_{i}$ is a positive scalar constant, then we have the following results for all $t \in\left[0, t^{*}\right]$ :

1) The rotational motion described by Eq. (7.86) is an eigenaxis rotation about $\mathbf{q}(0)$.
2) The actual slew rate about the eigenaxis is bounded as

$$
\|\omega(t)\| \leq \dot{\theta}_{\max }
$$

and it increases monotonically.
3) The attitude error $\|\boldsymbol{q}(t)\|$ decreases monotonically.
4) At time $t^{*}$, we have

$$
\left|p_{i} q_{i}\left(t^{*}\right)\right|=1 \quad \text { for all } i=1,2,3
$$

Proof: 1) Substituting Eqs. (7.87) into Eqs. (7.86), we obtain

$$
\begin{equation*}
\dot{\omega}=-\frac{c \dot{\theta}_{\max }}{\|\mathbf{q}(0)\|} q(0)-c \omega \tag{7.88}
\end{equation*}
$$

The solution of Eq. (7.88) can be expressed as

$$
\begin{equation*}
\boldsymbol{\omega}(t)=e^{-c t} \boldsymbol{\omega}(0)-\int_{0}^{t} e^{-c(t-\tau)} \frac{c \dot{\theta}_{\max }}{\|\mathbf{q}(0)\|} \mathbf{q}(0) \mathrm{d} \tau \tag{7.89}
\end{equation*}
$$

Because we are concerned with a rest-to-rest maneuver, i.e., $\boldsymbol{\omega}(0)=0$, Eq. (7.89) is rewritten as

$$
\begin{equation*}
\omega(t)=-f(t) \mathbf{q}(0) \tag{7.90}
\end{equation*}
$$

where

$$
\begin{equation*}
f(t)=\frac{\left(1-e^{-c t}\right) \dot{\theta}_{\max }}{\|\mathbf{q}(0)\|}>0 \tag{7.91}
\end{equation*}
$$

Because $\omega(t)$ lies along $\mathbf{q}(0)$, Theorem 7.2 implies that $\mathbf{q}(t)$ also lies entirely along $\mathbf{q}(0)$, i.e., there exists a scalar function $g(t)$ such that

$$
\begin{equation*}
\mathbf{q}(t)=g(t) \mathbf{q}(0) \tag{7.92}
\end{equation*}
$$

for all $t>0$. This means that the resulting motion is an eigenaxis rotation.
2) From Eqs. (7.90) and (7.91), we obtain

$$
\|\omega(t)\|=\sqrt{\omega^{T} \omega}=\left(1-e^{-c t}\right) \dot{\theta}_{\max }
$$

which is obviously less than $\dot{\theta}_{\text {max }}$ and $\|\boldsymbol{\omega}(t)\|$ increases monotonically.
3) Substituting Eqs. (7.90) and (7.92) into the quaternion kinematic differential equations, we obtain

$$
\begin{equation*}
\dot{g}(t)=-\frac{1}{2} q_{4} f(t) \tag{7.93}
\end{equation*}
$$

The solution of Eq. (7.93) can be expressed as

$$
\begin{equation*}
g(t)=1-\frac{1}{2} \int_{0}^{t} q_{4}(\tau) f(\tau) \mathrm{d} \tau \tag{7.94}
\end{equation*}
$$

From Eqs. (7.91) and (7.93), we obtain

$$
\dot{g}(t)<0
$$

and $\|\mathbf{q}(t)\|$ decreases monotonically.
4) Because $k_{i} p_{i}=k$ for $i=1,2,3$, we have

$$
p_{i}=\frac{k\|\mathbf{q}(0)\|}{c\left|q_{i}(0)\right| \dot{\theta}_{\max }}
$$

and

$$
\left|p_{i} q_{i}(t)\right|=\frac{k\|\mathbf{q}(0)\|}{c \dot{\theta}_{\max }}|g(t)|
$$

Furthermore, there exists a time instant $t^{*}$ satisfying

$$
\left|g\left(t^{*}\right)\right|=\frac{c \dot{\theta}_{\max }}{k\|\mathbf{q}(0)\|}
$$

such that $\left|p_{i} q_{i}\left(t^{*}\right)\right|=1$ for of all $i$, i.e., all of the elements of $\mathbf{q}(t)$ depart the coasting phase at the same time.

The preceding lemma characterizes the properties of the closed-loop system described by Eqs. (7.86) for $t \in\left[0, t^{*}\right]$. The following theorem characterizes the closed-loop system described by Eq. (7.86) in the entire time interval $0 \leq t<\infty$.

## Theorem 7.3

The closed-loop system described by Eqs. (7.86) has the following properties:

1) The entire time interval $[0, \infty]$ consists of the three motion phases, called the acceleration, coast, and deceleration phases, with the time intervals $\left[0, t_{s}\right],\left[t_{s}, t^{*}\right]$ and $\left[t^{*}, \infty\right)$, respectively, whereas $t_{s}$ and $t^{*}$ can be approximated as

$$
\begin{gathered}
t_{s} \approx \frac{4}{c} \\
t^{*} \approx t_{s}+\frac{2}{\dot{\theta}_{\max }} \tan ^{-1}\left\{\frac{\|\mathbf{q}(0)\|}{q_{4}\left(t_{s}\right)}\right\}
\end{gathered}
$$

2) The resulting rotational motion is an eigenaxis rotation for all $t \in[0, \infty)$.
3) The quaternion vector $\mathbf{q}(t)$ and the angular velocity vector $\omega(t)$ become zero as $t$ approaches $\infty$.
4) The slew rate is bounded by $\dot{\theta}_{\text {max }}$ for a properly chosen $c$.

Proof: 1) From part 2 of Lemma 7.3, we have the three motion phases: the acceleration, coast and deceleration phases. Because the angular velocity has the form (7.90) and the slew rate approaches $\dot{\theta}_{\max }$ with the time constant $1 / c$, the settling time for this acceleration phase can be approximated as $t_{s}$. For $t \leq t_{s}$, $\|\omega(t)\|$ increases quickly and the acceleration phase is $\left[0, t_{s}\right]$.

Because $1-e^{-c t} \approx 1$ for $t \geq t_{s}, \omega$ is in a quasi-steady mode for $t \geq t_{s}$. Hence, the coast phase starts from $t=t_{s}$.

Assuming that the coast phase ends at $t=t^{*}$, we can estimate $t^{*}$ as follows. During the coast phase, $\boldsymbol{\omega}$ is very slowly changing and we can approximate it as

$$
\omega(t) \approx-\frac{\dot{\theta}_{\max }}{\|\mathbf{q}(0)\|} \mathbf{q}(0)=\omega^{*}
$$

Substituting $\omega^{*}$ into the quaternion kinematic differential equations of the following form:

$$
\begin{equation*}
\dot{\hat{\mathbf{q}}}=\mathbf{f}(\hat{\mathbf{q}}, \omega) \tag{7.95}
\end{equation*}
$$

where $\hat{\mathbf{q}}=\left(q_{1}, q_{2}, q_{3}, q_{4}\right)$ and

$$
\begin{gathered}
\mathbf{f}(\hat{\mathbf{q}}, \boldsymbol{\omega})=\mathbf{F}(\boldsymbol{\omega}) \hat{\mathbf{q}} \\
\mathbf{F}(\boldsymbol{\omega})=\frac{1}{2}\left[\begin{array}{cccc}
0 & \omega_{3} & -\omega_{2} & \omega_{1} \\
-\omega_{3} & 0 & \omega_{1} & \omega_{2} \\
\omega_{2} & -\omega_{1} & 0 & \omega_{3} \\
-\omega_{1} & -\omega_{2} & -\omega_{3} & 0
\end{array}\right]
\end{gathered}
$$

and simplifying the resulting equations, we obtain the following equation:

$$
\begin{aligned}
\ddot{\hat{\mathbf{q}}} & =\mathbf{F}\left(\boldsymbol{\omega}^{*}\right) \dot{\hat{\mathbf{q}}} \\
& =\mathbf{F}\left(\boldsymbol{\omega}^{*}\right) \mathbf{F}\left(\boldsymbol{\omega}^{*}\right) \hat{\mathbf{q}}=-\left[\dot{\theta}_{\max } / 2\right]^{2} \hat{\mathbf{q}}
\end{aligned}
$$

Because the motion is an eigenaxis rotation at $t=t_{s}$, we have

$$
\dot{\mathbf{q}}\left(t_{s}\right)=\frac{1}{2} q_{4}\left(t_{s}\right) \omega^{*}=-\frac{\dot{\theta}_{\max } q_{4}\left(t_{s}\right)}{2\|\mathbf{q}(0)\|} \mathbf{q}(0)
$$

For $t_{s}<t \leq t^{*}$, we have

$$
\begin{equation*}
\mathbf{q}(t)=\sqrt{1+\frac{q_{4}^{2}\left(t_{s}\right)}{\|\mathbf{q}(0)\|^{2}}} \sin \left[\dot{\theta}_{\max }\left(t-t_{s}\right) / 2-\phi\right] \mathbf{q}(0) \tag{7.96}
\end{equation*}
$$

where

$$
\phi=\tan ^{-1}\left[\frac{\|\mathbf{q}(0)\|}{q_{4}\left(t_{s}\right)}\right]
$$

At the end of the coast phase, $\mathbf{q}(t)$ becomes nearly zero and we have

$$
\begin{equation*}
t^{*} \approx t_{s}+\frac{2 \phi}{\dot{\theta}_{\max }} \tag{7.97}
\end{equation*}
$$

For $t \geq t^{*}$, we have the deceleration phase.
2) From Lemma 7.3, we know that all of the components of $\mathbf{q}(t)$ reach the linear range of the saturation function at the same time, i.e., the closed-loop equations for $t \geq t^{*}$ are the same as Eqs. (7.75). At $t=t^{*}, \mathbf{q}\left(t^{*}\right)$ and $\omega\left(t^{*}\right)$ lie along the vector $\mathbf{q}(0)$. From Theorem 7.1, the rotational motion is an eigenaxis rotation. Also part 1 of Lemma 3 leads to the following conclusion: the closed-loop rotational motion is, in fact, an eigenaxis rotation for all $t \in[0, \infty)$.
3) For the deceleration phase, consider the closed-loop system described by Eqs. (7.75) and a positive definite function of the form

$$
V=(1 / k) V_{\omega}+V_{q}
$$

where the quaternion Lyapunov function $V_{q}$ and the angular velocity Lyapunov function $V_{\omega}$ are defined as follows:

$$
\begin{gather*}
V_{q}=q_{1}^{2}+q_{2}^{2}+q_{3}^{2}+\left(1-q_{4}\right)^{2}  \tag{7.98}\\
V_{\omega}=\frac{1}{2}\left(\omega_{1}^{2}+\omega_{2}^{2}+\omega_{3}^{2}\right) \tag{7.99}
\end{gather*}
$$

The time derivative of $V$ along the closed-loop trajectory described by Eqs. (7.75) becomes

$$
\dot{V}=-(c / k) \omega^{T} \omega<0
$$

This means that the closed-loop system is asymptotically stable, and $\mathbf{q}(t)$ and $\omega(t)$ will become zero.

For $t \geq t^{*}$, however, we have

$$
\begin{gathered}
\dot{V}_{q}=\mathbf{q}^{T} \boldsymbol{\omega} \\
\dot{V}_{\omega}=-c \boldsymbol{\omega}^{T} \boldsymbol{\omega}-k \mathbf{q}^{T} \boldsymbol{\omega}
\end{gathered}
$$

If $\dot{V}_{q}<0$, then it is possible to have $\dot{V}_{\omega}>0$, i.e., it is possible for the rate limitation to be violated. In the following statement, it will be shown that this situation can be avoided by properly choosing $c$.
4) The closed-loop stability is guaranteed by part 3 of this theorem during the deceleration phase, but the rate constraint is not necessarily guaranteed as discussed earlier. Because the maneuver is an eigenaxis rotation, Eq. (7.75) becomes

$$
\begin{equation*}
\ddot{\theta}+c \dot{\theta}+k \sin (\theta / 2)=0 \quad \text { for } t \geq t^{*} \tag{7.100}
\end{equation*}
$$

with the following initial condition

$$
\theta\left(t^{*}\right)=2 \sin ^{-1}\left[g\left(t^{*}\right)\right]
$$

where $\theta$ is the rotational angle about the eigenaxis.
At the end of the coast phase, it is reasonable to assume that $\theta$ is small. Consequently, we have

$$
\ddot{\theta}+c \dot{\theta}+k \frac{\theta}{2}=0 \quad \text { for } t \geq t^{*}
$$

Then we can properly choose $k$ and $c$ as follows:

$$
\begin{aligned}
k & =2 \omega_{n}^{2} \\
c & =2 \zeta \omega_{n}
\end{aligned}
$$

where $\zeta$ and $\omega_{n}$ are the desired damping ratio and the natural frequency, which characterize the second-order dynamics of the desired slew rate during the deceleration phase. It is clear that the slew rate will not exceed $\dot{\theta}_{\text {max }}$ for all $t \in[0, \infty)$ if we do not choose a small $\zeta$.

### 7.3.5 Slew Rate and Control Constraints

We now consider a rigid spacecraft that is required to maneuver about an inertially fixed axis as fast as possible, but within the saturation limits of reaction wheels as well as rate gyros.

Let $\tau_{i}$ denote the torque generated by the $i$ th reaction wheel, and also assume that

$$
\begin{equation*}
\left|\tau_{i}\right| \leq \bar{\tau}_{i}, \quad i=1, \ldots, \ell \tag{7.101}
\end{equation*}
$$

where $\ell$ is the number of the reaction wheels and $\bar{\tau}_{i}$ is the maximum torque of the $i$ th reaction wheel. Usually, $\ell \geq 3$ to allow the failure of at most $\ell-3$ reaction wheels.

The control torque inputs $u_{1}, u_{2}$, and $u_{3}$ along the body-fixed control axes are generated by reaction wheels, and in general the control input vector $\mathbf{u}$ can be expressed as

$$
\mathbf{u}=\mathbf{a}_{1} \tau_{1}+\mathbf{a}_{2} \tau_{2}+\cdots+\mathbf{a}_{1} \tau_{\ell}
$$

where $\mathbf{a}_{i} \in \mathcal{R}^{3}$ is the torque distribution vector of the $i$ th reaction wheel and $\mathbf{a}_{i}^{T} \mathbf{a}_{i}=1$ for all $i$. The torque distribution matrix is defined as

$$
A=\left[\begin{array}{llll}
\mathbf{a}_{1} & \mathbf{a}_{2} & \cdots & \mathbf{a}_{\ell}
\end{array}\right]
$$

and $\mathbf{u}=\mathbf{A} \boldsymbol{\tau}$. At least three column vectors of $\mathbf{A}$ must be linearly independent or $\left(\mathbf{A A}^{T}\right)^{-1}$ must exist for independent three-axis control.

For the commanded control input vector $\mathbf{u}_{c}$, the reaction wheel torque command is determined as

$$
\boldsymbol{\tau}_{c}=\mathbf{A}^{+} \mathbf{u}_{c}
$$

where $\mathbf{A}^{+}=\mathbf{A}^{T}\left(\mathbf{A A}^{T}\right)^{-1}$ is the pseudoinverse transformation matrix. ${ }^{*}$ For an ideal case without actuator dynamics and saturation, the reaction wheel torque vector $\tau=\tau_{c}$ is then physically redistributed as $\mathbf{u}=\mathbf{A} \boldsymbol{\tau}$, and the spacecraft will be acted on by the control input vector $\mathbf{u}$, which is the same as the the commanded control input vector $\mathbf{u}_{c}$. If a torque saturation occurs in one of reaction wheels, however, then $\mathbf{u} \neq \mathbf{u}_{c}$ and $\boldsymbol{\tau} \neq \boldsymbol{\tau}_{c}$.

Now we consider a control logic that accommodates possible torque saturation of the reaction wheels, but that still provides an eigenaxis rotation under slew rate constraint.

The commanded control input vector $\mathbf{u}_{c}$ that accommodates the slew rate constraint is given as

$$
\mathbf{u}_{c}=-K \operatorname{sat}(\mathbf{P q})-\mathbf{C} \omega
$$

[^23]where
\[

$$
\begin{gathered}
\mathbf{P}=\operatorname{diag}\left(p_{1}, p_{2}, p_{3}\right) \\
\mathbf{K}=\operatorname{diag}\left(k_{1}, k_{2}, k_{3}\right) \mathbf{J} \\
\mathbf{C}=c \mathbf{J}
\end{gathered}
$$
\]

and, furthermore, we choose

$$
\begin{gather*}
k_{i}=c \frac{\left|q_{i}(0)\right|}{\|\mathbf{q}(0)\|} \dot{\theta}_{\max }  \tag{7.102a}\\
\mathbf{K P}=k \mathbf{J} \tag{7.102b}
\end{gather*}
$$

where $k$ is a positive scalar and it is assumed that $q_{i}(0) \neq 0$ for all $i$.
The reaction wheel torque command $\boldsymbol{\tau}_{c}$ for the commanded control torque $\mathbf{u}_{c}$ is then determined as

$$
\boldsymbol{\tau}_{c}=\mathbf{A}^{+} \mathbf{u}_{c}
$$

To keep the reaction wheel torque vector $\tau$ even in the presence of saturation lie in the same direction as $\boldsymbol{\tau}_{c}$, we use the maximum value of the components of $\boldsymbol{\tau}_{c}$ to normalize it. Thus, we choose the following criterion:

$$
\begin{equation*}
\sigma(\mathbf{q}, \omega)=\left\|\mathbf{T} \boldsymbol{\tau}_{c}\right\|_{\infty}=\max _{i}\left|\left(\mathbf{T} \boldsymbol{\tau}_{c}\right)_{i}\right| \tag{7.103}
\end{equation*}
$$

where

$$
\mathbf{T}=\operatorname{diag}\left(1 / \bar{\tau}_{1}, 1 / \bar{\tau}_{2}, \ldots, 1 / \bar{\tau}_{\ell}\right)
$$

The actual reaction wheel torque vector acting on the spacecraft then becomes

$$
\boldsymbol{\tau}=\operatorname{sat}_{\sigma}\left(\boldsymbol{\tau}_{c}\right)= \begin{cases}\boldsymbol{\tau}_{c} & \text { if } \sigma(\mathbf{q}, \boldsymbol{\omega}) \leq 1 \\ \boldsymbol{\tau}_{c} / \sigma(\mathbf{q}, \boldsymbol{\omega}) & \text { if } \sigma(\mathbf{q}, \boldsymbol{\omega})>1\end{cases}
$$

The control input vector $\mathbf{u}$ acting on the spacecraft, which is generated by the saturated torque vector $\tau$, becomes

$$
\mathbf{u}=\mathbf{A} \boldsymbol{\tau}=\mathbf{A} \underset{\sigma}{\operatorname{sat}}\left(\boldsymbol{\tau}_{c}\right)=\mathbf{A} \underset{\sigma}{\operatorname{sat}}\left(\mathbf{A}^{+} \mathbf{u}_{c}\right)
$$

and, thus, we have

$$
\mathbf{u}=\operatorname{sat}_{\sigma}\left(\mathbf{u}_{c}\right)
$$

Finally, we have the following equivalent expression of the saturation control logic:

$$
\begin{equation*}
\mathbf{u}=-\underset{\sigma}{\operatorname{sat}}[\mathbf{K} \operatorname{sat}(\mathbf{P q})+\mathbf{C} \omega] \tag{7.104}
\end{equation*}
$$

Case of negligible gyroscopic coupling. The gyroscopic term is not significant during most practical rotational maneuvers, and the term can be neglected without much impact on performance and stability. For such a case, let

$$
\mu(\mathbf{q}, \omega)= \begin{cases}1 & \text { if } \sigma(\mathbf{q}, \omega) \leq 1 \\ \sigma(\mathbf{q}, \omega) & \text { if } \sigma(\mathbf{q}, \boldsymbol{\omega})>1\end{cases}
$$

Then the closed-loop dynamics of a rigid spacecraft during the acceleration and coast phases can be described by

$$
\begin{gather*}
\mu(\mathbf{q}, \boldsymbol{\omega}) \dot{\boldsymbol{\omega}}=-\frac{c \dot{\theta}_{\max }}{\|\mathbf{q}(0)\|} \mathbf{q}(0)-c \boldsymbol{\omega}  \tag{7.105a}\\
2 \dot{\mathbf{q}}=q_{4} \boldsymbol{\omega}-\boldsymbol{\omega} \times \mathbf{q}  \tag{7.105b}\\
2 \dot{q}_{4}=-\boldsymbol{\omega}^{T} \mathbf{q} \tag{7.105c}
\end{gather*}
$$

From the definition of $\sigma(\cdot)$, we have

$$
\mu(\mathbf{q}, \boldsymbol{\omega})=a+\mathbf{b}^{T} \omega
$$

where $a$ is a scalar constant and $\mathbf{b}$ is a $3 \times 1$ column vector. If $\sigma(\mathbf{q}, \boldsymbol{\omega}) \leq 1$, then $a=1$ and $\mathbf{b}=(0,0,0)$; otherwise there are no limitations on $a$ and $\mathbf{b}$.

The solution $\bar{\omega}(t)$ of the homogeneous differential equation of Eq. (7.105a) during the acceleration phase satisfies

$$
\left(a+\mathbf{b}^{T} \bar{\omega}\right) \dot{\omega}=-c \bar{\omega}
$$

or it satisfies the following iteration form:

$$
\bar{\omega}(t)=\exp \left[-\frac{c}{a+\mathbf{b}^{T} \bar{\omega}(t)} t\right] \bar{\omega}(0)=\bar{f}(t) \bar{\omega}(0)
$$

Hence, the solution of Eqs. (7.105) can be expressed as

$$
\boldsymbol{\omega}(t)=\bar{f}(t) \boldsymbol{\omega}(0)-\int_{0}^{t} \bar{f}(t-\tau) \frac{c \dot{\theta}_{\max }}{\|\mathbf{q}(0)\|} \mathbf{q}(0) \mathrm{d} \tau
$$

If $\boldsymbol{\omega}(0)=0$, we obtain

$$
\omega(t)=\hat{f}(t) \mathbf{q}(0)
$$

From Theorem 7.2 we have

$$
\mathbf{q}(t)=\hat{g}(t) \mathbf{q}(0)
$$

i.e., the maneuver during the acceleration and coast phases is still an eigenaxis rotation even in the presence of control torque saturation.

During the deceleration phase, the closed-loop system is described by

$$
\begin{gather*}
\mu(\mathbf{q}, \boldsymbol{\omega}) \dot{\boldsymbol{\omega}}=-k \mathbf{q}-c \boldsymbol{\omega}  \tag{7.106a}\\
2 \dot{\mathbf{q}}=q_{4} \boldsymbol{\omega}-\boldsymbol{\omega} \times \mathbf{q}  \tag{7.106b}\\
2 \dot{q}_{4}=-\boldsymbol{\omega}^{T} \mathbf{q} \tag{7.106c}
\end{gather*}
$$

and the resulting motion is still an eigenaxis rotation. Furthermore, we have

$$
\ddot{\theta}+\frac{c}{\mu} \dot{\theta}+\frac{k}{\mu} \sin \left(\frac{\theta}{2}\right)=0
$$

This equation is the same as Eq. (7.100) except the positive factor $\mu$. Hence, we have a similar result to Theorem 7.3, i.e., the maneuver in the deceleration phase is an eigenaxis rotation, $\mathbf{q}$ and $\omega$ will be regulated to zero, and the magnitude of the angular velocity will never exceed $\dot{\theta}_{\text {max }}$ for a properly chosen $c$.

Case of significant gyroscopic coupling. The closed-loop system including the gyroscopic coupling term is described by

$$
\begin{gather*}
\mathbf{J} \dot{\omega}=-\boldsymbol{\omega} \times \mathbf{J} \omega-\underset{\sigma}{\operatorname{sat}[ }[\mathbf{K} \operatorname{sat}(\mathbf{P q})+\mathbf{C} \boldsymbol{\omega}]  \tag{7.107a}\\
2 \dot{\mathbf{q}}=q_{4} \boldsymbol{\omega}-\omega \times \mathbf{q}  \tag{7.107b}\\
2 \dot{q}_{4}=-\omega^{T} \mathbf{q} \tag{7.107c}
\end{gather*}
$$

During the acceleration and coast phases, we have

$$
\mu(\mathbf{q}, \boldsymbol{\omega}) \dot{\omega}=-\mu(\mathbf{q}, \omega) \mathbf{J}^{-1} \omega \times \mathbf{J} \omega-\frac{c \dot{\theta}_{\max }}{\|\mathbf{q}(0)\|} \mathbf{q}(0)-c \omega
$$

and

$$
\begin{align*}
\left|\operatorname{sat}(\mathbf{P q})_{i}\right| & =1  \tag{7.108}\\
\left|\mu(\mathbf{q}, \omega)\left(\mathbf{J}^{-1} \omega \times \mathbf{J} \omega\right)_{i}\right| & <\left|\frac{c \dot{\theta}_{\max }}{\|\mathbf{q}(0)\|} q_{i}(0)\right| \tag{7.109}
\end{align*}
$$

where subscript $i$ denotes the $i$ th component of a vector (.). This implies that

$$
\operatorname{sgn}\left(\grave{\omega}_{i}\right)=-\operatorname{sgn}\left(q_{i}\right), \quad i=1,2,3
$$

The time derivatives of $V_{q}$ and $V_{\omega}$ along the closed-loop trajectory described by Eqs. (7.107) satisfy

$$
\dot{V}_{q}<0 \quad \text { and } \quad \dot{V}_{\omega}>0
$$

and during the acceleration phase, the slew rate increases and the quaternion decreases.

During the coast phase, the angular velocity vector becomes $\omega^{*}$ satisfying

$$
\begin{equation*}
\omega^{*} \times \mathbf{J} \omega^{*}+\underset{\sigma}{\operatorname{sat}\left[\mathbf{K} \operatorname{sgn}(\mathbf{P q})+\mathbf{C} \omega^{*}\right]=0.00 .} \tag{7.110}
\end{equation*}
$$

These are algebraic equations independent of $\mathbf{q}$. During this period, the control $\mathbf{u}$ is near constant and we have

$$
\mathbf{u}^{*}=-\omega^{*} \times \mathbf{J} \omega^{*}
$$

## Problem

7.17. Consider the near-minimum-time eigenaxis reorientation problem of the XTE spacecraft subject to slew rate and control torque constraints. The XTE spacecraft with the inertia matrix

$$
\mathbf{J}=\left[\begin{array}{ccc}
6292 & 0 & 0 \\
0 & 5477 & 0 \\
0 & 0 & 2687
\end{array}\right] \mathrm{kg} \cdot \mathrm{~m}^{2}
$$

is equipped with four skewed reaction wheels. The torque distribution matrix from the reaction wheel torque vector $\tau$ to the spacecraft control input vector $u$ is given as

$$
\mathbf{A}=\left[\begin{array}{cccc}
\cos \beta & -\cos \beta & \cos \beta & -\cos \beta \\
\sin \beta & 0 & -\sin \beta & 0 \\
0 & -\sin \beta & 0 & \sin \beta
\end{array}\right]
$$

where the skew angle $\beta$ is chosen as 45 deg. The maximum torque level of each reaction wheel is given as $\bar{\tau}_{i}=0.3 \mathrm{~N} \cdot \mathrm{~m}$, and the maximum slew rate is given as $\dot{\theta}_{\text {max }}=0.2 \mathrm{deg} / \mathrm{s}$, which is about $90 \%$ of the low-rate gyro measurement capability.

The initial quaternions for a specific reorientation maneuver are given as

$$
\hat{\mathbf{q}}(0)=(0.2652,0.2652,-0.6930,0.6157)
$$

which corresponds to a 104-deg slew angle about the eigenaxis $\mathbf{q}(0)=(0.2652$, $0.2652,-0.6930$ ). The slew should ideally be completed in 8.7 min .
(a) Synthesize a saturation control logic of the form

$$
\begin{gathered}
\mathbf{u}_{c}=-\mathbf{K} \operatorname{sat}(\mathbf{P q})-\mathbf{C} \boldsymbol{\omega} \\
\boldsymbol{\tau}_{c}=\mathbf{A}^{+} \mathbf{u}_{c} \quad \text { where } \mathbf{A}^{+}=\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1} \\
\boldsymbol{\tau}=\operatorname{sat}_{\sigma}\left(\boldsymbol{\tau}_{c}\right) \\
\mathbf{u}=\mathbf{A} \boldsymbol{\tau}
\end{gathered}
$$

Hint: If we choose $\zeta=0.707$ and $\omega_{n}=0.1 \mathrm{rad} / \mathrm{s}$, then we have

$$
\begin{gathered}
\mathbf{C}=\operatorname{diag}(889,774,380) \\
\mathbf{K P}=\operatorname{diag}(126,110,54) \\
\mathbf{K}=\operatorname{diag}\left(k_{1}, k_{2}, k_{3}\right) \mathbf{J}=\operatorname{diag}(1.0452,0.9098,1.1667) \\
\mathbf{P}=k \mathbf{K}^{-1} \mathbf{J}=\operatorname{diag}(120,120,46)
\end{gathered}
$$

(b) Perform computer simulation of the closed-loop system, and verify that a near bang-off-bang, eigenaxis maneuver is, in fact, achieved under the slew rate and control torque constraints.

Note: See Ref. 17 for additional information pertaining to this problem.

### 7.4 Attitude Control and Momentum Management

This section, based on Refs. 18-20, is concerned with the attitude control and momentum management problem of a large space vehicle in low Earth orbit, such as the International Space Station, as shown in Fig. 7.4.

### 7.4.1 Introduction

Large space vehicles, such as Skylab of the 1970s, the Mir space station, and the International Space Station, employ control moment gyros (CMGs) as primary actuating devices during normal flight mode operation. Because the CMGs are momentum exchange devices, external control torques must be used to desaturate the CMGs, that is, bring the momentum back to its nominal value. Some methods for


Fig. 7.4 Large space vehicle in low Earth orbit.
unloading CMG momentum include the use of magnetic torques, reaction jets, and gravity-gradient torque. For a large spacecraft in low Earth orbit, such as the International Space Station, the gravity-gradient torque approach is preferred because it requires no consumables or additional hardware. One approach to CMG momentum management is to integrate the momentum management and attitude control design. In this continuous, closed-loop control of both the CMG momentum and vehicle attitude, the design objective is to establish a proper tradeoff between spacecraft pointing and CMG momentum management, while satisfying the specific mission requirements.

The International Space Station will be controlled by four parallel mounted double-gimbal CMGs. A CMG of the International Space Station consists of a large wheel rotating at a constant speed ( 6600 rpm ) and producing an angular momentum of $3500 \mathrm{ft}-\mathrm{lb}-\mathrm{s}$ about its spin axis. This rotating wheel is mounted in a two-degree-of-freedom gimbal system that can point the spin axis (momentum vector) of the wheel in any direction, i.e., the tip of the angular momentum vector can be placed anywhere on a sphere of radius $3500 \mathrm{ft}-\mathrm{lb}-\mathrm{s}$. The CMG generates an
output reaction torque that is applied to the Space Station by inertially changing the direction of its wheel momentum (spin axis). The CMG output torque has two components, one proportional to the rate of change of the CMG gimbals and a second proportional to the inertial body rate of the Space Station as sensed at the CMG base. Because the momentum along the direction of the spin axis is fixed (constant wheel speed), the output torque is constrained to lie in the plane of the wheel. As a result, one CMG is insufficient to provide the three-axis torque needed to control the attitude of the Space Station. To provide attitude control at least two CMGs are required.

The Space Station CMG assembly consists of four parallel mounted doublegimbal CMGs with two of the four CMGs mounted antiparallel with the other two. The four CMGs have a spherical momentum storage capability of 14,000 $\mathrm{ft}-\mathrm{lb}-\mathrm{s}$, the scalar sum of the individual CMG wheel momentum. The momentum stored in the CMG system at any given time equals the vector sum of the individual CMG momentum vectors. To maintain the desired attitude, the CMG system must cancel, or absorb, the momentum generated by the disturbance torques acting on the Space Station. If the average disturbance torque is nonzero, the resulting CMG output torque will also be nonzero and momentum will build up in the CMG system. Once the CMG system saturates, i.e., all of the CMGs' momentum vectors have become parallel and controllability about the parallel line is lost, it is unable to generate the torque required to cancel the disturbance torque and loss of attitude control results. To prevent the CMG system from saturating, a continuous gravitygradient momentum management system will be employed for the Space Station.

In this section the CMGs are assumed as ideal torquers, i.e., the CMG gimbal dynamics and CMG steering logic are ignored. The attitude control and momentum management technique to be presented in this section is, however, applicable to any CMG-equipped spacecraft. A brief overview of the CMG steering logic design problem associated with different CMG configurations will be presented later in Sec. 7.5.

Most large spacecraft are, in fact, flexible multibody vehicles with time-varying inertias, as can be seen in Fig. 7.4; however, they can be considered single rigid bodies for the practical design of a low-bandwidth, integrated attitude/momentum controller. All states of the rigid vehicle are usually available for feedback control from the strapdown inertial reference system of the vehicle.

### 7.4.2 Mathematical Models for Control Design

Consider a rigid spacecraft in low-Earth circular orbit, which is expected to maintain local-vertical and local-horizontal (LVLH) orientation during normal mode operation. As discussed in the preceding chapter, the nonlinear equations of motion of a rigid body in circular orbit can be written, in terms of components along the body-fixed control axes, as follows.

Attitude kinematics for the $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right)$ sequence:

$$
\left[\begin{array}{l}
\dot{\theta}_{1}  \tag{7.111}\\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right]=\frac{1}{\cos \theta_{3}}\left[\begin{array}{ccc}
\cos \theta_{3} & -\cos \theta_{1} \sin \theta_{3} & \sin \theta_{1} \sin \theta_{3} \\
0 & \cos \theta_{1} & -\sin \theta_{1} \\
0 & \sin \theta_{1} \cos \theta_{3} & \cos \theta_{1} \cos \theta_{3}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]+\left[\begin{array}{l}
0 \\
n \\
0
\end{array}\right]
$$

Rigid-body dynamics:

$$
\begin{align*}
& {\left[\begin{array}{ccc}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{c}
\dot{\omega}_{1} \\
\dot{\omega}_{2} \\
\dot{\omega}_{3}
\end{array}\right]=-\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]} \\
& +3 n^{2}\left[\begin{array}{ccc}
0 & -C_{13} & C_{12} \\
C_{13} & 0 & -C_{11} \\
-C_{12} & C_{11} & 0
\end{array}\right]\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
C_{11} \\
C_{12} \\
C_{13}
\end{array}\right]+\left[\begin{array}{l}
-u_{1}+d_{1} \\
-u_{2}+d_{2} \\
-u_{3}+d_{3}
\end{array}\right] \tag{7.112}
\end{align*}
$$

where

$$
\begin{gathered}
C_{11}=-\sin \theta_{2} \cos \theta_{3} \\
C_{12}=\cos \theta_{1} \sin \theta_{2} \sin \theta_{3}+\sin \theta_{1} \cos \theta_{2} \\
C_{13}=-\sin \theta_{1} \sin \theta_{2} \sin \theta_{3}+\cos \theta_{1} \cos \theta_{2}
\end{gathered}
$$

CMG momentum dynamics:

$$
\left[\begin{array}{l}
\dot{h}_{1}  \tag{7.113}\\
\dot{h}_{2} \\
\dot{h}_{3}
\end{array}\right]+\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]\left[\begin{array}{l}
h_{1} \\
h_{2} \\
h_{3}
\end{array}\right]=\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right]
$$

where subscripts $1,2,3$ denote the roll, pitch, and yaw control axes whose origin is fixed at the mass center, with the roll axis in the flight direction, the pitch axis perpendicular to the orbit plane, and the yaw axis toward the Earth; $\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$ are the roll, pitch, and yaw Euler angles of the body-fixed control axes with respect to the LVLH axes that rotate with the orbital angular velocity $n ;\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ are the body-axis components of the absolute angular velocity of the vehicle; ( $J_{11}, J_{22}$, $J_{33}$ ) are the moments of inertia; $J_{i j}(i \neq j)$ are the products of inertia; ( $h_{1}, h_{2}$, $h_{3}$ ) are the body-axis components of the CMG momentum; $\left(u_{1}, u_{2}, u_{3}\right)$ are the body-axis components of the control torque caused by CMG momentum change; ( $d_{1}, d_{2}, d_{3}$ ) are the body-axis components of the external disturbance torque; and $n$ is the orbital rate.

Without loss of generality, we consider in this section a large space vehicle shown in Fig. 7.4 with the following inertia matrix:

$$
\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]=\left[\begin{array}{rrr}
50.28 & -0.39 & 0.16 \\
-0.39 & 10.80 & 0.16 \\
0.16 & 0.16 & 58.57
\end{array}\right] \times 10^{6} \text { slug. } \mathrm{ft}^{2}
$$

The uncontrolled vehicle is in an unstable equilibrium when $\theta_{1}=\theta_{2}=\theta_{3}=0$. The external disturbance torque mainly consists of aerodynamic drag torque that can be modeled as bias plus cyclic terms in the body-fixed control axes; i.e., $d_{i}$ in foot-pound are modeled as

$$
\begin{aligned}
& d_{1}=1+\sin (n t)+0.5 \sin (2 n t) \\
& d_{2}=4+2 \sin (n t)+0.5 \sin (2 n t) \\
& d_{3}=1+\sin (n t)+0.5 \sin (2 n t)
\end{aligned}
$$

where $n=0.0011 \mathrm{rad} / \mathrm{s}$, and magnitudes and phases are unknown for control design. The cyclic component at orbital rate is due to the effect of the Earth's diurnal bulge, whereas the cyclic torque at twice the orbital rate is caused by the rotating solar panels.

For small attitude deviations from LVLH orientation, the linearized equations of motion can be obtained as follows.

Attitude kinematics:

$$
\begin{gather*}
\dot{\theta}_{1}-n \theta_{3}=\omega_{1}  \tag{7.114a}\\
\dot{\theta}_{2}-n=\omega_{2}  \tag{7.114b}\\
\dot{\theta}_{3}+n \theta_{1}=\omega_{3} \tag{7.114c}
\end{gather*}
$$

Rigid-body dynamics:

$$
\begin{align*}
& {\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\dot{\omega}_{1} \\
\dot{\omega}_{2} \\
\dot{\omega}_{3}
\end{array}\right]=n\left[\begin{array}{ccc}
J_{31} & 2 J_{32} & J_{33}-J_{22} \\
-J_{32} & 0 & J_{12} \\
J_{22}-J_{11} & -2 J_{12} & -J_{13}
\end{array}\right]\left[\begin{array}{l}
\omega_{1} \\
\omega_{2} \\
\omega_{3}
\end{array}\right]} \\
& \quad+3 n^{2}\left[\begin{array}{ccc}
J_{33}-J_{22} & J_{21} & 0 \\
J_{12} & J_{33}-J_{11} & 0 \\
-J_{13} & -J_{23} & 0
\end{array}\right]\left[\begin{array}{l}
\theta_{1} \\
\theta_{2} \\
\theta_{3}
\end{array}\right]+n^{2}\left[\begin{array}{r}
-2 J_{23} \\
3 J_{13} \\
-J_{12}
\end{array}\right]+\left[\begin{array}{l}
-u_{1}+d_{1} \\
-u_{2}+d_{2} \\
-u_{3}+d_{3}
\end{array}\right] \tag{7.115}
\end{align*}
$$

CMG momentum dynamics:

$$
\begin{gather*}
\dot{h}_{1}-n h_{3}=u_{1}  \tag{7.116a}\\
\dot{h}_{2}=u_{2}  \tag{7.116b}\\
\dot{h}_{3}+n h_{1}=u_{3} \tag{7.116c}
\end{gather*}
$$

Combining Eqs. (7.114) and (7.115), we obtain the linearized equations of motion as

$$
\begin{align*}
& {\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{21} & J_{22} & J_{23} \\
J_{31} & J_{32} & J_{33}
\end{array}\right]\left[\begin{array}{l}
\ddot{\theta}_{1} \\
\ddot{\theta}_{2} \\
\ddot{\theta}_{3}
\end{array}\right]} \\
& \quad=n\left[\begin{array}{ccc}
0 & 2 J_{32} & J_{11}-J_{22}+J_{33} \\
-2 J_{32} & 0 & 2 J_{12} \\
-J_{11}+J_{22}-J_{33} & -2 J_{12} & 0
\end{array}\right]\left[\begin{array}{l}
\dot{\theta}_{1} \\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right] \\
& \quad+n^{2}\left[\begin{array}{ccc}
4\left(J_{33}-J_{22}\right) & 3 J_{21} & -J_{31} \\
4 J_{12} & 3\left(J_{33}-J_{11}\right) & J_{32} \\
-4 J_{13} & -3 J_{23} & J_{11}-J_{22}
\end{array}\right]\left[\begin{array}{l}
\theta_{1} \\
\theta_{2} \\
\theta_{3}
\end{array}\right] \\
&
\end{align*}+n^{2}\left[\begin{array}{c}
-4 J_{23}  \tag{7.117}\\
3 J_{13} \\
J_{12}
\end{array}\right]+\left[\begin{array}{c}
-u_{1}+d_{1} \\
-u_{2}+d_{2} \\
-u_{3}+d_{3}
\end{array}\right] \quad \text {. }
$$

Note that the products of inertia cause three-axis coupling as well as a bias torque in each axis. Fortunately, most practical situations of interest with small products of inertia permit further simplification in such a way that pitch motion is uncoupled from roll/yaw motion. Otherwise, Eq. (7.117) should be used for three-axis coupled stability analysis and control design.

For most practical cases in which the control axes are nearly aligned with the principal axes, i.e., $J_{1}=J_{11}, J_{2}=J_{22}$, and $J_{3}=J_{33}$, and attitude deviations from the desired LVLH orientation are small, we have the following set of linearized equations of motion for control design:

$$
\begin{gather*}
J_{1} \dot{\omega}_{1}+n\left(J_{2}-J_{3}\right) \omega_{3}+3 n^{2}\left(J_{2}-J_{3}\right) \theta_{1}=-u_{1}+d_{1}  \tag{7.118a}\\
J_{2} \dot{\omega}_{2}+3 n^{2}\left(J_{1}-J_{3}\right) \theta_{2}=-u_{2}+d_{2}  \tag{7.118b}\\
J_{3} \dot{\omega}_{3}-n\left(J_{2}-J_{1}\right) \omega_{1}=-u_{3}+d_{3}  \tag{7.118c}\\
\dot{\theta}_{1}-n \theta_{3}=\omega_{1}  \tag{7.118d}\\
\dot{\theta}_{2}-n=\omega_{2}  \tag{7.118e}\\
\dot{\theta}_{3}+n \theta_{1}=\omega_{3}  \tag{7.118}\\
\dot{h_{1}}-n h_{3}=u_{1}  \tag{7.118~g}\\
\dot{h_{2}}=u_{2}  \tag{7.118h}\\
\dot{h_{3}}+n h_{1}=u_{3} \tag{7.118i}
\end{gather*}
$$

A set of linearized equations of motion in terms of $\theta_{i}$ and $h_{i}$ can also be obtained as

$$
\begin{gather*}
J_{1} \ddot{\theta}_{1}+4 n^{2}\left(J_{2}-J_{3}\right) \theta_{1}-n\left(J_{1}-J_{2}+J_{3}\right) \dot{\theta}_{3}=-u_{1}+d_{1}  \tag{7.119a}\\
J_{2} \ddot{\theta}_{2}+3 n^{2}\left(J_{1}-J_{3}\right) \theta_{2}=-u_{2}+d_{2}  \tag{7.119b}\\
J_{3} \ddot{\theta}_{3}+n^{2}\left(J_{2}-J_{1}\right) \theta_{3}+n\left(J_{1}-J_{2}+J_{3}\right) \dot{\theta}_{1}=-u_{3}+d_{3}  \tag{7.119c}\\
\dot{h}_{1}-n h_{3}=u_{1}  \tag{7.119d}\\
\dot{h}_{2}=u_{2}  \tag{7.119e}\\
\dot{h}_{3}+n h_{1}=u_{3} \tag{7.119f}
\end{gather*}
$$

Certain assembly configurations of the large space vehicle shown in Fig. 7.4 may need a large torque equilibrium attitude (TEA) in the pitch axis because of the small gravity-gradient torque available in the pitch axis. In such cases, Eqs. (7.111) and (7.112) with small roll/yaw attitude errors and small products of inertia become

$$
\begin{align*}
& J_{1} \ddot{\theta}_{1}+\left(1+3 \cos ^{2} \theta_{2}\right) n^{2}\left(J_{2}-J_{3}\right) \theta_{1}-n\left(J_{1}-J_{2}+J_{3}\right) \dot{\theta}_{3} \\
&+3\left(J_{2}-J_{3}\right) n^{2}\left(\sin \theta_{2} \cos \theta_{2}\right) \theta_{3}=-u_{1}+d_{1}  \tag{7.120a}\\
& J_{2} \ddot{\theta}_{2}+3 n^{2}\left(J_{1}-J_{3}\right) \sin \theta_{2} \cos \theta_{2}=-u_{2}+d_{2}  \tag{7.120b}\\
& J_{3} \ddot{\theta}_{3}+\left(1+3 \sin ^{2} \theta_{2}\right) n^{2}\left(J_{2}-J_{1}\right) \theta_{3}+n\left(J_{1}-J_{2}+J_{3}\right) \dot{\theta}_{1} \\
&+3\left(J_{2}-J_{1}\right) n^{2}\left(\sin \theta_{2} \cos \theta_{2}\right) \theta_{1}=-u_{3}+d_{3} \tag{7.120c}
\end{align*}
$$



Fig. 7.5 Pitch-axis attitude and CMG momentum control system.

It is evident from this set of equations that roll/yaw motion is affected by pitch motion. If pitch attitude is held constant with respect to the pitch TEA, the roll/yaw equations can be considered time invariant. These equations are also useful for roll/yaw controller design for the large space vehicle shown in Fig. 7.4 with a large pitch TEA.

### 7.4.3 Pitch Control Design

Equation (7.119b), which is uncoupled from the roll/yaw equations, is used as the basis for pitch control analysis and design. A block diagram of the pitch-axis momentum/attitude control system is shown in Fig. 7.5. First we consider a control design that does not include the indicated cyclic- or periodic-disturbance rejection filter $R_{2}(s)$ followed by a control design that includes the filter.

Pitch control without periodic-disturbance rejection. The pitch-axis controller consists of a single control input $u_{2}$ and four states: $\theta_{2}, \dot{\theta}_{2}, h_{2}$, and $\int h_{2}$. The pitch control logic is then given by

$$
\begin{equation*}
u_{2}=K_{2 P} \theta_{2}+K_{2 D} \dot{\theta}_{2}+K_{2 H} h_{2}+K_{2 I} \int h_{2} \tag{7.121}
\end{equation*}
$$

where the pitch-axis CMG momentum and its integral are included to prevent momentum buildup.

Various methods may be employed for the selection of the four gains of Eq. (7.121). A pole placement technique may be used to place the closed-loop eigenvalues at any desired location. The practical problem with this approach is that it is
not always clear where to place the eigenvalues for satisfactory performance and robustness.

Pitch control design by iterative successive loop closures is possible, but quite tedious. The pitch controller can also be synthesized using an equivalent compensator. This approach provides physical insight into the proper tradeoff between the attitude control and the momentum management. Combining Eqs. (7.118h) and (7.121) to eliminate $h_{2}$ gives an equivalent compensator of the form

$$
\begin{equation*}
u_{2}=\frac{s^{2}\left(K_{2 P}+s K_{2 D}\right)}{s^{2}-K_{2 H} s-K_{2 I}} \theta_{2} \tag{7.122}
\end{equation*}
$$

The integrated momentum/attitude controller can be interpreted as a secondorder compensator with four parameters. The momentum controller consists of double zeros at the origin and complex poles. The attitude controller consists of one zero on the real axis, which is a conventional proportional-derivative controller. An unstable compensator is needed to stabilize the unstable system. It can be easily shown that $h_{2}(s) / d_{2}(s)$ of the closed-loop system has a zero at $s=0$. Thus, $h_{2}(t)$ has zero steady-state value for a constant disturbance.

LQR synthesis of the pitch control with full-state feedback can be quickly accomplished using a computer code. The LQR technique makes use of a quadratic performance index to synthesize state-feedback gains that minimize the index, as was discussed in Chapter 2. It is especially useful for multivariable systems; all loops are closed simultaneously instead of successively as in classical frequencydomain methods. The problem with this approach, however, is that the proper selection of the weighting matrices is not obvious. It is not always possible to predict the effects of given weighting matrices on the closed-loop behavior.

A practical approach to the pitch-axis controller design would be to find the control gains and closed-loop poles that result from a wide range of weighting matrices, and to simulate the corresponding closed-loop system. The gain matrix that produces the closed-loop responses satisfying the various requirements would become the final selection.

Pitch control with periodic-disturbance rejection. Depending on the circumstances, either pitch attitude or CMG momentum oscillation, caused by the aerodynamic disturbance torque, may be undesirable. In such cases, a periodicdisturbance rejection filter can be employed as was illustrated in Fig. 7.5.

The periodic-disturbance rejection filter is represented as

$$
\begin{equation*}
R_{2}(s)=\frac{N_{2}(s)}{\left[s^{2}+n^{2}\right]\left[s^{2}+(2 n)^{2}\right]} \tag{7.123}
\end{equation*}
$$

The filter poles will appear in the numerator of the closed-loop transfer function $\theta_{2}(s) / d_{2}(s)$ or $h_{2}(s) / d_{2}(s)$, depending on mode selection. This results in a disturbance rejection at frequencies of $n$ and $2 n$ for either $\theta_{2}$ or $h_{2}$. The filter numerator $N_{2}(s)$ should be properly designed to stabilize the overall control system.

The disturbance rejection filter for $\theta_{2}$ can also be represented as

$$
\begin{align*}
& \ddot{\alpha}_{2}+(n)^{2} \alpha_{2}=\theta_{2}  \tag{7.124a}\\
& \ddot{\beta}_{2}+(2 n)^{2} \beta_{2}=\theta_{2} \tag{7.124b}
\end{align*}
$$

where initial conditions for $\alpha_{2}, \beta_{2}, \dot{\alpha}_{2}$, and $\dot{\beta}_{2}$ can be arbitrarily selected (usually zero initial conditions). These filter equations are integrated in the onboard computer. Each filter equation passes the filter states that carry undesired frequency components of $\theta_{2}$. For example, $\alpha_{2}$ and $\dot{\alpha}_{2}$ carry the frequency component of $\theta_{2}$ at the orbital frequency $n$. The undesired component is rejected by feeding back the filter states.

The pitch control logic, with additional disturbance rejection filter states, can then be expressed as

$$
\begin{align*}
u_{2}= & K_{2 P} \theta_{2}+K_{2 D} \dot{\theta}_{2}+K_{2 H} h_{2}+K_{2 I} \int h_{2} \\
& +K_{2 \alpha} \alpha_{2}+K_{2 \dot{\alpha}} \dot{\alpha}_{2}+K_{2 \beta} \beta_{2}+K_{2 \dot{\beta}} \dot{\beta}_{2} \tag{7.125}
\end{align*}
$$

It is also possible to provide periodic-disturbance rejection for the pitch-axis CMG momentum. For this case, $\theta_{2}$ of Eqs. (7.124) is replaced by $h_{2}$. Proper gains of Eq. (7.125) are then selected. Depending on the specific mission requirements, either pitch attitude or CMG momentum can be held constant by employing the pitch controller illustrated in Fig. 7.5.

## Problems

7.18. Consider the pitch-axis control design of the large space vehicle shown in Fig. 7.4.
(a) Given the desired closed-loop eigenvalues $-1.5 n,-1.0 n$, and ( $-1.5 \pm$ $1.5 j) n$, determine a set of four gains of the pitch-axis control logic (7.121).
Note: If an LQR code, instead of the pole-placement technique, is to be employed, then determine a set of four gains for a control bandwidth of approximately $1.5 n$.
(b) Obtain the closed-loop, frequency-response magnitude plots of

$$
\frac{\theta_{2}(s)}{d_{2}(s)} \quad \text { and } \quad \frac{h_{2}(s)}{d_{2}(s)}
$$

(c) Perform computer simulation of the closed-loop system (only pitch axis) subject to the aerodynamic disturbance $d_{2}$ and initial conditions $\theta_{2}(0)=1 \mathrm{deg}$ and $\dot{\theta}_{2}(0)=0.001 \mathrm{deg} / \mathrm{s}$.

Note: The periodic aerodynamic torque will cause the periodic responses of both pitch attitude and pitch-axis CMG momentum. The CMG momentum $h_{2}$ will be bounded with zero mean value, whereas $\theta_{2}$ is oscillating with respect to a -7.5 deg pitch TEA.
7.19. Consider the periodic-disturbance rejection control design for the pitchaxis of the large space vehicle shown in Fig. 7.4.
(a) Determine a set of eight gains of the pitch-axis control logic (7.125) to achieve the desired closed-loop eigenvalues listed in Table 7.1.
Note: If an LQR code, instead of the pole-placement technique, is to be employed, then design a controller for a control bandwidth of approximately $1.5 n$ and for an asymptotic disturbance rejection within three orbits.

Table 7.1 Closed-loop eigenvalues in units of orbital rate, $\boldsymbol{n}=0.0011 \mathrm{rad} / \mathrm{s}$

|  | Momentum/attitude |  | Disturbance filter |  |
| :--- | :---: | :---: | :---: | :---: |
| Pitch | $-1.0,-1.5$ | $-1.5 \pm 1.5 j$ | $-0.3 \pm 1.0 j$ | $-0.3 \pm 2.0 j$ |
| Roll/yaw | $-0.23,-0.68$ | $-0.66 \pm 1.51 j$ | $-0.23 \pm 0.92 j$ | $-0.20 \pm 2.02 j$ |
|  | $-1.02 \pm 0.29 j$ | $-1.50 \pm 0.84 j$ | $-0.26 \pm 1.04 j$ | $-0.62 \pm 2.29 j$ |

(b) Obtain the closed-loop, frequency-response magnitude plots of

$$
\frac{\theta_{2}(s)}{d_{2}(s)} \quad \text { and } \quad \frac{h_{2}(s)}{d_{2}(s)}
$$

(c) Perform computer simulation of the closed-loop system with the pitch-axis aerodynamic disturbance and initial conditions of $\theta_{2}(0)=1 \mathrm{deg}$ and $\dot{\theta}_{2}(0)=0.001$ deg/s.

Note: Because a disturbance rejection filter is used here for pitch attitude, an asymptotic disturbance rejection of a periodic disturbance of frequencies $n$ and $2 n$ will be achieved for the pitch attitude. The CMG momentum will be bounded with zero mean value, while the pitch attitude is held constant at a $-7.5-\mathrm{deg}$ pitch TEA after approximately two orbits.

### 7.4.4 Roll/Yaw Control Design

Similar to the pitch-axis control design, we considerhere roll/yaw control design. Two cases are considered: the first without periodic-disturbance rejection filters and the second with the filters.

Rollyaw control without periodic-disturbance rejection. The first case of roll/yaw control design consists of two inputs $u_{1}$ and $u_{3}$, and eight states, including two integral states for the CMG momentum. The eight states are the roll-axis $\theta_{1}, \omega_{1}, h_{1}$, and $\int h_{1}$; and the yaw-axis $\theta_{3}, \omega_{3}, h_{3}$, and $\int h_{3}$. Note that body rates $\omega_{1}$ and $\omega_{3}$, instead of $\dot{\theta}_{1}$ and $\dot{\theta}_{3}$, are used as state variables.

The roll/yaw full-state feedback controller can be designed, iteratively, using the linear quadratic regulator ( LQR ) or pole-placement techniques. The multi-input characteristics of the roll/yaw axes, however, provide for the calculation of various gain matrices that yield the same closed-loop eigenvalues. Although the gain matrix can be completely specified by assigning not only the closed-loop eigenvalues but also an allowable set of closed-loop eigenvectors, the conventional LQR technique can be employed to find a closed-loop system satisfying various requirements.

Roll/yaw control with periodic-disturbance rejection. For the reduction of the steady-state oscillation of roll/yaw attitude and CMG momentum, periodicdisturbance rejection filtering for a multivariable system is described here.

Combining Eqs. (7.119a), (7.119c), (7.119d), and (7.119f), we obtain the transfer function matrix description of the coupled roll/yaw dynamics as

$$
\begin{gather*}
{\left[\begin{array}{l}
\theta_{1}(s) \\
\theta_{3}(s)
\end{array}\right]=\frac{1}{\Delta}\left[\begin{array}{ll}
G_{11} & G_{13} \\
G_{31} & G_{33}
\end{array}\right]\left[\begin{array}{l}
u_{1}(s)-d_{1}(s) \\
u_{3}(s)-d_{3}(s)
\end{array}\right]}  \tag{7.126}\\
{\left[\begin{array}{l}
h_{1}(s) \\
h_{3}(s)
\end{array}\right]=\frac{1}{s^{2}+n^{2}}\left[\begin{array}{r}
s, n \\
-n, s
\end{array}\right]\left[\begin{array}{l}
u_{1}(s) \\
u_{3}(s)
\end{array}\right]} \tag{7.127}
\end{gather*}
$$

where

$$
\begin{gathered}
\Delta=J_{1} J_{3}\left(s^{2}+n^{2}\right)\left[s^{4}+\left(1+3 k_{1}+k_{1} k_{3}\right) n^{2} s^{2}+4 k_{1} k_{3} n^{4}\right] \\
G_{11}=-\left[J_{3} s^{2}+\left(J_{2}-J_{1}\right) n^{2}\right]\left(s^{2}+n^{2}\right) \\
G_{13}=-\left(J_{1}-J_{2}+J_{3}\right) n s\left(s^{2}+n^{2}\right)=-G_{31} \\
G_{33}=-\left[J_{1} s^{2}+4\left(J_{2}-J_{3}\right) n^{2}\right]\left(s^{2}+n^{2}\right) \\
k_{1}=\left(J_{2}-J_{3}\right) / J_{1} \quad \text { and } \quad k_{3}=\left(J_{2}-J_{1}\right) / J_{3}
\end{gathered}
$$

It is apparent that $\pm n j$ are transmission zeros of Eq. (7.126). In other words, a periodic disturbance at orbital rate cannot be rejected for both roll and yaw attitude. In addition, it can be seen in Eq. (7.127) that resonance of CMG momentum can happen for sinusoidal control inputs of frequency $n$. For this case, where the CMG momentum dynamics are described by Eq. (7.116), it is not evident why a periodic disturbance at orbital rate can be rejected for the yaw attitude and not for the roll attitude.

Toinvestigate such inherent characteristics of the coupled roll/yaw dynamics, the following CMG momentum dynamics, with a proper modification of the equations of motion of the vehicle, are considered:

$$
\begin{align*}
& \dot{h}_{1}=u_{1}  \tag{7.128a}\\
& \dot{h}_{3}=u_{3} \tag{7.128b}
\end{align*}
$$

For this case, the following transfer function matrix description can be obtained as:

$$
\begin{gather*}
{\left[\begin{array}{l}
\theta_{1}(s) \\
\theta_{3}(s)
\end{array}\right]=\frac{1}{\Delta}\left[\begin{array}{ll}
G_{11} & G_{13} \\
G_{31} & G_{33}
\end{array}\right]\left[\begin{array}{l}
u_{1}(s) \\
u_{3}(s)
\end{array}\right]} \\
+\frac{s^{2}}{\Delta}\left[\begin{array}{ll}
J_{3} s^{2}+\left(J_{2}-J_{1}\right) n^{2} & \left(J_{1}-J_{2}+J_{3}\right) n s \\
-\left(J_{1}-J_{2}+J_{3}\right) n s & J_{1} s^{2}+4\left(J_{2}-J_{3}\right) n^{2}
\end{array}\right]\left[\begin{array}{l}
d_{1}(s) \\
d_{3}(s)
\end{array}\right]  \tag{7.129}\\
{\left[\begin{array}{l}
h_{1}(s) \\
h_{3}(s)
\end{array}\right]=\frac{1}{s}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
u_{1}(s) \\
u_{3}(s)
\end{array}\right]} \tag{7.130}
\end{gather*}
$$

where

$$
\begin{gathered}
\Delta=J_{1} J_{3} s^{2}\left[s^{4}+\left(1+3 k_{1}+k_{1} k_{3}\right) n^{2} s^{2}+4 k_{1} k_{3} n^{4}\right] \\
G_{11}=-J_{3} s^{2}\left(s^{2}+n^{2}\right) \\
G_{13}=\left(J_{2}-J_{1}\right) n s\left(s^{2}+n^{2}\right) \\
G_{31}=\left(J_{3}-J_{2}\right) n s\left[s^{2}+(2 n)^{2}\right] \\
G_{33}=-s^{2}\left[J_{1} s^{2}+\left(J_{1}+3 J_{2}-3 J_{3}\right) n^{2}\right] \\
k_{1}=\left(J_{2}-J_{3}\right) / J_{1} \quad \text { and } \quad k_{3}=\left(J_{2}-J_{1}\right) / J_{3}
\end{gathered}
$$

It can be shown that $\pm n j$ are transmission zeros of the transfer function matrix from ( $u_{1}, u_{3}$ ) to $\left(\theta_{1}, \theta_{3}\right)$. The zero at $s= \pm n j$ appears in both the $\theta_{1}(s) / u_{1}(s)$ and $\theta_{1}(s) / u_{3}(s)$ transfer functions, but not in yaw attitude channels. Therefore, a periodic-disturbance rejection at the orbital rate is not possible for roll attitude, whereas it is possible for yaw attitude. Furthermore, it can be shown that $\pm n j$ are not transmission zeros of the transfer function matrix from $\left(u_{1}, u_{3}\right)$ to $\left(h_{1}, \theta_{3}\right)$. Consequently, a periodic-disturbance rejection for the roll-axis CMG momentum and yaw attitude can be achieved by employing roll/yaw periodic-disturbance rejection filters of the form

$$
\begin{align*}
& \ddot{\alpha}_{1}+(n)^{2} \alpha_{1}=h_{1}  \tag{7.131a}\\
& \ddot{\beta}_{1}+(2 n)^{2} \beta_{1}=h_{1}  \tag{7.131b}\\
& \ddot{\alpha}_{3}+(n)^{2} \alpha_{3}=\theta_{3}  \tag{7.131c}\\
& \ddot{\beta}_{3}+(2 n)^{2} \beta_{3}=\theta_{3} \tag{7.131d}
\end{align*}
$$

## Problems

7.20. Consider the large space vehicle shown in Fig. 7.4, which is unstable in roll/yaw and has open-loop poles of $( \pm 1.05 \pm 0.7 j) n, \pm n j$. The roll/yaw control logic is described by

$$
\left[\begin{array}{l}
u_{1} \\
u_{3}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{K}_{11} & \mathbf{K}_{13} \\
\mathbf{K}_{31} & \mathbf{K}_{33}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x}_{1} \\
\mathbf{x}_{3}
\end{array}\right]
$$

where $\mathbf{K}_{i j}$ are $1 \times 4$ gain matrices and

$$
\begin{aligned}
& \mathbf{x}_{1}=\left[\begin{array}{llll}
\theta_{1} & \omega_{1} & h_{1} & \int h_{1}
\end{array}\right]^{T} \\
& \mathbf{x}_{3}=\left[\begin{array}{llll}
\theta_{3} & \omega_{3} & h_{3} & \int h_{3}
\end{array}\right]^{T}
\end{aligned}
$$

(a) Determine a $2 \times 8$ gain matrix of the roll/yaw control logic for the following desired closed-loop poles: $(-1.05 \pm 0.68 j) n,(-1.04 \pm 0.72 j) n$, $(-1.42 \pm 1.38 j) n$, and $(-1.42 \pm 1.38 j) n$.

Note: If an LQR code, instead of the eigenstructure assignment technique, is to be employed, then design a controller for a control bandwidth of approximately $1.5 n$.
(b) Obtain the closed-loop, frequency-response magnitude plots of

$$
\frac{\theta_{1}(s)}{d_{1}(s)}, \quad \frac{h_{1}(s)}{d_{1}(s)}, \quad \frac{\theta_{3}(s)}{d_{3}(s)}, \quad \text { and } \quad \frac{h_{3}(s)}{d_{3}(s)}
$$

(c) Perform computer simulation of the closed-loop system subject to roll/yaw aerodynamic disturbances and initial conditions $\theta_{1}(0)=\theta_{3}(0)=1$ deg and $\omega_{1}(0)=$ $\omega_{3}(0)=0.001 \mathrm{deg} / \mathrm{s}$.
7.21. Consider the large space vehicle of the preceding problem but with the roll/yaw control logic, employing the periodic-disturbance filters described by Eqs. (7.131), of the form

$$
\left[\begin{array}{l}
u_{1} \\
u_{3}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{K}_{11} & \mathbf{K}_{13} \\
\mathbf{K}_{31} & \mathbf{K}_{33}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x}_{1} \\
\mathbf{x}_{3}
\end{array}\right]
$$

where $\mathbf{K}_{i j}$ are $1 \times 8$ gain matrices and

$$
\begin{aligned}
& \mathbf{x}_{1}=\left[\begin{array}{lll}
\theta_{1} & \omega_{1} & h_{1}
\end{array} \int \begin{array}{lllll}
h_{1} & \alpha_{1} & \dot{\alpha}_{1} & \beta_{1} & \dot{\beta}_{1}
\end{array}\right]^{T} \\
& \mathbf{x}_{3}=\left[\begin{array}{llllllll}
\theta_{3} & \omega_{3} & h_{3} & \int h_{3} & \alpha_{3} & \dot{\alpha}_{3} & \beta_{3} & \dot{\beta}_{3}
\end{array}\right]^{T}
\end{aligned}
$$

(a) Determine a $2 \times 16$ gain matrix for the desired closed-loop eigenvalues as listed in Table 7.1.

Note: If an LQR code, instead of the eigenstructure assignment technique, is to be employed, then design a controller for a control bandwidth of approximately $1.5 n$ and for an asymptotic disturbance rejection within three orbits.
(b) Obtain the closed-loop, frequency-response magnitude plots of

$$
\frac{\theta_{1}(s)}{d_{1}(s)}, \quad \frac{h_{1}(s)}{d_{1}(s)}, \quad \frac{\theta_{3}(s)}{d_{3}(s)}, \quad \text { and } \quad \frac{h_{3}(s)}{d_{3}(s)}
$$

(c) Show that $\pm n j$ are "blocking zeros" of the closed-loop transfer function matrix from $\left(d_{1}, d_{3}\right)$ to $\left(h_{1}, \theta_{3}\right)$.
(d) Perform computer simulation of the closed-loop system subject to roll/yaw aerodynamic disturbances and initial conditions $\theta_{1}(0)=\theta_{3}(0)=1$ deg and $\omega_{1}(0)=$ $\omega_{3}(0)=0.001 \mathrm{deg} / \mathrm{s}$.

Note: The roll-axis CMG momentum will approach zero steady-state value, whereas roll attitude oscillates at the orbital rate. The yaw attitude will approach a constant steady-state value, whereas the yaw-axis CMG momentum oscillates at the orbital rate. As a result, the overall attitude and CMG momentum oscillations are minimized.
7.22. Consider the large space vehicle of the preceding problems but with the roll/pitch/yaw control logic employing the periodic-disturbance rejection filters
of the form

$$
\begin{aligned}
& \ddot{\alpha}_{1}+(n)^{2} \alpha_{1}=h_{1} \\
& \ddot{\beta}_{1}+(2 n)^{2} \beta_{1}=h_{1} \\
& \ddot{\alpha}_{2}+(n)^{2} \alpha_{2}=h_{2} \\
& \ddot{\beta}_{2}+(2 n)^{2} \beta_{2}=h_{2} \\
& \ddot{\alpha}_{3}+(n)^{2} \alpha_{3}=h_{3} \\
& \ddot{\beta}_{3}+(2 n)^{2} \beta_{3}=h_{3}
\end{aligned}
$$

(a) Design such a controller that will provide an asymptotic disturbance rejection for CMGs.
(b) Perform computer simulation of the closed-loop system subject to roll/pitch/ yaw aerodynamic disturbances and initial conditions $\theta_{1}(0)=\theta_{2}(0)=\theta_{3}(0)=1$ $\mathrm{deg}, \omega_{1}(0)=\omega_{3}(0)=0.001 \mathrm{deg} / \mathrm{s}$, and $\dot{\theta}_{2}(0)=0.001 \mathrm{deg} / \mathrm{s}$.

### 7.4.5 Robust Control Design

We now consider a robust control design problem of the large space vehicle shown in Fig. 7.4. The objective is to design a constant-gain controller that may yield the largest stable hypercube in uncertain parameter space, subject to the nominal performance requirements. However, the robust control design does not deal with the problem of controlling the large space vehicle in the presence of significant changes of inertias during the assembly sequence and space shuttle docking.

Robust $\mathrm{H}_{\infty}$ control design. As discussed in Chapter 2, structured uncertainty modeling of dynamic systems with uncertain inertia matrices results in an uncertain plant model with $\mathbf{D}_{11} \neq 0$, where $\mathbf{D}_{11}$ is the matrix that relates the disturbance input and the output. In Ref. 19, the robust stabilization of the large space vehicle in the face of inertia matrix uncertainty is formulated as a robust $H_{\infty}$ full-state feedback control problem with $\mathbf{D}_{11} \neq 0$, and the significance of employing an uncertain model with the nonzero $\mathbf{D}_{11}$ term is demonstrated.

The nominal closed-loop eigenvalues of the pitch axis with this new control design are listed in Table 7.2. These closed-loop poles are comparable to those of previous designs, as can be seen in Table 7.3 in which the various previous

Table 7.2 Closed-loop eigenvalues in units of orbital rate

|  | Momentum and <br> attitude control | Disturbance <br> rejection |
| :--- | :--- | :---: |
| Pitch | $-1.27,-2.43$ | $-0.30 \pm 1.40 j$ |
| Roll/yaw | $-0.23 \pm 0.25 j$ | $-1.40 \pm 2.65 j$ |
|  | $-0.65,-1.77$ | $-0.10 \pm 1.00 j$ |
|  | $-0.44 \pm 0.05 j$ | $-0.30 \pm 1.09 j$ |
|  | $-0.10 \pm 1.10 j$ | $-0.17 \pm 2.00 j$ |
|  | $-1.26 \pm 0.97 j$ | $-0.72 \pm 2.38 j$ |

Table 7.3 Comparison of fastest
closed-loop poles

| Control designs | Fastest poles |
| :--- | :---: |
| No. 1 Wie et al. ${ }^{18}$ | -1.50 |
| No. 2 Byun et al. ${ }^{20}$ | -8.29 |
| No. 3 Rhee and Speyer ${ }^{21}$ | -4.77 |
| No. 4 Balas et al. ${ }^{22}$ | -5.43 |
| No. 5 Wie et al. ${ }^{19}$ | -2.43 |

designs ${ }^{18-22}$ are compared in terms of their fastest closed-loop poles. Note that a typical $H_{\infty}$ control design often achieves the desired robustness by having a high bandwidth controller. The new design with the consideration of the nonzero $\mathbf{D}_{11}$ term, however, has a remarkable stability robustness margin with nearly the same bandwidth as the conventional LQR design, as will be discussed next.

Stability robustness analysis. Consider the effects of the moments-of-inertia variations on the closed-loop stability of the large space vehicle.

From the definition of the moments of inertia, we have the following physical constraints for possible inertia variations in the three-dimensional parameter space $\left(J_{1}, J_{2}, J_{3}\right):$

$$
\begin{equation*}
J_{1}+J_{2}>J_{3}, \quad J_{1}+J_{3}>J_{2}, \quad J_{2}+J_{3}>J_{1} \tag{7.132}
\end{equation*}
$$

A control designer may unknowingly consider inertia variations that result in inertia values that violate these physical constraints. In such a case, stability of the closed-loop control system is being tested for physically impossible inertia values.

When gravity-gradient torque is used in the control of an orbiting spacecraft, additional inertia constraints are also required as follows:

$$
\begin{equation*}
J_{1} \neq J_{2}, \quad J_{1} \neq J_{3}, \quad J_{2} \neq J_{3} \tag{7.133}
\end{equation*}
$$

Roll-axis gravity-gradient and gyroscopic coupling torques become zero if $J_{2}=$ $J_{3}$, pitch-axis gravity-gradient torque becomes zero if $J_{1}=J_{3}$, and yaw-axis gyroscopic coupling torque becomes zero if $J_{1}=J_{2}$. For the large space vehicle considered in this section, the physical constraints given by Eqs. (7.132) and (7.133) can be combined into the following constraints:

$$
\begin{equation*}
J_{1}+J_{2}>J_{3}, \quad J_{1} \neq J_{2}, \quad J_{1} \neq J_{3} \tag{7.134}
\end{equation*}
$$

Table 7.4 summarizes the physical inertia bounds along the various directions of inertia variation for the particular configuration with $J_{1}=50.28 \times 10^{6}, J_{2}=$ $10.80 \times 10^{6}$, and $J_{3}=58.57 \times 10^{6}$ slug- $\mathrm{ft}^{2}$. In Table $7.4, \delta$ represents the amounts of directional parameter variations with respect to the nominal inertias $J_{1}^{\circ}, J_{2}^{\circ}$, and $J_{3}^{\circ}$. It is evident in Table 7.4 that there exist physical bounds for $\delta$ due to the inherent physical properties of the gravity-gradient stabilization and the moments of inertia itself. In particular, the $\Delta_{1}$-inertia variation is physically caused by the translational motion of a large payload along the pitch axis.

Table 7.4 Physical bounds for inertia variations

| Variation type $\Delta_{i}=\left[\Delta J_{1} \Delta J_{2} \Delta J_{3}\right]$ | Lower bound $\underline{\delta}, \%$ | Upper bound $\bar{\delta}, \%$ |
| :---: | :---: | :---: |
| $\Delta_{1}=\delta\left[\begin{array}{lll}J_{1}^{\circ} & 0 & J_{1}^{\Sigma}\end{array}\right]$ | $-78.5^{\text {a }}$ | $\infty$ |
| $\Delta_{2}=\delta\left[\begin{array}{llll}J_{1}^{\circ} & J_{2}^{\circ} & J_{3}^{\circ}\end{array}\right]$ | $-100.0^{\text {b }}$ | $\infty$ |
| $\Delta_{3}=\delta\left[J_{1}^{\circ} 00-J_{3}^{\circ}\right]$ | $-2.3{ }^{\text {c }}$ | $+7.6^{\text {a }}$ |
| $\Delta_{4}=\delta\left[J_{1}^{\circ}-J_{2}^{\circ} 0\right]$ | $-6.4{ }^{\text {c }}$ | $+16.4{ }^{\text {a }}$ |
| $\Delta_{5}=\delta\left[J_{1}^{\circ} J_{2}^{\circ}-J_{3}^{\circ}\right]$ | $-2.1{ }^{\text {c }}$ | $+7.6^{\text {a }}$ |

${ }^{2}$ Due to roll/yaw open-loop characteristic.
${ }^{\mathrm{b}}$ Due to pitch open-loop characteristic.
${ }^{\text {c }}$ Due to triangle inequalities for the moments of inertia.

In Tables 7.5 and 7.6, stability margins of a new design (No. 5) presented in Ref. 19 are compared to those of the previous designs (Nos. 1 and 2), and one can notice that the new design has better stability margins for all $\Delta_{i}$-inertia variations. A significant margin of $77 \%$ for the $\Delta_{2}$-inertia variation was achieved for the pitch axis, compared to the $34 \%$ margin of the LQR design (No. 1) in Ref. 18. A significant margin of $77 \%$ for the $\Delta_{2}$-inertia variation was also achieved for the roll/yaw axes, compared to the $43 \%$ margin of the standard LQR design.

Compared to the LQR design in Ref. 18, the overall stability robustness with respect to inertia variations has been significantly improved while meeting the nominal performance requirements. That is, the method with the consideration of the nonzero $\mathbf{D}_{11}$ term has resulted in a remarkable stability robustness margin with nearly the same bandwidth as the conventional LQR design.

A hypercube in the space of the plant parameters, centered at a nominal point, is often used as a stability robustness measure in the presence of parametric uncertainty, as discussed in Chapter 2. To determine the largest hypercube that will fit within the existing, but unknown, region of closed-loop stability in the plant's parameter space, consider the open-loop characteristic equations for the pitch axis:

$$
\begin{equation*}
J_{2} s^{2}+3\left(J_{1}-J_{3}\right)=0 \tag{7.135}
\end{equation*}
$$

Table 7.5 Pitch-axis stability robustness comparison

| Percent | No. 1 |  | No. 2 |  | No. 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\delta$ | $\bar{\delta}$ | $\underline{\delta}$ | $\bar{\delta}$ | $\delta$ | $\bar{\delta}$ |
| $\Delta_{1}$ | -99 | $\infty$ | -99 | $\infty$ | -99 | $\infty$ |
| $\Delta_{2}$ | -89 | 34 | -99 | 70 | -99 | 77 |
| $\Delta_{3}$ | -17 | 7.6 | -27 | 7.6 | -40 | 7.6 |
| $\Delta_{4}$ | -19 | 16 | -40 | 16 | -45 | 16 |
| $\Delta_{5}$ | -30 | 7.6 | -31 | 7.6 | -44 | 7.6 |

Table 7.6 Roll/yaw stability robustness comparison

| Percent | No. 1 |  | No. 2 |  | No. 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\underline{\delta}$ | $\bar{\delta}$ | $\underline{\delta}$ | $\bar{\delta}$ | $\delta$ | $\bar{\delta}$ |
| $\Delta_{1}$ | -78 | 44 | -78 | 73 | -78 | 76 |
| $\Delta_{2}$ | -99 | 43 | -99 | 71 | -98 | 77 |
| $\Delta_{3}$ | -61 | 80 | -58 | 77 | -79 | 79 |
| $\Delta_{4}$ | -64 | 64 | -64 | 99 | -64 | 99 |
| $\Delta_{5}$ | -51 | 68 | -49 | 66 | -74 | 67 |

and for the roli/yaw axes:

$$
\begin{align*}
& J_{1} J_{3} s^{4}+\left(-J_{1} J_{2}+2 J_{1} J_{3}+J_{2}^{2}+2 J_{2} J_{3}-3 J_{3}^{2}\right) s^{2} \\
& \quad+4\left(-J_{1} J_{2}+J_{1} J_{3}+J_{2}^{2}-J_{2} J_{3}\right)=0 \tag{7.136}
\end{align*}
$$

Equation (7.135) represents a characteristic equation of a conservative plant with multilinearly uncertain parameters. For such a system, the $\infty$-norm real parameter margin of the closed-loop system can be found simply by checking for instability in the corner directions of the parameter space hypercube, at a finite number of critical frequencies. The $\infty$-norm parameter margin for the pitch-axis controller can be found as 0.076 at a critical corner with

$$
\left(\delta_{1}, \delta_{2}, \delta_{3}\right)=(0.076,0.076,-0.076)
$$

This corresponds to a critical corner with zero pitch-axis gravity-gradient control torque. Notice that this largest stable hypercube includes physically impossible inertia variations, however, and that it is too conservative because the controller has a $77 \%$ margin for the most physically possible $\Delta_{2}$-inertia variation. The important point is that the control designer should consider only inertia variations that do not violate the physical constraints.

The roll/yaw characteristic equation (7.136) represents a plant that is conservative, but not multilinear with respect to the uncertain parameters ( $J_{1}, J_{2}, J_{3}$ ). Because there is no guarantee that the roll/yaw closed-loop instability with respect to inertia variations occurs at one of the corners of the parameter space hypercube, the real parameter margin computation is not as simple as the case of pitch axis. The inertia boundaries may be computed by iteratively varying the inertia values until a physical bound is reached or the closed-loop system becomes unstable.

### 7.5 Steering Logic for Control Moment Gyros

In the preceding section, CMGs, also called control moment gyroscopes, were considered as ideal torque-generating actuators; i.e., CMG gimbal torquer dynamics and CMG steering logic were not considered in developing an attitude control and momentum management system of a large space vehicle, such as the International Space Station. Because CMG steering logic is, in fact, one of the most critical components of any CMG-based attitude control system of space vehicles, an overview of the CMG steering logic design problem is presented in this section.

Any reader who wishes to pursue further research in the development of advanced CMG control systems for space vehicles is referred to Refs. 23-51. No attempt is made to provide a complete bibliography for the CMGs; however, these references cover a wide variety of dynamics and control problems of CMGequipped space vehicles, including agile spacecraft, the MIR space station and the International Space Station.

### 7.5.1 Introduction

During the past three decades, CMGs as applied to spacecraft attitude control and momentum management have been studied extensively, and they have been successfully employed for a wide variety of space missions. However, there still exist various practical as well as theoretical issues inherent to CMGs. They include: system-level tradeoffs, e.g., reaction wheels vs CMGs, single-gimbal vs double-gimbal, etc.; optimal arrangements of CMG arrays, e.g., parallel vs skewed or orthogonal mounting, etc.; optimal CMG steering logic design, e.g., local vs global methods for singularity avoidance; and computational issues for real-time implementation.

Reaction wheels vs control moment gyros. A reaction wheel consists of a spinning rotor whose spin rate is nominally zero. Its spin axis is fixed to the spacecraft and its speed is increased or decreased to generate reaction torque about the spin axis. Reaction wheels are conventionally used to control threeaxis stabilized spacecraft and smaller satellites. They are the simplest and least expensive of all momentum-exchange actuators; however, they have much smaller control torque capability than CMGs.

A CMG contains a spinning rotor with large, constant angular momentum, but whose angular momentum vector (direction) can be changed with respect to the spacecraft by gimbaling the spinning rotor. The spinning rotor is mounted on a gimbal (or a set of gimbals), and torquing the gimbal results in a precessional, gyroscopic reaction torque orthogonal to both the rotor spin and gimbal axes. The CMG is a torque amplification device because a small gimbal torque input produces a large control torque output on the spacecraft. Because the CMGs are capable of generating large control torques and storing large angular momentum over long periods of time, they are often favored for precision pointing and tracking control of agile spacecraft in low Earth orbit and momentum management of large spacecraft.

Single-gimbal vs double-gimbal CMGs. In general, CMGs are characterized by their gimbaling arrangements and their configurations for the redundancy management and failure accommodation.

There are two basic types of control moment gyros: 1) single-gimbal control moment gyros (SGCMGs) and 2) double-gimbal control moment gyros (DGCMGs). For SGCMGs, the spinning rotor is constrained to rotate on a circle in a plane normal to the gimbal axis. For DGCMGs, the rotor is suspended inside two gimbals, and consequently the rotor momentum can be oriented on a sphere along any direction provided there are no restrictive gimbal stops. The SGCMGs are considerably simpler than DGCMGs from the hardware viewpoint. They offer significant cost,
power, weight, and reliability advantages over DGCMGs. However, the gimbal steering problem is much simpler for DGCMGs because of the extra degree of freedom per device.

For the purposes of optimal redundancy management and failure accommodation, many different arrangements of CMGs have been developed in the past. They include: four SGCMGs of pyramid configuration, six parallel mounted SGCMGs, three orthogonally mounted DGCMGs, and four parallel mounted DGCMGs. The three orthogonally mounted DGCMGs were used in NASA's Skylab ${ }^{24.29}$ and six parallel mounted SGCMGs have been successfully installed on the MIR space station. The International Space Station will be controlled by four parallel mounted DGCMGs with two of the four CMGs mounted antiparallel with the other two. ${ }^{48}$ Control moment gyros have never been used in commercial satellites, although SGCMGs have been employed in agile spacecraft with classified missions. Recently, smaller SGCMGs have been developed by Space Systems, Honeywell, Inc., for small space vehicles where more agility is required than reaction wheels can provide. For such mini-CMGs, a high-speed rotor design is employed to achieve low weight and substantial output torque.

The use of CMGs necessitates the development of CMG steering logic, which generates the CMG gimbal rate commands for the commanded spacecraft control torques. The optimal steering logic is one for which the CMG-generated torques are equal to the commanded spacecraft control torques. One of the principal difficulties in using CMGs for spacecraft attitude control is the geometric singularity problem in which no control torque is generated for the commanded gimbal rates. Therefore, the development of an optimal CMG steering logic should also consider the avoidance of the singularities. SGCMG systems are more prone to lock up in singular configurations because of the reduced degrees of freedom; however, reaction wheel systems do not have such a geometric singularity problem inherent to any CMG system.

### 7.5.2 Mathematical Modeling of Spacecraft with Control Moment Gyros

The fundamental principles of control moment gyros are briefly described here, as applied to the attitude control of a rigid spacecraft. The goal here is to present a simple mathematical model for developing CMG steering and attitude control logic.

The rotational equation of motion of a rigid spacecraft equipped with momentumexchange actuators such as control moment gyros is, in general, given by

$$
\begin{equation*}
\dot{\mathbf{H}}_{\mathrm{s}}+\omega \times \mathbf{H}_{\mathrm{s}}=\mathrm{T}_{\mathrm{ext}} \tag{7.137}
\end{equation*}
$$

where $\mathbf{H}_{\mathbf{s}}$ is the angular momentum vector of the total system expressed in the spacecraft body-fixed control axes and $\mathbf{T}_{\text {ext }}$ is the external torque vector, including the gravity-gradient, solar pressure and aerodynamic torques, expressed in the same body axes. The total angular momentum vector consists of the spacecraft main body angular momentum and the CMG angular momentum; i.e., we have

$$
\begin{equation*}
\mathbf{H}_{\mathbf{s}}=\mathbf{J} \omega+\mathbf{h} \tag{7.138}
\end{equation*}
$$

where $\mathbf{J}$ is the inertia matrix of the spacecraft including CMGs, $\boldsymbol{\omega}=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$
is the spacecraft angular velocity vector, and $\mathbf{h}=\left(h_{1}, h_{2}, h_{3}\right)$ is the total CMG momentum vector, all expressed in the spacecraft body-fixed control axes.

Combining Eq. (7.137) and Eq. (7.138), we simply obtain

$$
\begin{equation*}
\left(\mathbf{J} \dot{\omega}+\dot{\mathbf{h}}+\boldsymbol{\omega} \times(\mathbf{J} \omega+\mathbf{h})=\mathbf{T}_{\mathrm{ext}}\right. \tag{7.139}
\end{equation*}
$$

Furthermore, by introducing the internal control torque vector generated by CMGs, denoted as $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$, we rewrite Eq. (7.139) as

$$
\begin{align*}
\mathrm{J} \dot{\omega}+\omega \times \mathrm{J} \omega & =\mathbf{u}+\mathrm{T}_{\mathrm{ext}}  \tag{7.140a}\\
\dot{\mathbf{h}}+\boldsymbol{\omega} \times \mathbf{h} & =-\mathbf{u} \tag{7.140b}
\end{align*}
$$

Using this set of equations of motion, with an additional set of kinematic differential equations of spacecraft attitude variables such as quaternions or Euler angles, one can design an attitude control and CMG momentum management system, as was described in the preceding section. Consequently, the spacecraft control torque input $\mathbf{u}$ can be assumed to be known for the subsequent steering logic design and the desired CMG momentum rate is often selected as

$$
\begin{equation*}
\dot{\mathbf{h}}=-\mathbf{u}-\omega \times \mathbf{h} \tag{7.141}
\end{equation*}
$$

The CMG angular momentum vector $\mathbf{h}$ is in general a function of CMG gimbal angles $\delta=\left(\delta_{1}, \ldots, \delta_{n}\right)$; i.e., we have

$$
\begin{equation*}
h=h(\delta) \tag{7.142}
\end{equation*}
$$

One approach to the CMG steering logic design is simply to find an inversion of Eq. (7.142). In this inverse kinematic problem, the task is to determine optimal gimbal angle trajectories that generate the commanded $\mathbf{h}$ trajectory while meeting the various hardware constraints, such as the gimbal rate limits and gimbal stops, and also avoiding singularities.

The second approach involves the differential relationship between gimbal angles and the CMG momentum vector. For such local inversion or tangent methods, the time derivative of $\mathbf{h}$ is obtained as

$$
\begin{equation*}
\dot{\mathbf{h}}=\mathbf{A}(\delta) \dot{\delta} \tag{7.143}
\end{equation*}
$$

where

$$
\mathbf{A}=\frac{\partial \mathbf{h}}{\partial \delta} \equiv\left[\frac{\partial h_{i}}{\partial \delta_{j}}\right]
$$

is the $3 \times n$ Jacobian matrix. Equation (7.143) can also be written as

$$
\begin{align*}
\dot{\mathbf{h}} & =\mathbf{A} \dot{\boldsymbol{\delta}} \\
& =\left[\begin{array}{lll}
\mathbf{a}_{1} & \cdots & \mathbf{a}_{n}
\end{array}\right]\left[\begin{array}{c}
\dot{\delta}_{1} \\
\vdots \\
\dot{\delta}_{n}
\end{array}\right] \\
& =\sum_{i=1}^{n} \mathbf{a}_{i} \dot{\delta}_{i} \tag{7.144}
\end{align*}
$$



Fig. 7.6 Pyramid mounting arrangement of four SGCMGs.
where $\mathbf{a}_{i}$ denotes the $i$ th column of the Jacobian matrix A. The CMG steering logic design is then to find an inversion of $\mathbf{A} \dot{\delta}=\dot{\mathbf{h}}$, i.e., to determine the gimbal rates that can generate the commanded $\mathbf{h}$ while meeting the various hardware constraints, such as the gimbal rate limits and gimbal stops, and also avoiding singularities.

Note that in this CMG steering problem formulation, the gimbal torquer dynamics has been ignored because the gimbal torque input is often much smaller than the control torque output generated by CMGs.

### 7.5.3 Steering Logic for Single-Gimbal Control Moment Gyros

SGCMG arrays. Consider a typical pyramid mounting arrangement of four SGCMGs as shown in Fig. 7.6, in which four CMGs are constrained to gimbal on the faces of a pyramid and the gimbal axes are orthogonal to the pyramid faces. Each face is inclined with a skew angle of $\beta$ from the horizontal, resulting in gimbal axes with a $(90-\beta)$-deg inclination from the horizontal. When each CMG has the same angular momentum about its spin-rotor axis and the skew angle is chosen as $\beta=54.73 \mathrm{deg}$, the momentum envelope becomes nearly spherical. This minimally redundant, four CMG configuration with $\beta=54.73$ deg has been extensively studied in the literature (see Refs. 38-41, 43-47, 49, and 50), and it presents a significant challenge for developing singularity-robust steering laws.
From a momentum storage point of view, however, the optimal skew angle has been found to be $\beta=90 \mathrm{deg}$, which results in a box configuration of four CMGs. ${ }^{51}$ Mounting arrangements of SGCMGs, other than the pyramid mount, are also possible. For example, the six parallel mounted SGCMGs have been successfully used to control the MIR space station.

Pseudoinverse steering logic. For the conventional pyramid mount of four SGCMGs, the total CMG angular momentum vector $\mathbf{h}=\left(h_{1}, h_{2}, h_{3}\right)$ is expressed
in spacecraft reference frame as

$$
\begin{align*}
\mathbf{h} & =\sum_{i=1}^{4} \mathbf{H}_{i}\left(\delta_{i}\right) \\
& =\left[\begin{array}{c}
-c \beta \sin \delta_{1} \\
\cos \delta_{1} \\
s \beta \sin \delta_{1}
\end{array}\right]+\left[\begin{array}{c}
-\cos \delta_{2} \\
-c \beta \sin \delta_{2} \\
s \beta \sin \delta_{2}
\end{array}\right]+\left[\begin{array}{c}
c \beta \sin \delta_{3} \\
-\cos \delta_{3} \\
s \beta \sin \delta_{3}
\end{array}\right]+\left[\begin{array}{c}
\cos \delta_{4} \\
c \beta \sin \delta_{4} \\
s \beta \sin \delta_{4}
\end{array}\right] \tag{7.145}
\end{align*}
$$

where $\mathbf{H}_{i}$ is the angular momentum vector of the $i$ th CMG expressed in spacecraft reference frame, $\beta$ is the pyramid skew angle, $c \beta \equiv \cos \beta, s \beta \equiv \sin \beta, \delta_{i}$ are the gimbal angles, and constant unit momentum magnitudes are assumed without loss of generality.

One way of determining gimbal angle trajectories that generate the commanded $\mathbf{h}$ trajectory is to solve a constrained optimization problem by minimizing a suitable performance index $J(\delta)$ subject to the nonlinear constraints (7.145); however, this approach is not suitable for real-time implementation.

A more practical approach to solving the inverse kinematic problem is to utilize the differential relationship between gimbal angles and CMG momentum vector. For such local inversion or tangent methods, the time derivative of the CMG angular momentum vector, Eq. (7.145), can be obtained as

$$
\begin{equation*}
\dot{\mathbf{h}}=\sum_{i=1}^{4} \dot{\mathbf{H}}_{i}=\sum_{i=1}^{4} \mathbf{a}_{i}\left(\delta_{i}\right) \dot{\delta}_{i}=\mathbf{A} \dot{\delta} \tag{7.146}
\end{equation*}
$$

where $\delta=\left(\delta_{1}, \delta_{2}, \delta_{3}, \delta_{4}\right)$ is the gimbal angle vector, $\mathbf{a}_{i}$ is the $i$ th column of $\mathbf{A}$, and

$$
\mathbf{A}=\left[\begin{array}{cccc}
-c \beta \cos \delta_{1} & \sin \delta_{2} & c \beta \cos \delta_{3} & -\sin \delta_{4} \\
-\sin \delta_{1} & -c \beta \cos \delta_{2} & \sin \delta_{3} & c \beta \cos \delta_{4} \\
s \beta \cos \delta_{1} & s \beta \cos \delta_{2} & s \beta \cos \delta_{3} & s \beta \cos \delta_{4}
\end{array}\right]
$$

For the commanded control torque input $\mathbf{u}$, the CMG momentum rate command $\dot{\mathbf{h}}$ is chosen as

$$
\dot{\mathbf{h}}=-\mathbf{u}-\omega \times \mathbf{h}
$$

and the gimbal rate command $\dot{\delta}$ is then obtained as

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}=\mathbf{A}^{+} \dot{\mathbf{h}}=\mathbf{A}^{T}\left(\mathbf{A}^{T}\right)^{-1} \dot{\mathbf{h}} \tag{7.147}
\end{equation*}
$$

which is often referred to as the pseudoinverse steering logic. Most CMG steering laws determine the gimbal rate commands with some variant of pseudoinverse.

Singular states. If $\operatorname{rank}(\mathbf{A})<3$ for certain sets of gimbal angles, or, equivalently, $\operatorname{rank}\left(\mathbf{A A}^{T}\right)<3$, the pseudoinverse does not exist and the pseudoinverse steering logic encounters singular states. This singular situation occurs when all individual CMG torque output vectors $\mathbf{a}_{i}$ are perpendicular to the commanded torque direction. Equivalently, the singular situation occurs when all individual CMG momentum vectors have extremal projections onto the commanded torque vector direction.

In general, the singularity condition

$$
\operatorname{det}\left(\mathbf{A} \mathbf{A}^{T}\right)=0
$$

defines a set of surfaces in $\delta$-space, or, equivalently, in $\mathbf{h}$-space. The simplest singular state is the momentum saturation singularity characterized by the socalled momentum envelope, which is a three-dimensional surface representing the maximum available angular momentum of CMGs along any given direction. Any singular state for which the total CMG momentum vector is inside the momentum envelope is called internal. For any system of $n \mathrm{CMGs}$, there exist $2^{n}$ sets of gimbal angles for which no control torque can be generated along any arbitrary direction. Consequently, for the set of all directions, all of the internal singular states form closed surfaces both in $\mathbf{h}$-space and in $\delta$-space, and the number of singular surfaces is equal to $2^{n}$.

There are two types of internal singular states: "hyperbolic" states and "elliptic" states. ${ }^{32.40}$ Because the pseudoinverse $\mathbf{A}^{+}=\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1}$ is the minimum twonorm solution of gimbal rates subject to Eq. (7.146), the pseudoinverse steering logic tends to leave inefficiently positioned CMGs alone, causing the gimbal angles to eventually hang-up in singular antiparallel arrangements. That is, it tends to steer the gimbals toward singular states. An approach to avoiding singular states is to introduce null motion into the CMG steering logic. Null motion is a motion of the gimbals that produces no net control torque on the spacecraft; however, the elliptic singular states cannot be escaped through null motion, whereas the hyperbolic singular states can be escaped through null motion. ${ }^{32.40}$ For the pyramid-type system of four CMGs, for example, $\delta=(-90,0,90,0)$ deg is an elliptic singularity with the singular direction along the first-axis and $\delta=(90,180,-90,0)$ deg is a hyperbolic singularity with the singular direction also along the first-axis.

The "impassable" elliptic singular states pose a major difficulty with SGCMG systems because they are not escapable without torquing the spacecraft. The impassability is defined locally in $\delta$-space. An impassable surface in $\mathbf{h}$-space is not always impassable because it depends on $\delta$, as discussed in Ref. 46. The size of spherical momentum space without impassable singular states is reduced to about half of the maximum momentum space of the standard pyramid type system. To fully utilize the available momentum space in the presence of impassable singular states, an intelligent steering algorithm needs to be developed that avoids the impassable singular states whenever possible, or rapidly transits unavoidable singularities, while minimizing their effects on the spacecraft attitude control.

Singularity-avoidance steering logic. Equation (7.147) can be considered as a particular solution to Eq. (7.146). The corresponding homogeneous solution is then obtained through null motion such that

$$
\mathbf{A n}=0
$$

where $\mathbf{n}$ denotes the null vector spanning the null space of $\mathbf{A}$. The general solution to Eq. (7.146) is then given by

$$
\begin{equation*}
\dot{\boldsymbol{\delta}}=\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1} \mathbf{h}+\gamma \mathbf{n} \tag{7.148}
\end{equation*}
$$

where $\gamma$ represents the amount of null motion to be properly added.

The amount of null motion may be chosen as ${ }^{39}$ :

$$
\gamma= \begin{cases}m^{6} & \text { for } m \geq 1 \\ m^{-6} & \text { for } m<1\end{cases}
$$

where
$m=$ singularity measure, also called CMG gain, $\sqrt{\operatorname{det}\left(\mathbf{A A}^{T}\right)}$
$\mathrm{n}=\mathrm{Jacobian}$ null vector, $\left(C_{1}, C_{2}, C_{3}, C_{4}\right)$
$C_{i}=$ order 3 Jacobian cofactor, $(-1)^{i+1} M_{i}$
$M_{i}=$ order 3 Jacobian minor, $\operatorname{det}\left(\mathbf{A}_{i}\right)$
$\mathbf{A}_{i}=\mathbf{A}$ with $i$ th column removed
This choice of scaling factor $\gamma$ arises from the representation of $m$ as a measure of distance from singularity, as well as the fact that

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{A} \mathbf{A}^{T}\right)=\sum_{i=1}^{4} M_{i}=\mathbf{n}^{T} \mathbf{n} \tag{7.149}
\end{equation*}
$$

This nondirectional null-motion approach introduces substantial null motion even when the system is far from being singular and tries to prevent the gimbal angles from settling into locally optimal configurations, which may eventually result in a singularity. This approach does not guarantee singularity avoidance, however, and has few potential shortcomings, as discussed in Ref. 39.

Although the null vector can be obtained through a variety of ways, e.g., using singular value decomposition, a projection operator, or the generalized cross or wedge product, it is often expressed as

$$
\begin{equation*}
\mathbf{n}=\left[\mathbf{I}-\mathbf{A}^{+} \mathbf{A}\right] \mathbf{d} \tag{7.150}
\end{equation*}
$$

where $\mathbf{A}^{+}=\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}\right)^{-1}$, I is an identity matrix, and $\left[I-\mathbf{A}^{+} \mathbf{A}\right]$ is a projection matrix* and $\mathbf{d}$ is an arbitrary $n$-dimensional nonzero vector.

A variety of analytic and heuristic approaches have been developed in the past to determine a proper null motion for singularity avoidance, i.e., to properly select the scalar $\gamma$ and the $n$-dimensional vector $\mathbf{d}$. In a gradient-based method, a scalar function $f(\delta)$ is defined such that its gradient vector points toward the singular directions. The vector $\mathbf{d}$ is then chosen as

$$
\mathbf{d}=\left(\frac{\partial f}{\partial \delta_{1}}, \ldots, \frac{\partial f}{\partial \delta_{n}}\right)
$$

and the scalar function is often selected as the inverse of the square of the singularity measure; i.e.,

$$
f(\delta)=\frac{1}{\operatorname{det}\left(\mathbf{A} \mathbf{A}^{T}\right)}
$$

and the scalar $\gamma$ is determined by minimizing $f(\delta)$ in the null vector direction.
This gradient-based method does not always work in directly avoiding internal singularities. Thus, an indirect singularity-avoidance steering law of feedback

[^24]control form, which adds null motion to steer toward a set of desired gimbal angles, may be employed as ${ }^{33}$ :
\[

$$
\begin{equation*}
\dot{\delta}=\mathbf{A}^{+} \dot{\mathbf{h}}+\gamma\left[\mathbf{I}-\mathbf{A}^{+} \mathbf{A}\right]\left(\delta^{*}-\boldsymbol{\delta}\right) \tag{7.151}
\end{equation*}
$$

\]

where $\delta^{*}$ denotes a set of desired gimbal angles and $\gamma$ is a positive scale factor.
A further heuristic modification of the pseudoinverse-based steering logic is to employ a singularity robust inverse algorithm of the form ${ }^{52}$ :

$$
\begin{equation*}
\mathbf{A}^{\#}=\mathbf{A}^{T}\left(\mathbf{A A}^{T}+\lambda \mathbf{I}\right)^{-1} \tag{7.152}
\end{equation*}
$$

where $I$ is an identity matrix and $\lambda$ is a positive scale factor that may be automatically adjusted as

$$
\lambda= \begin{cases}\lambda_{0}\left(1-m / m_{0}\right)^{2} & \text { for } m<m_{0} \\ 0 & \text { for } m \geq m_{0}\end{cases}
$$

where $m=\sqrt{\operatorname{det}\left(\mathbf{A A}^{T}\right)}$ and $\lambda_{0}$ and $m_{0}$ are small positive constants to be properly selected. However, a small positive constant of the order of 0.01 may be simply selected for $\lambda$.

Most existing pseudoinverse-based, local inversion or tangent methods do not always guarantee singularity avoidance and often unnecessarily constrain the operational momentum envelope of SGCMG systems. To guarantee successful singularity avoidance throughout the operational envelope of SGCMGs, the optimal steering algorithm needs to be "global" in nature, as suggested by Paradiso. ${ }^{44}$ Any global method requires extensive computations, however, which may not be practical for real-time implementation.

Attitude control and CMG steering logic. For large-angle (possibly, near-minimum-time eigenaxis) reorientation maneuvers of agile spacecraft in the presence of slew rate and gimbal rate limits, we may integrate the steering logic based on the singularity robust inverse $\mathbf{A}^{\#}$ and the attitude control logic based on quaternion feedback, presented in Sec. 7.3, as follows:

$$
\begin{gather*}
\mathbf{u}=-\operatorname{sat}_{\sigma}\left[\mathbf{K} \operatorname{sat}\left(\mathbf{P} \mathbf{q}_{e}\right)+\mathbf{C} \boldsymbol{\omega}\right]  \tag{7.153a}\\
\mathbf{A}^{\#}=\mathbf{A}^{T}\left(\mathbf{A} \mathbf{A}^{T}+\lambda \mathbf{I}\right)^{-1}  \tag{7.153b}\\
\dot{\delta}_{c}=\mathbf{A}^{\#}(-\mathbf{u}-\omega \times \mathbf{h})+\gamma\left[\mathbf{I}-\mathbf{A}^{\#} \mathbf{A}\right]\left(\delta^{*}-\delta\right)  \tag{7.153c}\\
\dot{\delta}=\operatorname{sat}_{\sigma}\left(\dot{\delta}_{c}\right) \tag{7.153d}
\end{gather*}
$$

where $\mathbf{q}_{e}=\left(q_{1 e}, q_{2 e}, q_{3 e}\right)$ is the attitude error quaternion vector. Furthermore, we have

$$
\begin{align*}
& {\left[\begin{array}{l}
q_{1 e} \\
q_{2 e} \\
q_{3 e} \\
q_{4 e}
\end{array}\right]=\left[\begin{array}{rrrr}
q_{4 c} & q_{3 c} & -q_{2 c} & -q_{1 c} \\
-q_{3 c} & q_{4 c} & q_{1 c} & -q_{2 c} \\
q_{2 c} & -q_{1 c} & q_{4 c} & -q_{3 c} \\
q_{1 c} & q_{2 c} & q_{3 c} & q_{4 c}
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]}  \tag{7.154}\\
& {\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2} \\
\dot{q}_{3} \\
\dot{q}_{4}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cccc}
0 & \omega_{3} & -\omega_{2} & \omega_{1} \\
-\omega_{3} & 0 & \omega_{1} & \omega_{2} \\
\omega_{2} & -\omega_{1} & 0 & \omega_{3} \\
-\omega_{1} & -\omega_{2} & -\omega_{3} & 0
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right]} \tag{7.155}
\end{align*}
$$

where ( $q_{1 c}, q_{2 c}, q_{3 c}, q_{4 c}$ ) are the desired or commanded attitude quaternions and ( $q_{1}, q_{2}, q_{3}, q_{4}$ ) the current attitude quaternions. (Further details of the quaternionfeedback control logic can be found in Sec. 7.3.)

### 7.5.4 Steering Logic for Double-Gimbal Control Moment Gyros

The singularity problem for DGCMGs is less severe than for SGCMGs because of the extra degree of freedom per device.

For DGCMGs, the rotor is suspended inside two gimbals and, consequently, the rotor momentum can be oriented on a sphere along any direction provided there are no restrictive gimbal stops. For the different purposes of redundancy management and failure accommodation, several different arrangements of DGCMGs have been developed, such as three orthogonally mounted DGCMGs used in the Skylab ${ }^{24.29}$ and four parallel mounted DGCMGs to be employed for the International Space Station. ${ }^{48}$

As shown by Kennel, ${ }^{34}$ the mounting of DGCMGs of unlimited outer gimbal angle freedom, with all their outer gimbal axes parallel, allows drastic simplification of the CMG steering law development in the redundancy management, failure accommodation, and in the mounting hardware.

Consider such a parallel mounting arrangement of $n$ DGCMGs with the inner and outer gimbal angles $\alpha_{i}$ and $\beta_{i}$ of the $i$ th CMG as defined in Fig. 7.7. The total CMG angular momentum vector $\mathbf{h}=\left(h_{1}, h_{2}, h_{3}\right)$ is expressed in the CMG axes as

$$
\mathbf{h}=\sum_{i=1}^{n} \mathbf{H}_{i}=\left[\begin{array}{c}
\sum H_{i} \sin \alpha_{i}  \tag{7.156}\\
\sum H_{i} \cos \alpha_{i} \cos \beta_{i} \\
\sum H_{i} \cos \alpha_{i} \sin \beta_{i}
\end{array}\right]
$$

where $\mathbf{H}_{i}$ is the angular momentum vector of the $i$ th CMG and $H_{i}=\left\|\mathbf{H}_{i}\right\|$.


Fig. 7.7 Inner gimbal angle $\alpha_{i}$ and outer gimbal angle $\beta_{i}$ of the $i$ th DGCMG.

The time derivative of $h$ becomes

$$
\dot{\mathbf{h}}=\left[\begin{array}{c}
\dot{h}_{1}  \tag{7.157}\\
\dot{h}_{2} \\
\dot{h}_{3}
\end{array}\right]=\left[\begin{array}{c}
\sum H_{i} \cos \alpha_{i} \dot{\alpha}_{i} \\
\sum\left(-H_{i} \sin \alpha_{i} \cos \beta_{i} \dot{\alpha}_{i}-H_{i} \cos \alpha_{i} \sin \beta_{i} \dot{\beta}_{i}\right) \\
\sum\left(-H_{i} \sin \alpha_{i} \sin \beta_{i} \dot{\alpha}_{i}+H_{i} \cos \alpha_{i} \cos \beta_{i} \dot{\beta}_{i}\right)
\end{array}\right]
$$

where all $H_{i}$ are assumed to be constant without loss of generality. The CMG steering logic design is then to find a set of gimbal rate commands $\dot{\alpha}_{i}$ and $\dot{\beta}_{i}$, which deliver the commanded $\dot{\mathbf{h}}$ while utilizing the excess degrees of freedom to distribute the gimbal angles, such that certain hardware constraints are met and singular states are avoided. The $n$ DGCMGs have $2 n$ degrees of freedom. Three are needed for the independent, three-axis attitude control of spacecraft. The excess $(2 n-3)$ degrees of freedom are utilized to achieve a desirable gimbal angle distribution.
For the parallel mounting arrangement with gimbal angles as defined in Fig. 7.7, it can be seen that $\dot{h}_{1}$ is not a function of the outer gimbal motions. In particular, Kennel's CMG steering law distributes the CMG angular momentum vectors such that all inner gimbal angles are equal, which reduces the rate requirements on the outer gimbals; that is,

$$
\begin{equation*}
\dot{\alpha}_{i}=\frac{\dot{h}_{1}}{\sum H_{i} \cos \alpha_{i}}+K\left(\alpha^{*}-\alpha_{i}\right) \tag{7.158}
\end{equation*}
$$

where $K$ is called the inner gimbal angle distribution gain and $\alpha^{*}$ is the desired inner gimbal angle for all CMGs chosen as

$$
\alpha^{*}=\frac{\sum\left(H_{i} \cos \alpha_{i}\right) \alpha_{i}}{\sum H_{i} \cos \alpha_{i}}
$$

For DGCMGs, a singular condition inside the total CMG momentum envelope can occur when some of the CMG momentum vectors are antiparallel and the rest parallel to their resultant total CMG momentum vector. Therefore, maintaining more or less equal spacing between the CMG momentum vectors will eliminate the possibility of singular states. Consequently, Kennel's steering law spreads the outer gimbals, which ensures avoidance of singularities internal to the CMG momentum envelope. For further details of Kennel's steering law and its implementation to the International Space Station, the reader is referred to Refs. 34, 35, and 48.

### 7.6 Optimal Jet Selection Logic

In this section, a brief introduction to the Space Shuttle on-orbit reaction control system is followed by a description of the optimal jet selection problem of advanced space vehicles with strongly three-axis coupled, redundant sets of thrusters for both translation and rotation control.

### 7.6.1 Space Shuttle On-Orbit Reaction Control System

The Space Shuttle has two orbital maneuvering system (OMS) engines, each producing about $26,700 \mathrm{~N}(6000 \mathrm{lb})$ of thrust. They are bipropellant rockets with a
specific impulse of 313 s , and used mainly for large orbit-change $\Delta V$ maneuvers. Each OMS engine has redundant two-axis gimbal capability.

The Space Shuttle on-orbit reaction control system (RCS) consists of 38 primary jets, each producing about 3870 N ( 870 lb ) of thrust, and 6 vernier jets, each producing about $107 \mathrm{~N}(24 \mathrm{lb})$ of thrust. All thrusters using the same bipropellant as the OMS have $80-\mathrm{ms}$ minimum pulse granularity. The thrusters are located in three pods: forward, left aft, and right aft. The primary jets are divided into 14 clusters around the vehicle with both translational and rotational control capabilities and with multiple failure tolerance. The vernier jets, however, each fire in a different direction, only control rotation, and have no failure tolerance if any one of four of the thrusters malfunctions. Figure 7.8 illustrates thruster locations and plume directions with an explanation of the thruster identification nomenclature. ${ }^{53-55}$

| THRUSTER ID CODE FORMAT DIRECTION OF |  |
| :---: | :---: |
| THRUSTER LOCATION | THRUSTER PLUME |
| $F=F W D$ MODULE $\quad \mathbf{X} \times \mathbf{X}$ | $A=A F T(+X$ THRUST) |
| $L=A F T$ LEFT | $F=$ FORE ( $-X$ THRUST) |
| R = AFT RIGHT | $L=$ LEFT ${ }^{\prime}+Y$ THRUST) |
| PROPELLANT MANIFOLD | R $=$ RIGHT (-Y THRUST) |
| NUMBERS (1 through 5) | $U=U P(+Z$ THRUST) |
|  | $\mathrm{D}=$ DOWN (-Z THRUST) |



Fig. 7.8 Space Shuttle thruster locations and plume directions.


Fig. 7.9 Phase-plane logic for the Space Shuttle RCS.

The Space Shuttle RCS processor with a $12.5-\mathrm{Hz}$ sampling rate consists of phase-plane and jet selection logic. The phase-plane logic in general performs onoff modulation of jet torque commands as required to maintain vehicle attitude and rate errors within the specified deadbands. In addition, desired angular rate change is also computed to facilitate computation of jet burn times. The phase plane of angular rate vs attitude angle, per each axis, consists of a set of switch lines for specified attitude deadbands, angular rate limits, and expected RCS accelerations. As illustrated in Fig. 7.9, the phase plane is divided into nine regions defined by numbered boundaries. At any time, for each axis, the rigid vehicle state is defined by an attitude and rate error point that must lie in one of the defined regions because the regions cover the entire plane. The decision concerning whether to send a rotation command is made on the basis of logic unique to each region. Regions 1 and 5 always command jets. For primary jets, regions 2, 3, 6, and 7 always permit coast with no jet commands. Region 9 never causes commands to be generated, but a preference for vernier jet selection is computed. Regions 4 and 8 have hysteresis. If the phase point is in either region 4 or 8 and a jet firing is taking place, then the firing will continue until the phase point crosses the S13 switch curve. ${ }^{53}$

The jet selection logic identifies specific jets to be used. For primary jets it uses a table lookup scheme with selection details dependent on flight phase, selected modes, and recognized jet failure status. For vernier jets it utilizes a dot-product algorithm. The principle of the dot-product algorithm is to take the dot product of each jet's rotational velocity increment vector with a vector from the rotation commands and then select the jets with the biggest dot-product values. The baseline RCS processor excludes mixed operations of primary and vernier jets.

During the early Shuttle program, a new autopilot concept was developed by Bergmann et al. ${ }^{56}$ at the Charles Stark Draper Laboratory, which promised certain advantages over the conventional phase-plane logic based on a table lookup scheme for jet selection. The new autopilot concept incorporated a six-dimensional "phase space" control logic and a linear programming algorithm for jet selection. The unique features of this new autopilot scheme include: fuel-optimal jet selection, a high degree of adaptability to configuration changes and jet failures, combined primary and vernier jet usage, and closed-loop translation control. Flight tests of this advanced autopilot system were successfully performed on STS missions 51G (June 1985) and 61B (November 1985).

### 7.6.2 Optimal Jet Selection Logic

The rotational equation of motion of a rigid spacecraft equipped with $n$ jets can be approximated, neglecting the gyroscopic coupling terms, as

$$
\begin{equation*}
\mathbf{J} \dot{\boldsymbol{\omega}}=\mathbf{u} \Rightarrow \mathbf{J} \Delta \boldsymbol{\omega}=\sum_{j=1}^{n} \mathbf{a}_{j} \Delta t_{j} \tag{7.159}
\end{equation*}
$$

where $\mathbf{J}$ is the inertia matrix of the spacecraft, $\omega=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ is the spacecraft angular velocity vector, $\Delta \boldsymbol{\omega}=\left(\Delta \omega_{1}, \Delta \omega_{2}, \Delta \omega_{3}\right), \mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$ is the control torque vector, and $\mathbf{a}_{j}$ is the torque vector of the $j$ th jet with on-time $\Delta t_{j}$, all expressed in the spacecraft body-fixed control axes.
Equation (7.159) can be rewritten as

$$
\begin{equation*}
\mathbf{b}=\mathbf{A x} \tag{7.160}
\end{equation*}
$$

where $\mathbf{b}=\mathbf{J} \Delta \boldsymbol{\omega}, \mathbf{x}=\left(\Delta t_{1}, \ldots, \Delta t_{n}\right)$, and $\mathbf{A}=\left[a_{i j}\right]=\left[\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right]$. That is, $a_{i j}$ is the $i$ th-axis torque caused by the $j$ th jet firing with on-time $x_{j}$. It is assumed that $n>3$ and $\operatorname{rank}(\mathbf{A})=3$.

The translational equations of motion of a rigid spacecraft can be easily augmented to Eq. (7.160), resulting in an $m \times n$ torque/force distribution matrix A with $m \leq 6$ and $\operatorname{rank}(\mathbf{A})=m<n$. The optimal jet selection problem is then to determine, in a fuel-optimal manner, a proper set of jets for the commanded angular/translational rate change in each axis. In general, a set of three jets are needed for the independent three-axis attitude control.

Consider an optimal jet selection logic concept that utilizes a linear programming approach for the minimum fuel problem formulated as

$$
\begin{equation*}
\min _{x_{j}} \sum_{j=1}^{n} c_{j} x_{j}=\mathbf{c}^{T} \mathbf{x} \tag{7.161}
\end{equation*}
$$

where $c_{j}$ is the $j$ th jet flow rate, subject to the constraints

$$
\begin{gather*}
\mathbf{A x}=\mathbf{b}  \tag{7.162}\\
\mathbf{x} \geq 0 \tag{7.163}
\end{gather*}
$$

Several important definitions and theorems often encountered in a linear programming problem with an $m \times n$ constant matrix $\mathbf{A}$ are summarized as follows. ${ }^{57}$

## Definition 7.4

1) A feasible solution to the linear programming problem is a vector $\mathbf{x}=$ $\left(x_{1}, \ldots, x_{n}\right)$ that satisfies the constraints (7.162) and (7.163).
2) A basis matrix is an $m \times m$ nonsingular matrix formed from some $m$ columns of the constraint matrix $\mathbf{A}$.
3) A basic solution to the linear programming problem is the unique vector $\mathbf{x}$ determined by choosing a basis matrix, letting the $n-m$ variables associated with columns of $\mathbf{A}$ not in the basis matrix equal zero.
4) A basic feasible solution is a basic solution in which all variables have nonnegative values.
5) A nondegenerate basic feasible solution is a basic feasible solution with exactly $m$ positive $x_{j}$.
6) An optimal solution is a feasible solution that also minimizes the performance index (objective function) $J=\mathbf{c}^{T} \mathbf{x}$ in Eq. (7.161).

## Theorem 7.4

The objective function $J=\mathbf{c}^{T} \mathbf{x}$ assumes its minimum at an extreme point of the constraint set (7.162) and (7.163). If it assumes its minimum at more than one extreme point, then it takes on the same value at every point of the line segment joining any two optimal extreme points.

## Theorem 7.5

A vector $\mathbf{x}$ is an extreme point of the constraint set of a linear programming problem if and only if $\mathbf{x}$ is a basic feasible solution of the constraints (7.162) and (7.163).

These theorems imply that, in searching for an optimal solution, one needs only consider extreme points, i.e., only basic feasible solutions. An upper bound to the number of basic feasible solutions is given by

$$
\frac{n!}{(n-m)!m!}=\frac{n(n-1)(n-2) \cdots(n-m+1)}{m!}
$$

Consider an optimal jet selection problem of minimizing the objective function $J=\mathbf{c}^{T} \mathbf{x}$ with the constraint set (7.162) and (7.163). Although such an optimal jet selection problem has been studied previously in terms of an iterative linear programming approach, ${ }^{56.57}$ a new approach developed by Glandorf ${ }^{58}$ and Kubiak and Johnson ${ }^{59}$ appears to be more analytic and relatively concise. The algorithm developed in Refs. 58 and 59 is briefly described herein to introduce the reader to the essential feature of an optimal jet selection logic that can be executed recursively.

Let the constraint equation (7.162) be rewritten as

$$
\left[\begin{array}{ll}
\hat{\mathbf{A}} & \tilde{\mathbf{A}}
\end{array}\right]\left[\begin{array}{l}
\hat{\mathbf{x}}  \tag{7.164}\\
\tilde{\mathbf{x}}
\end{array}\right]=\mathbf{b}
$$

and the objective function as

$$
J=\left[\begin{array}{ll}
\hat{\mathbf{c}}^{T} & \tilde{\mathbf{c}}^{T}
\end{array}\right]\left[\begin{array}{l}
\hat{\mathbf{x}}  \tag{7.165}\\
\tilde{\mathbf{x}}
\end{array}\right]=\hat{\mathbf{c}}^{T} \hat{\mathbf{x}}+\tilde{\mathbf{c}}^{T} \tilde{\mathbf{x}}
$$

where $\hat{\mathbf{x}} \geq 0, \tilde{\mathbf{x}}=0$, and $\hat{\mathbf{A}}$ is a nonsingular $m \times m$ matrix. Then a basic feasible solution is simply obtained as

$$
\begin{equation*}
\hat{\mathbf{x}}=\hat{\mathbf{A}}^{-1} \mathbf{b} \tag{7.166}
\end{equation*}
$$

At this point, $\hat{\mathbf{A}}$ is not unique, and it represents a nonsingular $m \times m$ acceleration matrix corresponding to any combination of jets taken $m$ at a time as long as they are linearly independent. To determine which of these combinations of jets are potentially optimal, one can assume there is a more efficient solution by allowing alternate jets to be turned on for a differential time, dx . That is, let

$$
\begin{gathered}
\hat{\mathbf{x}}^{\prime}=\hat{\mathbf{x}}+\mathrm{d} \hat{\mathbf{x}} \\
\tilde{\mathbf{x}}^{\prime}=\tilde{\mathbf{x}}+\mathrm{d} \tilde{\mathbf{x}}=\mathrm{d} \tilde{\mathbf{x}} \geq 0 \\
J^{\prime}=J+\mathrm{d} J
\end{gathered}
$$

the constraint equation (7.162) then becomes

$$
\begin{equation*}
\hat{\mathbf{A}} d \hat{\mathbf{x}}+\tilde{\mathbf{A}} d \tilde{\mathbf{x}}=0 \quad \text { or } \quad d \hat{\mathbf{x}}=-\hat{\mathbf{A}}^{-1} \tilde{\mathbf{A}} d \tilde{\mathbf{x}} \tag{7.167}
\end{equation*}
$$

Using the objective function $J^{\prime}=J+\mathrm{d} J$, one can obtain

$$
\begin{equation*}
\mathrm{d} J=\hat{\mathbf{c}}^{T} \mathrm{~d} \hat{\mathbf{x}}+\tilde{\mathbf{c}}^{T} \mathrm{~d} \tilde{\mathbf{x}} \tag{7.168}
\end{equation*}
$$

Combining Eqs. (7.167) and (7.168), one can obtain the cost differential caused by dx̃ as

$$
\begin{align*}
\mathrm{d} J & =\hat{\mathbf{c}}^{T}\left[-\hat{\mathbf{A}}^{-1} \tilde{\mathbf{A}} \mathrm{~d} \tilde{\mathbf{x}}\right]+\tilde{\mathbf{c}}^{T} \mathrm{~d} \tilde{\mathbf{x}} \\
& =\left[\tilde{\mathbf{c}}^{T}-\hat{\mathbf{c}}^{T} \hat{\mathbf{A}}^{-1} \tilde{\mathbf{A}}\right] \mathrm{d} \tilde{\mathbf{x}} \tag{7.169}
\end{align*}
$$

Defining

$$
\boldsymbol{\lambda}^{T}=\hat{\mathbf{c}}^{T} \hat{\mathbf{A}}^{-1}
$$

where $\boldsymbol{\lambda}$ is called the optimality vector associated with $\hat{\mathbf{x}}$, and also defining $\tilde{\mathbf{a}}_{i}=$ the $i$ th column of $\overline{\mathbf{A}}$, i.e., $\tilde{\mathbf{a}}_{i}$ are the acceleration vectors for the jets not in the original selection, one can rewrite Eq. (7.169) as

$$
\begin{aligned}
\mathrm{d} J & =\tilde{\mathbf{c}}^{T} \mathrm{~d} \tilde{\mathbf{x}}-\boldsymbol{\lambda}^{T} \tilde{\mathbf{A}} \mathrm{~d} \tilde{\mathbf{x}} \\
& =\sum_{i=1}^{n-m} \tilde{c}_{i} \mathrm{~d} \tilde{x}_{i}-\sum_{i=1}^{n-m} \boldsymbol{\lambda}^{T} \overline{\mathbf{a}}_{i} \mathrm{~d} \tilde{x}_{i} \\
& =\sum_{i=1}^{n-m}\left[\tilde{c}_{i}-\lambda^{T} \tilde{\mathbf{a}}_{i}\right] \mathrm{d} \tilde{x}_{i}
\end{aligned}
$$

Assuming that all of the elements of $\mathbf{c}$ are unity without loss of generality, we obtain

$$
\begin{equation*}
\mathrm{d} J=\sum_{i=1}^{n-m}\left[1-\boldsymbol{\lambda}^{T} \tilde{\mathbf{a}}_{i}\right] \mathrm{d} \tilde{x}_{i} \tag{7.170}
\end{equation*}
$$

This equation is the key to determining whether the original selection of jets, i.e., $\hat{\mathbf{A}}$, is optimal or not. Therefore, if $\lambda^{T} \tilde{\mathbf{a}}_{i}>1$ for any jet not in the original selection, the original selection is not optimal and should be discarded. On the other hand, if $\lambda^{T} \tilde{\mathbf{a}}_{i} \leq 1$ for all of the jets not in the original selection, then the original selection is potentially optimal and should be saved. These remaining $k$ combinations or groups are referred to as candidate optimal groups (COGs) in Refs. 58 and 59.

The key properties of the optimality vector $\boldsymbol{\lambda}$ and COGs can be summarized as follows ${ }^{59}$ :

1) For each COG, $\boldsymbol{\lambda}$ is perpendicular to the hyperplane in $m$-dimensional space formed by the end points of the $m$ vectors $\left\{\hat{\mathbf{a}}_{1}, \ldots, \hat{\mathbf{a}}_{m}\right\}$ where $\hat{\mathbf{a}}_{i}$ is defined as the $i$ th column of $\hat{\mathbf{A}}$.
2) The tips of the $\hat{\mathbf{a}}_{i}$ for a given COG define a surface segment of a hyperplane and all other surfaces or vertices for other COGs lie at or below this surface (closer to the origin than the surface).
3) The optimal COG is the COG with a maximum dot product of $b$ and $\lambda$.
4) After finding the optimal COGs, the jet on times are computed as $\hat{\mathbf{x}}=\hat{\mathbf{A}}^{-1} \mathbf{b}$ and $\tilde{\mathbf{x}}=0$.

A more detailed description of the optimal jet select algorithm originally developed by Glandorf and Kubiak can be found in Refs. 58 and 59.

### 7.7 Pulse-Modulated Attitude Control

In the preceding section, the Space Shuttle on-orbit reaction control system was briefly described and the optimal jet selection problem of advanced space vehicles were introduced. The phase-plane logic described in the preceding section was used successfully for the Apollo and the Space Shuttle and may well continue as a basic architecture for future space vehicles. The phase-plane logic can have a great level of sophistication when implemented on a digital flight computer; however, it can be easily replaced by a simple Schmitt trigger for certain applications. In this section, conventional pulse modulation techniques, including the Schmitt trigger, as applied to the single-axis, on-off attitude control systems are described.

### 7.7.1 Introduction

Pulse modulation represents the common control logic behind most reactionjet control systems of various spacecraft. Unlike other actuators, such as reaction wheels or control moment gyros, thruster output consists of two values: on or off. Proportional thrusters, whose fuel valves open a distance proportional to the commanded thrust level, are not employed much in practice. Mechanical considerations prohibit proportional valve operation largely because of dirt particles that prevent complete closure for small valve openings; fuel leakage through the valves consequently produces opposing thruster firings. Pulse modulation techniques have been developed that fully open and close the fuel valves, while producing a nearly linear duty cycle. In general, pulse modulators produce a pulse command sequence to the thruster valves by adjusting the pulse width and/or pulse frequency.

Several commonly used, flight-proven pulse modulators are briefly described in this section. Static characteristics are summarized for each modulator. The pulse frequency of these modulators are usually fast compared to the spacecraft attitude


Fig. 7.10 Single-axis reaction control system.
control bandwidth, and the static characteristics are often used for the modulator design. We consider here a simplified single-axis reaction control system for a rigid spacecraft as illustrated in Fig. 7.10.

### 7.7.2 Schmitt Trigger

Strictly speaking, this device, which is often called a relay with deadband/hysteresis, shown in Fig. 7.11, is not a pulse modulator. The advantage of this device, as opposed to other pulse modulators, is its simplicity. A disadvantage of the Schmitt trigger is the dependence of its static characteristics on the spacecraft inertia.

If the pulse modulator in Fig. 7.10 is replaced by the Schmitt trigger, then the spacecraft dynamics can be described as

$$
\begin{equation*}
J \ddot{\theta}=T_{c} u \tag{7.171}
\end{equation*}
$$

where
$J=$ spacecraft inertia
$\theta=$ spacecraft attitude
$u=$ Schmitt trigger output ( 0 or $\pm 1$ )
$T_{c}=$ control torque level
and the input to the Schmitt trigger is determined by the linear switching logic $(1+\tau s)\left(\theta_{c}-\theta\right)$.


Fig. 7.11 Schmitt trigger.


Fig. 7.12 PWPF modulator.

The rigid-body limit cycling characteristics of this closed-loop system can be predicted, as follows:

$$
\begin{align*}
& \text { minimum pulse width }=\frac{J h}{\tau T_{c}}  \tag{7.172a}\\
& \text { limit cycle amplitude }=\frac{T_{c}\left(U_{\mathrm{on}}+U_{\mathrm{off}}\right)}{2}+\frac{J^{2} h^{2}}{8 \tau}  \tag{7.172b}\\
& \text { limit cycle period }=4 \tau\left(\frac{U_{\mathrm{on}}+U_{\mathrm{off}}}{h}+\frac{J h}{2 \tau^{2}}\right) \tag{7.172c}
\end{align*}
$$

where $h \equiv U_{\text {on }}-U_{\text {off }}$ and $\tau=$ the linear switching line slope.
Note that the minimum pulse width is a function of spacecraft parameters: the spacecraft inertia and thrust level. These parameters tend to change over time; as a result, the minimum pulse width will vary as well. Knowledge of the spacecraft properties is therefore required to estimate the thruster minimum pulse width.

### 7.7.3 Pulse-Width Pulse-Frequency Modulator

The pulse-width pulse-frequency (PWPF) modulator has been used in the control systems of such spacecraft as the Agena satellite, INTELSAT V, INSAT, and ARABSAT. The device, as illustrated in Fig. 7.12, mainly comprises two components: a first-order lag filter and a Schmitt trigger inside a feedback loop. With a constant input, the PWPF modulator drives the thruster valve with an on-off pulse sequence having a nearly linear duty cycle with the input amplitude. The duty cycle or modulation factor is defined as the average output of the modulator.

The static characteristics of the PWPF modulator for a constant input $E$ are summarized as follows for the thruster pulse width

$$
\begin{equation*}
T_{\mathrm{on}}=-T_{m} \ln \left\{\frac{(1-h) E_{d}-(E-1)}{E_{d}-(E-1)}\right\} \tag{7.173a}
\end{equation*}
$$

the thruster off time

$$
\begin{equation*}
T_{\text {off }}=-T_{m} \ln \left\{\frac{E_{d}-E}{(1-h) E_{d}-E}\right\} \tag{7.173b}
\end{equation*}
$$

the pulse frequency

$$
\begin{equation*}
f=1 /\left(T_{\text {on }}+T_{\text {off }}\right) \tag{7.173c}
\end{equation*}
$$

and the minimum pulse width

$$
\begin{equation*}
\Delta=-T_{m} \ln \left(1-\frac{h}{K_{m}}\right) \approx \frac{h T_{m}}{K_{m}} \tag{7.173d}
\end{equation*}
$$

where $E=$ constant input magnitude, $E_{d}=U_{\text {on }} / K_{m}=$ equivalent internal deadband, and $h=U_{\text {on }}-U_{\text {off. }}$. The duty cycle is given by $f T_{\text {on }}$ and it will be further discussed in Chapter 9.

In contrast to the Schmitt trigger, the static characteristics of the PWPF modulator are independent of the spacecraft inertia because of the feedback loop within the device. The presence of the filter and the feedback loop, however, inhibits linear analysis of the device's dynamic characteristics. The problem of designing a reaction jet control system employing the PWPF modulator will be further studied in Chapter 9.

### 7.7.4 Derived-Rate Modulator

The derived-rate and PWPF modulators are similar in format, as seen in Fig.7.13, except that the first-order filter now compensates the Schmitt trigger output in the feedback path. The device is used much in the same way that the PWPF modulator is used, except that the derived-rate modulator introduces phase lead into a system as opposed to the PWPF modulator, which is a phase-lag device.


Fig. 7.13 Derived-rate modulator.


Fig. 7.14 Pulse-width modulator.
The static characteristics are similar to the PWPF modulator for the thruster pulse width

$$
\begin{equation*}
T_{\mathrm{on}}=-T_{m} \ln \left\{1-\frac{h}{K_{m}-\left(E-U_{\mathrm{on}}\right)}\right\} \tag{7.174a}
\end{equation*}
$$

the thruster off time

$$
\begin{equation*}
T_{\mathrm{off}}=T_{m} \ln \left\{1+\frac{h}{E-U_{\mathrm{on}}}\right\} \tag{7.174b}
\end{equation*}
$$

the pulse frequency

$$
\begin{equation*}
f=\frac{1}{T_{\mathrm{on}}+T_{\mathrm{off}}} \tag{7.174c}
\end{equation*}
$$

and the minimum pulse width

$$
\begin{equation*}
\Delta \approx \frac{h T_{m}}{K_{m}} \tag{7.174d}
\end{equation*}
$$

where $E$ is the static input magnitude and the duty cycle is given by $f T_{\text {on }}$.
The derived-rate modulator is as difficult as the PWPF modulator to analyze in a limit cycling situation. In that case, the describing function method may be employed to characterize the modulator in terms of its gain and phase. This subject will be studied in detail in Chapter 9.

### 7.7.5 Pulse-Width Modulator

The pulse-width modulator (PWM) differs from the modulators discussed earlier in that it is essentially a discrete-time device; the PWPF and derived-rate modulators can be digitally implemented but are often analyzed as continuous-time systems.

The output of this particular device is not a thruster firing state as in the aforementioned devices; instead, the PWM output is thruster pulse width. A zero-order-hold $(\mathrm{ZOH})$ device transmits that signal to the thrusters. The value $d_{1}$ represents the
minimum pulse width of the system; this deadzone is directly proportional to the attitude deadband. The value $d_{2}$ represents the maximum pulse width of the RCS; it is equivalent to the microprocessor sampling period. As a result, the pulse frequency and the minimum pulse width of the modulator are fixed; a thruster firing command is given during every microprocessor sampling period even if the pulse is of zero width.

The delay in the feedback loop introduces damping to the system; maximum damping occurs when the feedback signal is smaller than the PWM input. If the input signal is not greater than the feedback signal, the modulator may limit the cycle itself. This criterion enables the designer to determine the feedback gain $K_{f}$. The feedforward gain $K_{d}$ is selected as result of the minimum pulse criterion.

For more details of pulse modulation techniques as applied to spacecraft attitude control systems design, the reader is referred to Chapter 9, or Refs. 60-64.
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Part 4
Structural Dynamics and Control

## Structural Dynamics

This chapter, which is based on Refs. 1-6, introduces physical concepts and mathematical tools that are useful for structural dynamic modeling and control of flexible spacecraft. Particular emphasis is placed on developing mathematical models of flexible structures for control analysis and design. Various generic models of flexible structures, which are simple enough to treat analytically, yet complicated enough to demonstrate the practicality of pole-zero modeling of structural dynamic systems, are treated in this chapter.

### 8.1 Introduction

Simple structural elements such as bars, beams, and plates are often treated as distributed parameter systems that are described by partial differential equations. Most spacecraft, including the INTELSAT V spacecraft shown in Fig. 8.1 and the International Space Station illustrated in Fig. 8.2, often consist of many lumped and beam- or trusslike subsystems with fairly complex interconnections. In practice, such complex structures are usually modeled as lumped parameter systems using finite element methods. In certain cases, distributed parameter modeling of beamand trusslike structures is more effective than conventional lumped- or discreteparameter modeling using finite element methods. Consequently, the modeling and control of hybrid or flexible multibody systems with complex interconnections of lumped and distributed parameter subsystems is of practical interest.

In this chapter, we consider generic models of flexible structures from the discrete-spectrum viewpoint of distributed parameter systems. The models are simple enough to treat analytically, yet complicated enough to demonstrate the practical usefulness of transcendental-transfer-function modeling for the purposes of control analysis and design. ${ }^{1-6}$ Transfer functions of the various generic models are derived analytically, and their pole-zero patterns are studied. The generic models to be studied in this chapter will also provide physical insights into the dynamics and control of more complex structures. Although controlling flexible structures using many actuators and sensors is of much current research interest, we focus on the fundamental issue of controlling a flexible spacecraft using a single pair of actuator and sensor in each axis.

### 8.2 Uniform Bars

In this section we consider a uniform free-free bar as a generic model of barlike structures with longitudinal vibrations. Basic concepts of modal analysis and modal truncation for distributed parameter systems are discussed using such a simple model. Transcendental transfer functions of a uniform free-free bar are derived, and the effects of actuator and sensor locations on the transfer function zeros are also discussed in this section.


Fig. 8.1 INTELSAT V spacecraft. (Courtesy of Ford Aerospace and Communications Corp., Palo Alto, CA.)

### 8.2.1 Modal Analysis

Consider a uniform free-free bar of length $\ell$ with a longitudinal control force $u(t)$ applied at the end $x=0$, as illustrated in Fig. 8.3. The equation of motion is given by the wave equation in dimensionless form

$$
\begin{equation*}
y^{\prime \prime}(x, t)-\ddot{y}(x, t)=0 \tag{8.1}
\end{equation*}
$$

where $y^{\prime \prime} \equiv \partial^{2} y / \partial x^{2}, \ddot{y} \equiv \partial^{2} y / \partial t^{2}, y(x, t)$ is the longitudinal displacement at the location $x$ and at time $t, x$ and $y$ are in units of $\ell$, time is in units of $\sqrt{\sigma \ell^{2} / E A}$, $E A$ denotes the axial stiffness, and $\sigma$ denotes the mass per unit length.

The boundary conditions are given by

$$
\begin{align*}
y^{\prime}(1, t) & =0  \tag{8.2a}\\
-y^{\prime}(0, t) & =u(t) \tag{8.2b}
\end{align*}
$$

where $u(t)$ is in units of $E A$.
Let the displacement $y(x, t)$ be expressed as

$$
\begin{equation*}
y(x, t)=\sum_{i=0}^{\infty} \phi_{i}(x) q_{i}(t) \tag{8.3}
\end{equation*}
$$

where $\phi_{i}(x)$ is the $i$ th normal mode shape and $q_{i}(t)$ is the $i$ th modal coordinate. Substituting Eq. (8.3) into Eq. (8.1) and using the boundary conditions (8.2), we


Fig. 8.2 International Space Station. (Courtesy of John Frassanito and Associates.)
obtain the modal equations

$$
\begin{equation*}
\ddot{q}_{i}(t)+\omega_{i}^{2} q_{i}(t)=f_{i}(t), \quad i=0, \ldots, \infty \tag{8.4}
\end{equation*}
$$

where $\omega_{i}$ is the $i$ th modal frequency in units of $\sqrt{\sigma \ell^{2} / E A}$ and $f_{i}(t)$ is the $i$ th generalized force in units of $E A$. We also have

$$
\begin{align*}
& \omega_{i}=i \pi, \\
& \phi_{i}(x)=\left\{\begin{array}{l}
1, \\
\sqrt{2} \cos i \pi x,
\end{array}\right.  \tag{8.5b}\\
& i=0, \ldots, \infty  \tag{8.5a}\\
& i=0 \\
& f_{i}(t)=\phi_{i}(0) u(t)= \begin{cases}u(t), & i=0 \\
\sqrt{2} u(t), & i=1, \ldots, \infty\end{cases} \tag{8.5c}
\end{align*}
$$

The transfer function from control force to structural displacement at the location $x$ can then be written as

$$
\begin{equation*}
\frac{y(x, s)}{u(s)}=\sum_{i=0}^{\infty} \frac{a_{i}(x)}{s^{2}+\omega_{i}^{2}}=\frac{a_{0}}{s^{2}}+\sum_{i=1}^{\infty} \frac{a_{i}(x)}{s^{2}+\omega_{i}^{2}} \tag{8.6}
\end{equation*}
$$



Fig. 8.3 Uniform free-free bar with longitudinal vibration.
where $a_{i}(x) \equiv \phi_{i}(0) \phi_{i}(x)$ is the residue of the $i$ th mode, $a_{0}=1$, and $u(s)$ and $y(x, s)$ are the Laplace transforms of $u(t)$ and $y(x, t)$, respectively. The first term in Eq. (8.6) is called the rigid-body mode.

Because all structures dissipate energy during elastic deformations, we introduce the modal damping ratio $\zeta_{i}$ so that Eq. (8.6) is modified to

$$
\begin{equation*}
\frac{y(x, s)}{u(s)}=\frac{a_{0}}{s^{2}}+\sum_{i=1}^{\infty} \frac{a_{i}(x)}{s^{2}+2 \zeta_{i} \omega_{i} s+\omega_{i}^{2}} \tag{8.7}
\end{equation*}
$$

The transfer functions (8.6) and (8.7) are said to be expressed as partial fraction expansion with exact poles and residues.

Controllability and observability. The residue $a_{i}$ of the $i$ th mode can be considered the product of the controllability coefficient $\mathcal{C}_{i}$ and the observability coefficient $\mathcal{O}_{i}$ such that

$$
\begin{equation*}
a_{i} \equiv \mathcal{C}_{i} \mathcal{O}_{i} \tag{8.8}
\end{equation*}
$$

If either coefficient is zero, then the $i$ th mode does not appear in the transfer function, which corresponds to the pole-zero cancellation in the transfer function expressed in product expansion.

For a uniform free-free bar with control force at the end $x=0$, we have

$$
\begin{align*}
& \mathcal{C}_{i}=\phi_{i}(0)= \begin{cases}1, & i=0 \\
\sqrt{2}, & i=1, \ldots, \infty\end{cases}  \tag{8.9a}\\
& \mathcal{O}_{i}=\phi_{i}(x)= \begin{cases}1, & i=0 \\
\sqrt{2} \cos i \pi x, & i=1, \ldots, \infty\end{cases} \tag{8.9b}
\end{align*}
$$

Thus, all of the vibration modes, plus the rigid-body mode, are controllable by the control force applied at the boundary. This is intuitively trivial because the boundary cannot be a nodal point of any mode shape. The rigid-body mode is always observable for any sensor location, but observability of a vibration mode depends on the sensor location. This is also obvious because, if the sensor is located at the nodal point of the $i$ th mode, we cannot observe the $i$ th mode with that sensor. (See Chapter 2 for the more rigorous definitions of controllability and observability of linear dynamic systems.)

Modal truncation. The transfer functions (8.6) and (8.7) include an infinite number of modes. In practice, they are truncated to a finite-dimensional model. One of the simplest methods of reducing the order of dynamic systems is modal
truncation. Modal truncation criteria can be obtained by considering the impulse response of Eq. (8.7) with zero initial conditions, given by

$$
\begin{equation*}
y(x, t)=a_{0} t+\sum_{i=1}^{\infty} \frac{a_{i}(x)}{\omega_{i} \sqrt{1-\zeta_{i}^{2}}} e^{-\zeta_{i} \omega_{i} t} \sin \sqrt{1-\zeta_{i}^{2}} \omega_{i} t \tag{8.10}
\end{equation*}
$$

The modal gain $g_{i}(x, t)$ of the $i$ th flexible mode at the location $x$ and time $t$ is defined as

$$
\begin{equation*}
g_{i}(x, t)=\frac{a_{i}(x)}{\omega_{i} \sqrt{1-\zeta_{i}^{2}}} e^{-\zeta_{i} \omega_{i} t} \tag{8.11}
\end{equation*}
$$

Note that the modal gain $g_{i}$ as defined here is, in fact, the amplitude of the $i$ th mode, and that it is inversely proportional to the modal frequency $\omega_{i}$. Also note that the exponential term in Eq. (8.11) determines the so-called slow and fast modes. Consequently, the high-frequency modes are often neglected in designing control logic for flexible structures if they have adequate natural damping. The residue $a_{i}$, however, is the most important factor to be considered in selecting the dominant modes for the given actuator and sensor locations. The residue $a_{i}$ might be zero or almost zero for a certain actuator and sensor location, which corresponds to the exact pole-zero cancellation or near pole-zero cancellation, respectively.

From the foregoing discussion, we can conclude that infinite-dimensional models can be well approximated by finite-dimensional models by neglecting modes with frequencies that are much higher than the control system bandwidth, as well as modes with small residues. This simplifies control design by eliminating the modes that are nearly uncontrollable and/or unobservable for the given actuator and sensor pair. Also, order reduction by modal truncation may be regarded as minimizing the mean square error between the exact and an approximate impulse response of the system.

Collocated actuator and sensor. If a displacement sensor is located at the end $x=0$, then Eq. (8.6) becomes

$$
\begin{equation*}
\frac{y(0, s)}{u(s)}=\frac{1}{s^{2}}+\sum_{i=1}^{\infty} \frac{2}{s^{2}+\omega_{i}^{2}} \tag{8.12}
\end{equation*}
$$

Note that all residues in Eq. (8.12) have the same sign. In general, if an actuator and a compatible output sensor are placed at the same location on an undamped elastic body, the resulting transfer function will have alternating poles and zeros on the imaginary axis. This can be proved by using the fact that the residues $a_{i}$ all have the same sign when the actuator and sensor are collocated. Thus, the transfer function represented by Eq. (8.12) will have alternating poles and zeros on the imaginary axis because all of the residues in Eq. (8.12) have the same sign.

A reduced-order model of Eq. (8.12) is obtained by simply taking a finite number of modes, as follows:

$$
\begin{equation*}
\frac{y(0, s)}{u(s)}=\frac{1}{s^{2}}+\sum_{i=1}^{N} \frac{2}{s^{2}+\omega_{i}^{2}} \tag{8.13}
\end{equation*}
$$

For $N=1$, we have

$$
\begin{equation*}
\frac{y(0, s)}{u(s)}=\frac{3\left[s^{2}+(1.813)^{2}\right]}{s^{2}\left(s^{2}+\omega_{1}^{2}\right)} \tag{8.14}
\end{equation*}
$$

For $N=2$, we obtain

$$
\begin{equation*}
\frac{y(0, s)}{u(s)}=\frac{5\left[s^{2}+(1.708)^{2}\right]\left[s^{2}+(5.166)^{2}\right]}{s^{2}\left(s^{2}+\omega_{1}^{2}\right)\left(s^{2}+\omega_{2}^{2}\right)} \tag{8.15}
\end{equation*}
$$

where $\omega_{1}=\pi$ and $\omega_{2}=2 \pi$. These transfer functions are finite dimensional, reduced-order models with exact residues of the model given by Eq. (8.6). The zeros are not identical to the exact zeros, which will be found later, and they depend on the number of modes retained. These approximate zeros are still on the imaginary axis, however, and they approach the exact zeros as the number of modes increases.

Separated actuator and sensor. When actuator and sensor are separated on flexible structures, there are no simple properties of the pole-zero patterns. To investigate the pole-zero patterns for the case of a separated actuator and sensor pair, consider a bar with actuator and sensor located at opposite ends ("boundary control and boundary observation").

If a displacement sensor is located at the right end $x=1$, Eq. (8.6) with a finite number of modes becomes

$$
\begin{equation*}
\frac{y(1, s)}{u(s)}=\frac{1}{s^{2}}+\sum_{i=1}^{N} \frac{2(-1)^{i}}{s^{2}+\omega_{i}^{2}} \tag{8.16}
\end{equation*}
$$

The residues in this transfer function do not have the same sign for all of the modes. Thus, the transfer function with a separated actuator and sensor pair does not have alternating poles and zeros along the imaginary axis. For example, when $N=1$, we have

$$
\begin{equation*}
\frac{y(1, s)}{u(s)}=\frac{-\left(s+\omega_{1}\right)\left(s-\omega_{1}\right)}{s^{2}\left(s^{2}+\omega_{1}^{2}\right)} \tag{8.17}
\end{equation*}
$$

which has real zeros. For $N=2$, we have

$$
\begin{equation*}
\frac{y(1, s)}{u(s)}=\frac{(s \pm 4.7123)^{2} \pm(0.2054)^{2}}{s^{2}\left(s^{2}+\omega_{1}^{2}\right)\left(s^{2}+\omega_{2}^{2}\right)} \tag{8.18}
\end{equation*}
$$

which has complex zeros. These transfer functions (8.17) and (8.18) have nonmini-mum-phase zeros (right-half $s$-plane zeros). It will be shown later that the transfer function $y(1, s) / u(s)$ with an infinite number of modes has no zeros (except at infinity). Thus, the zeros in Eq. (8.17) and Eq. (8.18) are clearly due to modal truncation.

### 8.2.2 Finite Element Models

One of the methods of determining the vibration modes of a flexible structure is the finite element method. It is the most practical method for analyzing complex
structures. The first step in the finite element modeling of an elastic structure is to divide it into several elements. Points where the elements are connected are called the "nodal" points. Unfortunately, the same terminology is also used in the discussion of mode shapes, but the difference is usually clear from the context. The displacements of these nodal points then become the generalized coordinates of the structure.
By evaluating the physical properties, such as stiffness and mass matrices, of the individual finite elements and combining them appropriately, we can find the equations of motion of the complete structure. The stiffness matrix of a single finite element can be derived by defining the so-called interpolation function and using the principle of virtual displacement.
The stiffness matrix of the complete structure can then be determined by adding the element stiffness coefficients, which is known as the direct stiffness method. Before the element stiffness coefficients are added, they must be expressed in global coordinates. The stiffness matrix of the complete structure is all that is needed for static analysis. For dynamic analysis the mass matrix of the structure must also be found. Two types of mass matrices are used in the finite element method: a lumped-mass matrix and a consistent-mass matrix.

Lumped-mass matrix. The simplest way of defining the mass properties of a finite element model is to lump the element masses at the nodal points. The lumpedmass matrix is then a diagonal matrix. For example, the equations of motion of a uniform free-free bar consisting of two finite elements, as shown in Fig. 8.4a,


Fig. 8.4 Finite element models of a uniform free-free bar with two elements.
is given by

$$
\frac{1}{4}\left[\begin{array}{lll}
1 & 0 & 0  \tag{8.19}\\
0 & 2 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
\ddot{y}_{1} \\
\ddot{y}_{2} \\
\ddot{y}_{3}
\end{array}\right]+2\left[\begin{array}{rrr}
1 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -1 & 1
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]=\left[\begin{array}{l}
u \\
0 \\
0
\end{array}\right]
$$

where $y_{1}, y_{2}$, and $y_{3}$ are the nodal displacements in units of $\ell, u$ is the control force in units of $E A$ applied at the left end, and time is in units of $\sqrt{\sigma \ell^{2} / E A}$.

Taking the Laplace transforms of Eq. (8.19), we obtain

$$
\left[\begin{array}{l}
y_{1}(s)  \tag{8.20}\\
y_{2}(s) \\
y_{3}(s)
\end{array}\right]=\frac{1}{\Delta(s)}\left[\begin{array}{c}
4\left[s^{2}+(1.530)^{2}\right]\left[s^{2}+(3.695)^{2}\right] \\
16\left[s^{2}+(2.828)^{2}\right] \\
128
\end{array}\right] u(s)
$$

where

$$
\Delta(s)=s^{2}\left[s^{2}+(2.828)^{2}\right]\left[s^{2}+(4.0)^{2}\right]
$$

The poles and zeros of these transfer functions are not the same as exact poles and zeros. Obviously, the accuracy increases as the number of elements increases. The exact pole-zero cancellation of the first mode in $y_{2}(s) / u(s)$ means that the first mode is unobservable with a sensor located at the middle of the bar.

Consistent-mass matrix. The consistent-mass matrix is found using the same interpolation functions that are used for evaluating the stiffness matrix of a finite element. It has an off-diagonal term leading to mass coupling, so that dynamic analysis with a consistent-mass matrix generally requires more computational time than with a lumped-mass matrix. However, a consistent-mass model produces more accurate natural frequencies and mode shapes than a lumped-mass model.

For example, the equations of motion of a uniform free-free bar consisting of two finite elements, as shown in Fig. 8.4b, is given by

$$
\frac{1}{12}\left[\begin{array}{lll}
2 & 1 & 0  \tag{8.21}\\
1 & 4 & 1 \\
0 & 1 & 2
\end{array}\right]\left[\begin{array}{l}
\ddot{y}_{1} \\
\ddot{y}_{2} \\
\ddot{y}_{3}
\end{array}\right]+2\left[\begin{array}{rrr}
1 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -1 & 1
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]=\left[\begin{array}{l}
u \\
0 \\
0
\end{array}\right]
$$

where $y_{1}, y_{2}$, and $y_{3}$ are the nodal displacements in units of $\ell, u$ is the control force in units of $E A$ applied at the left end, and time is in units of $\sqrt{\sigma \ell^{2} / E A}$.

Taking the Laplace transforms of Eq. (8.21), we obtain

$$
\left[\begin{array}{l}
y_{1}(s)  \tag{8.22}\\
y_{2}(s) \\
y_{3}(s)
\end{array}\right]=\frac{1}{\Delta(s)}\left[\begin{array}{c}
7\left[s^{2}+(1.611)^{2}\right]\left[s^{2}+(5.629)^{2}\right] \\
-2\left[s^{2}+(3.464)^{2}\right][s \pm 4.898] \\
(s \pm 4.898)^{2}
\end{array}\right] u(s)
$$

where

$$
\Delta(s)=s^{2}\left[s^{2}+(3.464)^{2}\right]\left[s^{2}+(6.928)^{2}\right]
$$

It is clear that the consistent-mass model produces more accurate poles than the lumped-mass model; however, the consistent-mass model produces a nonmini-mum-phase transfer function for the case of separated actuator and sensor. Such
approximate zeros come from minimizing the error between the exact and approximate impulse responses of the system.

For more details of the finite element method as applied to structural dynamics, the reader is referred to Refs. 7-10.

### 8.2.3 Transcendental Transfer Functions

In the preceding sections we have studied pole-zero patterns of reduced-order models by modal truncation or by the finite element method. For a simple structure such as the uniform bar, we can derive exact transcendental transfer functions with exact poles and zeros.

Taking the Laplace transforms of Eqs. (8.1) and (8.2), we obtain

$$
\begin{gather*}
y^{\prime \prime}(x, s)-s^{2} y(x, s)=0  \tag{8.23}\\
y^{\prime}(1, s)=0  \tag{8.24}\\
-y^{\prime}(0, s)=u(s) \tag{8.25}
\end{gather*}
$$

and we can find the transcendental transfer function as

$$
\begin{equation*}
\frac{y(x, s)}{u(s)}=\frac{\cosh s(1-x)}{s \sinh s} \tag{8.26}
\end{equation*}
$$

which can be expanded into infinite product form

$$
\begin{equation*}
\frac{y(x, s)}{u(s)}=\frac{1}{s^{2}} \prod_{i=1}^{\infty} \frac{\left(s / z_{i}\right)^{2}+1}{\left(s / \omega_{i}\right)^{2}+1} \tag{8.27}
\end{equation*}
$$

where

$$
\begin{gathered}
\omega_{i}=i \pi \\
z_{i}=\frac{i-0.5}{1-x} \pi, \quad(x \neq 1)
\end{gathered}
$$

Thus, when the actuator and sensor are collocated at the end $x=0$, the transfer function (8.27) has alternating poles $\omega_{i}=i \pi$ and zeros $z_{i}=(i-0.5) \pi$ along the imaginary axis. When the sensor is located at the middle of the bar $(x=0.5)$, all of the zeros $z_{i}=(2 i-1) \pi$ are canceled by poles; these poles correspond to the symmetric vibration modes, which are unobservable with a sensor at $x=0.5$. When the sensor is located at the opposite end $(x=1)$, there are no zeros in Eq. (8.27).

We can obtain reduced-order models with exact poles and zeros by truncating the infinite product expansion Eq. (8.27). Where to truncate depends on the bandwidth of the control system and on other factors such as near pole-zero cancellations and damping in the system. For control design purposes, it is not evident which finite-dimensional model (exact residues or exact zeros) is better. It is probably better to use the model with exact residues for low-gain control and the model with exact zeros for high-gain control because the closed-loop poles with high gain are close to the open-loop zeros.

When the actuator and sensor are collocated at $x=0$, Eq. (8.26) becomes

$$
\begin{equation*}
\frac{y(0, s)}{u(s)}=\frac{\cosh s}{s \sinh s} \tag{8.28}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\frac{y(0, s)}{u(s)}=\frac{e^{s}+e^{-s}}{s\left(e^{s}-e^{-s}\right)}=\frac{1}{s\left(1-e^{-2 s}\right)}+\frac{e^{-2 s}}{s\left(1-e^{-2 s}\right)} \tag{8.29}
\end{equation*}
$$

For the case of a sensor located at the right end $x=1$, we have

$$
\begin{equation*}
\frac{y(1, s)}{u(s)}=\frac{1}{s \sinh s} \tag{8.30}
\end{equation*}
$$

which becomes

$$
\begin{equation*}
\frac{y(1, s)}{u(s)}=\frac{2}{s\left(e^{s}-e^{-s}\right)}=\frac{2 e^{-s}}{s\left(1-e^{-2 s}\right)} \tag{8.31}
\end{equation*}
$$

## Problems

8.1. For a uniform free-free bar with both actuator and sensor collocated at $x=0$, sketch the exact impulse response $y(0, t)$ to a unit impulse control force, i.e., $u(s)=1$. Then compare the exact impulse response and the impulse responses of reduced-order models given by Eqs. (8.14) and (8.15).
8.2. For a uniform free-free bar with actuator and sensor located at opposite ends (actuator at $x=0$ and sensor at $x=1$ ), sketch the exact impulse response $y(1, t)$ to a unit impulse control force, i.e., $u(s)=1$. Then compare the exact impulse response and the impulse responses of reduced-order models given by Eqs. (8.17) and (8.18).

### 8.3 Uniform Beams

In this section we consider a uniform free-free beam as a generic model of a beamlike space structure with transverse bending vibrations. Simple beams have been often used as generic models of flexible launch vehicles in connection with preliminary control analysis and design.

We shall discuss the characteristics of beam vibrations in terms of transfer function poles and zeros. We shall review modal analysis of a uniform free-free beam and study the effects of actuator and sensor locations and modal truncation on transfer function zeros. Transfer functions from finite element models are also compared with transcendental transfer functions. In particular, nonminimum-phase characteristics of beamlike structures are discussed.

### 8.3.1 Modal Analysis

For a uniform free-free beam as shown in Fig. 8.5, the Bernoulli-Euler model, neglecting shear distortion and rotary inertia, is given in dimensionless form as

$$
\begin{equation*}
y^{\prime \prime \prime \prime \prime}(x, t)+\ddot{y}(x, t)=0 \tag{8.32}
\end{equation*}
$$



Fig. 8.5 Uniform free-free beam with transverse vibration.
where $y^{\prime \prime \prime \prime} \equiv \partial^{4} y / \partial x^{4} ; \ddot{y} \equiv \partial^{2} y / \partial t^{2} ; y(x, t)$ is the transverse displacement at the location $x$ and at time $t ; x$ and $y$ are in units of $\ell$; time is in units of $\sqrt{\sigma \ell^{4} / E I}$; and $E I, \sigma$, and $\ell$ denote the bending stiffness, the mass density per unit length, and the total length of the beam, respectively.

For the case with a control force at one end, e.g., a flexible rocket, the boundary conditions are given by

$$
\begin{gather*}
y^{\prime \prime}(0, t)=y^{\prime \prime}(1, t)=0  \tag{8.33a}\\
y^{\prime \prime \prime}(0, t)=u(t)  \tag{8.33b}\\
y^{\prime \prime \prime}(1, t)=0 \tag{8.33c}
\end{gather*}
$$

where $u(t)$ denotes transverse control force (in units of $E I / \ell^{2}$ ) applied at the left end $x=0$.

Let the displacement $y(x, t)$ be expressed as

$$
\begin{equation*}
y(x, t)=\sum_{i=0}^{\infty} \phi_{i}(x) q_{i}(t) \tag{8.34}
\end{equation*}
$$

where $\phi_{i}(x)$ is the $i$ th normal mode shape and $q_{i}(t)$ is the $i$ th modal coordinate. Substituting Eq. (8.34) into Eq. (8.32) and using the boundary conditions (8.33), we obtain the modal equations

$$
\begin{equation*}
\ddot{q}_{i}(t)+\omega_{i}^{2} q_{i}(t)=f_{i}(t), \quad i=0, \ldots, \infty \tag{8.35}
\end{equation*}
$$

where $\omega_{i}$ is the $i$ th modal frequency in units of $\sqrt{E I / \sigma \ell^{4}}$ and $f_{i}(t)$ is the $i$ th generalized force in units of $E I / \ell^{2}$. We also have

$$
\begin{gather*}
\omega_{i}^{2}=\lambda_{i}^{4}, \quad i=0, \ldots, \infty  \tag{8.36a}\\
\phi_{0}(x)=2-3 x  \tag{8.36b}\\
\phi_{i}(x)=\cos \lambda_{i} x+\cosh \lambda_{i} x-\frac{\cos \lambda_{i}-\cosh \lambda_{i}}{\sin \lambda_{i}-\sinh \lambda_{i}}\left(\sin \lambda_{i} x+\sinh \lambda_{i} x\right)  \tag{8.36c}\\
f_{i}(t)=\phi_{i}(0) u(t)=2 u(t), \quad i=0, \ldots, \infty \tag{8.36d}
\end{gather*}
$$

where $\lambda_{i}$ can be obtained from the characteristic equation

$$
\cos \lambda_{i} \cosh \lambda_{i}-1=0
$$

For example, we have $\lambda_{0}=0, \lambda_{1}=1.506 \pi$, and $\lambda_{2}=2.5 \pi$.

The transfer function from control force $u$ to structural displacement at the location $x$ can then be written as

$$
\begin{equation*}
\frac{y(x, s)}{u(s)}=\sum_{i=0}^{\infty} \frac{a_{i}(x)}{s^{2}+\omega_{i}^{2}}=\frac{a_{0}}{s^{2}}+\sum_{i=1}^{\infty} \frac{a_{i}(x)}{s^{2}+\omega_{i}^{2}} \tag{8.37}
\end{equation*}
$$

where $a_{0}=4 ; a_{i}(x) \equiv \phi_{i}(0) \phi_{i}(x)$ is the residue of the $i$ th mode; and $\omega_{0}=0$, $\omega_{1}=22.373, \omega_{2}=61.672$, and $\omega_{3}=120.903$, etc.

Because all structures dissipate energy during elastic deformations, we introduce the modal damping ratio $\zeta_{i}$ so that Eq. (8.37) is modified to

$$
\begin{equation*}
\frac{y(x, s)}{u(s)}=\frac{a_{0}}{s^{2}}+\sum_{i=1}^{\infty} \frac{a_{i}(x)}{s^{2}+2 \zeta_{i} \omega_{i} s+\omega_{i}^{2}} \tag{8.38}
\end{equation*}
$$

Controllability and observability. The residue $a_{i}$ of the $i$ th mode is the product of the controllability coefficient $\mathcal{C}_{i}$ and the observability coefficient $\mathcal{O}_{i}$ such that

$$
\begin{equation*}
a_{i} \equiv \mathcal{C}_{i} \mathcal{O}_{i} \tag{8.39}
\end{equation*}
$$

where

$$
\begin{array}{rll}
\mathcal{C}_{i} & =\phi_{i}(0)=2, & i \\
\mathcal{O}_{i} & =\left\{\begin{array}{ll}
2, & i
\end{array}=0, \infty\right.  \tag{8.40b}\\
\phi_{i}(x), & i & =1, \ldots, \infty
\end{array} ~ ل
$$

Hence, all of the vibration modes plus the rigid-body mode are controllable by the control force applied at one end. The rigid-body mode is always observable for any sensor location, but the observability of vibration modes depends on the sensor location. There are two rigid-body modes: a translational mode and a rotational mode. By using a single control force at one end, we can control only linear combination of the two rigid-body modes. Similarly, we can observe only a linear combination of those rigid-body modes by using a single sensor. Thus, strictly speaking, a beam with transverse vibration is not completely controllable and observable using a single control force and a single sensor. This is a special case of the repeated-eigenvalue problem encountered in controlling symmetric structures. At least two controls and two sensors are needed to control and observe these two rigid-body modes independently; however, all of the vibration modes are controllable and observable with single control force and single sensor at one end.

Collocated actuator and sensor. If a displacement sensor is located at the end $x=0$, then Eq. (8.37) becomes

$$
\begin{equation*}
\frac{y(0, s)}{u(s)}=\frac{4}{s^{2}}+\sum_{i=1}^{\infty} \frac{4}{s^{2}+\omega_{i}^{2}} \tag{8.41}
\end{equation*}
$$

It is seen that the residues are all equal for all of the modes. Consequently, Eq. (8.41) will have alternating poles and zeros on the imaginary axis. A reduced-order model of Eq. (8.41) can be obtained by simply taking a finite number of modes, as was
done for a uniform bar in the preceding section. A reduced-order model with exact residues will also have alternating poles and zeros on the imaginary axis. Hence, there are no serious modeling errors in the location of zeros for the case with a collocated actuator and sensor; this is not the case with a separated actuator and sensor.

Separated actuator and sensor. When actuator and sensor are separated on flexible structures, there are no simple properties of the pole-zero patterns. For the special case with a displacement sensor at the right end $x=1$, Eq. (8.37) becomes

$$
\begin{equation*}
\frac{y(1, s)}{u(s)}=\frac{2}{s^{2}}+\sum_{i=1}^{\infty} \frac{4(-1)^{i+1}}{s^{2}+\omega_{i}^{2}} \tag{8.42}
\end{equation*}
$$

The residues in this transfer function do not have the same sign for all of the modes. Thus, this transfer function will not have alternating poles and zeros along the imaginary axis.

A reduced-order model with exact residues is then obtained by taking a finite number of modes. For example, we have

$$
\begin{equation*}
\frac{y(1, s)}{u(s)}=\frac{-2\left(s+\omega_{1}\right)\left(s-\omega_{1}\right)}{s^{2}\left(s^{2}+\omega_{1}^{2}\right)} \tag{8.43}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{y(1, s)}{u(s)}=\frac{-2\left[(s \pm 35.572)^{2} \pm(10.698)^{2}\right]}{s^{2}\left(s^{2}+\omega_{1}^{2}\right)\left(s^{2}+\omega_{2}^{2}\right)} \tag{8.44}
\end{equation*}
$$

These transfer functions (8.43) and (8.44) have nonminimum-phase zeros. Clearly the zero locations depend on the number of modes chosen in modal truncation. It will be shown later that the exact transfer function $y(1, s) / u(s)$ with an infinite number of modes has right-half plane real zeros.

### 8.3.2 Finite Element Models

Before we derive an exact transfer function, consider here transfer functions obtained with finite element modeling. The equations of motion of a uniform freefree beam (see Fig. 8.6) using a one-element model with a consistent-mass matrix are given by

$$
\begin{align*}
& \frac{1}{420}\left[\begin{array}{rrrr}
156 & 54 & 22 & -13 \\
54 & 156 & 13 & -22 \\
22 & 13 & 4 & -3 \\
-13 & -22 & -3 & 4
\end{array}\right]\left[\begin{array}{l}
\ddot{y}_{1} \\
\ddot{y}_{2} \\
\ddot{y}_{3} \\
\ddot{y}_{4}
\end{array}\right] \\
& \quad+2\left[\begin{array}{rrrr}
6 & -6 & 3 & 3 \\
-6 & 6 & -3 & -3 \\
3 & -3 & 2 & 1 \\
3 & -3 & 1 & 2
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right]=\left[\begin{array}{l}
u \\
0 \\
0 \\
0
\end{array}\right] \tag{8.45}
\end{align*}
$$

where $y_{1}$ and $y_{2}$ are the nodal transverse displacements in units of $\ell, y_{3}$ and $y_{4}$ are the nodal bending slopes, $u$ is the control force in units of $E I / \ell^{2}$ applied at the left end, and time is units of $\sqrt{\sigma \ell^{4} / E I}$.


Fig. 8.6 Finite element model of a uniform free-free beam with one element.

Taking the Laplace transforms of Eq. (8.45), we obtain

$$
\begin{gather*}
\frac{y_{1}(s)}{u(s)}=\frac{16}{\Delta(s)}\left[s^{2}+(17.544)^{2}\right]\left[s^{2}+(70.087)^{2}\right]  \tag{8.46}\\
\frac{y_{2}(s)}{u(s)}=\frac{-4}{\Delta(s)}[s \pm 62.496][s \pm 27.825] \tag{8.47}
\end{gather*}
$$

where

$$
\Delta(s)=s^{2}\left[s^{2}+(26.832)^{2}\right]\left[s^{2}+(91.651)^{2}\right]
$$

The poles and zeros of these transfer functions are not the same as exact poles and zeros. Obviously, the accuracy increases as the number of element increases.

### 8.3.3 Transcendental Transfer Function

For a uniform free-free beam we can find the exact zeros by using a transcendental transfer function. Taking the Laplace transforms of Eqs. (8.32) and (8.33), we obtain

$$
\begin{equation*}
y^{\prime \prime \prime \prime}(x, s)-\lambda^{4} y(x, s)=0 \tag{8.48}
\end{equation*}
$$

where $\lambda^{4} \equiv-s^{2}$, the Laplace transform variable $s$ is in units of $\sqrt{E I / \sigma \ell^{4}}$, and

$$
\begin{gather*}
y^{\prime \prime}(0, s)=y^{\prime \prime}(1, s)=0  \tag{8.49a}\\
y^{\prime \prime \prime}(0, s)=u(s)  \tag{8.49b}\\
y^{\prime \prime \prime}(1, s)=0 \tag{8.49c}
\end{gather*}
$$

The solution of Eq. (8.48) is given by

$$
\begin{equation*}
y(x, s)=A_{1} \sin \lambda x+A_{2} \cos \lambda x+A_{3} \sinh \lambda x+A_{4} \cosh \lambda x \tag{8.50}
\end{equation*}
$$

Using the boundary conditions (8.49), we obtain the transcendental transfer function from the control force $u(s)$ to transverse displacement $y(x, s)$ at the location $x$, as follows:

$$
\begin{align*}
\frac{y(x, s)}{u(s)} & =\frac{1}{\Delta(s)}[(\sinh \lambda \cos \lambda-\cosh \lambda \cos \lambda)(\cosh \lambda x+\cos \lambda x) \\
& +\sinh \lambda \sin \lambda(\sinh \lambda x+\sin \lambda x)+(1-\cosh \lambda)(\sinh \lambda x-\sin \lambda x)] \tag{8.51}
\end{align*}
$$

where

$$
\Delta(s)=2 \lambda^{3}(1-\cos \lambda \cosh \lambda)
$$

Similarly, we can obtain the transfer function from control force $u(s)$ to slope $\theta(x, s) \equiv y^{\prime}(x, s)$ at the location $x$, as follows:

$$
\begin{align*}
& \frac{\theta(x, s)}{u(s)}=\frac{1}{\Delta(s)}[(\sinh \lambda \cos \lambda-\cosh \lambda \cos \lambda)(\sinh \lambda x+\sin \lambda x) \\
& \quad+\sinh \lambda \sin \lambda(\cosh \lambda x+\cos \lambda x)+(1-\cosh \lambda)(\cosh \lambda x-\cos \lambda x)] \tag{8.52}
\end{align*}
$$

In particular, for control and observation (measurement) at the ends of the beam, we have

$$
\begin{align*}
& \frac{y(0, s)}{u(s)}=\frac{\sinh \lambda \cos \lambda-\cosh \lambda \sin \lambda}{\lambda^{3}(1-\cos \lambda \cosh \lambda)}  \tag{8.53a}\\
& \frac{\theta(0, s)}{u(s)}=\frac{\sinh \lambda \sin \lambda}{\lambda^{2}(1-\cos \lambda \cosh \lambda)}  \tag{8.53b}\\
& \frac{y(1, s)}{u(s)}=\frac{\sinh \lambda-\sin \lambda}{\lambda^{3}(1-\cos \lambda \cosh \lambda)}  \tag{8.53c}\\
& \frac{\theta(1, s)}{u(s)}=\frac{\cosh \lambda-\cos \lambda}{\lambda^{2}(1-\cos \lambda \cosh \lambda)} \tag{8.53d}
\end{align*}
$$

These transfer functions may be expressed as infinite products:

$$
\begin{align*}
& \frac{y(0, s)}{u(s)}=\frac{-4}{\lambda^{4}} \prod_{i=1}^{\infty} \frac{1-\left(\lambda / \gamma_{i}\right)^{4}}{1-\left(\lambda / \beta_{i}\right)^{4}}  \tag{8.54a}\\
& \frac{\theta(0, s)}{u(s)}=\frac{6}{\lambda^{4}} \prod_{i=1}^{\infty} \frac{1-(\lambda / i \pi)^{4}}{1-\left(\lambda / \beta_{i}\right)^{4}}  \tag{8.54b}\\
& \frac{y(1, s)}{u(s)}=\frac{6}{\lambda^{4}} \prod_{i=1}^{\infty} \frac{1-\left(\lambda / \sqrt{2} \alpha_{i}\right)^{4}}{1-\left(\lambda / \beta_{i}\right)^{4}}  \tag{8.54c}\\
& \frac{\theta(1, s)}{u(s)}=\frac{6}{\lambda^{4}} \prod_{i=1}^{\infty} \frac{1-(\lambda / \sqrt{2} i \pi)^{4}}{1-\left(\lambda / \beta_{i}\right)^{4}} \tag{8.54d}
\end{align*}
$$

where $\tan \alpha_{i}=\tanh \alpha_{i} ; \cos \beta_{i} \cosh \beta_{i}=1 ; \cos \gamma_{i} \sinh \gamma_{i}=\sin \gamma_{i} \cosh \gamma_{i} ;$ and $\alpha_{i}$, $\beta_{i}$, and $\gamma_{i}$ are all positive real numbers.

Because $\lambda^{4} \equiv-s^{2}$ (see Fig. 8.7), the transfer functions $y(0, s) / u(s)$ and $\theta(0, s) /$ $u(s)$ have alternating poles and zeros on the imaginary axis of the $s$ plane. Their lowest poles and zeros are shown in Fig. 8.8. The transfer functions $y(1, s) / u(s)$ and $\theta(1, s) / u(s)$ have an infinite number of zeros on the real axis of the $s$ plane. Their lowest poles and zeros are shown in Fig. 8.9. Thus, the exact transfer function for a beam with separated actuator and sensor can be nonminimum phase with real zeros (no complex zeros), whereas the exact transfer function for a bar with separated actuator and sensor is minimum phase.



Fig. 8.7 Complex mapping between $s$ plane and $\lambda$ plane: $\lambda^{4}=-s^{2}$.

$\frac{y(0, s)}{u(s)}$

$\frac{\theta(0, s)}{u(s)}$

Fig. 8.8 Exact poles and zeros of $y(0, s) / u(s)$ and $\theta(0, s) / u(s)$.


Fig. 8.9 Exact poles and zeros of $y(1, s) / u(s)$ and $\theta(1, s) / u(s)$.

When the sensor is located at an arbitrary point (other than one of the boundaries), then, in general, the transfer function will have some sequence of nonalternating poles and zeros on the imaginary axis, along with zeros on the real axis. Also, some of the poles may be canceled by zeros, which means that those modes are unobservable by the sensor.

### 8.3.4 Physical Interpretation of Transfer Function Zeros

Transfer function poles are the natural frequencies of the structure with the actuator boundary condition equal to zero. Transfer function zeros are the eigenvalues of the structures with the sensor boundary condition equal to zero. For example, the numerator of $y(0, s) / u(s)$ in Eq. (8.53a) is the characteristic equation of a uniform beam with boundary conditions

$$
\begin{gather*}
y(0, t)=y^{\prime \prime}(0, t)=0  \tag{8.55a}\\
y^{\prime \prime}(1, t)=y^{\prime \prime \prime}(1, t)=0 \tag{8.55b}
\end{gather*}
$$

Thus, the zeros of $y(0, s) / u(s)$ are the natural frequencies of a uniform pinned-free beam. The numerator of $y(1, s) / u(s)$ in Eq. (8.53c) is the characteristic equation of a uniform beam with boundary conditions

$$
\begin{gather*}
y^{\prime \prime}(0, t)=0  \tag{8.56a}\\
y(1, t)=y^{\prime \prime}(1, t)=y^{\prime \prime \prime}(1, t)=0 \tag{8.56b}
\end{gather*}
$$

The preceding boundary conditions indicate that the sensor boundary condition is zero whereas the actuator boundary condition is not zero.

Using this simple concept, we can make direct calculations of the exact zeros of the transfer function for a uniform free-free beam. This concept can be extended to the direct calculation of accurate transfer function zeros of complicated structures using the finite element method.

### 8.3.5 Natural Damping Models

In our earlier discussions we ignored energy dissipation mechanisms during elastic deformation. Structural damping mechanisms are still poorly understood, and appear to be quite complicated. Thus, there are many empirical damping models proposed in the literature. Here we discuss several of these models as they relate to reduced-order beam vibration models.

The equation of motion of a uniform beam with several rate-dependent damping terms may be written in dimensionless form, as follows:

$$
\begin{equation*}
y^{\prime \prime \prime \prime}(x, t)+D_{1} \dot{y}^{\prime \prime \prime \prime}+D_{2} \dot{y}^{\prime \prime}+D_{3} \dot{y}^{\prime}+D_{4} \dot{y}+\ddot{y}=f(x, t) \tag{8.5}
\end{equation*}
$$

where $D_{1} \dot{y}^{\prime \prime \prime \prime}$ is called structural damping, $D_{2} \dot{y}^{\prime \prime}$ is called square-root damping, $D_{3} \dot{y}^{\prime}$ is called strain-rate damping, $D_{4} \dot{y}$ is called external viscous damping, and $f(x, t)$ represents external forces applied to the beam. All the damping coefficients are positive constants.

Structural damping. Structural damping can be motivated by assuming a viscous resistance to straining of the beam material, as follows:

$$
\begin{equation*}
\left(y^{\prime \prime}+D \dot{y}^{\prime \prime}\right)^{\prime \prime}+\ddot{y}=f(x, t) \tag{8.58}
\end{equation*}
$$

where $D \dot{y}^{\prime \prime}$ is a bending moment proportional to the normal strain rate.
The modal equations associated with Eq. (8.58) can be found as

$$
\begin{equation*}
\ddot{q}_{i}(t)+D \omega_{i}^{2} \dot{q}_{i}(t)+\omega_{i}^{2} q_{i}(t)=f_{i}(t), \quad i=0, \ldots, \infty \tag{8.59}
\end{equation*}
$$

which indicate that the modal damping ratio is proportional to the modal frequency. This implies that the energy dissipated per cycle of oscillation is proportional to the square of the amplitude and to the first power of excitation frequency. It has been experimentally observed, however, that the energy dissipated per cycle of oscillation is proportional to the square of the amplitude and independent of the frequency for a large variety of materials.

Equation (8.58) can be empirically modified to fit the experiment data (for nearly simple harmonic motion) as follows:

$$
\begin{equation*}
\left(y^{\prime \prime}+\frac{D}{\omega} \dot{y}^{\prime \prime}\right)^{\prime \prime}+\ddot{y}=F(x) e^{j \omega t} \tag{8.60}
\end{equation*}
$$

where $j \equiv \sqrt{-1}$ and $\omega$ is the excitation frequency. Then the modal equations can be written as

$$
\begin{equation*}
\ddot{q}_{i}(t)+D \omega_{i} \dot{q}_{i}(t)+\omega_{i}^{2} q_{i}(t)=f_{i} e^{j \omega t} \tag{8.61}
\end{equation*}
$$

which has the same damping ratio for each vibration mode. This type of damping mechanism is often called structural hysteric damping, wherein the higher frequency modes damp out more quickly than the lower frequency modes. It is this behavior that makes it possible to use truncated models for control design.

Equations (8.60) and (8.61) are often expressed as

$$
\begin{array}{r}
(1+j D) y^{\prime \prime \prime \prime}+\ddot{y}=F(x) e^{j \omega t} \\
\ddot{q}_{i}+(1+j D) \omega_{i}^{2} q_{i}=f_{i} e^{j \omega t} \tag{8.63}
\end{array}
$$

where $D$ is called the structural damping factor. These equations are also known as the "complex stiffness" model.

External viscous damping. This damping model represents an external viscous resistance to transverse displacement of the beam. The modal equations are then simply given by

$$
\begin{equation*}
\ddot{q}_{i}(t)+D \dot{q}_{i}(t)+\omega_{i}^{2} q_{i}(t)=f_{i}(t) \tag{8.64}
\end{equation*}
$$

which indicate the same damping coefficient for each mode, i.e., the same real part. This model is often used for the analysis of a damped beam; however, it should be noted that it does not represent an internal energy dissipation mechanism.

Strain-rate damping. One may interpret the strain-damping term $D \dot{y}^{\prime}$ as an external viscous resistance to the time rate of change of the slope (strainrate) of the beam. This term must be a transverse force per unit length, however, and it does not seem physically logical to have a force proportional to the time rate of change of the slope.

Square-root damping. This type of damping mechanism has often been used for analysis of flexible structures. Because the damping term is proportional to the square root of structural stiffness, we call this model square-root damping.

### 8.4 Rigid Body with Beamlike Appendages

In this section we consider a rigid body connected with uniform Bernoulli-Euler beams, as shown in Fig. 8.10, as a generic model of a spacecraft with symmetric flexible appendages. A planar single-axis rotation with small elastic deformation, but with possible large-angle rigid-body rotation, is considered.


Fig. 8.10 Rigid body with beamlike appendages.

### 8.4.1 Equations of Motion

In formulating the equations of motion of a flexible spacecraft with large rigidbody rotation, a "floating reference frame" is often employed. There are many different choices of a floating reference frame; however, we choose here a reference frame attached to the central rigid body as shown in Fig. 8.10.

From the theory of linear mechanical vibration, it is known that an orthogonality relationship exists between the rigid-body mode and the elastic vibration modes. Physically, such a relationship means zero net angular (or translational) momentum of the elastic modes. Such orthogonality relationship is mathematically identical to the constraints of the linearized Tisserand reference frame or Buckens frame. Without going into details of floating reference frames, we simply derive the exact equations of motion of the simple model with large rigid-body rotation using Hamilton's principle, which is one of the systematic ways of deriving the equation of motion of elastic bodies,

$$
\begin{equation*}
\delta \int_{t_{1}}^{t_{2}}(T-V) \mathrm{d} t+\int_{t_{1}}^{t_{2}} \delta W \mathrm{~d} t=0 \tag{8.65}
\end{equation*}
$$

where
$T=$ total kinetic energy
$V=$ potential energy
$W=$ work done by nonconservative forces
$\delta=$ variation taken during indicated time interval
For simplicity's sake we assume that the appendages are simple uniform beams (symmetric) and that the central rigid body has a spherical shape. Then, for the idealized model shown in Fig. 8.10, we have

$$
\begin{gather*}
T=\frac{1}{2} J \dot{\theta}^{2}+\int_{0}^{\ell} \sigma[(R+x) \dot{\theta}+\dot{\eta}]^{2} \mathrm{~d} x  \tag{8.66a}\\
V=\frac{1}{2} \int_{0}^{\ell} E I\left[\eta^{\prime \prime}(x, t)\right]^{2} \mathrm{~d} x  \tag{8.66b}\\
\delta W=u(t) \delta \theta \tag{8.66c}
\end{gather*}
$$

where $\theta(t)$ is the arbitrarily large rotational angle of the central rigid body with respect to an inertial reference frame, $\eta(x, t)$ is the small elastic deformation of
the appendages with respect to the reference frame attached to the central rigid body, $u(t)$ is the control torque applied to the central rigid body, $E I$ is the bending stiffness of the appendage, $\sigma$ is the mass density per unit length of the appendage, $\ell$ is the length of the single appendage, $J=2 M R^{2} / 5$ is the rotational inertia of the central spherical rigid body, and $R$ is the radius of the central rigid body.

Using Hamilton's principle, we obtain the rotational equation of motion, as follows:

$$
\begin{equation*}
\left[E I \eta^{\prime \prime}(x, t)\right]^{\prime \prime}+\sigma[(R+x) \ddot{\theta}(t)+\ddot{\eta}(x, t)]=0 \tag{8.67}
\end{equation*}
$$

and the boundary conditions are given by

$$
\begin{gather*}
J \ddot{\theta}(t)=u(t)-2 R E I \eta^{\prime \prime \prime}(0, t)+2 E I \eta^{\prime \prime}(0, t)  \tag{8.68a}\\
\eta(0, t)=\eta^{\prime}(0, t)=0  \tag{8.68b}\\
\eta^{\prime \prime}(\ell, t)=\eta^{\prime \prime \prime}(\ell, t)=0 \tag{8.68c}
\end{gather*}
$$

where the prime and dot denote partial differentiation with respect to $x$ and $t$, respectively.
Equation (8.67) has a variable coefficient, but if we define a new coordinate $y(x, t)$ as

$$
\begin{equation*}
y(x, t) \equiv(R+x) \theta(t)+\eta(x, t) \tag{8.69}
\end{equation*}
$$

then we have a simple uniform beam equation (with constant coefficient)

$$
\begin{equation*}
E l y^{\prime \prime \prime \prime}(x, t)+\sigma \ddot{y}(x, t)=0 \tag{8.70}
\end{equation*}
$$

and the boundary conditions in terms of the new coordinate $y(x, t)$ become

$$
\begin{gather*}
J \ddot{\theta}(t)=u(t)-2 R E I y^{\prime \prime \prime}(0, t)+2 E I y^{\prime \prime}(0, t)  \tag{8.71a}\\
\theta(t)=y^{\prime}(0, t)  \tag{8.71b}\\
y(0, t)=R y^{\prime}(0, t)  \tag{8.71c}\\
y^{\prime \prime}(\ell, t)=y^{\prime \prime \prime}(\ell, t)=0 \tag{8.71d}
\end{gather*}
$$

Note that Eq. (8.69) can also be expressed as

$$
\begin{equation*}
y(x, t)=(R+x) \theta(t)+\sum_{i=1}^{\infty} \phi_{i}(x) q_{i}(t) \tag{8.72}
\end{equation*}
$$

where $\phi_{i}(x)$ is called the $i$ th "cantilever" or "appendage" mode shape and $q_{i}(t)$ is the $i$ th appendage modal coordinate. In this expression $\theta(t)$ is not the rigid-body modal coordinate but the rotational angle of the central rigid body. The slope of the appendage mode shape $\phi_{i}(x)$ at $x=0$ is always zero for the cantilever modes.

### 8.4.2 Transcendental Transfer Function

Taking the Laplace transforms of Eqs. (8.70) and (8.71), we obtain the transcendental transfer function from control torque $u(s)$ to attitude angle $\theta(s)$ of the
central rigid body, as follows:

$$
\begin{equation*}
\frac{\theta(s)}{u(s)}=\frac{-(1+\cos \lambda \cosh \lambda)}{\Delta(s)} \tag{8.73}
\end{equation*}
$$

where

$$
\begin{aligned}
\Delta(s) & =2 \lambda\left[\left(1+P_{1} \lambda^{2}\right) \cosh \lambda \sin \lambda+\left(P_{1} \lambda^{2}-1\right) \sinh \lambda \cos \lambda\right. \\
& \left.+2 P_{1} \lambda \sinh \lambda \sin \lambda+\frac{2}{5} P_{1}^{2} P_{2} \lambda^{3}(1+\cos \lambda \cosh \lambda)\right]
\end{aligned}
$$

and $\lambda^{4} \equiv-s^{2}$, with $s$ in units of $\sqrt{E I / \sigma \ell^{4}}$ and $u(s)$ in units of $E I / \ell$. The dimensionless structural parameters $P_{1}$ and $P_{2}$ are defined as

$$
\begin{aligned}
& P_{1}=\frac{R}{\ell}=\frac{\text { radius of spherical central body }}{\text { length of single appendage }} \\
& P_{2}=\frac{M}{2 \sigma \ell}=\frac{\text { mass of central rigid body }}{\text { total mass of two appendages }}
\end{aligned}
$$

The vanishing of the numerator polynomial of Eq. (8.73) is identical to the characteristic equation of a cantilevered beam of length $\ell$. Thus, the zeros of the transfer function (8.73) are identical to the natural frequencies of a cantilevered beam of length $\ell$.

For the special case without the central body, Eq. (8.73) becomes

$$
\begin{equation*}
\frac{\theta(s)}{u(s)}=\frac{1+\cos \lambda \cosh \lambda}{2 \lambda(\sinh \lambda \cos \lambda-\cosh \lambda \sin \lambda)} \tag{8.74}
\end{equation*}
$$

which corresponds to the transfer function of a free-free beam of length $2 \ell$ with control torquer and rotational angle sensor at the center of the beam.

The pole-zero patterns of Eq. (8.73) for different values of $P_{1}$ and $P_{2}$ are shown in Fig. 8.11. As expected, the poles and zeros alternate along the imaginary axis,

$P_{1}=P_{2}=0$

$P_{1}=0.1$
$P_{2}=0.05$


$$
\begin{aligned}
& P_{1}=0.5 \\
& P_{2}=5
\end{aligned}
$$

Fig. 8.11 Exact poles and zeros of $\theta(s) / u(s)$ for different values of structural parameters $P_{1}$ and $P_{2}$.
and the pole-zero pairs of each vibration mode depend on the structural parameters $P_{1}$ and $P_{2}$. For a free-free beam without the central rigid body each pole has an associated zero of higher frequency than the pole, and the lowest zeros are very close to the origin. As we increase the inertia of the central rigid body, the poles become associated with a zero of lower frequency, and the vibration modes become nearly uncontrollable (undisturbable) and unobservable by the control torquer and the attitude angle sensor at the central rigid body.

### 8.5 Rigid/Flexible Frame with a Pretensioned Membrane

In this section we consider a simplified model of a membrane-type solar array. We shall treat a flexible frame as well as a rigid frame with a pretensioned membrane to study the effect of membrane tension on the pole-zero pairs of vibration modes.

### 8.5.1 Rigid Frame with a Pretensioned Membrane

Consider a simplified model of a rigid frame with a membrane-type solar array shown in Fig. 8.12. The solar array (or blanket) is pretensioned in one direction and may be described by the wave equation

$$
\begin{equation*}
z^{\prime \prime}(x, t)-(\rho / T) \ddot{z}(x, t)=0 \tag{8.75}
\end{equation*}
$$

where $z(x, t)$ is transverse displacement of the membrane, $\rho$ is mass density per unit area of the membrane, and $T$ is tension per unit length.

The boundary conditions for pure rotational motion are

$$
\begin{gather*}
z(\ell, t)=\ell \theta(t)  \tag{8.76a}\\
z(0, t)=0 \tag{8.76b}
\end{gather*}
$$

where $\theta(t)$ is the rotational angle of the rigid frame and $2 \ell$ is total length of the frame.


Fig. 8.12 Rigid frame with a pretensioned membrane.

The equation of motion of the rigid frame is

$$
\begin{equation*}
J \ddot{\theta}=2 a T\left[z^{\prime}(\ell, t)+\theta(t)\right] \ell+u(t) \tag{8.77}
\end{equation*}
$$

where $J$ is rotational inertia of the rigid frame, $u(t)$ is the control torque applied to the frame through the rigid shaft, and $a$ is width of the frame. The rotational inertia of the rigid shaft is omitted for simplicity.

Taking the Laplace transform of Eq. (8.75), we obtain

$$
\begin{equation*}
z^{\prime \prime}(x, s)+\lambda^{2} z(x, s)=0 \tag{8.78}
\end{equation*}
$$

where $\lambda^{2} \equiv-s^{2}$, with $s$ in units of $\sqrt{T / \rho \ell^{2}}$ and $z$ and $x$ in units of $\ell$. The solution of this Laplace transformed equation of motion is given by

$$
\begin{equation*}
z(x, s)=A_{1} \sin \lambda x+A_{2} \cos \lambda x \tag{8.79}
\end{equation*}
$$

Using the boundary conditions (8.76), we obtain

$$
\begin{equation*}
z(x, s)=\frac{\theta(s)}{\sin \lambda} \sin \lambda x \tag{8.80}
\end{equation*}
$$

Combining Eqs. (8.77) and (8.80), we obtain the transcendental transfer function from control torque $u(s)$ to rotational angle $\theta(s)$ as follows:

$$
\begin{equation*}
\frac{\theta(s)}{u(s)}=\frac{\sin \lambda}{a T \ell\left[(3 / 2) r \lambda^{2} \sin \lambda-2(\sin \lambda+\lambda \cos \lambda)\right]} \tag{8.81}
\end{equation*}
$$

where

$$
r=\frac{J}{\frac{2}{3} a \rho \ell^{3}}=\frac{\text { moment of inertia of rigid frame }}{\text { moment of inertia of solar blanket }}
$$

As $\lambda \rightarrow 0$, Eq. (8.81) becomes

$$
\begin{equation*}
\frac{\theta(s)}{u(s)}=\frac{1}{\left(J+\frac{2}{3} a \rho \ell^{3}\right) s^{2}} \tag{8.82}
\end{equation*}
$$

which is identical to the transfer function of a rigid frame with a rigid solar blanket.
The numerator of Eq. (8.81) is identical to the characteristic equation of a vibrating string of length $\ell$. The pole-zero patterns of Eq. (8.81) are shown in Fig. 8.13 for different values of inertia ratio $r$. As $r \rightarrow \infty$, we have near polezero cancellations of vibration modes, which means that the membrane vibration becomes negligible and the entire system behaves as a rigid body.

### 8.5.2 Flexible Frame with a Pretensioned Membrane

Consider a simple model of a flexible frame with a pretensioned membrane, as shown in Fig. 8.14. The equation of motion for the solar blanket is

$$
\begin{equation*}
z^{\prime \prime}(x, t)-(\rho / T) \ddot{z}(x, t)=0 \tag{8.83}
\end{equation*}
$$

with boundary conditions for pure rotational motion

$$
\begin{gather*}
z(0, t)=0  \tag{8.84a}\\
z(\ell, t)=y(\ell, t) \tag{8.84b}
\end{gather*}
$$



Fig. 8.13 Exact poles and zeros of $\theta(s) / u(s)$ for different values of $r$.
where $z(x, t)$ is the transverse displacement of solar blanket, $y(x, t)$ is the transverse displacement of the support boom, $\rho$ is mass density per unit area of the membrane, and $T$ is tension per unit length.

Because the support booms are compressed due to the tension in the solar blanket, they are described by the beam-column equation

$$
\begin{equation*}
E I y^{\prime \prime \prime \prime}(x, t)+(a T / 2) y^{\prime \prime}(x, t)+\sigma \ddot{y}(x, t)=0 \tag{8.85}
\end{equation*}
$$

with boundary conditions

$$
\begin{gather*}
4 E I y^{\prime \prime}(0, t)=u(t)  \tag{8.86a}\\
y(0, t)=y^{\prime \prime}(\ell, t)=0 \tag{8.86b}
\end{gather*}
$$



Fig. 8.14 Flexible frame with a pretensioned membrane.
where $E I$ is the bending stiffness of support booms, $\sigma$ is the mass per unit length of booms, and $u(t)$ is the control torque applied through the rigid shaft.

For the tip rigid bar, we have

$$
\begin{equation*}
m \ddot{y}(\ell, t)-2 E I y^{\prime \prime}(\ell, t)-a T y^{\prime}(\ell, t)+a T z^{\prime}(\ell, t)=0 \tag{8.87}
\end{equation*}
$$

where $m$ is mass of the tip rigid bar.
The dimensionless structural parameters $\bar{m}, \bar{\sigma}$, and $\bar{T}$ are defined as

$$
\begin{align*}
\bar{m} & =\frac{m}{a \rho \ell}=\frac{\text { mass of tip rigid bar }}{\text { mass of solar blanket (one side) }}  \tag{8.88a}\\
\bar{\sigma} & =\frac{2 \sigma \ell}{a \rho \ell}=\frac{\text { mass of support booms (one side) }}{\text { mass of solar blanket (one side) }}  \tag{8.88b}\\
\bar{T} & =\frac{a T \ell^{2}}{2 E I}=\pi^{2} \frac{\text { compressive load }(a T / 2)}{\text { buckling load }\left(E I / \pi^{2} \ell^{2}\right)} \tag{8.88c}
\end{align*}
$$

The Laplace transformed equations of motion can then be written in dimensionless form as follows.

Solar blanket:

$$
\begin{equation*}
z^{\prime \prime}(x, s)+\lambda^{2} z(x, s)=0 \tag{8.89}
\end{equation*}
$$

Beam column:

$$
\begin{equation*}
y^{\prime \prime \prime \prime}(x, s)+\bar{T} y^{\prime \prime}(x, s)-\bar{\sigma} \bar{T} \lambda^{2} y(x, s)=0 \tag{8.90}
\end{equation*}
$$

Tip rigid bar:

$$
\begin{equation*}
-\bar{m} \lambda^{2} y(1, s)-\bar{T}^{-1} y^{\prime \prime \prime}(1, s)-y^{\prime}(1, s)+z^{\prime}(1, s)=0 \tag{8.91}
\end{equation*}
$$

with the boundary conditions

$$
\begin{gather*}
z(0, s)=0  \tag{8.92}\\
z(1, s)=y(1, s)  \tag{8.93}\\
y(0, s)=0  \tag{8.94}\\
y^{\prime \prime}(1, s)=0  \tag{8.95}\\
4 y^{\prime \prime}(0, s)=u(s) \tag{8.96}
\end{gather*}
$$

where $\lambda^{2} \equiv-s^{2}$ with $s$ in units of $\sqrt{T / \rho \ell^{2}} ; x, y$, and $z$ are in units of $\ell$; and $u(s)$ is in units of $E I / \ell$.

The solution of Eq. (8.89) is given by

$$
\begin{equation*}
z(x, s)=A_{1} \sin \lambda x+A_{2} \cos \lambda x \tag{8.97}
\end{equation*}
$$

Substituting this into the boundary conditions (8.92) and (8.93), we obtain

$$
\begin{equation*}
z(x, s)=\frac{y(1, s)}{\sin \lambda} \sin \lambda x \tag{8.98}
\end{equation*}
$$

The solution of Eq. (8.90) is given by

$$
\begin{equation*}
y(x, s)=B_{1} \sinh \alpha x+B_{2} \cosh \alpha x+B_{3} \sin \beta x+B_{4} \cos \beta x \tag{8.99}
\end{equation*}
$$

where

$$
\begin{gathered}
\alpha=\sqrt{\frac{-\bar{T}+\sqrt{\bar{T}^{2}+4 \bar{\sigma} \tilde{T} \lambda^{2}}}{2}} \\
\beta=\sqrt{\frac{\bar{T}+\sqrt{\bar{T}^{2}+4 \bar{\sigma} \bar{T} \lambda^{2}}}{2}}
\end{gathered}
$$

Combining Eqs. (8.94) and (8.95), we have

$$
\begin{equation*}
B_{2}=-B_{4} \tag{8.100}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{1} \alpha^{2} \sinh \alpha+B_{2}\left(\alpha^{2} \cosh \alpha+\beta^{2} \cos \beta\right)-B_{3} \beta^{2} \sin \beta=0 \tag{8.101}
\end{equation*}
$$

From Eq. (8.91), we have

$$
\begin{align*}
0= & B_{1}\left[\left(-\bar{m} \lambda^{2}+\frac{\lambda \cos \lambda}{\sin \lambda}\right) \sinh \alpha-\bar{T}^{-1} \alpha^{3} \cosh \alpha-\alpha \cosh \alpha\right] \\
& +B_{2}\left[\left(-\bar{m} \lambda^{2}+\frac{\lambda \cos \lambda}{\sin \lambda}\right)(\cosh \alpha-\cos \beta)\right. \\
& \left.-\bar{T}^{-1}\left(\alpha^{3} \sinh \alpha-\beta^{3} \sin \beta\right)-(\alpha \sinh \alpha+\beta \sin \beta)\right] \\
& +B_{3}\left[\left(-\bar{m} \lambda^{2}+\frac{\lambda \cos \lambda}{\sin \lambda}\right) \sin \beta+\bar{T}^{-1} \beta^{3} \cos \beta-\beta \cos \beta\right] \tag{8.102}
\end{align*}
$$

From Eq. (8.96), we have

$$
\begin{equation*}
B_{2}=\frac{u(s)}{4\left(\alpha^{2}+\beta^{2}\right)} \tag{8.103}
\end{equation*}
$$

Using Eq. (8.103), we can combine Eqs. (8.101) and (8.102) as

$$
\left[\begin{array}{ll}
a_{11} & a_{12}  \tag{8.104}\\
a_{21} & a_{22}
\end{array}\right]\left[\begin{array}{l}
B_{1} \\
B_{3}
\end{array}\right]=\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right] u(s)
$$

where

$$
\begin{aligned}
& a_{11}=\alpha^{2}\left(\alpha^{2}+\beta^{2}\right) \sinh \alpha \\
& a_{12}=-\beta^{2}\left(\alpha^{2}+\beta^{2}\right) \sin \beta
\end{aligned}
$$

$$
a_{21}=\left(\alpha^{2}+\beta^{2}\right)\left[\left(-\bar{m} \lambda^{2} \sin \lambda+\lambda \cos \lambda\right) \sinh \alpha-\left(\bar{T}^{-1} \alpha^{3} \cosh \alpha-\alpha \cosh \alpha\right) \sin \lambda\right]
$$

$$
a_{22}=\left(\alpha^{2}+\beta^{2}\right)\left[\left(-\bar{m} \lambda^{2} \sin \lambda+\lambda \cos \lambda\right) \sin \beta+\left(\bar{T}^{-1} \beta^{3} \cos \beta-\beta \cos \beta\right) \sin \lambda\right]
$$

$$
b_{1}=-\frac{1}{4}\left(\alpha^{2} \cosh \alpha+\beta^{2} \cos \beta\right)
$$

$$
b_{2}=\frac{1}{4}\left[-\left(-\bar{m} \lambda^{2} \sin \lambda+\lambda \cos \lambda\right)(\cosh \alpha-\cos \beta)\right.
$$

$$
\left.+\vec{T}^{-1}\left(\alpha^{3} \sinh \alpha-\beta^{3} \sin \beta\right) \sin \lambda+(\alpha \sinh \alpha+\beta \sin \beta) \sin \lambda\right]
$$



Fig. 8.15 Exact poles and zeros of $\theta(s) / u(s)$ for different values of $\bar{T}(\bar{m}=\bar{\sigma}=0.2)$.

Finally the transcendental transfer function from control torque $u(s)$ to angle $\theta(s) \equiv y^{\prime}(0, s)$ can then be found as

$$
\begin{equation*}
\frac{\theta(s)}{u(s)}=\frac{\alpha\left(b_{1} a_{22}-b_{2} a_{12}\right)+\beta\left(b_{2} a_{11}-b_{1} a_{21}\right)}{a_{11} a_{22}-a_{12} a_{21}} \tag{8.105}
\end{equation*}
$$

The exact pole-zero patterns of Eq. (8.105) are shown in Fig. 8.15 for different values of $\bar{T}$. The nominal values are assumed as $\bar{m}=0.2, \bar{\sigma}=0.2$, and $\bar{T}=2.0$. The lowest poles and zeros approach the origin as $\bar{T} \rightarrow \pi^{2}$; i.e., $a T / 2 \rightarrow$ buckling load $\left(E I / \pi^{2} \ell^{2}\right)$. For the nominal value of $\bar{T}=2.0$, each pole has an associated zero of higher frequency than the pole with near cancellation. The lowest zeros are quite close to the origin. Thus the reduced-order models obtained from the product expansion of transcendental transfer function will have the same number of poles and zeros, whereas the reduced-order models obtained by modal analysis always have more poles than zeros. Most physical systems are "strictly proper" systems, which have more poles than zeros in the transfer functions; however, some dynamic systems, such as the generic examples considered in this chapter, behave as "proper" systems with direct transmission.

To further illustrate such a direct transmission property of a certain class of structural dynamic systems, consider again a two-mass-spring system. The equations of motion of this system are

$$
\begin{align*}
& m_{1} \ddot{x}_{1}+k\left(x_{1}-x_{2}\right)=u  \tag{8.106a}\\
& m_{2} \ddot{x}_{2}+k\left(x_{2}-x_{1}\right)=0 \tag{8.106b}
\end{align*}
$$

For the case of $m_{1} \ll m_{2}$, we obtain the transfer function from $u(s)$ to $x_{1}(s)$ as follows:

$$
\begin{equation*}
\frac{x_{1}(s)}{u(s)}=\frac{m_{2} s^{2}+k}{m_{2} k s^{2}}=\frac{1}{k}+\frac{1}{m_{2} s^{2}} \tag{8.107}
\end{equation*}
$$

which has the same number of poles and zeros and the direct transmission term $1 / k$. The zero of this transfer function is the natural frequency of the system when $x_{1}$ is constrained equal to zero. The pole-zero pattern of this transfer function is similar to the reduced-order transfer function of the flexible frame when we neglect all the near pole-zero cancellations as well as high-frequency poles and zeros. The flexible frame then behaves as the simple two-mass-spring system with $m_{1} \ll m_{2}$ for the low-frequency range.

### 8.6 Flexible Toroidal Structures

In this section we are concerned with the modeling of a flexible toroidal structure for attitude and structural control studies. We shall consider a two-dimensional model that can be analyzed somewhat easily and still be realistic. The models are simple enough to treat analytically, yet complicated enough to demonstrate the dynamic characteristics of future space structures with toroidal configurations. It will be shown that for such structures, the coupling between two elastic systems results in a transfer function expressed as a combination of an infinite product expansion and an infinite partial fraction expansion.

Because the coupling of bending and torsion is a basic property of the flexible toroid, we briefly discuss the attitude motion of a flexible toroid itself. We then consider the modeling of a flexible toroid, as well as a rigid toroid, with a pretensioned membrane in terms of the transfer functions. These models may be of academic interest without any practical relevance to future space structures, which will consist of many lumped and trusslike subsystems with fairly complex interconnections. It is, however, emphasized that these models will provide physical insights into the dynamic characteristics of complex space structures.

### 8.6.1 Flexible Toroid

Consider the modeling and control of the flexible toroid shown in Fig. 8.16. Roll attitude control could be obtained by two identical torquers, e.g., reaction wheels, located at points A and B. Pitch control could be obtained by two identical torquers located at points C and D . Obviously, pitch and roll controls are decoupled and are identical, so we consider only roll attitude control.

The equations of motion of a flexible inextensional toroid for out-of-plane vibration can be written as follows.


Fig. 8.16 Flexible toroid with bending-torsion coupling.

Toroid bending:

$$
\begin{equation*}
\frac{E I}{R^{3}}\left[\frac{1}{R} y^{\prime \prime \prime \prime}+\theta^{\prime \prime}\right]+\frac{G J}{R^{3}}\left[\theta^{\prime \prime}-\frac{1}{R} y^{\prime \prime}\right]+\sigma \ddot{y}=0 \tag{8.108}
\end{equation*}
$$

Toroid torsion:

$$
\begin{equation*}
\frac{G J}{R^{2}}\left[\theta^{\prime \prime}-\frac{1}{R} y^{\prime \prime}\right]-\frac{E I}{R^{2}}\left[\frac{1}{R} y^{\prime \prime}+\theta\right]-\bar{J} \ddot{\theta}=0 \tag{8.109}
\end{equation*}
$$

where

$$
()^{\prime} \equiv \frac{\partial()}{\partial \psi}, \quad() \equiv \frac{\partial()}{\partial t}
$$

and where
$y(\psi, t)=$ out-of-plane bending displacement
$\theta(\psi, t)=$ torsional displacement
$E I=$ uniform bending stiffness
$G J=$ uniform torsional stiffness
$\sigma=$ mass per unit length
$\vec{J}=$ polar moment of inertia per unit length
$R=$ radius of toroid
The boundary conditions for pure roll motion at $\psi=0$ and $\pi$ are

$$
\begin{gather*}
y(\psi, t)=0  \tag{8.110a}\\
\theta(\psi, t)=0  \tag{8.110b}\\
u(t)=\frac{4 E I}{R}\left[\frac{1}{R} y^{\prime \prime}(\psi, t)+\theta(\psi, t)\right] \tag{8.110c}
\end{gather*}
$$

where roll control torque $u(t)$ is defined as $u / 2=u_{1}=u_{2}$.
The transfer function from roll control torque to elastic deformations at various points on the flexible toroid can be obtained using the Laplace transform $(t \rightarrow s)$ and the finite sine transform ( $\psi \rightarrow n$ ) because of the periodicity in $\psi$. The finite sine transform is defined as

$$
\begin{align*}
& y(n, t)=\int_{0}^{\pi} y(\psi, t) \sin n \psi \mathrm{~d} \psi  \tag{8.111a}\\
& y(\psi, t)=\frac{2}{\pi} \sum_{n=1}^{\infty} y(n, t) \sin n \psi \tag{8.111b}
\end{align*}
$$

The transformed equations of motion with the boundary conditions incorporated can be written as

$$
\begin{align*}
{\left[n^{4}\right.} & \left.+\frac{G J}{E I} n^{2}+\frac{\sigma R^{4}}{E I} s^{2}\right] \frac{1}{R} y(n, s)-\left(1+\frac{G J}{E I}\right) n^{2} \theta(n, s) \\
& =\frac{n R}{4 E I}\left[(-1)^{n}-1\right] u(s) \tag{8.112}
\end{align*}
$$

and

$$
\begin{equation*}
\left(1+\frac{G J}{E I}\right) n^{2} \frac{1}{R} y(n, s)-\left(1+\frac{G J}{E I} n^{2}\right) \theta(n, s)=0 \tag{8.113}
\end{equation*}
$$

where the torsional inertia of the thin toroid is neglected.
Finally, the transfer functions from $u(s)$ to $y(n, s)$ and $\theta(n, s)$ can be found as

$$
\begin{align*}
& \frac{y(n, s)}{u(s)}=\frac{R^{2}}{E I} \frac{\left[1+(G J / E I) n^{2}\right] n / 2}{\Delta(n, s)}  \tag{8.114}\\
& \frac{\theta(n, s)}{u(s)}=\frac{R}{E I} \frac{[1+(G J / E I)] n^{3} / 2}{\Delta(n, s)} \tag{8.115}
\end{align*}
$$

where

$$
\Delta(n, s)=\left(1+\frac{G J}{E I}\right)^{2} n^{4}-\left(n^{4}+\frac{G J}{E I} n^{2}+\frac{\sigma R^{4}}{E I} s^{2}\right)\left(1+\frac{G J}{E I} n^{2}\right)
$$

By the definition of the finite sine transform, we have

$$
\begin{align*}
& \frac{y(\psi, s)}{u(s)}=\frac{2 R^{2}}{\pi E I} \sum_{n=1.3}^{\infty} \frac{\left[1+(G J / E I) n^{2}\right] n / 2}{\Delta(n, s)} \sin n \psi  \tag{8.116}\\
& \frac{\theta(\psi, s)}{u(s)}=\frac{2 R}{\pi E I} \sum_{n=1.3}^{\infty} \frac{[1+(G J / E I)] n^{3} / 2}{\Delta(n, s)} \sin n \psi \tag{8.117}
\end{align*}
$$

The transfer function from roll control torque $u(s)$ to roll angle $\phi(s) \equiv-y^{\prime}$ $(0, s) / R$ can be written as

$$
\begin{equation*}
\frac{\phi(s)}{u(s)}=\frac{1}{J} \sum_{n=1,3}^{\infty} \frac{n^{2}}{s^{2}+\omega_{n}^{2}} \tag{8.118}
\end{equation*}
$$

where $J \equiv \sigma \pi R^{3}$ is roll moment of inertia of the rigid toroid. The natural frequencies $\omega_{n}$ are defined as

$$
\begin{equation*}
\omega_{n}=\left[n^{4}+\frac{G J}{E I} n^{2}-\frac{(1+G J / E I)^{2} n^{4}}{1+(G J / E I) n^{2}}\right]^{\frac{1}{2}} \tag{8.119}
\end{equation*}
$$

where $\omega_{1}=0$ represents the rigid-body mode.
It can be seen that the residues or modal gains in Eq. (8.118) have the same sign. Thus, Eq. (8.118) will have alternating poles and zeros along the imaginary axis, which is a direct consequence of collocated actuator and sensor. For this case, attitude stabilization can be simply achieved using angle and rate feedback or attitude angle feedback with lead compensation.

### 8.6.2 Rigid Toroid with a Pretensioned Membrane

A simple model for roll attitude control of a rigid toroid with a pretensioned membrane is shown in Fig. 8.17. This can be considered as an approximate model


Fig. 8.17 Rigid toroid with a pretensioned membrane.
for a space reflector (mirror) with a reflector surface stretched across a rigid toroidal frame.

The equation of motion for a circular membrane in polar coordinates $(r, \psi)$ is

$$
\begin{equation*}
z_{r r}+(1 / r) z_{r}+\left(1 / r^{2}\right) z_{\psi \psi}-\left(1 / c^{2}\right) \ddot{z}(r, \psi, t)=0 \tag{8.120}
\end{equation*}
$$

where ()$_{r} \equiv \partial() / \partial r,()_{\psi} \equiv \partial() / \partial \psi, z(r, \psi, t)$ is the transverse displacement of the uniform membrane, $c \equiv \sqrt{T / \rho}, T$ is the tension per unit length, and $\rho$ is the mass per unit area of the membrane.

The boundary conditions for pure roll motion are

$$
\begin{gather*}
z(r, 0, t)=0  \tag{8.121}\\
z(r, \psi, t)=-(R \sin \psi) \phi(t)  \tag{8.122}\\
z_{\psi}(r, \pi / 2, t)=0  \tag{8.123}\\
u(t)=J \ddot{\phi}-4 \int_{0}^{\pi / 2} T R\left[z_{r}(r, \psi, t)+\phi \sin \psi\right] R \sin \psi \mathrm{~d} \psi \tag{8.124}
\end{gather*}
$$

where $u(t)$ is roll control torque applied to the rigid toroid ( $u / 2=u_{1}=u_{2}$ ), $\phi(t)$ is roll attitude angle of the rigid toroid, and $J=\sigma \pi R^{3}$ is moment of inertia of the rigid toroid.

For a steady-state sinusoidal input, let

$$
\begin{align*}
& u(t)=u(\omega) \sin \omega t  \tag{8.125a}\\
& \phi(t)=\phi(\omega) \sin \omega t \tag{8.125b}
\end{align*}
$$

Using the boundary conditions (8.121) and (8.123), we obtain

$$
\begin{equation*}
z(r, \psi, t)=z(r, \omega) \sin \psi \sin \omega t \tag{8.126}
\end{equation*}
$$

Substituting Eq. (8.126) into Eq. (8.120), we obtain

$$
\begin{equation*}
z_{r r}+\frac{1}{r} z_{r}+\left(\frac{\omega^{2}}{c^{2}}-\frac{1}{r^{2}}\right) z(r, \omega)=0 \tag{8.127}
\end{equation*}
$$

The solution of Eq. (8.127) is given by

$$
\begin{equation*}
z(r, \omega)=A J_{1}\left(\frac{\omega r}{c}\right)+B Y_{1}\left(\frac{\omega r}{c}\right) \tag{8.128}
\end{equation*}
$$

where $J_{1}(\omega r / c)$ denotes the Bessel function of the first kind of order one and $Y_{1}(\omega r / c)$ denotes the Bessel function of the second kind of order one.

Because $z(0, \omega)$ is finite, we have $B=0$. From the boundary condition (8.121), we have

$$
\begin{equation*}
z(r, \omega)=-R \phi(\omega) \frac{J_{1}(\omega r / c)}{J_{1}(R / c)} \tag{8.129}
\end{equation*}
$$

Substituting Eq. (8.129) into Eq. (8.124), we obtain the transfer function from roll control torque $u(s)$ to roll attitude angle $\phi(s)$ as follows:

$$
\begin{equation*}
\frac{\phi(s)}{u(s)}=\frac{J_{1}(\lambda)}{-\pi T R^{2}\left[\mu \lambda^{2} J_{1}(\lambda) / 4+J_{1}(\lambda)-\lambda J_{1}^{\prime}(\lambda)\right]} \tag{8.130}
\end{equation*}
$$

where

$$
\begin{gathered}
s=j \omega=j \frac{c}{R} \lambda \\
\mu=\frac{J}{\pi \rho R^{4} / 4}=\frac{\text { moment of inertia of rigid toroid }}{\text { moment of inertia of rigid membrane }} \\
J_{1}^{\prime}(\lambda)=\frac{\mathrm{d} J_{1}(\lambda)}{\mathrm{d} \lambda}
\end{gathered}
$$

As $\lambda \rightarrow 0$, Eq. (8.130) becomes

$$
\begin{equation*}
\frac{\phi(s)}{u(s)}=\frac{1}{\left[J+\pi \rho R^{4} / 4\right] s^{2}} \tag{8.131}
\end{equation*}
$$

which is the transfer function of the rigid toroid with rigid membrane.
Pole-zero patterns for different values of $\mu$ are shown in Fig. 8.18. As $\lambda \rightarrow \infty$, we have near pole-zero cancellations of all the vibration modes that correspond to the case of a rigid toroid with negligible effects of membrane vibration.

The numerator of Eq. (8.130) is identical to the characteristic equation of a circular membrane with a fixed boundary and nodal line at the roll control axis. Thus, the zeros in Eq. (8.130) are independent of $\mu$.

### 8.6.3 Flexible Toroid with Pretensioned Membrane

In this section we derive the equations of motion of the flexible toroid with a pretensioned membrane. The tension for out-of-plane buckling of the toroid and membrane will also be determined. Finally, the roll transfer function will be derived for the case of a collocated actuator and sensor.

Equations of motion. Consider a flexible toroid with a pretensioned membrane as shown in Fig. 8.19.


Fig. 8.18 Exact poles and zeros of a rigid toroid with a pretensioned membrane.

The membrane equation is the same as Eq. (8.120),

$$
z_{r r}+(1 / r) z_{r}+\left(1 / r^{2}\right) z_{\psi \psi}-\left(1 / c^{2}\right) \ddot{z}(r, \psi, t)=0
$$

The equations of motion of a flexible inextensional toroid with a pretensioned membrane for out-of-plane vibration can be found as follows.

Toroid bending:

$$
\begin{equation*}
\frac{E I}{R^{3}}\left[\frac{1}{R} y^{\prime \prime \prime \prime}+\theta^{\prime \prime}\right]+\frac{G J}{R^{3}}\left[\theta^{\prime \prime}-\frac{1}{R} y^{\prime \prime}\right]+\frac{T}{R} y^{\prime \prime}+\sigma \ddot{y}=-T z_{r}(R, \psi, t) \tag{8.132}
\end{equation*}
$$

Toroid torsion:

$$
\begin{equation*}
\frac{G J}{R^{2}}\left[\theta^{\prime \prime}-\frac{1}{R} y^{\prime \prime}\right]-\frac{E I}{R^{2}}\left[\frac{1}{R} y^{\prime \prime}+\theta\right]-a T \theta-\bar{J} \ddot{\theta}=-a T z_{r}(R, \psi, t) \tag{8.133}
\end{equation*}
$$

where $2 a$ is thickness of the toroid and other variables have been defined in the preceding sections.


Fig. 8.19 Flexible toroid with a pretensioned membrane.

The boundary conditions for pure roll motion are

$$
\begin{gather*}
z(r, 0, t)=z^{\prime}(r, \pi / 2, t)=0  \tag{8.134a}\\
y(0, t)=y^{\prime}(\pi / 2, t)=0  \tag{8.134b}\\
\theta(0, t)=\theta^{\prime}(\pi / 2, t)=0  \tag{8.134c}\\
z(R, \psi, t)=y(\psi, t)-a \theta(\psi, t)  \tag{8.134d}\\
u(t)=\frac{4 E I}{R}\left[\frac{1}{R} y^{\prime \prime}(0, t)\right] \tag{8.134e}
\end{gather*}
$$

where $u(t)$ is the roll control torque defined as $u / 2=u_{1}=u_{2}$.
The equations of motion in dimensionless form can be written as follows.
Toroid bending:

$$
\begin{equation*}
y^{\prime \prime \prime \prime}+\theta^{\prime \prime}+k_{1}\left[\theta^{\prime \prime}-y^{\prime \prime}\right]+k_{2} y^{\prime \prime}+\ddot{y}=-k_{2} z_{r}(1, \psi, t) \tag{8.135}
\end{equation*}
$$

Toroid torsion:

$$
\begin{equation*}
k_{1}\left[\theta^{\prime \prime}-y^{\prime \prime}\right]-\left[y^{\prime \prime}+\theta\right]-k_{2} k_{5} \theta-k_{4} \ddot{\theta}=-k_{2} k_{5} z_{r}(1, \psi, t) \tag{8.136}
\end{equation*}
$$

Membrane:

$$
\begin{equation*}
z_{r r}+\frac{1}{r} z_{r}+\frac{1}{r^{2}} z^{\prime \prime}-\frac{k_{3}}{k_{2}} \ddot{z}=0 \tag{8.137}
\end{equation*}
$$

where

$$
k_{1}=\frac{G J}{E I}, \quad k_{2}=\frac{T R^{3}}{E I}, \quad k_{3}=\frac{\rho R}{\sigma}, \quad k_{4}=\frac{\bar{J}}{\sigma R^{2}}, \quad k_{5}=\frac{a}{R}
$$

$y, z$, and $r$ are in units of $R$, and time in units of $\sqrt{\sigma R^{4} / E I}$.
The boundary conditions in dimensionless forms are

$$
\begin{gather*}
z(r, 0, t)=z^{\prime}(r, \pi / 2, t)=0  \tag{8.138a}\\
y(0, t)=y^{\prime}(\pi / 2, t)=0  \tag{8.138b}\\
\theta(0, t)=\theta^{\prime}(\pi / 2, t)=0  \tag{8.138c}\\
z(1, \psi, t)=y(\psi, t)-k_{5} \theta(\psi, t)  \tag{8.138d}\\
u(t)=4 y^{\prime \prime}(0, t) \tag{8.138e}
\end{gather*}
$$

where $u(t)$ is in units of $E I / R$.
The equations of motion for a thin toroid ( $k_{4} \ll 1$ and $k_{5} \ll 1$ ) are as follows.
Toroid bending:

$$
\begin{equation*}
y^{\prime \prime \prime \prime}+\left(k_{2}-k_{1}\right) y^{\prime \prime}+\left(1+k_{1}\right) \theta^{\prime \prime}+\ddot{y}=-k_{2} z_{r}(1, \psi, t) \tag{8.139}
\end{equation*}
$$

Toroid torsion:

$$
\begin{equation*}
-\left(1+k_{1}\right) y^{\prime \prime}+k_{1} \theta^{\prime \prime}-\theta=0 \tag{8.140}
\end{equation*}
$$

The membrane equation is the same as Eq. (8.137), and the boundary conditions are the same as Eq. (8.138) except that

$$
\begin{equation*}
z(1, \psi, t)=y(\psi, t) \tag{8.141}
\end{equation*}
$$

Static buckling analysis. The critical tension (static buckling load) can be determined assuming the buckled shape as

$$
\begin{align*}
y(\psi) & =A \sin 2 \psi  \tag{8.142a}\\
\theta(\psi) & =B \sin 2 \psi  \tag{8.142b}\\
z(r, \psi) & =z(r) \sin 2 \psi \tag{8.142c}
\end{align*}
$$

Substituting Eqs. (8.142) into the static membrane equation, we find

$$
\begin{equation*}
z(r)=A r^{2} \tag{8.143}
\end{equation*}
$$

which represents parabolic deflection of the membrane when the toroid buckles. Using Eqs. (8.142) and (8.143), and from the toroid bending and torsion equations of a thin toroid (static case), we can obtain the condition for the static out-of-plane buckling as

$$
\begin{equation*}
k_{2}=18 k_{1} /\left(4 k_{1}+1\right) \tag{8.144}
\end{equation*}
$$

Because $k_{1}=G J / E I$ and $k_{2}=T R^{3} / E I$, the critical tension is expressed as

$$
\begin{equation*}
T_{c}=\frac{3 E I}{R^{3}} \frac{6}{4+E l / G J} \tag{8.145}
\end{equation*}
$$

It is interesting to compare this result to other known values of critical loads for the different external loading conditions: 1) flexible ring (toroid) with externally applied constant uniform pressure (always in the same direction) and 2) flexible ring with externally applied load (uniformly distributed), which always points to the center of the ring.

For case 1, Eqs. (8.139) and (8.140) can be modified to

$$
\begin{gather*}
y^{\prime \prime \prime \prime}+\left(k_{2}-k_{1}\right) y^{\prime \prime}+\left(1+k_{1}\right) \theta^{\prime \prime}=0  \tag{8.146a}\\
-\left(1+k_{1}\right) y^{\prime \prime}+k_{1} \theta^{\prime \prime}-\theta=0 \tag{8.146b}
\end{gather*}
$$

where there is no transverse component of external pressure in this case. By assuming the buckled shape, $y=A \sin 2 \psi$ and $\theta=B \sin 2 \psi$, we obtain the following critical value of external pressure:

$$
\begin{equation*}
T_{c}=\frac{3 E I}{R^{3}} \frac{3}{4+E I / G J} \tag{8.147}
\end{equation*}
$$

which is exactly the same as the critical pressure obtained by Timoshenko and Gere ${ }^{11}$ in 1923.

For case 2, Eqs. (8.139) and (8.140) can be modified to

$$
\begin{align*}
& y^{\prime \prime \prime \prime}+\left(k_{2}-k_{1}\right) y^{\prime \prime}+\left(1+k_{1}\right) \theta^{\prime \prime}=-k_{2} y  \tag{8.148a}\\
&-\left(1+k_{1}\right) y^{\prime \prime}+k_{1} \theta^{\prime \prime}-\theta=0 \tag{8.148b}
\end{align*}
$$

Similarly, we obtain the critical load for this case as follows:

$$
\begin{equation*}
T_{c}=\frac{3 E I}{R^{3}} \frac{4}{4+E I / G J} \tag{8.149}
\end{equation*}
$$

which is identical to the critical load obtained by Hencky (see Ref. 11) in 1921.
Transfer functions. The transfer functions from roll control torque to structural displacements, at various points on the flexible thin toroid with a pretensioned membrane, can be obtained by taking the Fourier transform $(t \rightarrow \omega)$ and the finite sine transform ( $\psi \rightarrow n$ ) of the coupled partial differential equations and the boundary conditions. ${ }^{12}$

The transformed equation of motion of the membrane becomes

$$
\begin{equation*}
z_{r r}+\frac{1}{r} z_{r}+\left[-\frac{n^{2}}{r^{2}}+\frac{k_{3}}{k_{2}} \omega^{2}\right] z(r, n, \omega)=0 \tag{8.150}
\end{equation*}
$$

Using the boundary conditions, we obtain the solution of Eq. (8.150) as

$$
\begin{equation*}
z(r, n, \omega)=\frac{y(n, \omega) J_{n}(\lambda r)}{J_{n}(\lambda)} \tag{8.151}
\end{equation*}
$$

where $\lambda=\omega \sqrt{k_{3} / k_{2}}$ and $J_{n}(\lambda)$ is the Bessel function of the first kind of order $n$.
The toroid bending equation (8.139) after transformations becomes

$$
\begin{align*}
& n^{4} y(n, \omega)+n\left[(-1)^{n+1} y^{\prime \prime}(\pi, t)+y^{\prime \prime}(0, t)\right]-n^{3}\left[(-1)^{n+1} y(\pi, t)+y(0, t)\right] \\
& \quad+\left(k_{2}-k_{1}\right)\left\{-n^{2} y(n, \omega)+n\left[(-1)^{n+1} y(\pi, t)+y(0, t)\right]\right\} \\
& \quad+\left(1+k_{1}\right)\left\{-n^{2} \theta(n, \omega)+n\left[(-1)^{n+1} \theta(\pi, t)+\theta(0, t)\right]\right\}-\omega^{2} y(n, \omega) \\
& \quad=-k_{2} \frac{y(n, \omega) \lambda J_{n}^{\prime}(\lambda)}{J_{n}(\lambda)} \tag{8.152}
\end{align*}
$$

where

$$
J_{n}^{\prime}(\lambda)=\frac{\mathrm{d} J_{n}(\lambda)}{\mathrm{d} \lambda}
$$

Rearranging Eq. (8.152) and using $y(\pi, t)=y(0, t)=\theta(\pi, t)=\theta(0, t)=0$ and $y^{\prime \prime}(0, \omega)=y^{\prime \prime}(\pi, \omega)=u(\omega) / 4$, we get

$$
\begin{align*}
{\left[n^{4}\right.} & \left.+\left(k_{1}-k_{2}\right) n^{2}-\omega^{2}+\frac{k_{2} \lambda J_{n}^{\prime}(\lambda)}{J_{n}(\lambda)}\right] y(n, \omega)-\left(1+k_{1}\right) n^{2} \theta(n, \omega) \\
& =\frac{n}{4}\left[(-1)^{n}-1\right] u(\omega) \tag{8.153}
\end{align*}
$$

Similarly, the toroid torsion equation (8.140) becomes

$$
\begin{equation*}
\left(1+k_{1}\right) n^{2} y(n, \omega)-\left(1+k_{1} n^{2}\right) \theta(n, \omega)=0 \tag{8.154}
\end{equation*}
$$

Combining Eqs. (8.153), (8.154), and (8.151), we obtain

$$
\begin{align*}
\frac{y(n, \omega)}{u(\omega)} & =\frac{\left\{\left(1+k_{1} n^{2}\right) n / 2\right\} J_{n}(\lambda)}{\Delta(n, \omega)}  \tag{8.155}\\
\frac{\theta(n, \omega)}{u(\omega)} & =\frac{\left\{\left(1+k_{1}\right) n^{3} / 2\right\} J_{n}(\lambda)}{\Delta(n, \omega)}  \tag{8.156}\\
\frac{z(r, n, \omega)}{u(\omega)} & =\frac{\left\{\left(1+k_{1} n^{2}\right) n / 2\right\} J_{n}(\lambda r)}{\Delta(n, \omega)} \tag{8.157}
\end{align*}
$$

where

$$
\begin{gathered}
\Delta(n, \omega)=-\left[n^{4} J_{n}(\lambda)+\left(k_{1}-k_{2}\right) n^{2} J_{n}(\lambda)-\omega^{2} J_{n}(\lambda)\right. \\
\left.+k_{2} \lambda J_{n}^{\prime}(\lambda)\right]\left(1+k_{1} n^{2}\right)+\left(1+k_{1}\right)^{2} n^{4} J_{n}(\lambda)
\end{gathered}
$$

By using the definition of the finite sine transform, we obtain

$$
\begin{align*}
\frac{y(\psi, \omega)}{u(\omega)} & =\frac{2}{\pi} \sum_{n=1.3}^{\infty} \frac{\left\{\left(1+k_{1} n^{2}\right) n / 2\right\} J_{n}(\lambda)}{\Delta(n, \omega)} \sin n \psi  \tag{8.158a}\\
\frac{\theta(\psi, \omega)}{u(\omega)} & =\frac{2}{\pi} \sum_{n=1.3}^{\infty} \frac{\left\{\left(1+k_{1}\right) n / 2\right\} J_{n}(\lambda)}{\Delta(n, \omega)} \sin n \psi  \tag{8.158b}\\
\frac{z(r, \psi, \omega)}{u(\omega)} & =\frac{2}{\pi} \sum_{n=1.3}^{\infty} \frac{\left\{\left(1+k_{1} n^{2}\right) n / 2\right\} J_{n}(\lambda r)}{\Delta(n, \omega)} \sin n \psi \tag{8.158c}
\end{align*}
$$

which are the transfer functions from the roll control torque to the displacements at various points on the toroid and membrane.

In particular, the transfer function from the roll control torque to the collocated roll angle sensor, which measures the bending slope $\phi(\omega)=y^{\prime}(0, \omega)$, can be written as

$$
\begin{equation*}
\frac{\phi(\omega)}{u(\omega)}=\frac{1}{\pi} \sum_{n=1.3}^{\infty} \frac{n^{2}\left(1+k_{1} n^{2}\right) J_{n}(\lambda)}{\Delta(n, \omega)} \tag{8.159}
\end{equation*}
$$

Using the Laplace transform variable $s$, the roll transfer function (8.159) can be rewritten as (in dimensional form)

$$
\begin{equation*}
\frac{\phi(s)}{u(s)}=\frac{1}{J s^{2}}+\sum_{n=1.3}^{\infty} a_{n} \prod_{m=1.2}^{\infty} \frac{1+\left(s / z_{n m}\right)^{2}}{1+\left(s / \omega_{n m}\right)^{2}} \tag{8.160}
\end{equation*}
$$

where $J$ denotes total moment of inertia of rigid toroid and rigid membrane, $\omega_{n m}$ is the $m$ th root of the characteristic equation $\Delta(n, \omega), z_{n m}$ is the $m$ th root of $J_{n}(\lambda)=0$,
and $a_{n}$ is defined as

$$
\begin{gather*}
a_{1}=\left(1+k_{1}\right) / J  \tag{8.161a}\\
a_{n}=\frac{n^{2}\left(1+k_{1} n^{2}\right)}{J\left\{-\left[n^{4}+\left(k_{1}-k_{2}\right) n^{2}+k_{2}\right]\left(1+k_{1} n^{2}\right)+\left(1+k_{1}\right)^{2} n^{4}\right\}} \tag{8.161b}
\end{gather*}
$$

for $n=3,5, \ldots, \infty$.
The transfer function (8.160) is not as simple as other transfer functions because of the combination of infinite product and infinite partial fraction expansions. This additional complexity is due to the coupling between two elastic systems, a flexible toroid and a membrane.

Because Eq. (8.160) is the transfer function between the collocated actuator and sensor, it has alternating poles and zeros along the imaginary axis. Unfortunately, we did not find the exact zeros, but Eq. (8.160) can be used to determine the reduced-order transfer function for the finite dimensional controller design.

### 8.7 Summary

In this chapter we have considered the pole-zero modeling of some generic models of flexible structures. In particular, we determined the exact transfer functions from applied torques to attitude angles at the points where the control torquers are located. Although analytical frequency-domain modeling of some hybrid systems was possible, the derivation of exact transfer functions involved a fair amount of effort. Perhaps a more logical next step will be the development of a computeraided approach to the frequency-domain modeling of hybrid systems with complex interconnections of lumped and beam- or trusslike lattice substructures. Consequently, various algorithms and techniques for numerical or symbolic manipulation of frequency-domain continuum models are under development. The various hybrid models considered in this chapter will, therefore, be useful for checking or validating the computer-aided techniques so that the practical use of these techniques can be made with confidence where future large space structures are concerned.
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## Attitude and Structural Control

This chapter is primarily concerned with the analysis and design of attitude control systems for space vehicles in the presence of propellant sloshing and/or structural flexibility. Active structural vibration control problems are also treated; however, many theoretical aspects of flexible structure controls are not elaborated upon. This chapter is mainly intended to provide the reader with various practical examples of attitude and structural control designs for space vehicles having flexible solar arrays and/or flexible appendages.

### 9.1 Thrust Vector Control Design for a Spacecraft with Propellant Sloshing

In this section a preliminary thrust vector control design for a spacecraft in the presence of propellant sloshing is presented. The intent here is not to present the final control system design in detail, but rather to describe mission requirements, dynamic modeling of propellant slosh, and thrust vector control design during the early phases of developing a liquid upper stage. ${ }^{1}$

### 9.1.1 Introduction

Future spacecraft missions will require more efficient, low-cost orbital transfer from low Earth orbit to geosynchronous orbit. This requirement has resulted in the development of various new upper stages, including transfer orbit stage (TOS). The TOS is a three-axis stabilized perigee stage with the same solid propellant, first-stage motor that is used in the inertial upper stage (IUS); however, an integrated liquid upper stage that performs both the transfer and geosynchronous orbit injections may be more cost effective for some missions.

An integrated liquid-propellant stage for use as a reusable orbital transfer vehicle for a future geostationary platform has been extensively studied by NASA in the past. A feasibility study for the development of a new upper stage to minimize the cost of launching communications satellites into geosynchronous orbit via the Space Shuttle has also been studied. ${ }^{1}$ One of the several systems studied is the integrated liquid upper stage that employs a nonspinning deployment from the Space Shuttle in conjunction with three-axis stabilization of the upper stage during perigee and apogee maneuvers. Figure 9.1 illustrates a mission scenario for deploying a geosynchronous communications satellite using this upper stage. As can be seen in this figure, this liquid-bipropellant (MMH/NTO) upper stage consists of separate perigee and apogee tanks with a single gimbaled main engine.

During the early phases of this new upper stage development, the large amount of liquid propellant has posed a major concern regarding propellant sloshing and thrust vector control design in the presence of significant center-of-mass


Fig. 9.1 Mission sequence for deploying a geosynchronous communications satellite. (Courtesy of Ford Aerospace and Communications Corp., Palo Alto, CA.)
uncertainties. The dynamic interactions of propellant sloshing with attitude control systems have been one of the major concerns in control systems design for various aerospace vehicles; see, e.g., Greensite ${ }^{2}$ and Bryson. ${ }^{3}$ There has also been a considerable amount of analytical and experimental work done in the past to account for the effects of propellant sloshing (e.g., see Ref. 4).

In this section we consider the problem of designing a thrust vector control (TVC) system for a liquid-bipropellant upper stage spacecraft. The objective here is not to present the final control system design in detail, but rather to describe an analytical design procedure, as well as a systematic way of specifying the overall system requirements, during the early phases of the new upper stage development. Mission requirements, dynamic modeling of propellant slosh, and a preliminary TVC design are described in this section. A simple model with a single slosh pendulum is introduced and an implicit "gravity turn" guidance scheme, often called tangential steering, is considered for TVC design. Overall system design requirements such as $\Delta V$ pointing error, spacecraft gain factor, center-of-mass uncertainty, gimbal angle and rate limit, gyro saturation limit, and slosh characteristics are discussed.

### 9.1.2 Mission Requirements

For a satellite mass range of $750-1400 \mathrm{~kg}$, a $3750-\mathrm{lb}$ thrust engine with a specific impulse of 328 s is selected for the preliminary mission analysis.

Approximately $8-14 \mathrm{~min}$ perigee burn times are required to achieve a $\Delta V$ of $2450 \mathrm{~m} / \mathrm{s}$. The long burn time is due to the relatively low-thrust level of 3750 lb , compared to the PAM-D thrust level of $14,000 \mathrm{lb}$, the Centaur thrust level of $30,000 \mathrm{lb}$, or the IUS thrust level of $50,000 \mathrm{lb}$. Because of the long burn time, a powered flight with a $35-60$ deg burn arc is required, as illustrated in Fig. 9.2. Although it is most efficient to perform some orbital plane change at perigee, we


Fig. 9.2 Perigee maneuver with a 35-60-deg burn arc.
consider here only a planar perigee injection maneuver. The apogee burn requires $2-4 \mathrm{~min}$ to achieve a $\Delta V$ of $178 \mathrm{~m} / \mathrm{s}$.

The total burn time may be completed in one burn or divided into several short burns. A single perigee firing and two apogee firings are selected as a baseline. The duration of each burn determines the efficiency of the $\Delta V$ maneuver. The difference between the actual $\Delta V$ and the equivalent impulsive $\Delta V$ is termed gravity loss; it is a measure of the burn efficiency. The efficiency of the firing determines the amount of propellant mass needed to achieve the desired transfer orbit. The efficiency of the $\Delta V$ maneuver also depends on the thrust-vector steering logic. A summary of the mission requirements is given in Table 9.1, which lists

Table 9.1 Summary of the mission requirements

| Mission description |  | Minimum | Maximum |
| :---: | :---: | :---: | :---: |
| Satellite mass ( $\mathrm{BOL}^{\text {a }}$ ), kg |  | 750 | 1400 |
| PF ${ }^{\text {b }}$ | $\Delta V, \mathrm{~m} / \mathrm{s}$ | 2450 | 2458 |
|  | Burn time, s | 480 | 840 |
|  | Burn arc, deg | 35 | 60 |
|  | $\Delta V$ pointing error, ${ }^{\text {e }}$ deg | 2 | 2 |
| AF1 ${ }^{\text {c }}$ | $\Delta V, \mathrm{~m} / \mathrm{s}$ | 1700 (900) ${ }^{\text {f }}$ | 1700 (900) |
|  | Burn time, s | 150 (80) | 250 (130) |
|  | Burn arc, deg | 0.5 (0.3) | 1 (0.8) |
|  | $\Delta V$ pointing error, deg | 0.5 | 0.5 |
| $\mathrm{AF}^{\text {d }}$ | $\Delta V, \mathrm{~m} / \mathrm{s}$ | 100 (900) | 100 (900) |
|  | Burn time, s | 5 (80) | 18 (130) |
|  | Burn arc, deg | 0.01 (0.3) | 0.6 (0.8) |
|  | $\Delta V$ pointing error, deg | 0.5 | 0.5 |

${ }^{2}$ Beginning of life. ${ }^{\text {b }}$ Perigee firing. ${ }^{\mathrm{c}}$ First apogee firing. ${ }^{\mathrm{d}}$ Second apogee firing. ${ }^{\text {e Pointing error budget for TVC due to center-of-mass uncertainty; }}$ total pointing error requirements: 3 deg (perigee) and 1 deg (apogee). ' $95-$ $5 \%$ (50-50\%) split for AF1 and AF2.

Table 9.2 Summary of spacecraft (upper stage and satellite) parameters

|  | Minimum mission |  |  |  | Maximum mission |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Description | $\mathrm{PF}^{\mathrm{a}}$ | $\mathrm{AF1}^{\mathrm{b}}$ | $\mathrm{AF}^{\mathrm{c}}$ |  | PF | AF 1 | AF 2 |
| Total mass, kg | 4900 | 1950 | 1100 |  | 7800 | 3150 | 1800 |
| Acceleration, | 0.34 | 0.87 | 1.55 |  | 0.22 | 0.54 | 0.94 |
| $g=9.8 \mathrm{~m} / \mathrm{s}^{2}$ |  |  |  |  |  |  |  |
| Inertia, $\mathrm{kg} \cdot \mathrm{m}^{2}$ |  |  |  |  |  |  |  |
| $\quad$ Roll | 10000 | 2143 | 1000 | 29000 | 5600 | 2000 |  |
| $\quad$ Pitch | 10000 | 2676 | 1000 | 24000 | 6100 | 2200 |  |
| $\quad$ Yaw | 10000 | 1576 | 1000 | 20000 | 500 | 2000 |  |
| Center-of-mass | 0.2 | 0.5 | 1.0 | 0.3 | 0.6 | 1.3 |  |
| distance, m |  |  |  |  |  |  |  |
| Gain factor, $\mathrm{s}^{-2}$ |  |  |  |  |  |  |  |
| $\quad$ Pitch | 0.3 | 5.3 | 16 |  | 0.25 | 2.2 | 10 |
| $\quad$ Yaw | 0.3 | 3.1 | 16 | 0.25 | 1.7 | 10 |  |
| Propellant, kg | 2500 | $790(400)$ | $40(400)$ | 4200 | $1270(660)$ | $65(660)$ |  |

${ }^{\mathrm{a}}$ Perigee firing. $\quad{ }^{\mathrm{b}}$ First apogee firing. $\quad{ }^{\mathrm{c}}$ Second apogee firing.
the $\Delta V$ requirements, burn time, and burn arc for each mission. The spacecraft parameters for each mission are also summarized in Table 9.2.

The implicit gravity turn guidance, often called tangential steering, is considered assuming that the actual flight trajectory is very close to the expected nominal trajectory. The gravity turn is defined as the trajectory that results from simply keeping the thrust vector always parallel to the velocity vector. It is known that an optimal thrust vector steering other than the simple tangential steering increases the fuel efficiency of any finite thrust maneuver; however, the burn efficiency of the tangential steering even with a 60 -deg burn arc for the mission under consideration is still better than $98.5 \%$ because of the relatively higher acceleration level than the $g$ level considered in most low-thrust maneuver studies. ${ }^{5}$ Note that the $1.5 \%$ efficiency loss will only require approximately 50 kg of additional propellant. An explicit cross-product steering guidance ${ }^{6}$ could also be employed to improve the fuel efficiency. Tradeoffs between fuel efficiency and implementation simplicity are needed in practice.

### 9.1.3 Spacecraft Dynamics with Propellant Sloshing

Maintaining the thrust vector pointing of the spacecraft in the presence of significant propellant sloshing is of practical interest. If the propellant tanks are always $100 \%$ full, then there will be no sloshing problems. In practice, however, tanks sized for the maximum propellant requirement will also be used for some missions with a lower propellant requirement. As summarized in Table 9.1, the minimum payload mission needs only $60 \%$ of the propellant required for the maximum mission. This is the case in which special considerations of the propellant sloshing in liquid upper stage designs are required.

The propellant slosh motions are generally characterized as lateral, vertical, rotational (swirl motion), vortex formation, surface spray, dome impact, and lowgravity phenomena. Of these, lateral sloshing has the most significant effect on spacecraft attitude dynamics during thrusting maneuvers. Exact formulation and solution of propellant sloshing problems in various tanks with/without compartments and baffles are, in general, very complex. Thus, dynamically equivalent mechanical models have been used to represent the gross effects of propellant sloshing in various tanks.

A flat doughnut-shaped tank, as shown in Fig. 9.1, has been selected because of its high volume efficiency (shorter length); however, there are no theoretical analyses available for predicting the behavior of liquids in compartmented toroidal tanks. This is because liquid motions in such toroidal tanks are more nonlinear than those in cylindrical or spherical tanks. For a preliminary thrust vector control design, an ideal model with a single slosh pendulum, as illustrated in Fig. 9.3, can be used. This simple model makes it possible to perform a preliminary TVC design and to generate various system level requirements during the early phases of the new upper stage development. The tank fill ratio determines the parameters of an equivalent mechanical model. For example, in a spherical tank with a $50 \%$ fill ratio, the effective slosh mass is about $35 \%$ of the total propellant and the pendulum length is about $60 \%$ of the tank radius (pivoted at the center of tank).

Because it is a common practice to consider a decoupled single-axis control design, we consider here only the pitch-axis TVC design. For such a single-axis control design, the nonlinear equations of motion of the simple planar model with
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Fig. 9.3 Simple model with a single slosh pendulum.
a single slosh pendulum, as shown in Fig. 9.3 can be derived as

$$
\begin{gather*}
m_{o} a_{x}=F \cos \delta-m\left[a_{x}+\ell(\ddot{\theta}+\ddot{\alpha}) \sin \alpha+b \dot{\theta}^{2}+\ell(\dot{\theta}+\dot{\alpha})^{2} \cos \alpha\right]  \tag{9.1a}\\
m_{o} a_{z}=F \sin \delta-m\left[a_{z}+b \ddot{\theta}+\ell(\ddot{\theta}+\ddot{\alpha}) \cos \alpha-\ell(\dot{\theta}+\dot{\alpha})^{2} \sin \alpha\right]  \tag{9.1b}\\
J_{o} \ddot{\theta}=F \ell_{o} \sin \delta-m b\left[a_{z}+b \ddot{\theta}+\ell(\ddot{\theta}+\ddot{\alpha}) \cos \alpha-\ell(\dot{\theta}+\dot{\alpha})^{2} \sin \alpha\right]  \tag{9.1c}\\
m\left[a_{z} \cos \alpha+a_{x} \sin \alpha+b \ddot{\theta} \cos \alpha+\ell(\ddot{\theta}+\ddot{\alpha})+b \dot{\theta}^{2} \sin \alpha\right]+c \ell \dot{\alpha}=0 \tag{9.1d}
\end{gather*}
$$

where $a_{x}$ and $a_{z}$ are respectively the longitudinal and lateral accelerations of the main body center of mass; $\theta$ and $\alpha$ are the pitch angle and pendulum deflection angle, respectively; $m_{o}$ and $J_{o}$ are the mass and pitch inertia of the main body excluding the slosh pendulum, respectively; $F$ is the thrust magnitude; $\ell_{o}$ is the distance from the gimbal pivot point to the main body center of mass; $m$ and $\ell$ are the mass and length of the slosh pendulum, respectively; $c$ is the slosh damping coefficient; and $b$ is the distance between the center of mass of the main body and the pendulum pivot point.

The engine inertia effect that results in a so-called tail-wags-dog zero is not included in Eqs. (9.1) because of the relatively small engine inertia. Also notice that the preceding equations of motion have been written with respect to the center of mass of the main body, not to the composite center of mass. For a relatively small sloshing mass, it can be assumed that the composite center of mass is coincident with the main body center of mass. For a relatively large sloshing mass, however, the effects of a moving composite center of mass on the TVC design is likely to mislead the TVC designer. For example, the effects of initial propellant asymmetry may be considered additional thrust vector misalignment if the equations of motion are written with respect to the composite center of mass, which is, in fact, moving relative to the main body center of mass as the propellant sloshes. However, the initial propellant asymmetry must be distinguished from the thrust vector misalignment arising from the constant center-of-mass offset. Thus, the effects of large slosh initial conditions become clear if the equations are written by separating the main body and the slosh pendulum. The gyros sense not the motion of the composite center of mass, but the motion of the main body to which the gyros are attached. The thrust vector control system uses the main body attitude changes measured by the gyros for feedback controls.

For a preliminary TVC system design, Eqs. (9.1) can be linearized for small $\theta$ and $\alpha$, and the following transfer function from the gimbal deflection angle $\delta$ to the pitch attitude $\theta$ can be used:

$$
\begin{equation*}
\frac{\theta}{\delta}=\frac{a_{o}\left(s^{2}+\omega_{z}^{2}\right)}{s^{2}\left(s^{2}+\omega_{p}^{2}\right)} \tag{9.2}
\end{equation*}
$$

where $a_{o}=F \ell_{o} / J_{o}$ is often called the gain factor of the vehicle excluding propellant sloshing mass. The engine inertia effect, known as a tail-wags-dog zero, is not shown here because of the relatively small engine inertia. The pole and zero
of the slosh mode are given by

$$
\begin{gather*}
\omega_{p}^{2}=\omega_{s}^{2}\left\{1+\frac{m}{m_{o}}+\frac{m b(b+\ell)}{J_{o}}\right\}  \tag{9.3a}\\
\omega_{z}^{2}=\omega_{p}^{2}-\omega_{s}^{2}\left\{\frac{m b}{m_{o} \ell_{o}}+\frac{m b(b+\ell)}{J_{o}}\right\} \tag{9.3b}
\end{gather*}
$$

where $\omega_{s}$ denotes the slosh frequency defined as

$$
\begin{equation*}
\omega_{s}=\sqrt{F /\left(m_{o}+m\right) \ell} \tag{9.4}
\end{equation*}
$$

The slosh mode pole-zero separation represents the magnitude of propellant sloshing. If the slosh pendulum is pivoted below the composite center of mass, then the slosh mode zero will always be lower than the pole. This results in a stable interaction of the slosh mode and the rigid-body mode. Thus, the problem of controlling a spacecraft with propellant sloshing is very similar to the problem of controlling a spacecraft with flexible solar arrays; however, the TVC designer has little direct control over propellant sloshing. His approach is to note its effect and, if objectionable, to specify a greater amount of mechanical passive damping.

Several passive methods can be employed to minimize the effects of propellant sloshing. Baffles of various configurations usually add passive damping ratios up to $5 \%$ and mainly affect the magnitude of the slosh forces and the amplitude of the slosh motion. The penalty of baffles is, obviously, more weight and, hence, less payload (or more launch cost). However, a significant weight saving can be realized without the loss of damping effectiveness by using perforated (usually $30 \%$ ) baffles.

Compartmentation, or subdivision, of the tank has a very marked effect in increasing the fundamental slosh frequency. This is an ideal method of avoiding slosh coupling with rigid-body control by using spectral separation. Compartmentation also has the effect of lowering the second slosh frequency so that these two frequencies are not widely separated. Thus, integration of the tank and TVC design is needed during the early phases of the liquid upper stage development.

### 9.1.4 Thrust Vector Control Design

Consider a preliminary TVC design for the pitch-axis TVC system shown in Fig. 9.4. This pitch-axis thrust vector control system, which receives the gyro output and gimbal angle readout and feeds them to the gimbal servo, consists of an inner attitude control loop and an outer guidance loop. As mentioned earlier, a gravity turn is assumed so that the thrust vector of the upper stage spacecraft is nominally pointing along the velocity vector and only small deviations from the nominal trajectory are considered.

Although all of the spacecraft parameters are actually time varying (mass flow rate $\approx 5.19 \mathrm{~kg} / \mathrm{s}$ ), they are held fixed for analysis purposes because the variations are slow when compared to the attitude control dynamics. However, gain scheduling may be needed to compensate for the large variation that occurs in spacecraft mass and inertia properties as propellant are depleted and the stage is jettisoned.


Fig. 9.4 Pitch-axis thrust vector control system.

Because the center-of-mass offset results in a constant disturbance torque, a steady-state attitude error is necessary to produce the gimbal deflection to counteract the disturbance. Thus, an attitude pointing error develops that must be either lessened by increasing the loop gain or eliminated by means of integral control. Integral trim is provided from the outer guidance loop as can be seen in Fig. 9.4. For guidance purposes, attitude or attitude rate is not the primary variable of interest in the TVC design. The guidance loop commands an attitude change to control the lateral velocity $\dot{z}$ of the spacecraft. Thus, control of the spacecraft velocity vector is a prime requirement in the TVC design. Control of the orbit injection velocity vector at main engine cutoff is most critical. Because the ultimate goal of thrust vector control is to control the lateral velocity error, the outer guidance loop generates an appropriate attitude angle command for the inner attitude control loop. Integral gain $K_{2}$ in the guidance loop eliminates the steady-state lateral velocity error due to the center-of-mass offset or thrust vector misalignment. The preprogrammed thrust vector steering command $(\theta-\delta)_{c}$ is approximately a "ramp" signal for a simple gravity turn maneuver. The TVC system shown in Fig. 9.4 will then have a steady-state lateral velocity error for a ramp command. This error is inversely proportional to the integral gain $K_{2}$.

The type of slosh filter (notch, phase lead, or rolloff) in the inner attitude control loop depends on the degree of passive control afforded by baffles and compartmentation. If the slosh mode frequency is widely separated from the control bandwidth, a gain stabilization of the slosh mode is preferred using a roll-off filter. If not, the slosh mode should be phase stabilized by carefully considering the additional phase lag from the actuator/sensor dynamics and control loop time delay.

If the outer guidance loop response time is kept an order of magnitude slower than the response time of the inner attitude control loop, then an equivalent control logic for the TVC system in terms of a single measurement of the pitch attitude can be represented as

$$
\begin{equation*}
\delta_{c}=-K\left(1+K_{R} s\right)\left(1+\frac{K_{1}}{s}+\frac{K_{2}}{s^{2}}\right) \theta \tag{9.5}
\end{equation*}
$$

where $K$ is the attitude control loop gain, $K_{R}$ the rate gain, and $K_{1}$ and $K_{2}$ are the guidance loop parameters. This equivalent single-loop control logic representation of the multiloop system allows a classical control design using the root locus method and/or frequency response methods.

Furthermore, neglecting the slosh mode, we can obtain the following approximate closed-loop relations for a parametric study of the TVC system:
$\omega_{1}=$ attitude control bandwidth, $\sqrt{a K}$
$\zeta_{1}=$ attitude control damping, $0.5 K_{R} \sqrt{a K}$
$\omega_{2}=$ guidance loop bandwidth, $\sqrt{K_{2}}$
$\zeta_{2}=$ guidance loop damping, $0.5 K_{1} \sqrt{K_{2}}$
$\dot{\theta}_{\text {max }}=$ attitude peak rate, $\epsilon \sqrt{a / K} \exp \left[-D^{-1} \tan ^{-1} D\right]$
$\delta_{\text {ss }}=$ gimbal steady-state angle, $-\epsilon$
$\dot{\delta}_{\text {max }}=$ gimbal peak rate, $-K K_{R} a \epsilon$
where $a$ is the rigidized spacecraft gain factor, $\epsilon$ is the center-of-mass offset angle, and $D=\sqrt{1-\zeta_{1}^{2}} / \zeta_{1}$.

These approximate relationships among the TVC system parameters have been very useful in the early phases of the upper stage development, because they have provided high confidence in specifying requirements on the overall system without the need for extensive digital simulations. ${ }^{1}$

During the early phases of the upper stage development, the TVC designer is often asked to specify the capabilities of the gimbal servo for system level tradeoffs in selecting the type of gimbal servo. An electrohydraulic servo can be selected because of its performance superiority to any other type of servo, such as electromechanical or pneumatic servos. Large inertia and torque loads can be handled with high accuracy and very rapid response. The electrohydraulic servo used to gimbal large rocket engines is a highly nonlinear device. For preliminary analysis purposes, however, the servo transfer function from the gimbal angle command $\delta_{c}$ to gimbal angle output $\delta$ can be simply modeled as

$$
\begin{equation*}
\frac{\delta}{\delta_{c}}=\frac{\omega_{n}^{2}}{(T s+1)\left(s^{2}+2 \zeta \omega_{n} s+\omega_{n}^{2}\right)} \tag{9.6}
\end{equation*}
$$

where $T$ is the servo time constant and $\omega_{n}$ and $\zeta$ are the hydraulic natural frequency and damping ratio, respectively. The servo bandwidth $(1 / T)$ is usually limited to $20-40 \%$ of the hydraulic natural frequency. Thus, a fast servo requires higher hydraulic natural frequency and large damping ratio. Both of these quantities are fixed once the power element is selected. Significant nonlinearities may occur in the servo valve and in the gimbal bearing friction. There is a saturation limit for hydraulic flow rate, which limits the slew rate for the gimbal actuator.

A preliminary TVC design for the specific mission requirements given in Table 9.1 has been conducted. ${ }^{1}$ Such a preliminary design can best be performed using a root locus plot, illustrated in Fig. 9.5. This figure shows a root locus plot vs the attitude control loop gain $K$ for a minimum payload mission at first apogee: $a_{o}=5.0, K_{1}=0.1, K_{2}=0.01, K_{R}=2.0$, and nominal $K=0.7$. A servo time constant of 0.1 s and a slosh mode with $5 \%$ damping, $\omega_{z}=4 \mathrm{rad} / \mathrm{s}$, and $\omega_{p}=5$ $\mathrm{rad} / \mathrm{s}$ have been assumed.

One of the difficult tasks in the preliminary TVC design and analysis is to specify requirements on slosh mode frequency and passive damping to ensure satisfactory TVC performance and stability. If the slosh mode characteristics are given to the TVC designer, then it may be straightforward to include the slosh mode in the


Fig. 9.5 Root locus plot for the pitch-axis TVC system.

TVC design. In general, tradeoffs between passive and active controls in terms of cost, complexity, and reliability are needed in a system level study.

A classical control design of the TVC system using the root locus method has been verified by computer simulations. Figure 9.6 shows the pitch-axis responses for a maximum mission at perigee. The center-of-mass offset of 4 deg and thrust vector steering command of $0.1 \mathrm{deg} / \mathrm{s}$ are assumed for the perigee maneuver. The peak attitude rate and peak lateral velocity error are relatively small because of the large inertia of vehicle at perigee. The peak lateral velocity error during the initial transient is well within the $\Delta V$ pointing requirement. The steady-state lateral velocity error of $0.4 \mathrm{~m} / \mathrm{s}$ comes from the thrust vector steering ramp command of $0.1 \mathrm{deg} / \mathrm{s}$. The lateral velocity error can be further reduced, if necessary, by increasing the guidance loop bandwidth or adding another integral control term. Note that the $0.4-\mathrm{m} / \mathrm{s}$ steady-state error was negligible; however, navigation error analysis and simulation in terms of actual orbital parameters should be performed as the system design becomes mature.

Also, the effect of large slosh initial conditions (up to 45 deg ) has been studied using the nonlinear equations. Not surprisingly, the overall performance and stability are not changed much from the simulations using the linearized equations of motion. For a $45-\mathrm{deg}$ initial slosh angle, both linear and nonlinear simulations closely predicted a spacecraft peak rate of about $8 \mathrm{deg} / \mathrm{s}$ at the first apogee firing with a 2-deg center-of-mass offset. Therefore, it can be concluded that the linear


Fig. 9.6 Simulation results for a perigee maneuver with a 4-deg center-of-mass offset and 0.1-deg/s TVC command.
transfer function analysis is still valid in the presence of a time-varying composite center of mass. Because a large initial propellant asymmetry can result in an attitude peak rate of $8 \mathrm{deg} / \mathrm{s}$, the propellant settling burns, often called "ullage" burns, may be needed to provide propellant settling prior to the main engine firings if the gyro has a saturation limit of about $10 \mathrm{deg} / \mathrm{s}$.

### 9.2 Attitude Control Design for a Bias-Momentum Stabilized Spacecraft

In this section, which is based on Ref. 7, we consider an attitude control design problem of a bias-momentum stabilized geosynchronous communications satellite having flexible solar arrays.

### 9.2.1 Introduction

Three-axis bias-momentum stabilization has been employed for many geosynchronous communications satellites. ${ }^{7-10}$ The unique feature of the bias-momentum stabilization for satellites in geosynchronous orbit is the ability to control yaw-axis pointing error passively without a direct yaw measurement. The bias momentum provides gyroscopic stiffness to the environmental disturbances, primarily to the solar radiation pressure torque.

The increased demand of electrical power for communications and/or direct TV broadcasting leads to large flexible solar panel arrays for three-axis stabilized spacecraft. Consequently, the structural flexibility of the solar arrays has been one of the primary concerns in the design of attitude control systems for a certain class of three-axis stabilized spacecraft. For most cases of practical concern, however, the structural flexibility of the solar arrays does not strongly interact with attitude control systems, and thus all of the structural modes are often gain stabilized by the steep rolloff at a frequency well below the first structural frequency. In this section we consider such a case in which the structural modes do not strongly interact with an attitude control system but need to be considered in the control design process to avoid a possible closed-loop instability of the structural modes.

Figure 9.7 shows a three-axis stabilized, geosynchronous communications satellite with large, flexible solar arrays. The antenna reflectors are rigidly mounted (after deployment) to the main body.

### 9.2.2 Attitude Control System Description

Figure 9.8 shows an attitude control system configuration that consists of two momentum wheels skewed with respect to the pitch axis, a smaller yaw reaction wheel for backup mode, redundant two-axis Earth sensors to measure roll and pitch attitude references, and thrusters to provide wheel momentum desaturation torques. Other thrusters for stationkeeping maneuvers are not shown here. The $x$ axis is nominally in the flight direction, the $y$ axis is normal to the orbit plane, and the $z$ axis is directed toward the Earth. Such roll, pitch, and yaw control axes are nearly coincident with the principal axes of the spacecraft.

For the spacecraft shown in Fig. 9.7, the principal moments of inertia are given by

$$
\left(J_{x}, J_{y}, J_{z}\right)=(3026,440,3164) \mathrm{kg} \cdot \mathrm{~m}^{2}
$$

and two skewed momentum wheels with a 2.5 -deg skew angle provide pitch bias


Fig. 9.7 Three-axis stabilized, geosynchronous communications satellite.
momentum of $91.4 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}$ with $\pm 2.5-\mathrm{N} \cdot \mathrm{m} \cdot \mathrm{s}$ momentum modulation capability. The yaw reaction wheel has momentum modulation capability of $\pm 0.65 \mathrm{~N} \cdot \mathrm{~m} \cdot \mathrm{~s}$.

A functional block diagram representation of the on-orbit normal mode control system employing the skewed bias-momentum wheel configuration is also illustrated in Fig. 9.9. As can be seen in this figure, the on-orbit normal mode control system consists of the attitude control loops and wheel momentum desaturation loops.


Fig. 9.8 Attitude control system configuration.


Fig. 9.9 On-orbit normal mode control system.

During the on-orbit normal mode operations of this control system, the yaw attitude error is neither measured nor estimated. The yaw error in a limit cycle at orbit rate is controlled indirectly by the yaw momentum desaturation loop with the measurement of wheel yaw momentum. The yaw momentum control loop provides active roll but passive yaw control with secularly increasing yaw error due to external disturbances. The roll/yaw secular momentum resulting from external disturbances is stored either as yaw attitude error or in wheel momentum, until a desaturation torque is applied to the spacecraft. The gyros provide yaw attitude reference and three-axis body rates during the stationkeeping mode operations, and are turned off after the transition mode operations. (The attitude stabilization problem of the spacecraft during stationkeeping maneuvers will be treated in Sec. 9.3.)

This control system has three redundant modes: 1) the primary mode (MW 1 and 2), 2) backup mode 1 (MW 1 and RW), and 3) backup mode 2 (MW 2 and RW). For the primary mode, the pitch axis is controlled by modulating the pitch bias momentum $H_{y}$ of the two momentum wheels about their nominal bias momentum $H_{o}$ in response to the error signal $\theta$ from the pitch channel of the Earth sensor. The roll/yaw axes are controlled by differentially modulating the yaw angular momentum $H_{z}$ of the two momentum wheels in response to the error signal $\phi$ from the roll channel of the Earth sensor, as illustrated in Fig. 9.9.

The momentum command distribution matrix is used to convert the pitch and yaw momentum commands $H_{y c}$ and $H_{z c}$ to the wheel momentum commands $H_{1 c}$, $H_{2 c}$, and $H_{3 c}$. Similarly, the momentum measurement distribution matrix is used to convert the angular momentum of each wheel, as measured by its tachometer ( $H_{1 m}, H_{2 m}$, and $H_{3 m}$ ), to the angular momentum in the control axes ( $H_{y m}$ and $H_{z m}$ ).

### 9.2.3 Flexible Spacecraft Model

Hybrid-coordinate model. The hybrid-coordinate modeling is very useful for the control analysis and design of a spacecraft having a main rigid body and flexible solar arrays. ${ }^{11}$ A single solar array flexibility model referenced to the spacecraft center of mass is given in Table 9.3. The orientation of the solar arrays with respect to the spacecraft main body depends on orbital position and, thus, on orbital time. Solar array orientation at $6 \mathrm{a} . \mathrm{m}$. will be considered as a nominal configuration for the subsequent analysis and design. Orbit time of 6 a.m. or 6 p.m. yields out-of-plane bending modes in the yaw axis and in-plane bending modes in the roll axis. (Low-frequency characteristics of the first in-plane bending mode is caused by array yoke deformation.)

During on-orbit normal mode operations, both solar arrays are always pointing toward the sun, whereas the main body is pointing toward the Earth. This results in very slowly changing modal frequencies and mode shapes. For control design purposes, however, the spacecraft model will be treated as a time-invariant system with a known range of modal characteristics.

Including a single dominant cantilever mode in each axis, the linearized equations of motion of the bias-momentum stabilized spacecraft in circular orbit can be written in terms of the hybrid coordinates as follows.

Table 9.3 Single solar array flexibility model at 6 a.m.

|  |  | Coupling scalars, $\sqrt{\mathrm{kg} \cdot \mathrm{m}^{2}}$ |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Cantilever <br> mode | Cantilever <br> description | a |  |  |
|  | $\sigma$, rad/s | Roll | Pitch | Yaw |
| OP-1 | 0.885 | 0 | 0 | 35.372 |
| OP-2 | 6.852 | 0 | 0 | 4.772 |
| OP-3 | 16.658 | 0 | 0 | 2.347 |
| OP-4 | 33.326 | 0 | 0 | 0.548 |
| T-1 | 5.534 | 0 | 2.532 | 0 |
| T-2 | 17.668 | 0 | 0.864 | 0 |
| T-3 | 33.805 | 0 | 0.381 | 0 |
| IP-1 | 1.112 | 35.865 | 0 | 0 |
| IP-2 | 36.362 | 2.768 | 0 | 0 |

${ }^{\mathrm{a}} \mathrm{OP}$ is out-of-plane, T is torsion, and IP is in-plane.
Rigid main body:

$$
\begin{gather*}
J_{x} \ddot{\phi}+\left(a+n H_{o}\right) \phi+\left(b+H_{o}\right) \dot{\psi}-n H_{z}+\sqrt{2} \delta_{x} \ddot{q}_{x}=M_{x}  \tag{9.7a}\\
J_{y} \ddot{\theta}+d \theta+\dot{H}_{y}+\sqrt{2} \delta_{y} \ddot{q}_{y}=M_{y}  \tag{9.7b}\\
J_{z} \ddot{\psi}+\left(c+n H_{o}\right) \psi-\left(b+H_{o}\right) \dot{\phi}+\dot{H}_{z}+\sqrt{2} \delta_{z} \ddot{q}_{z}=M_{z} \tag{9.7c}
\end{gather*}
$$

Two solar arrays:

$$
\begin{align*}
& \ddot{q}_{x}+\sigma_{x}^{2} q_{x}+\sqrt{2} \delta_{x} \ddot{\phi}=0  \tag{9.8a}\\
& \ddot{q}_{y}+\sigma_{y}^{2} q_{y}+\sqrt{2} \delta_{y} \ddot{\theta}=0  \tag{9.8b}\\
& \ddot{q}_{x}+\sigma_{x}^{2} q_{x}+\sqrt{2} \delta_{z} \ddot{\psi}=0 \tag{9.8c}
\end{align*}
$$

Wheel/motor dynamics:

$$
\begin{align*}
T_{m} \dot{H}_{y}+H_{y} & =H_{y c}  \tag{9.9a}\\
T_{m} \dot{H}_{z}+H_{z} & =H_{z c} \tag{9.9b}
\end{align*}
$$

where

$$
\begin{gathered}
a=4 n^{2}\left(J_{y}-J_{z}\right) \\
b=-n\left(J_{x}-J_{y}+J_{z}\right) \\
c=n^{2}\left(J_{y}-J_{x}\right) \\
d=3 n^{2}\left(J_{x}-J_{z}\right)
\end{gathered}
$$

and $(\phi, \theta, \psi)$ are small roll, pitch, and yaw attitude errors of the spacecraft with respect to the local vertical and local horizontal (LVLH) reference frame, $n$ is the orbital rate; $H_{o}$ is the nominal pitch bias momentum; $\left(J_{x}, J_{v}, J_{z}\right)$ are the
spacecraft principal moments of inertia; $\left(q_{x}, q_{y}, q_{z}\right)$ are the cantilever modal coordinates, $\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$ are the cantilever modal frequencies; $\left(\delta_{x}, \delta_{y}, \delta_{z}\right)$ are the rigid-elastic coupling scalars of a single solar array; $\left(H_{y}, H_{z}\right)$ are the angular momentum components of the wheels; ( $H_{y c}, H_{z c}$ ) are the wheel angular momentum commands; ( $M_{x}, M_{y}, M_{z}$ ) are the external torques; and $T_{m}$ the motor time constant, which is chosen as 4 s for the spacecraft under consideration.

It is apparent that the pitch-axis dynamics are decoupled from the roll/yaw dynamics. Furthermore, for the spacecraft in geosynchronous orbit the constants ( $a, b, c$, and $d$ ) can be neglected compared to the relatively large value of pitch bias momentum.

Nutation dynamics. The open-loop characteristics of the spacecraft nutation dynamics can be easily examined using the following roll/yaw responses to the initial conditions, neglecting the effects of orbit rate and solar array flexibility:

$$
\begin{align*}
& \phi(t)=\phi(0)+\frac{\dot{\phi}(0)}{\lambda} \sin \lambda t-\frac{J_{z} \dot{\psi}(0)}{H_{o}}(1-\cos \lambda t)  \tag{9.10}\\
& \psi(t)=\psi(0)+\frac{\dot{\psi}(0)}{\lambda} \sin \lambda t+\frac{J_{x} \dot{\phi}(0)}{H_{o}}(1-\cos \lambda t) \tag{9.11}
\end{align*}
$$

where $\lambda$ is the nutation frequency defined as

$$
\lambda=H_{o} / \sqrt{J_{x} J_{z}}
$$

These equations indicate that a positive initial roll rate produces a positive yaw response with a steady-state offset, and that the positive initial yaw rate produces a negative roll response with a steady-state offset. From these equations, the maximum roll/yaw errors due to a single roll/yaw thruster firing with a small pulse width can be easily estimated.

Transfer function. The roll/yaw control analysis and design can be accomplished using the classical transfer function approach. The cross-axis transfer function from the wheel yaw momentum command $u=H_{z c}$ to the roll attitude error output $\phi$ can be obtained as

$$
\begin{equation*}
\frac{\phi(s)}{u(s)}=\frac{\left(s^{2} / z_{1}^{2}+1\right)\left(s^{2} / z_{2}^{2}+1\right)}{H_{o}\left(s^{2} / \lambda^{2}+1\right)\left(s^{2} / p_{1}^{2}+1\right)\left(s^{2} / p_{2}^{2}+1\right)\left(T_{m} s+1\right)} \tag{9.1.1}
\end{equation*}
$$

where

$$
\begin{gathered}
z_{1}=\sigma_{z}=0.885 \mathrm{rad} / \mathrm{s} \\
z_{2}=\sigma_{x}=1.112 \mathrm{rad} / \mathrm{s} \\
p_{1} \approx \frac{\sigma_{z}}{\sqrt{1-2 \delta_{z}^{2} / J_{z}}}=1.93 \mathrm{rad} / \mathrm{s} \\
p_{2} \approx \frac{\sigma_{x}}{\sqrt{1-2 \delta_{x}^{2} / J_{x}}}=2.87 \mathrm{rad} / \mathrm{s} \\
T_{m}=4 \mathrm{~s}
\end{gathered}
$$

and ( $\sigma_{x}, \delta_{x}$ ) and ( $\sigma_{z}, \delta_{z}$ ) are, respectively, the cantilever frequencies and coupling scalars of the dominant in-plane and out-of-plane bending cantilever modes of a single array given in Table 9.3. The approximate values of the poles as given here agree very closely with the values obtained for the flexible spacecraft model including all of the cantilever modes given in Table 9.3.

The pole and zero associated with the orbit rate mode are not included in Eq. (9.12) because they are of the same order of magnitude as the orbit rate $n$. However, their exact values can be determined from the equations of motion including the constants $a, b$, and $c$. The relative location determines the closed-loop stability of the orbit rate mode, and it depends on the pitch bias momentum direction. For a spacecraft with $J_{z}>J_{y}$, the pitch bias momentum vector is chosen along the negative pitch axis for a stable interaction between the nutation and orbit rate modes.

It is interesting to note that the structural mode poles and zeros of the cross-axis transfer function (9.12) are not alternating along the imaginary axis. Consequently, a control logic designed to stabilize the nutation mode neglecting the structural modes could destabilize the structural modes, because they are not stably interacting.

### 9.2.4 Roll/Yaw Control Design

The roll/yaw attitude control design problem with $u \equiv H_{z c}$ as a control input and $\phi$ as a sensor output is discussed here.

Low-bandwidth controller. Consider a nonminimum-phase control logic of the form

$$
\begin{equation*}
u(s)=-\frac{K\left(1-T_{z} s\right)}{s(T s+1)} \phi(s) \tag{9.13}
\end{equation*}
$$

where $K$ is the positive loop gain, $T_{z}$ the time constant of the nonminimum-phase zero, and $T$ the time constant of the first-order low-pass filter pole. Referring to the conventional PID controller, we have $K_{P}=-K T_{z}, K_{I}=K$, and $K_{D}=0$.

It is emphasized that this somewhat unconventional, nonminimum-phase control logic, which was originally proposed by Terasaki ${ }^{12}$ in 1967 , has been actually implemented for many geosynchronous communications satellites, including INSAT and ARABSAT spacecraft.

Neglecting the solar array flexible modes, the closed-loop roll transfer function from the spacecraft initial conditions can be found as

$$
\begin{equation*}
\phi(s)=\frac{\left[\left(s^{2}+\lambda^{2}\right) \phi(0)+s \dot{\phi}(0)-\dot{\psi}(0) H_{o} / J_{x}\right](s+1 / T)}{s^{4}+s^{3} / T+\lambda^{2} s^{2}+s\left(H_{o}-K T_{z}\right) \lambda^{2} / H_{o} T+K \lambda^{2} / H_{o} T} \tag{9.14}
\end{equation*}
$$

in which the wheel motor dynamics with a time constant of 4 s has also been neglected. Without a feedback control, Eq. (9.14) simply becomes the open-loop roll transfer function from the initial conditions

$$
\begin{equation*}
\phi(s)=\frac{\phi(0)}{s}+\frac{\dot{\phi}(0)}{s^{2}+\lambda^{2}}-\frac{H_{o} \dot{\psi}(0) / J_{x}}{s\left(s^{2}+\lambda^{2}\right)} \tag{9.15}
\end{equation*}
$$

which corresponds to Eq. (9.10) in time domain.

The practical significance of Eq. (9.14) is that it shows individual, as well as combined effects of the initial conditions on the closed-loop roll transient response. For example, one can notice that the roll responses to the initial roll and yaw rates have a 90 -deg phase difference. Such property is independent of the control logic used. However, the yaw responses to the initial conditions do not have such a property.

The denominator of Eq. (9.14), which is in fact the closed-loop characteristic polynomial, can be factored into two pairs of roots with natural frequencies and damping ratios given approximately by

$$
\begin{align*}
\omega_{1} \approx \lambda, & \zeta_{1}=\frac{\omega_{2}^{2} T_{z}}{2 \omega_{1}}  \tag{9.16a}\\
\omega_{2} \approx \sqrt{\frac{K}{H_{o} T}}, & \zeta_{2}=\frac{H_{o}-K T_{z}}{2 \omega_{2} H_{o} T} \tag{9.16b}
\end{align*}
$$

Using the practical design rules given by Dougherty et al. ${ }^{13}$ as

$$
\begin{equation*}
\zeta_{1} \omega_{1} \approx \zeta_{2} \omega_{2}, \quad \zeta_{1} \approx 0.175, \quad \zeta_{2} \approx 0.707 \tag{9.17}
\end{equation*}
$$

we obtain the following approximate gain formula:

$$
\begin{equation*}
T=\frac{1}{0.7 \lambda}, \quad T_{z}=\frac{1}{0.175 \lambda}, \quad K=0.0875 H_{0} \lambda \tag{9.18}
\end{equation*}
$$

or

$$
\begin{equation*}
K_{P}=-0.5 H_{o}, \quad K_{I}=0.0875 H_{o} \lambda, \quad K_{D}=0 \tag{9.19}
\end{equation*}
$$

A root locus plot vs the overall loop gain $K$ is shown in Fig. 9.10. Note that the nutation mode has a small active damping ratio of 0.175 for the selected nominal gain. Only the lower frequency region is shown because the poles of the structural modes do not move significantly. Such an insignificant structural mode interaction can be seen in a Bode plot shown in Fig. 9.11, in which a passive structural damping ratio of 0.002 is assumed for all of the structural modes. All of the structural modes are gain stabilized with an $80-\mathrm{dB}$ gain margin by the passive damping ratio of 0.002 and the steep rolloff of the control loop at a frequency well below the first structural mode frequency. As indicated in Fig. 9.11, the low-frequency control mode has a $5-\mathrm{dB}$ gain margin and a $50-\mathrm{deg}$ phase margin. Such a relatively small gain margin is due to the use of the nonminimum-phase control logic. However, the gain margin for the low-frequency control mode is independent of the spacecraft inertia, but dependent on the pitch bias momentum, which is measured quite accurately by the wheel tachometers; thus, the $5-\mathrm{dB}$ gain margin of the control loop is acceptable in practice.

During on-orbit normal mode operations, the environment is very quiet except for the solar radiation pressure torques. Thus, the roll/yaw normal mode controller even with such a small active nutation damping ratio of 0.175 provides acceptable performance and stability margins. Figure 9.12 shows the results of digital simulation, where the initial conditions $\phi(0)=\psi(0)=-0.05$ deg are chosen from a steady-state limit cycling at the end of a stationkeeping maneuver. The


Fig. 9.10 Root locus plot for the roll/yaw low-bandwidth controller.
wheel torque demand is well below the saturation limit and the structural modes are almost unexcited. However, the nonminimum-phase nature of the controller has resulted in a large transient peak for the roll attitude error, which may not be acceptable for certain cases.

High-bandwidth controller. Consider the design of a high-bandwidth transition controller for improving the transient performance during the transition period from a stationkeeping maneuver to the on-orbit normal mode operations.

The roll/yaw transient performance can be improved by employing a minimumphase, PID-type nutation controller. ${ }^{14.15}$ Figure 9.13 shows a roll/yaw transition controller, which utilizes the direct roll rate measurement from the gyros and the roll attitude error measurement from the Earth sensor.

For the control design purpose, the roll/yaw control logic, shown in Fig. 9.13, can be described as

$$
\begin{equation*}
u(s)=-\frac{K_{D} s^{2}+K_{P} s+K_{I}}{s(T s+1)} \phi(s) \tag{9.20}
\end{equation*}
$$



Fig. 9.11 Bode plot for the roll/yaw low-bandwidth controller.


Fig. 9.12 Transient responses of the roll/yaw low-bandwidth controller.


Fig. 9.13 Rollyaw high-bandwidth controller.

Similar to Eq. (9.14), the closed-loop roll transfer function from the spacecraft's initial conditions neglecting the solar array flexibility can be obtained as
$\phi(s)=\frac{\left[\left(s^{2}+\lambda^{2}\right) \phi(0)+s \dot{\phi}(0)-\dot{\psi}(0) H_{o} / J_{x}\right](s+1 / T)}{s^{4}+s^{3} / T+s^{2}\left(1+K_{D} / H_{o} T\right) \lambda^{2}+s\left(H_{o}+K_{P}\right) \lambda^{2} / H_{o} T+K_{I} \lambda^{2} / H_{o} T}$

For the chosen closed-loop poles, the following approximate gain formula can be used for the selection of controller parameters:

$$
\begin{gather*}
T=\left(s_{1}+s_{2}+2 \zeta \omega\right)^{-1}  \tag{9.22a}\\
K_{P}=\omega^{2}\left(s_{1}+s_{2}\right) H_{o} T / \lambda^{2}-H_{o}  \tag{9.22b}\\
K_{I}=s_{1} s_{2} \omega^{2} H_{o} T / \lambda^{2}  \tag{9.22c}\\
K_{D}=\left[\omega^{2}+2 \zeta \omega\left(s_{1}+s_{2}\right)-\lambda^{2}\right] H_{o} T / \lambda^{2} \tag{9.22d}
\end{gather*}
$$

where $s_{1}$ and $s_{2}$ are negative real roots and $\omega$ and $\zeta$ are closed-loop nutation frequency and damping ratio, respectively.

Figure 9.14 shows a root locus plot vs overall loop gain of the preceding PID controller. Figure 9.15 also shows a Bode plot, which indicates a $10-\mathrm{dB}$ gain margin for the structural modes, and a $20-\mathrm{dB}$ gain margin and a $50-\mathrm{deg}$ phase margin for the nutation mode. Figure 9.16 shows digital simulation results with the same initial conditions as Fig. 9.12. It can be seen that the roll transient performance has been improved, but at the expense of initial torque saturation due to the highbandwidth control. (The different positive and negative torque saturation limits shown in Fig. 9.16 are the result of the different effects of drag on the wheel with a biased speed: less drag effect for slowing down.)


Fig. 9.14 Root locus plot for the roll/yaw high-bandwidth controller.


Fig. 9.15 Bode plot for the roll/yaw high-bandwidth controller.


Fig. 9.16 Transient responses of the roll/yaw high-bandwidth controller.

A possible structural mode instability can be easily demonstrated without the use of the rolloff filter. The in-plane bending mode ( $p_{2}=2.87 \mathrm{rad} / \mathrm{s}$ ) in the roll axis is destabilized in this case, which also validates the analytic prediction of the $10-\mathrm{dB}$ gain margin for the structural modes. However, a passive damping ratio of 0.01 could make it stable even without the rolloff filter. Thus, it is emphasized that the so-called control and observation spillover problem should not be exaggerated without considering the degree of instability, which might be naturally avoided by reasonable passive damping or by a simple first-order roll-off filter.

In the next section, we shall consider a spacecraft attitude control problem in the presence of significant control-structure interactions.

### 9.3 Stationkeeping Attitude Control of a Flexible Spacecraft

In this section, as discussed in Ref. 16, we describe the problem of designing a reaction jet attitude control system for a spacecraft having flexible solar arrays during translational thrusting (stationkeeping) maneuvers.

### 9.3.1 Introduction

Many three-axis stabilized spacecraft have large solar panel arrays with significant structural flexibility. For most cases of practical concern, however, the structural flexibility of the solar arrays does not strongly interact with attitude control systems, and thus all of the structural modes are often simply gain stabilized by the steep rolloff at a frequency well below the first structural frequency. This is the case considered in the preceding section. However, in this section we examine
a different case in which the structural modes strongly interact with an attitude control system.
In the presence of large disturbance torques during translational thrusting (stationkeeping) maneuvers, a high-bandwidth attitude controller is often needed to maintain accurate body pointing. During stationkeeping mode operations of threeaxis stabilized spacecraft, reaction jets (thrusters) are used to stabilize the attitude motion of spacecraft. Unlike other actuators, such as reaction wheels, thruster output consists of two values: on or off. Furthermore, most on-off reaction jet control systems are, in practice, pulse modulated, as was discussed in Chapter 7. The solar array flexibility interacts strongly with such nonlinear control systems, and structural mode instability in the high-bandwidth nonlinear control system often manifests as a limit cycle.

In this section we consider the problem of designing a stationkeeping attitude control system for the same spacecraft model considered in the preceding section.

### 9.3.2 Stationkeeping Attitude Control System

To maintain the spacecraft position in geosynchronous orbit to within $\pm 0.1 \mathrm{deg}$, the spacecraft shown in Fig. 9.7, requires about six north/south stationkeeping maneuvers per year, each with a duration of maximum 2 min . East/west orbital corrections are made at approximately 12 -day intervals with a duration of only a few seconds. The reaction jet attitude control system with $22-\mathrm{N}$ thrusters must counteract disturbance torques due to thruster misalignment, plume impingement, and mismatch between pairs of thrusters used to impart velocity changes during these stationkeeping maneuvers.

It is assumed that the disturbance torques of $\pm 2.0 \mathrm{~N} \cdot \mathrm{~m}$ can be prebiased leaving a residual uncertainty of $\pm 0.5 \mathrm{~N} \cdot \mathrm{~m}$ to be controlled by the feedback control system. Attitude pointing requirements are to maintain short-term attitude errors within $\pm 0.06 \mathrm{deg}$ in roll/pitch and $\pm 0.1 \mathrm{deg}$ in yaw.

Figure 9.17 shows a block diagram representation of the stationkeeping attitude control system. The Earth sensor provides roll/pitch attitude references, whereas the gyros provide yaw attitude reference as well as three-axis body rates during the stationkeeping mode operations. The control logic for direct attitude and rate feedback, structural filtering, and pulse-width pulse-frequency (PWPF) modulation is implemented in the microprocessor with a $64-\mathrm{ms}$ sampling period. There is no cross-axis feedback control as can be seen in Fig. 9.17. The sun sensor in the yaw channel provides yaw attitude reference in case of gyro failure. The rate loop has a high-pass filter to wash out any residual drift rate bias (up to $1 \mathrm{deg} / \mathrm{h}$ ) of the gyros.

The signal after structural filtering is then passed through the loop deadband, the loop gain, and the PWPF modulator, which in turn activates the thruster valves. The PWPF modulator causes a pulse command on the average by adjusting the pulse width and pulse frequency. Because the roll thrusters are utilized in pairs for north/south stationkeeping maneuvers, they will be off-modulated to be used for roll attitude control while pitch and yaw thrusters are on-modulated. Similarly, when the pitch and yaw thrusters are used for east/west maneuvers, they provide the spacecraft velocity changes and are off-modulated for attitude control.



Fig. 9.17 Stationkeeping attitude control system.

### 9.3.3 Flexible Spacecraft Model

In the preceding section, the hybrid-coordinate modeling has been shown to be very useful for the control analysis and design of a spacecraft having a main rigid body and flexible solar arrays. Consider the same spacecraft model with the solar array configuration at $6 \mathrm{a} . \mathrm{m}$. During the north/south or east/west stationkeeping maneuvers at 6 a.m., both arrays are pointing to the sun. Because the nutation frequency $\lambda=H_{o} / \sqrt{J_{x} J_{z}}=0.02 \mathrm{rad} / \mathrm{s}$, is well below the controller bandwidth of about $1.0 \mathrm{rad} / \mathrm{s}$, we can neglect both orbital and nutation dynamics in deriving the equations of motion for the stationkeeping attitude control design.

Including a single dominant cantilever mode in each axis, the linearized equations of motion of the spacecraft can be written in terms of the hybrid coordinates as follows.

Rigid main body:

$$
\begin{align*}
J_{x} \ddot{\phi}+\sqrt{2} \delta_{x} \ddot{q}_{x} & =u_{x}  \tag{9.23a}\\
J_{y} \ddot{\theta}+\sqrt{2} \delta_{y} \ddot{q}_{y} & =u_{y}  \tag{9.23b}\\
J_{z} \ddot{\psi}+\sqrt{2} \delta_{z} \ddot{q}_{z} & =u_{z} \tag{9.23c}
\end{align*}
$$

Two solar arrays:

$$
\begin{align*}
& \ddot{q}_{x}+\sigma_{x}^{2} q_{x}+\sqrt{2} \delta_{x} \ddot{\phi}=0  \tag{9.24a}\\
& \ddot{q}_{y}+\sigma_{y}^{2} q_{y}+\sqrt{2} \delta_{y} \ddot{\theta}=0  \tag{9.24b}\\
& \ddot{q}_{x}+\sigma_{x}^{2} q_{x}+\sqrt{2} \delta_{z} \ddot{\psi}=0 \tag{9.24c}
\end{align*}
$$

where $(\phi, \theta, \psi)$ are small roll, pitch, yaw attitude errors of the spacecraft with respect to the LVLH reference frame; ( $J_{x}, J_{y}, J_{z}$ ) are the spacecraft principal moments of inertia; ( $q_{x}, q_{y}, q_{z}$ ) are the cantilever modal coordinates; ( $\sigma_{x}, \sigma_{y}, \sigma_{z}$ ) are the cantilever modal frequencies; $\left(\delta_{x}, \delta_{y}, \delta_{z}\right)$ are the rigid-elastic coupling scalars of a single solar array; and ( $u_{x}, u_{y}, u_{z}$ ) are the control torques.

Because the roll, pitch, and yaw axes are decoupled, the following single-axis transfer function can be used for control design

$$
\begin{equation*}
G(s)=\frac{s^{2}+\sigma^{2}}{J s^{2}\left[\left(1-2 \delta^{2} / J\right) s^{2}+\sigma^{2}\right]} \tag{9.25}
\end{equation*}
$$

where $\sigma$ and $\delta$ are the cantilever modal frequency and the rigid-elastic coupling scalar of the dominant mode of a single array given in Table 9.3. Table 9.4 summarizes the spacecraft nominal parameters for control design. The alternating polezero pattern of the structural modes clearly indicates that we have a collocated actuator and sensor problem here.

During the north/south stationkeeping maneuvers, the south array may need to be oriented to minimize the thermal effects of thruster firings on the solar cell. Because there are usually no thruster firings from the spacecraft north face, the north array is always pointing to the sun. If two arrays are perpendicular to each other during the north/south stationkeeping maneuvers at noon, the following transfer function with two structural modes can be used for control analysis and

Table 9.4 Spacecraft nominal parameters at 6 a.m.

| Parameters | Roll | Pitch | Yaw |
| :--- | :---: | :---: | :---: |
| Spacecraft inertia, $\mathrm{kg} \cdot \mathrm{m}^{2}$ | 3026 | 440 | 3164 |
| Control torque, $\mathrm{N} \cdot \mathrm{m}$ | 10 | 10 | 10 |
| Residual disturbance, $\mathrm{N} \cdot \mathrm{m}$ | 0.5 | 0.5 | 0.5 |
| Pointing requirement, deg | 0.06 | 0.06 | 0.1 |
| Structural mode zero, rad/s | 1.11 | 5.53 | 0.88 |
| Structural mode pole, $\mathrm{rad} / \mathrm{s}$ | 2.87 | 5.61 | 1.93 |

design:

$$
\begin{equation*}
G(s)=\frac{\left(s^{2}+\sigma_{1}^{2}\right)\left(s^{2}+\sigma_{2}^{2}\right)}{J s^{2}\left\{\left[1-\left(\delta_{1}^{2}+\delta_{2}^{2}\right) / J\right] s^{4}+\left(\sigma_{1}^{2}+\sigma_{2}^{2}-\delta_{1}^{2} \sigma_{2}^{2} / J-\delta_{2}^{2} \sigma_{1}^{2} / J\right) s^{2}+\sigma_{1}^{2} \sigma_{2}^{2}\right\}} \tag{9.26}
\end{equation*}
$$

where ( $\sigma_{1}, \delta_{1}$ ) and ( $\sigma_{2}, \delta_{2}$ ) correspond to the dominant out-of-plane and in-plane bending modes of a single array given in Table 9.3.

### 9.3.4 Pulse-Width Pulse-Frequency Modulator Analysis and Design

A unique feature of the control system shown in Fig. 9.17 is the PWPF modulator, which activates the thruster valves by adjusting the pulse width and pulse frequency. Several different on-off pulse modulation techniques for reaction jet control systems have been briefly introduced in Chapter 7. The PWPF modulator shown in Fig. 9.18 is one of such pulse-modulation techniques, and it mainly comprises two components: a first-order lag filter and a Schmitt trigger inside a feedback loop.

The PWPF modulator produces a pulse command sequence to the thruster valves by adjusting the pulse width and pulse frequency. In the linear range, the average output produced equals the commanded input. With a constant input, the PWPF modulator drives the thruster valve with an on-off pulse sequence having a nearly linear duty cycle with the input amplitude. The duty cycle or modulation factor is defined as the average output of the modulator.

The static characteristics of the PWPF modulator for a constant input $E$ can be summarized as follows.

Thruster on time:

$$
\begin{equation*}
T_{\mathrm{on}}=-T_{m} \ln \left\{\frac{(1-h) E_{d}-(E-1)}{E_{d}-(E-1)}\right\} \tag{9.27a}
\end{equation*}
$$

Thruster off time:

$$
\begin{equation*}
T_{\text {off }}=-T_{m} \ln \left\{\frac{E_{d}-E}{(1-h) E_{d}-E}\right\} \tag{9.27b}
\end{equation*}
$$



Fig. 9.18 PWPF modulator and its duty cycle vs constant input $\boldsymbol{E}$.

Duty cycle:

$$
\begin{equation*}
D C=\frac{T_{\mathrm{on}}}{T_{\mathrm{on}}+T_{\mathrm{off}}} \tag{9.27c}
\end{equation*}
$$

Minimum pulse width:

$$
\begin{equation*}
\Delta=-T_{m} \ln \left(1-\frac{h}{K_{m}}\right) \approx \frac{h T_{m}}{K_{m}} \tag{9.27d}
\end{equation*}
$$

where the equivalent internal deadband is

$$
E_{d}=\frac{U_{\mathrm{on}}}{K_{m}}
$$

and the hysteresis width is

$$
h=U_{\mathrm{on}}-U_{\mathrm{off}}
$$

The duty cycle can be obtained as

$$
\begin{equation*}
D C=\left\{\frac{\ln [1+a /(1-x)]}{1+\ln [1+a / x]}\right\}^{-1} \tag{9.28}
\end{equation*}
$$

where the normalized hysteresis width is

$$
a=\frac{h}{K_{m}\left(E_{s}-E_{d}\right)}
$$

the normalized input is

$$
x=\frac{E-E_{d}}{E_{s}-E_{d}}
$$

and the saturation level is

$$
E_{s}=1+\frac{U_{\text {off }}}{K_{m}}
$$

A typical plot of the duty cycle, which is nearly linear over the range above deadband $E_{d}$ and below saturation $E_{s}$ is also shown in Fig. 9.18. A linearized duty cycle can be obtained by Taylor series approximation of Eq. (9.28) about $x=0.5$ as follows:

$$
\begin{equation*}
D C \approx 0.5+\frac{2 a(x-0.5)}{(1+2 a) \ln (1+2 a)} \tag{9.29}
\end{equation*}
$$

which is not valid near $x=0$ and $x=1$. From this linearized duty cycle expression, an effective deadband of about $E_{d} / 2$ for $E_{s}=1.0$ can be obtained.

### 9.3.5 Control Analysis and Design

The roll-axis control loop of the spacecraft under consideration is shown in Fig. 9.19. Other axes employ the same control architecture. As can be seen in Fig. 9.19, the PWPF modulator implemented in a microprocessor receives an input signal every 64 ms and causes pulse command updates every 16 ms with pulse-width quantization of 16 ms . The microprocessor sampling period of 64 ms is relatively fast compared to the control bandwidth of $0.5 \mathrm{rad} / \mathrm{s}$ and also to the dominant flexible mode frequency of about $3.0 \mathrm{rad} / \mathrm{s}$. This makes it possible to employ the classical $s$-domain control design approach to digital control systems design, which was discussed in Chapter 2.

The combined effect of the microprocessor sampling period of 64 ms and pure computation delay of 48 ms can be approximated as a $80-\mathrm{ms}$ pure time delay for control design here. The loop gain $K$ determines the steady-state pointing accuracy for a constant disturbance torque during the stationkeeping maneuvers. The rate-to-position gain ratio $K_{R}$ determines the closed-loop damping. The amplitude and rate of the rigid-body limit cycle are determined by the deadband and the PWPF modulator. The controller parameters obtained using the classical control design technique are also given in Fig. 9.19. Further details of this control system design and digital simulation results can be found in Wie and Plescia. ${ }^{16}$


Fig. 9.19 Roll-axis stationkeeping control loop.

As mentioned earlier, this control loop has a collocated actuator and sensor pair, and thus all of the flexible modes are stably interacting with the rigid-body mode control. However, a structural filter that provides additional gain and phase margins for the structural mode is needed to compensate for the dynamic effect of the modulator. This subject will be treated further in the next section.

### 9.4 Nonlinear Pulse-Modulated Control Analysis and Design

In this section, which is based on Ref. 17, we examine the describing function method for the nonlinear control analysis and design of a flexible spacecraft equipped with pulse-modulated reaction jets. The method provides a means of characterizing the pulse modulator in terms of its gain and phase for the analysis of the structural mode limit cycle. Although the describing function method is inherently inexact, a new way of utilizing the method for practical control design problems is described. The approximations inherent in the method is accounted for as a modeling uncertainty for the nonlinear control robustness analysis.

### 9.4.1 Introduction

The nonlinear control instability in reaction jet control systems appears in the form of a structural mode limit cycle caused by thruster chatterings at the structural mode frequency. Although considerable attention has been directed toward the control-structure interaction problems of flexible structures in space, the nonlinear control interaction with flexible modes has not been studied much.

In this section, a frequency-domain approach is described for the design of a pulse-modulated nonlinear control system of a flexible spacecraft. The approach involves the use of the well-known describing function method, which is basically a frequency-response technique primarily used to predict the limit cycling of nonlinear systems. Many researchers have attempted, within the last several decades, to improve the accuracy of the describing function method by establishing new criteria to approximate the output of a nonlinear device; despite their efforts, the results obtained by researchers are not used much in practice. The reason is partly that the describing function method is inherently inexact and represents only a first-order approximation of the gain and phase characteristics of a nonlinear device.

This section, however, introduces a new way of utilizing the describing function method for designing nonlinear control systems. Analogs to the classical concept of gain/phase margins are applied to nonlinear systems to designate nonlinear stability margins; these margins give the designer a means of measuring the limit cycling tendency of a control system. The approximations inherent in the method are accounted for as the modeling uncertainty for designating the nonlinear stability margins. The describing function method is not employed here as a means of accurately predicting limit cycling information; instead, it is used as a method for characterizing a nonlinear component in terms of its gain and phase. In most cases, the control designer is more interested in determining whether or not the system will limit cycle as opposed to accurately identifying the oscillation characteristics, e.g., limit cycle frequency and amplitude.

Once the pulse modulator is adequately characterized by the describing function, one can iteratively synthesize a linear compensator and/or a pulse modulator such that the margins with respect to limit cycling condition are maximized. The
methodology shall be applied to the design example of the INTELSAT V spacecraft controlled by a reaction jet attitude control system. The interaction of the spacecraft's flexible solar arrays with the pulse modulator was a major concern during the development of the spacecraft in the mid-1970s. Such interaction appears in the form of structural mode limit cycling. Control design example of the INTELSAT V spacecraft shall be studied to illustrate the concept and methodology in avoiding the structural mode limit cycling.

### 9.4.2 Describing Function Analysis

A proper selection of the modulator parameters, based on its static characteristics, does not guarantee the closed-loop stability of the control system. The pulse modulator, being a nonlinear device, cannot be adequately analyzed through application of linear analysis techniques. Still, the designer must be concerned about linear compensator design, linear/nonlinear stability margins, and structural mode limit cycle. These problems can be approached by using the describing function method to characterize the pulse modulator in terms of its gain and phase.

In the describing function analysis, it is assumed that the fundamental harmonic component of the output is significant when the input to a nonlinear element is sinusoidal. The describing function of a nonlinear element is then defined to be the complex ratio of the fundamental harmonic component of the output to the input; that is, we have

$$
\begin{equation*}
N(X, \omega)=\left(Y_{\mathrm{l}} / X\right) e^{j \phi} \tag{9.30}
\end{equation*}
$$

where
$N=$ describing function
$X=$ sinusoidal input amplitude
$\omega=$ frequency of input sinusoid
$Y_{1}=$ amplitude of the fundamental harmonic
$Y_{1} / X=$ describing function gain
$\phi=$ describing function phase
Calculation of the describing function involves a conventional Fourier series analysis to obtain the fundamental component of the output, and $Y_{1}$ and $\phi$ may then be expressed as

$$
\begin{gather*}
Y_{1}=\sqrt{A_{1}^{2}+B_{1}^{2}}  \tag{9.31}\\
\phi=\tan ^{-1}\left(A_{1} / B_{1}\right) \tag{9.32}
\end{gather*}
$$

where

$$
\begin{align*}
& A_{1}=\frac{1}{\pi} \int_{0}^{2 \pi} y(t) \cos \omega t \mathrm{~d} \omega t  \tag{9.33}\\
& B_{1}=\frac{1}{\pi} \int_{0}^{2 \pi} y(t) \sin \omega t \mathrm{~d} \omega t \tag{9.34}
\end{align*}
$$

and $y(t)$ is the output of the nonlinear device.
If the nonlinear element can be adequately characterized by the describing function $N(X, \omega)$, the loop transfer function of a negative feedback control system is
simply given by $N(X, \omega) G(j \omega)$, where $G(j \omega)$ is the frequency-response function of the linear components of the loop. Thus, the study of limit cycle stability involves an equation of the form

$$
\begin{equation*}
1+N(X, \omega) G(j \omega)=0 \tag{9.35}
\end{equation*}
$$

or

$$
\begin{equation*}
G(j \omega)=-\frac{1}{N(X, \omega)} \tag{9.36}
\end{equation*}
$$

Equation (9.36) is often called the harmonic balance equation. The main advantage of the describing function analysis using Eq. (9.36) is its simplicity. For example, we simply plot the $-1 / N$ locus and the $G(j \omega)$ locus. If two loci intersect, then the system exhibits a limit cycle, which is characterized by the amplitude $X$ and frequency $\omega$. Note that the amplitude and frequency of the limit cycle indicated by the intersection of the $-1 / N$ locus and the $G(j \omega)$ locus are approximate values. Furthermore, if they intersect tangentially, then the system may not actually exhibit a limit cycle.
In this section, the term "DF (describing function) plot" designates a gain-phase plot of $-1 / N(X, \omega)$. Figure 9.20 shows a DF plot for a PWPF modulator in the gain-phase plane. Because the PWPF modulator's describing function is dependent on $\omega$, a limit cycle will only occur if the frequencies of the two curves are equivalent


Fig. 9.20 Describing function plot of a PWPF modulator.
at the intersection point. The DF plot in Fig. 9.20 was generated by using the INCA computer program developed by Bauer and Downing. ${ }^{18}$ The INCA program has been enhanced to allow the calculation of describing functions as well as inclusion of the DF plots in the frequency domain. To calculate describing functions for devices such as the PWPF modulator, for which the describing function cannot be expressed analytically, the INCA program solves Eqs. (9.33) and (9.34) for steadystate output. All of the describing function plots in this section were constructed using the enhanced INCA software.

The modulator DF plot is made up of two components, the minimum-amplitude line, that is, the vertical line on the right side of the curve set, and the roughly horizontal lines that comprise the DF curves for different values of frequency. The constant-frequency lines are a function of amplitude $X$. In the INCA program, these curves are only calculated as long as the modulator output contains just two pulses per cycle with amplitudes of 1 and -1 ; increasing the input amplitude causes the modulator to produce multiple pulses per cycle. It is difficult to accurately approximate such an irregular signal with a sinusoid. The sinusoidal approximation of the modulator output depends on the criteria used to equate the two functions. The approximation of such a discontinuous function with a single harmonic curve does not provide meaningful expression of the modulator gain and phase; as a result, all discussions of PWPF modulator describing functions refer to single-pulse output.

The challenge presented by the describing function method is to obtain the most realistic sinusoidal model of the pulse output to determine gain and phase change from the input signal. It is difficult to determine a criterion that best represents the pulse output in sinusoidal form. A popular representation is the fundamental harmonic of a Fourier series; however, the fundamental Fourier harmonic is only the first term of an infinite-order series. Despite the increased accuracy of the approximation, the extra computational effort necessitates exclusion of the extra harmonics from the describing function analysis. A common misperception is that the fundamental harmonic is, therefore, the best first-order sinusoidal approximation of that function. It is difficult to consider the fundamental Fourier harmonic the best approximation without acknowledging the contribution of the higher harmonics.

The gain and phase characteristics of a describing function depend on the method defined to approximate the periodic nonlinear output with a sinusoid of the same frequency. Several other types of describing function methods have been proposed in the literature. A method that is treated in this section involves approximating the modulator pulse signal with a sine curve of equal area. The first integral of torque with respect to time is total angular momentum; therefore, two torque profiles of equal area will impart an identical impulse to a linear plant. In an ideally limit cycling system, substitution of the nonlinear output with the sinusoidal approximation should exhibit no change in the system output.

Calculation of the area-matching describing function for the PWPF modulator is computationally simple. The area of a modulator pulse, integrated from 0 to $\pi / \omega$, is simply the modulator output pulse width $\Delta$. The area of a sine curve over the same period is $2 Y_{s} / \omega$ where $Y_{s}$ is the area-matching sinusoid amplitude and $\omega$ is the frequency of both the sinusoid and the pulse signal. Equating these two relations yields

$$
\begin{equation*}
Y_{s}=\omega \Delta / 2 \tag{9.37}
\end{equation*}
$$



Fig. 9.21 Region of uncertainty for the PWPF modulator.

The amplitude of the Fourier fundamental harmonic $Y_{1}$ can be found by solving Eqs. (9.33) and (9.34) and substituting into Eq. (9.31)

$$
\begin{equation*}
Y_{1}=(4 / \pi) \sin (\omega \Delta / 2)=(4 / \pi) \sin Y_{s} \tag{9.38}
\end{equation*}
$$

Equation (9.38) states that for small values of $Y_{s}, Y_{1}$ differs from $Y_{s}$ by a factor of 2.1 dB as shown in Fig. 9.21. This value can be interpreted as the uncertainty of the actual modulator gain. The modulator gain obviously depends on the criteria used to treat the output signal. As a result, the designer can utilize a region of gain uncertainty, instead of a single DF curve, to evaluate limit cycling tendency.

Another approximation method also involves sinusoidal input to the nonlinear device. Similar to the area-matching technique, the root-mean-square (rms) describing function method expresses the gain of a pulse-modulating device as a function of the pulse area. It has been used in evaluation of systems that contain odd-valued nonlinear devices.

In this procedure, the curve-approximating criterion specifies the sinusoidal output to have the same rms value as the actual modulator output. This is similar to Eqs. (9.31-9.34) in that the describing function gain $\left|N(X, \omega)_{\text {rms }}\right|$ is defined as

$$
\begin{equation*}
\left|N(X, \omega)_{\mathrm{rms}}\right|=\sqrt{\frac{\int_{0}^{2 \pi}[y(t)]^{2} \mathrm{~d} \omega t}{\int_{0}^{2 \pi}[X \sin (\omega t)]^{2} \mathrm{~d} \omega t}} \tag{9.39}
\end{equation*}
$$

For a pulsed output, the amplitude of the DF sinusoid is

$$
\begin{equation*}
Y_{\mathrm{rms}}=\sqrt{2 \omega \Delta / \pi} \tag{9.40}
\end{equation*}
$$

Note that the rms output sinusoidal amplitude is greater than that of the area matching and the fundamental harmonic DF evaluations; the reason is that $Y_{\mathrm{rms}}>Y_{1}$ for $\omega \Delta<1$. In fact, for small values of $\omega \Delta$, such that $\sin (\omega \Delta) \approx \omega \Delta, Y_{1}=Y_{\mathrm{rms}}^{2}$. In the DF plots, however, we are plotting $-1 / N(X, \omega)$; as a result, the rms describing function gain is less than the two earlier types of DFs.

For nonpulse-modulated systems, it can be difficult to evaluate the numerator of the right-hand side of Eq. (9.39). If $y(t)$ is assumed to be the superposition of an infinite number of harmonics, the evaluation of the equation is formidable. For example, Eq. (9.39) would be evaluated as

$$
\begin{equation*}
\left|N(X, \omega)_{\mathrm{rms}}\right|=\frac{\sqrt{Y_{1}^{2}+Y_{3}^{2}+Y_{5}^{2}+\cdots+Y_{2 n-1}^{2}+\cdots}}{X} \tag{9.41}
\end{equation*}
$$

or

$$
\begin{equation*}
Y_{\mathrm{rms}}=\sqrt{Y_{1}^{2}+Y_{3}^{2}+Y_{5}^{2}+\cdots+Y_{2 n-1}^{2}+\cdots} \tag{9.42}
\end{equation*}
$$

where $Y_{2 n-1}$ represents amplitude of the odd Fourier harmonics. As a result, some authors have employed a corrected rms describing function method, which is based on the rms DF theory. In this technique, only the first two odd harmonics are used in evaluation of describing function. As a result, the corrected rms DF is expressed as

$$
\begin{equation*}
\left|N(X, \omega)_{c-\mathrm{rms}}\right|=\sqrt{Y_{1}^{2}+Y_{3}^{2}} / X \tag{9.43}
\end{equation*}
$$

where

$$
\begin{gathered}
Y_{1}=(4 / \pi) \sin (\omega \Delta / 2) \\
Y_{3}=(4 / 3 \pi) \sin (3 \omega \Delta / 2)
\end{gathered}
$$

From inspection of Eq. (9.43), it is obvious that $Y_{c-\mathrm{rms}}<Y_{\mathrm{rms}}$. As a result, the corrected rms method yields the greater describing function gain when viewed in a gain-phase plot.

As mentioned earlier, evaluation of the pulse-modulator gain is not accomplished accurately using the describing function method. Table 9.5 summarizes the different gain approximations of a pulse-modulator limit cycle output. There are valid physical justifications for use of each of the different modeling methods. The fundamental flaw in each procedure, however, is the necessity of approximating a discontinuous pulse signal with a single-harmonic sine wave. This is the feature of describing function theory that inhibits its usefulness in accurately predicting limit cycle behavior.

Figure 9.21 represents an evaluation of the preceding modeling methods for a PWPF modulator. As displayed in the figure, the disparity in location of the curves is evidence of the disagreement of the methods outlined in Table 9.5. What is important to realize is that the methods are in relative agreement; they all lie within a few decibels of one another. By assuming the validity of the phase information of the describing functions, the different values of gain describe a region on the

Table 9.5 Describing function amplitude comparison

| Describing function method | Sinusoidal amplitude |
| :--- | :---: |
| Conventional | $Y_{1}=\frac{4}{\pi} \sin \left(\frac{\omega \Delta}{2}\right)$ |
| Area matching | $Y_{s}=\frac{\omega \Delta}{2}$ |
| Root mean square (rms) | $Y_{\mathrm{mms}}=\sqrt{\frac{2 \omega \Delta}{\pi}}$ |
| Corrected rms | $Y_{c-\mathrm{rms}}=\frac{4}{\pi} \sqrt{\sin ^{2}\left(\frac{\omega \Delta}{2}\right)+\frac{1}{9} \sin ^{2}\left(\frac{3 \omega \Delta}{2}\right)}$ |

Nichols plot, which is shaded in Fig. 9.21. By acknowledging that the approximation methods in Table 9.5 have some physical justification, the shaded area can be referred to as a region of describing function uncertainty. This region can be defined on the Nichols plot, which loosely designates the modulator's DF plot, $-1 / N(X, \omega)$. Instead of using this information to predict limit cycle behavior, the designer can use this plot to measure a control system's tendency to limit cycle. In practical cases, avoidance of the limit cycle is more important than predicting its oscillation characteristics.

A system whose $G(j \omega)$ locus passes through this region has a greater chance of exhibiting a sustained oscillation. It is apparent that the actual boundaries of the region depend on the parameters of the pulse modulator. The DF uncertainty region is only an approximation in itself; uncertainties in modeling the pulse modulator prevent any confidence in the gain boundaries. Therefore, a system whose frequency response is horizontal in the vicinity of the DF region has a smaller chance of actually passing through the region; these systems tend not to experience limit cycles. Conversely, frequency-response curves that are nearly vertical in the vicinity of the gain uncertainty region tend to experience limit cycle oscillation. This case is shown in Fig. 9.21.

As a result, the describing function uncertainty region can be used as a useful tool in robust compensation design for pulse-modulated control systems. A designer can synthesize linear compensation such that the $G(j \omega)$ locus avoids the uncertainty region of $-1 / N$ locus as much as possible.

### 9.4.3 Nonlinear Control Design Methodology

The design methodology described here employs the describing function method to characterize a nonlinear element in terms of its gain and phase. The conventional describing function analysis emphasizes an accurate prediction of the limit cycle amplitude and frequency. The control system designer, however, is more concerned with the avoidance of the limit cycle rather than the accurate analysis of the limit cycle. A methodology or guideline is described here to aid the control designer in avoiding repetitive computer simulation while designing a pulse-modulated control system.

The following six steps can be used as a guideline for on-off control system design for flexible spacecraft:

1) The first step is rigid-body mode stabilization. The type of compensation for rigid-body mode control depends on the control bandwidth or settling time requirement. In general, a phase-lead filter is used when direct rate feedback is not possible.
2) The second step is pulse-modulator synthesis. Usually, the type of pulse modulator is fixed as a result of previous spacecraft design. Certain factors that must be considered in the modulator design include ease of hardware/software implementation, stabilization requirements of flexible modes, and the modulator static characteristics, i.e., minimum pulse width, duty cycle, etc.
3) The third step is linear analysis and structural mode stabilization. By neglecting the nonlinearity of the modulator, linear analysis methods such as root locus and frequency response will enable the control designer to investigate the stability of the flexible modes. Higher-order filters may be necessary, in addition to the rigid-body mode controller, to compensate for unstable flexible modes.
4) The fourth step is describing function analysis. Gain and phase characteristics of the nonlinear controller, as approximated in a linear sense, can be obtained through the describing function method. Investigate the $-1 / N$ locus and the $G(j \omega)$ locus in the frequency domain.
5) The fifth step is nonlinear simulation. The results in step 4 can be verified by a numerical simulation. The existence a structural mode limit cycle can be verified in this step, as can the approximate nonlinear stability margins.
6) The sixth step is linear analysis iteration. If the designer is not satisfied with nonlinear stability margins or the possibility of limit cycling, the design process can be repeated from step 3 by altering or adding to the linear compensation. If needed, the pulse modulator itself can be modified to further increase the nonlinear stability margins.

### 9.4.4 Example: INTELSAT V Spacecraft

A generic example of a nonlinear control system of flexible spacecraft is examined here. The control system consists of three elements: the flexible spacecraft, the attitude sensor, and the controller, as illustrated in Fig. 9.22. The sensor is modeled as a sample and ZOH device, which introduces phase lag into the control loop. The controller comprises linear compensation and a pulse-modulation logic. The linear compensation consists of a phase-lead filter for rigid-body mode stabilization and a structural filter for flexible mode compensation.

Except for the structural filter and digital control implementation, the control system parameters are derived from the yaw-axis control system of the INTELSAT V spacecraft, which has a collocated actuator and sensor; however, most spacecraft with digital control systems can be represented in this format. A nonlinear instability that can arise from the interaction of the pulse modulation with the flexible structural modes was of primary concern for the INTELSAT V control system design; however, it will be shown that a robust nonlinear control system can be synthesized through use of classical linear compensation techniques.

Four different compensation schemes, consisting of different combinations of the phase-lead filters and structural filters are given in Table 9.6. In case 1, the


Fig. 9.22 Reaction jet control system for a flexible spacecraft.

Table 9.6 Controller parameters

|  | Rigid-body controller | Structural filter |  |
| :--- | :---: | :--- | :--- |
| Case 1 | $T_{1}=2$ |  |  |
|  | $T_{2}=0.2$ |  |  |
| Case 2 | $T_{1}=2$ | $z=3.0$ | $\zeta_{z}=0.3$ |
|  | $T_{2}=0.2$ | $p=4.0$ | $\zeta_{p}=0.3$ |
| Case 3 | $T_{1}=2$ | $z=3.4$ | $\zeta_{z}=0.002$ |
|  | $T_{2}=0.2$ | $p=3.4$ | $\zeta_{p}=1$ |
| Case 4 | $T_{1}=2$ | $z=3.6$ | $\zeta_{z}=0.002$ |
|  | $T_{2}=0.2$ | $p=3.6$ | $\zeta_{p}=1$ |

linear compensation consists of a phase-lead filter without any structural filtering. The filter has the effect of phase stabilizing the rigid-body mode and the structural modes. Figure 9.23 contains several gain-phase (Nichols) plots; the leftmost plot shows the $G(j \omega)$ locus and the $-1 / N(X, \omega)$ locus. The spacecraft's three flexible modes are visible with portions of the $G(j \omega)$ locus in the vicinity of the $-1 / N$ locus. The frequencies of the upper and lower curves on the $-1 / N$ locus are 3 and $4 \mathrm{rad} / \mathrm{s}$, respectively, which correspond to the frequency range of the dominant


Fig. 9.23 Case 1 describing function analysis.
mode. The phase separation between the second mode and the minimum amplitude line of the $-1 / N$ locus is less than 15 deg.

A time delay is used to evaluate the phase margin of the control loop. By combining the time-delay model with the compensation, the $G(j \omega)$ locus can be shifted to the left, creating an intersection with the $-1 / N$ locus of the PWPF modulator. A second-order Padé approximation of a pure delay is used, where the delay time $T$ is found by the relation

$$
\begin{equation*}
T=\phi_{m} / 57.3 \omega \tag{9.44}
\end{equation*}
$$

where $\omega(\mathrm{rad} / \mathrm{s})$ is the frequency of the point of the $G(j \omega)$ locus close to the $-1 / N$ locus and $\phi_{m}$ is the phase margin in degrees. The smallest value of $\phi_{m}$ that causes an intersection is defined as the nonlinear phase margin. A similar procedure can be followed for the nonlinear gain margin. The lower right-hand plot depicts the introduction of a $100-\mathrm{ms}$ delay at $3.5 \mathrm{rad} / \mathrm{s}$; the corresponding phase lag, according to Eq. (9.44), is 20.1 deg . Note that the second mode now crosses the $-1 / N$ locus. The frequency of the $G(j \omega)$ locus near the describing function plot is close to $4 \mathrm{rad} / \mathrm{s}$ making a limit cycle at that frequency possible. Note the nearly orthogonal crossing of the $G(j \omega)$ locus with the $-1 / N$ locus, which, as mentioned earlier, increases the accuracy of the describing function analysis.

Figure 9.24 shows the results of a nonlinear simulation of the case 1 compensation with the additional 100 -ms delay. As predicted, a limit cycle is evident in


Fig. 9.24 Case 1 simulation results.


Fig. 9.25 Case 2 describing function analysis.
all four states displayed in Fig. 9.24. The rigid-body mode is sufficiently damped but the second flexible mode is limit cycling.

The nonlinear phase margin of the system with case 1 compensation is less than 15 deg, which may not prove sufficient; increasing the nonlinear phase margin will further decrease the chance of structural limit cycling. This can be accomplished by introducing phase lead into the system. As a result, the case 2 compensation contains a phase-lead structural filter in addition to the lead filter for the rigid-body mode stabilization. A filter that would introduce significant phase lead between the frequencies of 3 and $4 \mathrm{rad} / \mathrm{s}$ is desired; the generalized structural filtering approach, described in Chapter 2, can be employed to select the minimum-phase lead filter. Figure 9.25 details the $G(j \omega)$ and $-1 / N$ locus for case 2 . It can be seen that the nonlinear phase margin has roughly doubled from case 1 to 30 deg . The addition of the $100-\mathrm{ms}$ delay does not result in an intersection between the curves; there is still a 10 -deg phase difference between the $-1 / N$ locus and the $G(j \omega)$ locus. Therefore, no limit cycle is predicted from describing function analysis.

From Fig. 9.26, it can be seen that there is indeed no limit cycle; the yaw angle output contains gradually decreasing flexible mode excitation. No high-frequency thruster firings are evident; the low-frequency steady-state firings that are visible are rigid-body mode limit cycle firings. The case 2 compensation represents a method of phase stabilization of the nonlinear system; an alternative method of stabilization is gain stabilization.

Along with the rigid-body controller from case 1, case 3 contains a notch filter. This notch filter provides a sharp gain attenuation at $3.4 \mathrm{rad} / \mathrm{s}$. As in the earlier cases, it can be shown that, for case 3 , there is a wide separation between the


Fig. 9.26 Case 2 simulation results.
$-1 / N$ locus and the $3.5 \mathrm{rad} / \mathrm{s}$ point on the $G(j \omega)$ locus; as a result, the system has a large nonlinear phase margin. The utility of the case 3 compensation is, however, misleading because of the wide phase margin apparent in the system. The disparaging phase characteristics of the notch filter undermine its suitability as a gain-stabilizing device. The case 4 compensation resembles the filters used in case 3 except that the notch filter pole and zero lie on the opposite side of the $3.5 \mathrm{rad} / \mathrm{s}$ mode. This demonstrates the effect of structural mode uncertainty on a control system. The notch filter is not an example of robust compensation because of the linear instability that could arise from structural pole or zero uncertainty; case 4 could represent an analogous situation in the nonlinear sense. As a result of the notch frequency mismatching, the $-1 / N$ and $G(j \omega)$ loci intersect.

### 9.4.5 Summary

A computer-aided design methodology based on the describing function method for a pulse-modulated control system has been described in this section. A brief discussion of the describing function method and the inherent modeling uncertainty of the method was also given. It was shown that if $-1 / N$ locus and $G(j \omega)$ locus intersect almost perpendicularly, the modeling uncertainty for the pulse modulators does not significantly affect the accuracy of the describing function analysis. The INTELSAT V spacecraft was used as an example.

### 9.5 Attitude Control Redesign for the Hubble Space Telescope

In this section, as discussed in Ref. 19, we consider a control redesign problem of the Hubble Space Telescope (HST) for reducing the effects of solar array vibrations on telescope pointing jitter. The HST is a real example of a flexible spacecraft with noncollocated actuator and sensor pairs.

### 9.5.1 Introduction

The Hubble Space Telescope (HST) shown in Fig. 9.27, is a 13 -ton free-flying telescope in space with a precision pointing stability requirement of 0.007 arcsec over a 24 -h period, which is the moststringent pointing requirement imposed on any spacecraft to date. Following the successful deployment of the HST from the Space Shuttle Orbiter in April 1990, the HST experienced a pointing jitter problem caused by unexpected, solar-array-induced disturbances. (This pointing jitter problem was later solved by replacing the problematic arrays with new, improved solar arrays in an HST repair mission.) Flight results associated with the pointing jitter problem indicate that there appear to be two types of thermal flutter of the $20-\mathrm{ft}$-long solar


Fig. 9.27 Hubble Space Telescope.
arrays: 1) an end-to-end bending oscillation at 0.12 Hz when the spacecraft passes between sunlight and shadow and 2) a sideways bending oscillation at 0.66 Hz that occurs on the day side of the Earth. Under the worst conditions, the tips of the two 20 - ft arrays could deflect as much as 3 ft . The effect of such solar-array oscillations is that the telescope moves 0.00022 in., enough to make the planned long observations of as much as 25 min not worthwhile.

In this section we consider the control redesign problem for reducing the effects of both 0.12 - and $0.66-\mathrm{Hz}$ solar array oscillations on jitter. Both classical and modern control design methodologies presented in Chapter 2 will be employed for precision line-of-sight pointing control of the HST in the presence of significant structural vibrations. It will be shown that two disturbance rejection dipoles effectively reduce the effects of the solar-array-induced disturbances at 0.12 and 0.66 Hz on pointing jitter.

### 9.5.2 Problem Statement for Control Redesign

The pointing control system of the HST consists of fine-guidance sensors, star trackers, rate gyros, reaction wheels, magnetic torquers, and a digital computer. ${ }^{20.21}$ The rate gyro assembly comprises six rate-integrating gyros and provides rate and attitude information that is supplemented by attitude data from star trackers and fine-guidance sensors. Magnetic torquers are used for momentum management. Control torques are provided by the four skewed reaction wheels, which are not collocated with the rate gyro assembly. The rate gyros are located with the star tracker on an equipment shelf on the back side of the optical telescope assembly, and the reaction wheels are located at the midsection of the main body, as can be seen in Fig. 9.27. As a result, the primary bending modes of the optical telescope assembly have large negative modal gains (see Table 9.7) and they are interacting unstably with the rigid-body pointing control system. The pointing control problem of the HST is thus an excellent practical example of the noncollocated control problem of flexible structures.

We consider here only the pitch-axis control design problem, which has most significant interaction with the solar arrays. The roll, pitch, and yaw control axes of the HST, illustrated in Fig. 9.27, are nearly aligned with the principal axes of

Table 9.7 HST structural modes for the pitch axis

| Mode <br> number | $\omega_{i}, \mathrm{~Hz}$ | Modal gain <br> $K_{i}$ |  |
| :--- | ---: | :---: | :--- |
| 1 | 0.110 | 0.018 | Description |
| 2 | 0.432 | 0.012 | Solar array |
| 3 | 0.912 | 0.057 | High-gain antenna |
| 4 | 10.834 | 0.024 | Aperture door |
| 5 | 12.133 | 0.155 | Telescope structure |
| 6 | 13.201 | -1.341 | Telescope structure |
| 7 | 14.068 | -1.387 | Telescope structure structure |
| 8 | 14.285 | -0.806 | Telescope structure |
| 9 | 15.264 | -0.134 | Telescope structure |

the vehicle. The pitch-axis transfer function of the HST is given by

$$
\begin{equation*}
\frac{\theta}{u}=\frac{1}{J s^{2}}+\sum_{i=1} \frac{K_{i} / J}{s^{2}+2 \zeta \omega_{i} s+\omega_{i}^{2}} \tag{9.45}
\end{equation*}
$$

where $\theta$ is the pitch-axis pointing error output, $u$ the pitch axis reaction wheel control torque input, $s$ the Laplace transform variable, $J=77,076 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ the spacecraft pitch-axis moment of inertia, $K_{i}$ the $i$ th flexible modal gain in the pitch axis, $\omega_{i}$ the $i$ th flexible mode frequency in $\mathrm{rad} / \mathrm{s}$, and $\zeta$ the passive damping ratio assumed to be 0.005 .

Table 9.7 lists the pitch-axis modal data of the HST, and the corresponding transfer function zeros in rad/s are

$$
\begin{array}{rll}
-0.0034 \pm 0.6850 j, & -0.0134 \pm 2.6983 j \\
-0.0272 \pm 5.5805 j, & -0.3397 \pm 67.945 j \\
-0.3790 \pm 75.818 j, & -0.4255 \pm 85.079 j \\
-0.4464 \pm 89.286 j, & -0.4780 \pm 95.589 j \\
-58.678, & +59.069
\end{array}
$$

The transfer function with nonalternating poles and zeros has a nonminimumphase zero at $s=59.069$ because the rate gyros are not collocated with the reaction wheels.

Figure 9.28 shows a simplified pitch-axis block diagram of the HST pointing control system. The outer loop with the fine-guidance sensor and a command generator for the feedforward path are not shown here. Other axes of the HST employ the same control architecture.

The original controller on board the HST, which is basically a digital PID controller without the disturbance rejection filter, utilizes a finite impulse response (FIR) filter in the rate path to attenuate the high-frequency, main-body (optical telescope assembly) bending modes.

The solar-array-induced disturbances are modeled as

$$
\begin{equation*}
d(t)=A_{1} \sin \left(p_{1} t+\phi_{1}\right)+A_{2} \sin \left(p_{2} t+\phi_{2}\right) \tag{9.46}
\end{equation*}
$$

where the frequencies are known as

$$
\begin{align*}
& p_{1}=2 \pi(0.12) \mathrm{rad} / \mathrm{s}  \tag{9.47}\\
& p_{2}=2 \pi(0.66) \mathrm{rad} / \mathrm{s}
\end{align*}
$$

The magnitudes $A_{i}$ and phases $\phi_{i}$ are unknown for control design, whereas the nominal magnitudes can be estimated as $A_{1}=A_{2}=0.2 \mathrm{~N} \cdot \mathrm{~m}$, from flight results.
The Bode magnitude plot of the loop transfer function of the original controller on board the HST is shown in Fig. 9.29. As can be seen in Fig. 9.29, the pitch-axis pointing control system with the original controller has a $1.03-\mathrm{Hz}$ gain crossover frequency. The FIR filter in the rate path provides $2.3-\mathrm{dB}$ gain suppression of the $13.2-\mathrm{Hz}$ bending mode. The solar-array-induced disturbances for this controller lead to pointing jitter of 0.1-arcsec peak, which significantly exceeds the 0.007 -arcsec pointing accuracy requirement.

Thus, a new digital control logic is to be designed to most effectively attenuate the effects of the solar array oscillations at 0.12 and 0.66 Hz . An integral compensation


Fig. 9.28 Simplified block diagram of the HST pitch-axis pointing control system.
is also needed to attenuate a low-frequency gravity gradient and aerodynamic disturbances.

The control redesign requirements and/or goals can be stated as follows:

1) Maintain at least $5-\mathrm{dB}$ gain margin and 20-deg phase margin.
2) Provide at least 6-dB gain suppression (rolloff) of the high-frequency telescope structural modes at 14 Hz .
3) Provide at least $20-\mathrm{dB}$ additional disturbance attenuation at both 0.12 and 0.66 Hz with respect to the original design.
4) Maintain the bandwidth (the open-loop gain crossover frequency) close to 1.5 Hz .

Next we consider a classical control redesign for the HST, followed by a modern state-space control redesign, to reduce the effects of solar array vibrations on telescope pointing jitter. Both designs will be compared to the original controller onboard the HST, and some practical usefulness of a modern design technique that deals with both structured and unstructured uncertainties will also be demonstrated. Theoretical aspects of robust control design will not be elaborated, although some detailed discussion on both the classical and robust $H_{\infty}$ design techniques can be found in Chapter 2 or elsewhere.


Fig. 9.29 Bode magnitude plot of the loop transfer function of the original HST control design.

### 9.5.3 Classical Control Design

For the classical $s$-domain synthesis of digital control logic, the computational delay and the sample/ZOH delay, shown in Fig. 9.28, are first approximated as

$$
\begin{gather*}
e^{-0.008 s} \approx \frac{(0.008 s)^{2} / 12-0.008 s / 2+1}{(0.008 s)^{2} / 12+0.008 s / 2+1}  \tag{9.48}\\
\frac{1-e^{-0.025 s}}{0.025 s} \approx \frac{1}{(0.025 s)^{2} / 12+0.025 s / 2+1} \tag{9.49}
\end{gather*}
$$

Following a classical design guideline described in Chapter 2, a new controller can be designed to accommodate the disturbances at 0.12 and 0.66 Hz . After a trial-and-error iteration, a PID controller for the control logic architecture shown in Fig. 9.28 can be found as $K_{P}=7.720, K_{I}=3.798$, and $K_{D}=7.318$. This controller utilizes the same FIR filter as in the original controller and employs a periodic-disturbance rejection filter of the form

$$
\begin{equation*}
R(s)=\frac{\left(s / z_{1}\right)^{2}+2 \zeta_{z_{1}} s / z_{1}+1}{\left(s / p_{1}\right)^{2}+1} \cdot \frac{\left(s / z_{2}\right)^{2}+2 \zeta_{z_{2}} s / z_{2}+1}{\left(s / p_{2}\right)^{2}+1} \tag{9.50}
\end{equation*}
$$

where

$$
\begin{array}{lll}
z_{1}=2 \pi(0.124), & \zeta_{z_{1}}=0.364, & p_{1}=2 \pi(0.120) \\
z_{2}=2 \pi(0.612), & \zeta_{z_{2}}=0.127, & p_{2}=2 \pi(0.660)
\end{array}
$$

This new PID controller with two dipoles satisfies the $1.5-\mathrm{Hz}$ gain crossover frequency requirement, as well as the gain and phase margin requirements. However,
the FIR filter in the rate path does not provide enough gain attenuation for the high-frequency bending modes. The high-frequency structural modes near 14 Hz are, in fact, phase stabilized by the phase lag effects of the control system. Consequently, the second requirement of gain stabilizing the primary structural bending modes at 14 Hz has not been met, whereas all other design requirements and goals have been satisfied.

A new PID controller with notch filtering of the significantly interacting modes at 14 Hz can also be synthesized as

$$
\begin{equation*}
K(s)=(7.72+3.798 / s+7.318 s) R(s) H(s) \tag{9.51}
\end{equation*}
$$

where $R(s)$ is the same periodic-disturbance rejection filter as given in Eq. (9.50) and $H(s)$, which denotes the structural notch filter, is given by

$$
\begin{equation*}
H(s)=\frac{(s / 87)^{2}+2(0.001) s / 87+1}{(s / 45)^{2}+2(0.70) s / 45+1} \tag{9.52}
\end{equation*}
$$

As can be seen in the Bode magnitude plot of the loop transfer function shown in Fig. 9.30, the controller given by Eq. (9.51) has a $1.5-\mathrm{Hz}$ gain crossover frequency. The closed-loop system with this controller has a phase margin of 38 deg and a gain margin of 7.1 dB . The notch filter gain stabilizes the primary bending modes at 14 Hz with about $12-\mathrm{dB}$ gain suppression. This new controller with two dipoles provides 40 dB more gain attenuation at both 0.12 and 0.66 Hz , which can be verified from the closed-loop frequency magnitude response from the solar array disturbance input $d$ to the pitch attitude output $\theta$.

As described here for the HST control redesign problem, a simple classical approach based on a dipole concept is a very effective means of achieving precision


Fig. 9.30 Bode magnitude plot of the loop transfer function of a classical control redesign.
line-of-sight pointing control in the presence of significant structural vibrations or persistent external disturbances. The classical approach, however, requires a significant amount of trial-and-error iterations to satisfy the $1.5-\mathrm{Hz}$ bandwidth requirement and the stability requirements of the two dipoles and the rigid-body mode. Next we will employ a modern state-space design technique based on $H_{\infty}$ control theory to overcome some drawbacks of a classical approach. It is, however, emphasized that even for such a modern systematic approach, trial-and-error iterations for selecting proper weightings are necessary.

### 9.5.4 Robust Control Design

A robust $H_{\infty}$ control design methodology, which is essentially based on statespace solutions of standard $H_{\infty}$ control problems, was briefly described in Chapter 2, with a special emphasis on modeling of both structured parametric uncertainty and unmodeled dynamics. Many theoretical aspects of robust control are not elaborated here. Instead, we emphasize a proper formulation of the HST pointing control redesign problem for the robust $H_{\infty}$ control design in terms of structured and unstructured uncertainties.

The pole-zero pattern of the HST pitch-axis transfer function indicates that the pitch-axis dynamics can be approximated by a rigid-body mode and several dominant bending modes at 14 Hz . Because the control redesign requires gain stabilization of those bending modes with at least 6-dB gain suppression, the highfrequency bending modes are considered as unmodeled dynamics.

The pitch-axis dynamics of HST with only a rigid-body mode can then be described as

$$
\begin{gathered}
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{c}
\theta \\
\dot{\theta}
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\theta \\
\dot{\theta}
\end{array}\right]+\left[\begin{array}{c}
0 \\
1+\delta
\end{array}\right] u+\left[\begin{array}{l}
0 \\
1
\end{array}\right] d \\
y=\theta+v
\end{gathered}
$$

where $\theta$ is the pitch attitude error, $d$ is the external disturbance torque induced by solar arrays, $v$ is the sensor noise, $u$ is the pitch-axis control torque generated by reaction wheels, and $\delta$ represents a percentage variation of the overall loop gain perturbed mainly by vehicle inertia uncertainty, i.e., $\delta$ is a structured uncertain parameter.

As was discussed in Chapter 2, a fictitious input $\tilde{d}$ and a fictitious output $\tilde{z}$ can be introduced as follows:

$$
\begin{gathered}
\tilde{d}=\mathcal{E} u \\
\tilde{z}=-u \\
\mathcal{E}=\delta
\end{gathered}
$$

where $\mathcal{E}$ is called the gain of a fictitious internal feedback loop.
Disturbance rejection filters are represented as

$$
\begin{gather*}
\dot{\alpha}=y  \tag{9.53a}\\
\ddot{\beta}_{1}+p_{1}^{2} \beta_{1}=y  \tag{9.53b}\\
\ddot{\beta}_{2}+p_{2}^{2} \beta_{2}=y \tag{9.53c}
\end{gather*}
$$

where $p_{1}=2 \pi(0.12) \mathrm{rad} / \mathrm{s}$ and $p_{2}=2 \pi(0.66) \mathrm{rad} / \mathrm{s}$ are the frequencies of solar-array-induced disturbances. Note that a constant-disturbance rejection filter is also included, because an integral compensation is needed to attenuate low-frequency disturbances.

The disturbance filters can then be represented in state-space form as

$$
\begin{equation*}
\dot{\mathbf{x}}_{d}=\mathbf{A}_{d} \mathbf{x}_{d}+\mathbf{B}_{d} y \tag{9.54}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{A}_{d}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & -p_{1}^{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -p_{2}^{2} & 0
\end{array}\right] \\
& \mathbf{B}_{d}=\left[\begin{array}{l}
1 \\
0 \\
1 \\
0 \\
1
\end{array}\right], \quad \mathbf{x}_{d}=\left[\begin{array}{c}
\alpha \\
\beta_{1} \\
\dot{\beta}_{1} \\
\beta_{2} \\
\dot{\beta}_{2}
\end{array}\right]
\end{aligned}
$$

Finally, the state-space plant model augmented by the disturbance filters and the fictitious internal feedback loop can be described as

$$
\begin{gather*}
\dot{\mathbf{x}}(t)=\mathbf{A} \mathbf{x}(t)+\mathbf{B}_{1} \hat{\mathbf{d}}(t)+\mathbf{B}_{2} u(t) \\
\hat{\mathbf{z}}(t)=\mathbf{C}_{1} \mathbf{x}(t)+\mathbf{D}_{11} \hat{\mathbf{d}}(t)+\mathbf{D}_{12} u(t)  \tag{9.55}\\
y(t)=\mathbf{C}_{2} \mathbf{x}(t)+\mathbf{D}_{21} \hat{\mathbf{d}}(t)+\mathbf{D}_{22} u(t)
\end{gather*}
$$

where

$$
\begin{aligned}
\mathbf{x} & =\left[\begin{array}{lllllll}
\theta & \dot{\theta} & \alpha & \beta_{1} & \dot{\beta}_{1} & \beta_{2} & \dot{\beta}_{2}
\end{array}\right]^{T} \\
\hat{\mathbf{d}} & =\left[\begin{array}{lll}
\tilde{d} & d & v
\end{array}\right]^{T}, \quad \hat{\mathbf{z}}=\left[\begin{array}{llll}
\tilde{z} & z
\end{array}\right]^{T} \\
\mathbf{A} & =\left[\begin{array}{lllllll}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & -p_{1}^{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & -p_{2}^{2} & 0
\end{array}\right] \\
\mathbf{B}_{1}=\left[\begin{array}{lll}
0 & 0 & 0 \\
1 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right] \mathbf{W}_{d}, & \mathbf{B}_{2}=\left[\begin{array}{l}
0 \\
1 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right]
\end{aligned}
$$

$$
\begin{gathered}
\mathbf{C}_{1}=\left[\begin{array}{ccccccc}
1 & 0 & w_{\alpha} & w_{\beta_{1}} & w_{\beta_{1}} & w_{\beta_{2}} & w_{\beta_{2}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \\
\mathbf{C}_{2}=\left[\begin{array}{lllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \\
\mathbf{D}_{12}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], \quad \mathbf{D}_{21}=\left[\begin{array}{llll}
0 & 0 & 1
\end{array}\right] \mathbf{W}_{\hat{d}}
\end{gathered}
$$

and $\mathbf{D}_{11}=0$ and $\mathbf{D}_{22}=0 ; \mathbf{W}_{d}$ is the diagonal weighting matrix for $\hat{d}$, and $w_{\alpha}$, $w_{\beta_{1}}, w_{\dot{\beta}_{1}}, w_{\beta_{2}}$ and $w_{\dot{\beta}_{2}}$ are weighting factors for $\alpha, \beta_{1}, \dot{\beta}_{1} \beta_{2}$ and $\dot{\beta}_{2}$, respectively.

The selection of a design bound $\gamma$ and various weighting factors requires a trial-and-error iteration for proper tradeoffs between performance and robustness. The weighting factors on the disturbance rejection filter states are related to the separation between corresponding pole and zero of a dipole. Such separation represents the strength of the dipole, which in turn affects the settling time of the closed-loop system.

Because all of the structural modes are treated as unmodeled dynamics in the design process, we select the following weighting function:

$$
\begin{equation*}
W(s)=\frac{0.532(s / 30+1)^{2}}{[s /(2 \pi \cdot 13.8)]^{2}+2(0.004) s /(2 \pi \cdot 13.8)+1} \tag{9.56}
\end{equation*}
$$

to meet the frequency domain robustness requirement with respect to unstructured uncertainty. After a certain amount of trial and error using a computer code, one may select the following

$$
\gamma=4.39
$$

$$
\mathbf{W}_{d}=\operatorname{diag}(0.05,3.10,0.002)
$$

$$
\begin{gathered}
w_{\alpha}=0.3, \quad w_{\beta_{1}}=2.0, \quad w_{\beta_{1}}=1.8 \\
w_{\beta_{2}}=0.5, \quad w_{\beta_{2}}=20
\end{gathered}
$$

and find a compensator of the form

$$
\begin{equation*}
K(s)=(5.945+0.374 / s+10 s) R(s) H(s) \tag{9.57}
\end{equation*}
$$

where

$$
\begin{aligned}
& R(s)=\frac{(s / 0.946)^{2}+2(0.283) s / 0.946+1}{(s / 0.754)^{2}+1} \cdot \frac{(s / 3.746)^{2}+2(0.021) s / 3.746+1}{(s / 4.147)^{2}+1} \\
& H(s)=\frac{(s / 86.71)^{2}+2(0.004) s / 86.71+1}{(s / 58.40)^{2}+2(0.862) s / 58.40+1} \cdot \frac{1}{(s / 42.76)^{2}+2(0.454) s / 42.76+1}
\end{aligned}
$$

For an effective rejection of the sinusoidal disturbances, the disturbance rejection filter $R(s)$ has poles at $\pm 2 \pi(0.12) j$ and $\pm 2 \pi(0.66) j$ with the associated zeros at $-0.267 \pm 0.907 j$ and $-0.079 \pm 3.745 j$, respectively.

The Bode magnitude plot of the loop transfer function with this new controller is shown in Fig. 9.31. As can be seen in this figure, this new controller has met the bandwidth requirement of $1.5-\mathrm{Hz}$ gain crossover frequency. It has a $5.1-\mathrm{dB}$ gain margin and a $37-\mathrm{deg}$ phase margin. The notch zeros at 13.8 Hz provide effective gain stabilization of the primary bending modes at 14 Hz with about $21-\mathrm{dB}$ gain


Fig. 9.31 Bode magnitude plot of the loop transfer function of a robust $\boldsymbol{H}_{\infty}$ control redesign.
suppression. As can be verified from the closed-loop frequency magnitude response of this new controller from the solar array disturbance input $d$ to the pitch attitude output $\theta$, this new controller provides additional $40-\mathrm{dB}$ disturbance attenuation at both 0.12 and 0.66 Hz with respect to the original controller.

### 9.5.5 Summary

Both classical and robust $H_{\infty}$ control synthesis techniques were applied to the control redesign problem of the HST in this section. It was demonstrated that the proposed controllers with two disturbance rejection dipoles effectively accommodate the solar-array-induced disturbances at 0.12 and 0.66 Hz , resulting in a significant pointing performance improvement over the original controller on-board the HST. Some practical usefulness of a modern, but somewhat esoteric, robust $H_{\infty}$ control design methodology has been also demonstrated, although trial-and-error iterations for selecting proper weightings were necessary.

## Problem

9.1. Compare the Bode magnitude plots of the closed-loop transfer function $\theta(s) / d(s)$ of three different controllers:
(a) The baseline controller.
(b) The classical redesign.
(c) The $H_{\infty}$ control redesign.

### 9.6 Active Structural Vibration Control

### 9.6.1 Introduction

Thus far in this chapter, we have considered attitude control problems of various spacecraft in the presence of propellant sloshing and/or structural flexibility, with emphasis on practical aspects of attitude control systems design. As discussed in the preceding sections, most attitude control problems of practical concern do not require an active damping control of the structural or sloshing modes. The flexible modes in such problems are often naturally phase stabilized as a result of the collocated control, or gain stabilized in most cases by simply employing rolloff or notch filters.

In this section, however, we consider active structural vibration control problems in which the flexible modes need to be actively damped; however, many theoretical aspects of flexible structure controls will not be elaborated. Some fundamental concepts, as well as advanced control theory for the active structural control problem, were introduced in Chapter 2. This section is intended to provide the reader with some practical examples of structural control designs and ground experimental results.

### 9.6.2 Active Vibration Control of the Mast Flight System

The active structural vibration control problem of the control of flexible structures (COFS) Mast flight system is discussed here, and is based on Ref. 22.

Mast flight system description. The COFS Mast flight system illustrated in Fig. 9.32 was once envisioned by NASA in the mid-1980s as a means of experimenting with active structural control technologies in space. The basic element of this system is a $60-\mathrm{m}$-long, triangular-cross-sectional truss beam with a $275-\mathrm{kg}$ distributed mass, including the $93-\mathrm{kg}$ distributed mass of control hardware. A 180kg tip mass includes primary actuators and sensors. A summary of the distributed actuator/sensor locations and the material properties of the truss beam are also provided in Fig. 9.32.

The proof-mass actuator was selected as the primary actuating device for the COFS Mast flight system. The proof-mass actuator can be considered the translational equivalent to the reaction wheel that is one of the primary actuating devices for the attitude control of spacecraft. The proof-mass actuator applies force, whereas the reaction wheel applies torque. Although the proof-mass actuator dynamics are inherently nonlinear and complex, the low-frequency characteristics of the proof-mass actuator can be modeled as a high-pass filter, similar to those of the reaction wheel. The transfer function from the actuator input command to the actual force output can be approximated as*

$$
\begin{equation*}
\frac{u}{u_{c}}=-\frac{m s}{T s+1} \tag{9.58}
\end{equation*}
$$

[^25]

Fig. 9.32 COFS Mast flight system.
where $m$ is the mass of the proof-mass, $T=m / K, K$ is the velocity-controlled actuator servo gain, and $1 / T$ becomes the actuator high-pass break frequency.

The proof-mass actuator selected for the COFS experiment has a high-pass break frequency of 1 Hz . This frequency must be distinguished from the $110-\mathrm{Hz}$ actuator servo bandwidth. The first bending mode of 0.18 Hz is within the high-pass break frequency and the second bending mode of 1.98 Hz is near the high-pass break frequency. Therefore, special care should be taken with the high-pass filtering characteristics of the proof-mass actuator dynamics. Furthermore, the actuator stroke and force limits should be included in the detailed control design and simulation.

Because this truss beam with significant tip mass is cantilevered to the Orbiter, the overall transient responses are dominated by the first flexible mode in each axis. Because of the symmetric nature of the system, we consider here only the inplane transverse bending vibration of the truss beam. The $1.98-\mathrm{Hz}$ second bending mode is widely separated from the $0.18-\mathrm{Hz}$ first bending mode and has an order of magnitude less modal contribution than the first mode. Consequently, the COFS Mast flight system does not have the closely spaced modal characteristics expected for flexible structures in space. On the other hand, this system represents a typical control-structure interaction problem in which controlling the primary modes always requires consideration of the control interactions with the secondary modes.

As discussed earlier in this book, when using a collocated actuator/sensor pair, a stable interaction exists; however, special consideration must be given to the unstable interaction when the actuator and sensor are not collocated. For the COFS Mast flight system, the first bending mode can be considered as a primary mode to be actively damped. The second and higher bending modes are considered the secondary modes that are not to be destabilized by the primary-mode controller.

Pole-zero modeling. Consider the problem of controlling the COFS Mast flight system using the tip-mounted proof-mass actuator. As mentioned earlier, we
consider here only the in-plane transverse bending vibration of the truss beam. An analytical transfer function from the control input force acting at the tip to the deflections at various points on the truss beam can be determined using the analytical approach introduced in Chapter 8 . The additional lumped mass at bays $17,24,33$, and 44 is neglected for the preliminary analytical modeling herein. This analytical modeling provides a qualitative representation of the actual truss beam. It also provides physical insights to the modeling and control problems of the COFS Mast flight system.

For a uniform cantilevered beam with a tip mass $M$, the equation of motion is given by

$$
\begin{equation*}
E I y^{\prime \prime \prime \prime}(x, t)+\sigma \ddot{y}(x, t)=0 \tag{9.59}
\end{equation*}
$$

where

$$
y^{\prime \prime \prime \prime} \equiv \frac{\partial^{4} y}{\partial x^{4}}, \quad \ddot{y} \equiv \frac{\partial^{2} y}{\partial t^{2}}
$$

and $y(x, t)$ denotes the transverse deflection at the location $x$ and time $t ; E I, \sigma$, and $\ell$ are the bending stiffness, mass density, and total length of the beam, respectively.

The boundary conditions are

$$
\begin{gather*}
y(0, t)=y^{\prime}(0, t)=0  \tag{9.60a}\\
y^{\prime \prime}(\ell, t)=0  \tag{9.60b}\\
M \ddot{y}(\ell, t)-E I y^{\prime \prime \prime \prime}(\ell, t)=u(t) \tag{9.60c}
\end{gather*}
$$

where $M$ is the tip mass and $u$ the proof-mass actuator control force.
Taking the Laplace transforms of Eqs. (9.59) and (9.60), we obtain

$$
\begin{equation*}
y^{\prime \prime \prime \prime}(x, s)-\lambda^{4} y(x, s)=0 \tag{9.61}
\end{equation*}
$$

where $\lambda^{4}=-s^{2}$, with $s$ in units of $\sqrt{E I / \sigma \ell^{4}}$, and

$$
\begin{gather*}
y(0, s)=y^{\prime}(0, s)=0  \tag{9.62a}\\
y^{\prime \prime}(1, s)=0  \tag{9.62b}\\
-\rho \lambda^{4} y(1, s)-y^{\prime \prime \prime \prime}(1, s)=u(s) \tag{9.62c}
\end{gather*}
$$

where $\rho=M / \sigma \ell$, and $x$ and $y$ are in units of $\ell$, and $u(s)$ is in units of $E I / \ell^{2}$.
The solution of Eq. (9.61) is given by

$$
\begin{equation*}
y(x, s)=A_{1} \sin \lambda x+A_{2} \cos \lambda x+A_{3} \sinh \lambda x+A_{4} \cosh \lambda x \tag{9.63}
\end{equation*}
$$

Combining Eqs. (9.62) and (9.63) we obtain the transcendental transfer function from the control input force $u(s)$ to the beam deflection $y(x, s)$ and to the beam slope $y^{\prime}(x, s)$ at location $x$ as follows:

$$
\begin{gather*}
\frac{y(x, s)}{u(s)}=\frac{(c \lambda+c h \lambda)(s \lambda x-\operatorname{sh} \lambda x)-(s \lambda+\operatorname{sh} \lambda)(c \lambda x-\operatorname{ch} \lambda x)}{2 \lambda^{3}(1+c \lambda \operatorname{ch} \lambda)+2 \rho \lambda^{4}(c \lambda s h \lambda-s \lambda c h \lambda)}  \tag{9.64}\\
\frac{y^{\prime}(x, s)}{u(s)}=\frac{\lambda(c \lambda+c h \lambda)(c \lambda x-c h \lambda x)+\lambda(s \lambda+\operatorname{sh} \lambda)(s \lambda x+\operatorname{sh} \lambda x)}{2 \lambda^{3}(1+c \lambda c h \lambda)+2 \rho \lambda^{4}(c \lambda \operatorname{sh} \lambda-s \lambda c h \lambda)} \tag{9.65}
\end{gather*}
$$

where $s()=\sin (), \operatorname{sh}()=\sinh ()$, etc., for brevity.

In particular, the transfer functions from the tip-mounted primary actuator to the tip deflection and to the tip slope become

$$
\begin{align*}
\frac{y(1, s)}{u(s)} & =\frac{s \lambda c h \lambda-c \lambda \operatorname{sh} \lambda}{\lambda^{3}(1+c \lambda c h \lambda)+\rho \lambda^{4}(c \lambda \operatorname{sh} \lambda-s \lambda c h \lambda)}  \tag{9.66}\\
\frac{y^{\prime}(1, s)}{u(s)} & =\frac{\lambda s \lambda s h \lambda}{\lambda^{3}(1+c \lambda c h \lambda)+\rho \lambda^{4}(c \lambda \operatorname{sh} \lambda-s \lambda c h \lambda)} \tag{9.67}
\end{align*}
$$

By determining the roots of the numerator and denominator of these transfer functions for given tip-mass ratio $\rho$, these transcendental transfer functions can be represented as products of poles and zeros.

Because the control of tip deflection is the primary consideration, Eq. (9.66) is further discussed here. It is observed that the transfer function zeros are independent of the tip-mass ratio $\rho$, whereas the poles (natural frequencies) are dependent on the mass ratio. The zeros of Eq. (9.66) are the natural frequencies of a clampedhinged beam. The poles and zeros of Eq. (9.66) for different values of $\rho$ are shown in Fig. 9.33. As can be observed in this figure, when $\rho$ increases, the poles and zeros associated with the second and higher bending modes become closely spaced and the first mode becomes a single dominant mode of the cantilevered beam with a tip mass.

The frequencies in Fig. 9.33 are in units of $\sqrt{E I / \sigma \ell^{4}}$ and they should be multiplied by 0.76 to become frequencies in units of radians per second. For the case of $\rho=1$, the lowest four natural frequencies become $0.18,1.96,6.14$, and 12.7 Hz , which are in close agreement with the finite element modal data.

Figure 9.34 also shows the poles and zeros of transfer functions from the tipmounted actuator force to the beam deflection at various locations. Because the actuator and the sensor are not collocated in this case, the poles and zeros are not alternating along the imaginary axis. The zero locations are sensitive to the actual mode shapes. The transfer function to the deflection at the bay $17(x=0.313)$ has


Fig. 9.33 Poles and zeros of the collocated transfer function, $y(1, s) / u(s)$, for different values of the tip-mass ratio $\rho=M / \sigma \ell$.


Fig. 9.34 Poles and zeros of the transfer functions, $\boldsymbol{y}(\boldsymbol{x}, s) / u(s)$, at various sensor locations.
no zeros associated with the lowest four modes. A case of controlling the beam vibration using the tip-mounted actuator and the sensor at bay 33 has been selected because the second mode has a maximum deflection at bay 33 .

Collocated and noncollocated controls. A simplified diagram of a control system proposed for the COFS experiment is shown in Fig. 9.35. The proposed control system consists of the collocated control loop and the noncollocated control


Fig. 9.35 Control system proposed for the COFS Mast flight system.
loop. A detailed discussion of the control design for this system, which can be found in Ref. 22, is omitted here because a similar control design problem will be considered in detail in the next section.

### 9.6.3 Active Structural Control Experiment for the Mini-Mast System

The COFS project, which was originally envisioned for the Mast flight system experiment in space, was later replaced by a ground experiment project for the Mini-Mast system located at the NASA Langley Research Center. Detailed control system designs and ground experiments have been performed by many control researchers for the Mini-Mast system, under the NASA Control Structure Interaction (CSI) Guest Investigator Program in the late 1980s.

In particular, the simplicity and practicality of a classical control approach, enhanced by the concepts of nonminimum-phase filtering and active rejection of persistent disturbances, have been demonstrated for the Mini-Mast system by Wie et al. ${ }^{23}$ The intent here is to briefly describe such experimental results, with emphasis on the practical significance of the classical control concepts introduced in Chapter 2.

Mini-Mast system description. The Mini-Mast system consists primarily of a $20-\mathrm{m}$-long, triangular-cross-sectional, joint-dominated truss structure, which is deployed vertically inside a high-bay tower, cantilevered from its base on a rigidground foundation. It represents future deployable trusses to be used in space. The overall system configuration and the actuator/sensor locations are illustrated in Fig. 9.36.

An approximately $160-\mathrm{kg}$ tip mass includes three torque wheel actuators (TWAs) mounted on a tip plate at bay 18 ; the total mass of the system is about 300 kg . The three TWAs generate orthogonal control torques along the global $X, Y$, and $Z$ axes. The origin of the global control axes is located at the base of the truss and at the centroid of the triangular cross section, as illustrated in Fig. 9.37. For disturbance input to the structure, three shakers at bay 9 can be utilized. These shakers are oriented normal to the faces of the truss at each of the three vertices. Displacement sensors used for control experiments are located on the platforms at the tip (bay 18) and near the midpoint of the truss (bay 10). These sensors are positioned to measure deflections normal to the face of the sensor, which are mounted parallel to the flat face on the corner joints on the truss, as shown in Fig. 9.37. Because the sensor axes are not aligned with the torque wheel axes, i.e., the global $X, Y$, and $Z$ axes, a coordinate transformation of the sensor outputs is needed for the classical decoupled control design. Such a coordinate transformation or sensor output decoupling matrix is given in Fig. 9.37.

Experimental, open-loop responses of the Mini-Mast excited by the shaker A with a pulse of 100 ms duration and 50 N magnitude are shown in Fig. 9.38 for the displacement sensor outputs (A, B, and C), and in Fig. 9.39 for the decoupled outputs ( $X, Y$, and $\theta$ ). It is evident from Fig. 9.38 that the overall transient responses at the tip are dominated by the first flexible mode in each axis. The $6-\mathrm{Hz}$ second bending mode, which can be seen at bay 10 responses, is widely separated from the $0.8-\mathrm{Hz}$ first bending mode, and has an order-of-magnitude less modal contribution


Fig. 9.36 Schematic representation of the Mini-Mast control experiments.
than the first mode. Although there are a cluster of local modes and additional global bending, torsion, and axial modes up to 100 Hz , they are not visible in Fig. 9.38. The unsymmetric behavior of the Mini-Mast truss structure is also evident in this figure. This effect is probably due to the joint nonlinearity of the truss structure. Despite such a joint nonlinearity problem, the decoupled outputs shown in Fig. 9.39 clearly indicate the effectiveness of the sensor decoupling concept illustrated in Fig. 9.37.
A simplified transfer function representation of the actuator dynamics used for control design is given as

$$
\begin{equation*}
\frac{u(s)}{u_{c}(s)}=\frac{s}{\left(s / p_{1}+1\right)\left(s / p_{2}+1\right)} \tag{9.68}
\end{equation*}
$$

where $u(s)$ is the control torque in units of $\mathrm{N} \cdot \mathrm{m}, u_{c}(s)$ is the torque wheel angular momentum command in units of $\mathrm{N} \cdot \mathrm{m} \cdot \mathrm{s}$, and $p_{1}$ and $p_{2}$ are the actuator poles. The following numerical values are used for control design: $p_{1}=25 \mathrm{~s}^{-1}$ and $p_{2}=300 \mathrm{~s}^{-1}$.


Fig. 9.37 Schematic diagram of the cross section of the Mini-Mast truss beam.

Mathematical modeling for control design. A finite element model of the Mini-Mast truss structure consists of 355 joints and 490 beam elements. Rigid plates are positioned at bays 18 and 10 , with appropriate masses for the control hardware.

A summary of the modal frequencies and modal damping ratios for the first five modes identified by modal tests is provided in Table 9.8. Modal damping ratios for the higher frequency modes are assumed to be $1 \%$. There are five modes below 10 Hz . The first two, at approximately 0.8 Hz , are first bending modes oriented nearly in the global $X$ and $Y$ axes. Next is the first torsion mode at 4.4 Hz . It is slightly coupled with bending. The fourth and fifth modes are second bending modes. Unlike the first bending modes, however, the direction of motion for second bending has rotated 45 deg from the global $X$ and $Y$ axes. This phenomenon results in the coupled second bending modes. Following the second bending modes, there are a cluster of 108 "local" modes. These modes involve mainly the bending of the diagonal truss members. Following this cluster of local modes, there are additional global bending, torsion, and axial modes up to 100 Hz . In the control design, the first five modes are considered the primary modes to be actively damped. The sixth and higher modes are considered the secondary modes, which are not to be destabilized by the primary-mode controller.


Fig. 9.38 Open-loop impulse responses for displacement sensors A, B, and C at bay 10 and bay 18 .


Fig. 9.39 Open-loop impulse responses for the decoupled outputs $X, Y$, and $\theta$ at bay 10 and bay 18.

Table 9.8 Mini-Mast modal data

| Mode | Frequency, Hz | Damping ratio, \% |
| :--- | :---: | :---: |
| First $X$ bending | 0.801 | 1.964 |
| First $Y$ bending | 0.801 | 1.964 |
| First torsion | 4.364 | 1.660 |
| Second $X Y$ bending | 6.104 | 1.194 |
| Second $Y X$ bending | 6.156 | 1.194 |

Control experiment objectives. Because this beam structure with significant tip mass is cantilevered to the ground, the overall transient responses are dominated by the first flexible mode in each axis. The $6-\mathrm{Hz}$ second bending mode is widely separated from the $0.8-\mathrm{Hz}$ first bending mode and has an order-of-magnitude less modal contribution than the first mode. Consequently, the Mini-Mast represents a typical control-structure interaction problem, where controlling the primary modes always requires consideration of the control interactions with the secondary modes. Even for a collocated actuator and sensor pair, special consideration must be given to the effect of the actuator and sensor dynamics and the phase lag caused by computational delay and prefiltering. In the preliminary control design, the first and second modes in each axis (except the second torsion mode) are considered as the primary modes to be actively damped. The third and higher modes in each axis are considered as the secondary modes, which are not to be destabilized by the primary-mode controller.
State-space methods for control design of flexible space structures have been emphasized in the literature and more widely explored than classical methods. There has also been a growing research interest in robust $H_{\infty}$ control and robustness analysis applied to the control problems of flexible space structures. The classical control approach was employed in Ref. 23 for Mini-Mast control experiments, however, and the objective was to investigate the fundamental nature of controlstructure interaction problems and to further understand the practical effects of many simplifying assumptions on a realistic space truss structure such as the Mini-Mast.

In particular, a new concept of generalized structural filtering for flexible-mode stabilization and a periodic disturbance rejection concept were to be validated by Mini-Mast control experiments. The simplicity and practicality of the classical control approach were to be demonstrated for the Mini-Mast. The practicality of a sensor decoupling approach was also to be demonstrated for the inherent multivariable control problem of the Mini-Mast.

The control objectives of Mini-Mast experiments described in Wie et al. ${ }^{23}$ are: 1) a rapid transient vibration control of the tip deflection to an impulsive disturbance and 2) a steady-state vibration suppression to periodic disturbances. Control design and tests were performed for two different generic cases: 1) a collocated control using the tip-mounted actuator and sensor pairs at bay 18 and 2) a noncollocated control using the tip-mounted actuators at bay 18 and noncollocated sensors at bay 10 . The external disturbances were generated by shakers at bay 9 . In fact, there exists a multivariable control issue for both cases, because the sensor axes


Fig. 9.40 Collocated control system with periodic disturbance rejection for $X$ and $Y$ at bay 18 .
are not aligned with the control input axes. A sensor decoupling approach was, however, used to simplify the control design, which allows the use of a classical single-input single-output (SISO) control method.

Collocated control experiment. A simplified control system block diagram is shown in Fig. 9.40 for collocated control experiments using the tip-mounted actuators and displacement sensors $A, B$, and $C$ at bay 18 . The sensor outputs are low-pass filtered by an analog, three-pole Bessel filter with a corner frequency of 50 Hz in each axis. (Although a $50-\mathrm{Hz}$ filter was used in the control design, it was found during the final stages of testing that a $20-\mathrm{Hz}$ filter was mistakenly selected. The resulting effect was significant and will be discussed later.)

The global $X$ - and $Y$-axes bending and $Z$-axis torsional displacements at bay 18 are generated by using the output decoupling matrix given in Fig. 9.37. The $Y / u_{1}$ transfer function has alternating poles and zeros along the imaginary axis. The $X / u_{2}$ and $\theta / u_{3}$ transfer functions also have such a collocated actuatorsensor property. As a result, a SISO collocated control design is possible, where the TWAs at the tip provide the control inputs and the global displacements of the tip (bay 18) are fed back with proportional gains. Thus, direct feedback of the decoupled displacement outputs $(X, Y, \theta)$ is the basic element of the collocated control experiments for the Mini-Mast using the torque wheel actuators.

A proportional-and-derivative (PD) control was needed, however, to effectively compensate the actuator dynamics at near its high-pass break frequency. The PD compensator zero can be chosen near the actuator pole at $s=-25$. A mismatching of the actuator pole by the PD compensation zero is not significant. An effective control loop delay of 15 ms from digital control implementation with a sampling


Fig. 9.41 Root locus vs overall loop gain of the collocated $X$-axis controller.
rate of 66.6 Hz was assumed. Such a time delay causes approximately $33-\mathrm{deg}$ phase lag at the second bending mode frequency of $38 \mathrm{rad} / \mathrm{s}(6.1 \mathrm{~Hz})$.

To validate the concept of active disturbance rejection for flexible space structures, a case with a sinusoidal disturbance with known frequency of $15 \mathrm{rad} / \mathrm{s}$ and unknown magnitude of 5 N was considered. Such a sinusoidal disturbance was generated by shaker A at bay 9 , and disturbance rejection for the $X$ - and $Y$-axes bending at the tip was considered. The compensator for this case, given in Fig. 9.40, includes a dipole for periodic disturbance rejection with the pole at $s= \pm j 15$ and the zero at $s= \pm j 10$, so that the zero lies between two consecutive poles of the loop transfer function. Figure 9.41 shows the locus of closed-loop poles vs the overall loop gain for the $X$-axis control loop with the periodic disturbance rejection filter dipole.

The first test of this collocated controller was to investigate the closed-loop behavior to an impulsive disturbance. Figure 9.42 shows the closed-loop tip response of this controller for the same impulse disturbance as for Figs. 9.38 and 9.39. A $20 \%$ active damping ratio for the first mode in each axis has been achieved, as predicted by design. An undesirable phenomenon is evident in Fig. 9.42, however, that is, the second bending modes become less stable. This anomaly, which was


Fig. 9.42 Closed-loop impuise responses of the collocated control system.
not predicted by design, was found to be caused probably by the mistakenly selected analog prefilter of $20-\mathrm{Hz}$ (instead of $50-\mathrm{Hz}$ ) corner frequency. Additional test results with a $50-\mathrm{Hz}$ filter indicate less destabilization of the second bending modes, but the second bending modes were still gain stabilized. The late discovery of this problem prevented a redesign of the collocated controller.

The test cycle proceeded with the sinusoidal disturbance. It was demonstrated that a periodic disturbance rejection can be achieved for the outputs $X$ and $Y$ at


Fig. 9.43 Noncollocated control system with periodic disturbance rejection for $X$ and $Y$ at bay 10 .
bay 18. In this case, the control inputs $u_{1}$ and $u_{2}$ present a steady-state oscillation caused by the dipole, which counteracts the periodic disturbance applied on the system.

Noncollocated control design and experiments. A case of further interest is the case where the controller uses displacement sensors that are not located at the tip but at the midsection (bay 10), resulting in a noncollocated control configuration. Figure 9.43 shows a control system block diagram for this noncollocated case, with nonminimum-phase compensation and with periodic-disturbance rejection filtering for $X$ and $Y$ at bay 10 .

Like the collocated case, the sensor outputs are low-pass filtered by an analog, three-pole Bessel filter with a corner frequency of 50 Hz in each axis. Then, the global $X$ - and $Y$-axes bending and $Z$-axis torsional displacements at bay 10 are generated by using the output decoupling matrix. The $Y / u_{1}$ transfer function has nonalternating poles and zeros along the imaginary axis. The $X / u_{2}$ and $\theta / u_{3}$ transfer functions also have such a noncollocated actuator-sensor property. A SISO control design, however, was still possible, where the TWAs at the tip provide the control inputs and the global displacements at bay 10 are fed back with proper compensation.

The test results, for a case where the Mini-Mast is excited by the shaker A with a pulse of $100-\mathrm{ms}$ duration and $50-\mathrm{N}$ magnitude, show that the noncollocated control system, shown in Fig. 9.43, without the disturbance rejection filter dipole, has a $15 \%$ damping ratio for the first mode in each axis.

To validate the concept of periodic disturbance rejection for flexible space structures even for the noncollocated case, a case with a sinusoidal disturbance with a


Fig. 9.44 Root locus vs overall loop gain of the noncollocated $\boldsymbol{X}$-axis controller.
known frequency of $15 \mathrm{rad} / \mathrm{s}$ and disturbance rejection for the $X$ - and $Y$-axes bending at bay 10 was considered. The compensator for this case, given in Fig. 9.43, includes a dipole for periodic disturbance rejection with the pole at $s= \pm j 15$. The zero corresponding to the dipole is placed at $s= \pm j 20$, between the consecutive poles of the dipole and the second bending mode.

Figure 9.44 shows the locus of closed-loop poles vs overall loop gain for the $X$-axis control loop with both nonminimum-phase compensation and the periodicdisturbance rejection filter dipole. Test results shown in Fig. 9.45 demonstrate that a periodic-disturbance rejection can be achieved for the outputs $X$ and $Y$ at bay 10 . The shaker A is turned on at $t=5 \mathrm{~s}$ and turned off at $t=20 \mathrm{~s}$. The closed-loop system is stable and the control inputs $u_{1}$ and $u_{2}$ (at bay 18) present a steadystate oscillation caused by the dipole, which counteracts the periodic disturbance applied on the system (at bay 9 ).

In the preliminary control design for the Mini-Mast, the first and second modes in each axis (except the second torsion mode) were considered as the primary modes to be actively damped. The third and higher modes in each axis were considered as the secondary modes, which are not to be destabilized by the primary-mode controller. During the test cycle it became clear, however, that active control, i.e.,


Fig. 9.45 Closed-loop sinusoidal responses of the noncollocated control system with disturbance rejection for $X$ and $Y$ at bay 10 .
phase stabilization, of the second bending modes was not practical in the presence of significant phase lag caused by the analog prefilter and computational time delay. Consequently, the second bending mode in each axis were gain stabilized, which undoubtedly caused some transient performance degradation at bay 10 , as can be seen in Fig. 9.42. An approach to actively control the second bending modes is to employ a complex phase lead filter; however, test constraints and unmodeled high-frequency dynamics prevented further refinement of the simple classical collocated controller shown in Fig. 9.40.

In summary, despite the second bending mode anomaly, the concept of nonmini-mum-phase compensation for the noncollocated control problem and the periodicdisturbance rejection filter concept were successfully demonstrated for the MiniMast. The effectiveness of the sensor decoupling concept was also successfully validated in Ref. 23.

### 9.6.4 Pointing and Vibration Control Experiment for the Advanced Control Evaluation for Structures Testbed

The effectiveness of a disturbance accommodating control concept for line-of-sight control of a pointing system mounted on a flexible structure has been demonstrated by $\mathrm{Wie}^{24}$ for the advanced control evaluation for structures (ACES) testbed at the NASA Marshall Space Flight Center, under the NASA CSI Guest Investigator Program. Such experimental results, which demonstrate the simplicity and practicality of a classical "single-loop-at-a-time" approach to the active structural control design for a complex structure such as the ACES testbed, are described here.

ACES testbed description. The basic configuration of the ACES test facility is shown in Fig. 9.46. The basic component is a $2.27-\mathrm{kg}, 13-\mathrm{m}$ deployable Astromast, which served as the flight backup magnetometer boom for the Voyager spacecraft. It is a symmetric beam that is triangular in cross section. The Astromast has the equivalent continuous beam parameter of $E I=2.3 \times 10^{8} \mathrm{~N} \cdot \mathrm{~m}^{2}$. Appendages are attached to the Astromast to emulate the closely spaced modal frequencies characteristic of large space structures. The appendages consist of an antenna and two counterbalance legs. The overall system has 43 structural modes under 8 Hz . Table 9.9 lists some of the dominant modes of the ACES structure.


Fig. 9.46 ACES ground test facility.

Table 9.9 ACES structural mode description

| Mode, Hz | Description |
| :--- | :--- |
| 0.14 | First Astromast $X$ bending |
| 0.15 | First Astromast $Y$ bending |
| 0.63 | Second Astromast $Y$ bending |
| 0.75 | Second Astromast $X$ bending |
| 0.82 | Third Astromast $Y$ bending |
| 1.04 | Third Astromast $X$ bending |
| 1.41 | Antenna torsion |
| 1.51 | IMC $^{\text {a }}$ gimbals |
| 2.35 | Antenna torsion + astromast bending |
| 2.49 | Antenna torsion + astromast bending |
| 2.73 | Astromast bending |

${ }^{\text {a }}$ Image motion compensation.

The base excitation table (BET) is hydraulically driven to provide two-axis translational disturbances at the point where the Astromast is attached to the overhead structure of the building. Several disturbances, representative of an actual space environment, can be provided by the BET. Two of these disturbances utilized in the experiment will be referred to as 1) the BET pulse (thruster firings) and 2) the BET step (crew motion disturbance).

The advanced gimbal system (AGS) is a precision, two-axis gimbal system designed for high-accuracy pointing applications, augmented by a third gimbal with a torquer and air-bearing system for azimuth control. The AGS provides torque actuation at the base mounting plate of the Astromast in response to voltage command over the range of $\pm 10 \mathrm{~V}$. The AGS torquers operate over $\pm 30 \mathrm{deg}$, saturate at $50 \mathrm{~N} \cdot \mathrm{~m}$ of torque, and have bandwidths in excess of 50 Hz . Rate gyros are provided at the base and tip of the Astromast, and they measure three-axis angular rates at each location. The AGS and the rate gyros at the base become collocated actuator/sensor pairs.

The linear momentum exchange devices (LMED) are proof-mass actuators, which produce translational forces in two axes at each location, as shown in Fig. 9.46. Each LMED has a collocated accelerometer and a proof-mass position transducer. The moving mass of 0.75 kg contains permanent magnets that can move $\pm 3 \mathrm{~cm}$ over a voice coil actuator driven by a constant current source amplifier. Each LMED can deliver a peak force of 90 N ; however, over the $\pm 10-\mathrm{V}$ range of the control input, a maximum continuous force of 18 N is available. The force applied to the proof mass appears as a reaction force to the structure.

An optical system is provided to measure two-axis angular displacement of the antenna frame and thus monitor the line-of-sight pointing performance. The system consists of a laser source, two mirrors, and a two-axis optical detector. One of the mirrors is mounted on a two-axis pointing gimbal so that the system can be used as a closed-loop image motion compensation (IMC) controller in addition to an optical performance sensor. The objective of this setup is to test an IMC controller that will minimize the laser-beam pointing error; this setup is representative of a secondary-mirror pointing control system of a large telescope.

A digital computer with a sampling rate of 50 Hz is provided to implement digital controllers and to store and postprocess test results.

ACES control objectives. State-space methods for control design of flexible space structures have been emphasized in the literature and have been more widely explored than a classical method, as evidenced by all of the prior control experiments conducted for the ACES testbed. ${ }^{25-27}$

The primary goals of control design for the ACES testbed were: 1) to reduce the IMC line-of-sight error, i.e., to point the laser beam in the center of the detector, in the presence of two representative disturbances; 2) toensure that the controller has a practical size; and 3) to ensure that the controller is tolerant of model uncertainties.

The performance measures employed to evaluate the controller effectiveness include the detector response, the base rate gyro response, and the controller complexity. The primary performance criterion was the IMC line-of-sight pointing accuracy.

During the previous experiments conducted by other researchers for the ACES, several problems were encountered. One of such problems was described as follows ${ }^{27}$ :

> An unmodeled mode appeared as the dominant mode at the detector. Because the detector error was intended to be the evaluation parameter, the appearance of the unmodeled mode was disastrous to the original evaluation plan. The mode (0.15 Hz) did not destabilize any of the controllers; on the other hand, no controller attenuated the mode.

This $0.15-\mathrm{Hz}$ mode problem, however, was not encountered by other CSI guest investigators because their controllers were not tested for the so-called BET step disturbance, which is one of three representative disturbances available for the ACES.

One of the major contributions of Ref. 24 was to show that such a control problem encountered during the previous experiments was actually caused by the "nearly uncontrollable" but "significantly disturbable" $0.15-\mathrm{Hz}$ mode. The mode is nearly uncontrollable by the AGS torque input and completely uncontrollable by the IMC gimbals; however, it can be excited or disturbed significantly by the BET step disturbance and can be observed by the IMC detector.

It will be shown later in this section that a simple IMC controller utilizing the dipole concept can easily rectify such an uncontrollable but disturbable mode problem.

Classical control design. The first step in any control system design is to obtain a mathematical model of the physical system to be controlled. The math model of the ACES provided by the NASA Marshall Space Flight Center includes the modal frequencies and mode shapes of the lowest 43 modes, and transfer function models of the ACES were used for classical control design.

Figure 9.47 illustrates a classical control system architecture selected for the ACES. Basically, the control system consists of six actuators and six sensors without cross feedback. The control inputs are the $X$ - and $Y$-axes torques of the AGS gimbals, the $X$ - and $Y$-axes forces of LMED located at the lower section of the Astromast, and the $X$ - and $Y$-axes torques of the IMC gimbals. The sensor


Fig. 9.47 Classical control system for the ACES testbed.
measurements consist of the $X$ - and $Y$-axes base rate gyros (BGYRO), the $X$ - and $Y$-axes accelerometer (ACC) outputs of the LMED, and the $X$ - and $Y$-axes detector (DET) position outputs.

The classical single-loop-at-a-time control designs for the ACES are briefly described as:

1) The AGS-X-BGYRO-X (also the AGS- $Y$-BGYRO- $Y$ ) loop basically consists of a collocated torque actuator and angular rate sensor pair. Although the effect of phase lag at high frequencies, caused by actuator/sensor dynamics and control loop time delay, must be considered in practical control design, a collocated direct rate feedback controller, as shown in Fig. 9.47, was chosen for testing. Because of relatively weak cross-axis coupling, it was not necessary to cross feedback the BGYRO outputs to the AGS gimbals.
2) The IMC- $X$-DET- $Y$ (also the IMC- $Y$-DET- $X$ ) transfer function plot includes a few flexible modes near 1.5 Hz . As a result, a classical PID controller, as shown in Fig. 2, was chosen for each IMC loop. Similar to the AGS loops, it was not necessary to cross feedback the DET outputs to the IMC gimbals.


Fig. 9.48 BGYRO- $X$ responses to BET- $Y$ pulse: a) open-loop, b) AGS closed-loop with nominal gain, and c) AGS closed-loop with high gain.
3) As can be seen in Fig. 9.47, a direct acceleration feedback with first-order rolloff filtering was chosen for each collocated LMED and AGS control loop.

Experimental results. Some of the experimental results are presented here, which support the effectiveness of a simple classical controller, shown in Fig. 9.47, for achieving an excellent closed-loop performance.

Figure 9.48 shows a direct comparison of the open-loop and AGS closed-loop responses of BGYRO-X to a BET- $Y$ pulse disturbance. Figure 9.48a shows the BGYRO- $X$ open-loop response dominated by a $2.3-\mathrm{Hz}$ mode. It can be seen in Fig. 9.48 b that the $2.3-\mathrm{Hz}$ mode is actively damped by the AGS controller (with nominal gain). However, an undesirable phenomenon of high-frequency instability is evident in Fig. 9.48c when the AGS rate gain is increased by a factor of two for more active damping of the $2.3-\mathrm{Hz}$ mode. This experimental result confirms that there is no such case as a perfect collocated rate feedback control with an infinity gain margin. Consequently, the AGS controller with nominal gain has a $6-\mathrm{dB}$ gain margin.

Figure 9.49 shows a direct comparison of the open-loop and AGS closed-loop responses of DET- $X$ to a BET- $X$ pulse disturbance. Figure 9.49a shows the openloop response of the detector output, dominated by two structural modes at 0.75 Hz and 2.3 Hz . As can be seen in Fig. 9.49b, significant performance improvement is


Fig. 9.49 DET- $X$ responses to BET- $\boldsymbol{X}$ pulse: a) open-loop and b) AGS closed-loop with nominal gain.
achieved by the AGS controller (with nominal gain). Both the $0.75-\mathrm{Hz}$ and $2.3-\mathrm{Hz}$ modes are effectively damped out by the collocated rate feedback controller in the detector response.

Figure 9.50 shows the closed-loop responses of DET- $X$ to a BET- $X$ pulse disturbance. Figure 9.50a demonstrates the effectiveness of controlling the $2.3-\mathrm{Hz}$ mode (but not the $0.75-\mathrm{Hz}$ mode) by the LMED. As can be seen in Fig. 9.50b, very significant performance improvement in both the line-of-sight error and vibration suppression is achieved by the integrated AGS and IMC controller, as compared to the open-loop response shown in Fig. 9.49a.

The complete controller, i.e., AGS + IMC + LMED, has also been tested, resulting in responses similar to those of the integrated AGS + IMC controller. Because the AGS controller does provide sufficient active damping to structural modes, it is unnecessary, from the practical viewpoint, to use both the LMED and AGS controllers simultaneously.

Based on the experimental results summarized as in Figs. 9.48-9.50, it can be said that an excellent closed-loop performance has been achieved by a rather simple classical controller shown in Fig. 9.47.

A case of further interest, however, is the case with the BET step disturbance. Figure 9.51 compares the open-loop and closed-loop responses of DET- $X$ to a BET$X$ step disturbance. Figure 9.5 la shows the open-loop response, dominated by a $0.15-\mathrm{Hz}$ mode and other lower frequency modes. Figure 9.51 b shows the baseline integrated IMC + AGS closed-loop response, which is undoubtedly unacceptable. The reason for such unacceptable (also unpredicted) closed-loop performance is due to the presence of the $0.15-\mathrm{Hz}$ mode, which can be seen in both Figs. 9.51 a and 9.51 b .


Fig. 9.50 DET- $X$ responses to BET- $X$ pulse: a) LMED closed-loop and b) AGS + IMC closed-loop with nominal gain.

Several prior ACES experiments had been hampered by the uncontrolled 0.15 Hz mode. It is important to note that such a low-frequency mode is nearly uncontrollable by the AGS torque input, nearly unobservable by the base rate gyros, and completely uncontrollable by the IMC gimbals. However, it can be excited or disturbed significantly by a BET step disturbance and can be observed by the IMC detector, which is not collocated with the AGS and the rate gyros at the base.

For the purpose of IMC controller redesign, the $0.15-\mathrm{Hz}$ mode excitation can be simply considered as a persistent external disturbance. To isolate such an undesirable disturbance, a new IMC controller shown in Fig. 9.52 was designed. The new controller simply includes a dipole for disturbance rejection with the pole at $s= \pm j 0.9$. The zero corresponding to the dipole is placed at $s= \pm j 0.1$. A detailed treatment of this dipole concept can be found in Chapter 2.

The closed-loop test result shown in Fig. 9.51c clearly demonstrates the effectiveness of the redesigned IMC controller for rejecting the $0.15-\mathrm{Hz}$ mode in the detector output.

### 9.7 Summary

In this chapter we have considered various practical examples of attitude and structural control designs for space vehicles having flexible solar arrays and/or flexible appendages.

State-space methods for control design of flexible space vehicles have been emphasized by many control researchers and more widely explored than classical methods. This arises from the convenience of obtaining a compensator for the
a)

b)

c)


Fig. 9.51 DET- $X$ responses to BET- $X$ step: a) open-loop, b) AGS + IMC closed-loop, and c) AGS + IMC with periodic disturbance rejection.
whole system given one set of weighting parameters. The fundamental question remains, however, of how to choose these parameters and what choice provides the best optimal design. The designer must find an acceptable set of parameters for a good optimal design. The use of state-space methods for control design usually results in a compensator of the same order as the system to be controlled. This means that for systems having several flexible modes, the compensator adds compensation even to modes that are stable and need no compensation. This may result in a high-order compensator design.


Fig. 9.52 IMC controller with periodic disturbance accommodating filters.

In classical design, on the other hand, a compensator must be constructed piece by piece, or mode by mode. As shown in this chapter, the classical design is particularly convenient for the control of flexible space vehicles with properly selected collocated actuator/sensor pairs. The concept of nonminimum-phase compensation also provides an extremely convenient way of stabilizing unstably interacting flexible modes for the case in which actuators and sensors are not collocated. The resulting compensator is usually of a lower order than the system to be controlled because not all flexible modes in a structure tend to be destabilized by a reduced-order controller.

A helpful characteristic of most flexible space structures is their inherent passive damping. This gives the designer the opportunity to phase stabilize significant modes and to gain stabilize all other higher frequency modes, which have less influence on the structure, as discussed in this chapter.
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## Robust Optimal Maneuvers

This chapter is concerned with the robust optimal maneuvering control problem of flexible space structures in the presence of dynamic modeling uncertainties, and is based on Refs. 1-6. In particular, the problems of determining open-loop, time/fuel-optimal control inputs for flexible structures in the face of modeling uncertainties are treated. One of the primary motivations for the use of closedloop, rather than open-loop, control systems in practice is to cope with unexpected disturbances, which any open-loop controller cannot do. Thus, the problem of designing a robustified feedforward and feedback control system for uncertain flexible spacecraft is also treated.

### 10.1 Time-Optimal Control

Flexible spacecraft, including robotic manipulators and optical pointing systems in space, are sometimes required to reorient or reposition as quickly as possible with minimum structural vibrations. The control task for such systems becomes more difficult if they have many structural modes within the rigid-body control bandwidth.

For a linear, time-invariant, controllable system with bounded control inputs, the time-optimal control solution to a typical two-point boundary value problem is a bang-bang function with a finite number of switches. A detailed discussion on the existence and uniqueness of optimal solutions is omitted here, although it has been known that each component of time-optimal, bang-bang control inputs for an $m$ th-order system having all real, nonpositive eigenvalues can switch at most ( $m-1$ ) times.

Because an undamped flexible system has pure imaginary eigenvalues, the timeoptimal, bang-bang control inputs, which in most cases switch $(m-1)$ times for a rest-to-rest maneuver, may switch more than ( $m-1$ ) times for an $m$ th-order system with more than one flexible mode. For example, the optimal control input for a three-mass spring model has an odd number of switches that must occur symmetrically about the middle switch.

The time-optimal solutions are usually obtained using numerical methods that are generally computationally extensive. Furthermore, the open-loop responses to these time-optimal control inputs are very sensitive to the perturbations in flexible mode frequencies. In this section, an approach is described to transform the standard, time-optimal control problem for flexible systems into a constrained parameter optimization problem. The major advantage of this approach, compared to other direct numerical optimization approaches for the time-optimal control problem, is that robustness constraints with respect to plant parameter uncertainty can be easily augmented.

### 10.1.1 Time-Optimal Rest-to-Rest Maneuver

Problem formulation. Consider a structural dynamic system described by

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{q}}+\mathbf{K q}=\mathbf{G u} \tag{10.1}
\end{equation*}
$$

where $\mathbf{q}$ is a generalized displacement vector, $\mathbf{M}$ a mass matrix, $\mathbf{K}$ a stiffness matrix, $\mathbf{G}$ a control input distribution matrix, and $\mathbf{u}$ a control input vector.

In this section, we consider a case with a scalar control input $u(t)$ bounded as

$$
\begin{equation*}
-1 \leq u \leq 1 \tag{10.2}
\end{equation*}
$$

This simple case, however, represents a typical single-axis control problem of most flexible spacecraft controlled by reaction jets.

Equation (10.1) is transformed into the decoupled modal equations

$$
\begin{gather*}
\ddot{y}_{1}+\omega_{1}^{2} y_{1}=\phi_{1} u \\
\ddot{y}_{2}+\omega_{2}^{2} y_{2}=\phi_{2} u  \tag{10.3}\\
\vdots \\
\ddot{y}_{n}+\omega_{n}^{2} y_{n}=\phi_{n} u
\end{gather*}
$$

where $y_{i}$ is the $i$ th modal coordinate, $\omega_{i}$ is the $i$ th modal frequency, $\phi_{i}$ is $i$ th modal gain, and $n$ is the number of modes considered in control design.

The problem is to find the control input that minimizes the performance index

$$
J=\int_{0}^{t_{f}} \mathrm{~d} t=t_{f}
$$

subject to Eqs. (10.2) and (10.3), and the given boundary conditions.
For an undamped dynamic system of $n$ degrees of freedom described by Eq. (10.3), the time-optimal solution for a rest-to-rest maneuver has, in most cases, ( $2 n-1$ ) switches, and the solution is symmetric about $t_{f} / 2$. That is, for a case with $(2 n-1)$ switches, we have

$$
t_{j}=t_{2 n}-t_{2 n-j}, \quad j=1, \ldots, n
$$

where $t_{2 n}$ is the maneuver time $t_{f}$ and $t_{j}$ for $j=1, \ldots, n$ represents the switching time.

A bang-bang input with $(2 n-1)$ switches can then be represented as

$$
\begin{equation*}
u(t)=\sum_{j=0}^{2 n} B_{j} u_{s}\left(t-t_{j}\right) \tag{10.4}
\end{equation*}
$$

where $B_{j}$ is the magnitude of a unit step function $u_{s}(t)$ at $t_{j}$. This function can be characterized by its switch pattern as

$$
\left.\left.\begin{array}{cc}
B=\left\{B_{0},\right. & B_{1},
\end{array} B_{2}, \ldots, B_{2 n}\right\}\right\}
$$

where $B$ represents a set of $B_{j}$ with $B_{0}=B_{2 n}= \pm 1$ and $B_{j}= \pm 2$ for $j=1, \ldots$, $2 n-1 ; T$ represents a set of switching times $\left(t_{1}, \ldots, t_{2 n-1}\right)$ and the initial and final times ( $t_{0}=0$ and $t_{f}=t_{2 n}$ ).

Rest-to-rest maneuver constraints. Consider the rigid-body mode equation with $\omega_{1}=0$

$$
\begin{equation*}
\ddot{y}_{1}=\phi_{1} u \tag{10.6}
\end{equation*}
$$

with the rest-to-rest maneuvering boundary conditions

$$
\begin{array}{ll}
y_{1}(0)=0, & y_{1}\left(t_{f}\right) \neq 0  \tag{10.7}\\
\dot{y}_{1}(0)=0, & \dot{y}_{1}\left(t_{f}\right)=0
\end{array}
$$

Substituting Eq. (10.4) into Eq. (10.6) and solving for the time response of the rigid-body mode, we obtain

$$
\begin{equation*}
y_{1}\left(t \geq t_{f}\right)=\frac{\phi_{1}}{2} \sum_{j=0}^{2 n}\left(t_{f}-t_{j}\right)^{2} B_{j} \tag{10.8}
\end{equation*}
$$

The rest-to-rest maneuvering constraint for the rigid-body mode can then be written as

$$
\begin{equation*}
\frac{\phi_{1}}{2} \sum_{j=0}^{2 n}\left(t_{f}-t_{j}\right)^{2} B_{j}-y_{1}\left(t_{f}\right)=0 \tag{10.9}
\end{equation*}
$$

Next consider the structural modes described by

$$
\begin{equation*}
\ddot{y}_{i}+\omega_{i}^{2} y_{i}=\phi_{i} u, \quad i=2, \ldots, n \tag{10.10}
\end{equation*}
$$

with the corresponding boundary conditions for the rest-to-rest maneuver

$$
\begin{array}{ll}
y_{i}(0)=0, & y_{i}\left(t_{f}\right)=0  \tag{10.11}\\
\dot{y}_{i}(0)=0, & \dot{y}_{i}\left(t_{f}\right)=0
\end{array}
$$

for each flexible mode.
Substituting Eq. (10.4) into the $i$ th structural mode equation and solving for the time response for $t \geq t_{f}$, we obtain

$$
\begin{align*}
y_{i}(t) & =-\frac{\phi_{i}}{\omega_{i}^{2}} \sum_{j=0}^{2 n} B_{j} \cos \omega_{i}\left(t-t_{j}\right) \\
& =-\frac{\phi_{i}}{\omega_{i}^{2}}\left[\cos \omega_{i}\left(t-t_{n}\right) \sum_{j=0}^{2 n} B_{j} \cos \omega_{i}\left(t_{j}-t_{n}\right)\right. \\
& \left.+\sin \omega_{i}\left(t-t_{n}\right) \sum_{j=0}^{2 n} B_{j} \sin \omega_{i}\left(t_{j}-t_{n}\right)\right] \tag{10.12}
\end{align*}
$$

It can be shown that the following constraint equation for each mode

$$
\begin{equation*}
\sum_{j=0}^{2 n} B_{j} \sin \omega_{i}\left(t_{j}-t_{n}\right)=0 \tag{10.13}
\end{equation*}
$$

is always satisfied for any bang-bang input that is symmetric about the midmaneuver time $t_{n}$. Consequently, we have the following flexible mode constraints for no residual structural vibration, i.e., $y_{i}(t)=0$ for $t \geq t_{f}$,

$$
\begin{equation*}
\sum_{j=0}^{2 n} B_{j} \cos \omega_{i}\left(t_{j}-t_{n}\right)=0 \tag{10.14}
\end{equation*}
$$

for each flexible mode.
Parameter optimization problem. For an undamped structural dynamic system of $n$ degrees of freedom, the time-optimal solution represented by Eq. (10.4) has the $(2 n-1)$ unknown switching times and the final time $t_{f}$ to be determined. The time-optimal control problem can now be formulated as a constrained parameter optimization problem as follows.

Determine a control input of the form given by Eq. (10.4), which minimizes the performance index

$$
\begin{equation*}
J=t_{f} \tag{10.15}
\end{equation*}
$$

subject to

$$
\begin{array}{rlrl}
\frac{\phi_{1}}{2} \sum_{j=0}^{2 n}\left(t_{f}-t_{j}\right)^{2} B_{j}-y_{1}\left(t_{f}\right) & =0 \\
\sum_{j=0}^{2 n} B_{j} \cos \omega_{i}\left(t_{j}-t_{n}\right)=0, & i & =2, \ldots, n  \tag{10.16b}\\
t_{j}>0, & j & =1, \ldots, 2 n
\end{array}
$$

where $t_{f}=t_{2 n}$.
Standard numerical optimization packages, e.g., International Mathematical and Statistical Library (IMSL) subroutines or MATLAB optimization toolbox, can be used to obtain the solution of the preceding optimization problem. The major advantage of this approach, compared to other direct numerical optimization approaches for the time-optimal control problem, is that robustness constraints with respect to plant parameter uncertainty can be easily augmented. This subject will be discussed in detail later in this chapter.

### 10.1.2 Sufficient Condition for Optimality

Equations (10.16) are only necessary conditions for the time-optimal control problem, and sufficient conditions for optimality are derived here.

Equation (10.3) with $\omega_{1}=0$ can be expressed in state-space form as

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{A x}+\mathbf{B} u \tag{10.17}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{x}=\left(y_{1}, \dot{y}_{1}, \omega_{2} y_{2}, \dot{y}_{2}, \ldots, \omega_{n} y_{n}, \dot{y}_{n}\right) \\
& \mathbf{A}=\left[\begin{array}{ccccccc}
0 & 1 & & & & & \\
0 & 0 & & & & & \\
& & 0 & \omega_{2} & & & \\
& & -\omega_{2} & 0 & & & \\
& & & : & : & & \\
& & & & & 0 & \omega_{n} \\
& & & & & \omega_{n} & 0
\end{array}\right] \\
& \mathbf{B}=\left(0, \phi_{1}, 0, \phi_{2}, \ldots, 0, \phi_{n}\right)
\end{aligned}
$$

Because the system described by Eq. (10.17) is linear, time invariant, and controllable, the optimal control input does not contain any singular or undetermined intervals. Using Pontryagin's minimum principle to characterize the optimal solution, we define the Hamiltonian as

$$
\begin{equation*}
H=1+\lambda^{T}(\mathbf{A x}+\mathbf{B} u) \tag{10.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\lambda}=\left(p_{1}, q_{1}, \ldots, p_{n}, q_{n}\right) \tag{10.19}
\end{equation*}
$$

is the costate vector.
For a rest-to-rest maneuver, the necessary and sufficient conditions for optimal solution are

$$
\begin{gather*}
\dot{\boldsymbol{\lambda}}=-\mathbf{A}^{T} \boldsymbol{\lambda}  \tag{10.20a}\\
u=-\operatorname{sgn}\{S(t)\}  \tag{10.20b}\\
H\left(t_{f}\right)=0 \tag{10.20c}
\end{gather*}
$$

where $t \in\left[0, t_{f}\right]$, the signum function $\operatorname{sgn}(S)$ and switching function $S(t)$ are defined as

$$
\begin{gather*}
\operatorname{sgn}(S)= \begin{cases}+1, & S \geq 0 \\
-1, & S<0\end{cases}  \tag{10.21a}\\
S(t)=\mathbf{B}^{T} \boldsymbol{\lambda}(t) \tag{10.21b}
\end{gather*}
$$

The costate equations corresponding to Eq. (10.17) can be obtained from Eq. (10.20) as

$$
\begin{gather*}
\dot{p}_{1}(t)=0  \tag{10.22a}\\
\dot{q}_{1}(t)=-p_{1}(t)  \tag{10.22b}\\
\dot{p}_{i}(t)=\omega_{i} q_{i}(t)  \tag{10.22c}\\
\dot{q}_{i}(t)=-\omega_{i} p_{i}(t) \tag{10.22d}
\end{gather*}
$$

for $i=2,3, \ldots, n$.

It can be shown that at midmaneuver, we have

$$
\begin{equation*}
\lambda\left(t_{n}\right)=\left[p_{1}\left(t_{n}\right), 0, p_{2}\left(t_{n}\right), 0, \ldots, p_{n}\left(t_{n}\right), 0\right]^{T} \tag{10.23}
\end{equation*}
$$

Thus, the costate vector can be solved from Eq. (10.22) as

$$
\begin{gather*}
p_{1}(t)=p_{1}\left(t_{n}\right)  \tag{10.24a}\\
q_{1}(t)=-\left(t-t_{n}\right) p_{1}\left(t_{n}\right)  \tag{10.24b}\\
p_{i}(t)=p_{i}\left(t_{n}\right) \cos \omega_{i}\left(t-t_{n}\right)  \tag{10.24c}\\
q_{i}(t)=-p_{i}\left(t_{n}\right) \sin \omega_{i}\left(t-t_{n}\right) \tag{10.24d}
\end{gather*}
$$

for each flexible mode.
Assume that a solution obtained from the constrained parameter optimization problem satisfies

$$
\begin{equation*}
0<t_{1}<t_{2}<\cdots<t_{2 n-1}<t_{f} \tag{10.25}
\end{equation*}
$$

Then the costate vector at midmaneuver, as described by Eq. (10.23), can be found from the following $n$ linear equations:

$$
\begin{gather*}
1+\phi_{1} p_{1}\left(t_{n}\right) t_{n}+\sum_{i=2}^{n} \phi_{i} p_{i}\left(t_{n}\right) \sin \omega_{i} t_{n}=0  \tag{10.26}\\
\phi_{1} p_{1}\left(t_{n}\right)\left(t_{j}-t_{n}\right)+\sum_{i=2}^{n} \phi_{i} p_{i}\left(t_{n}\right) \sin \omega_{i}\left(t_{j}-t_{n}\right)=0 \tag{10.27}
\end{gather*}
$$

where $j=n+1, \ldots, 2 n-1$. Note that Eqs. (10.26) and (10.27) correspond to $H\left(t_{f}\right)=0$ and $S\left(t_{i}\right)=0$, respectively.

Once the costates are obtained as in Eqs. (10.24), we can determine a control input

$$
\begin{equation*}
u(t)=-\operatorname{sgn}\left\{\mathbf{B}^{T} \lambda\right\} \tag{10.28}
\end{equation*}
$$

which brings the system to the desired target set.
If the switching function

$$
\begin{equation*}
S(t)=\mathbf{B}^{T} \boldsymbol{\lambda}, \quad t \in\left[0, t_{f}\right] \tag{10.29}
\end{equation*}
$$

only vanishes at $t_{i}$ in Eq. (10.25), then $\boldsymbol{\lambda}$ and $u$ satisfy all of the necessary and sufficient conditions in Eq. (10.20) and are, therefore, the optimal costate vector and control input.

Consequently, we have the following theorem.

## Theorem 10.1 Sufficient Condition

The solution obtained by minimizing $t_{f}$ subject to Eq. (10.16) becomes time optimal provided that

$$
\begin{equation*}
S(t)=-\phi_{1} p_{1}\left(t_{n}\right)\left(t-t_{n}\right)-\sum_{i=2}^{n} \phi_{i} p_{i}\left(t_{n}\right) \sin \omega_{i}\left(t-t_{n}\right) \neq 0 \tag{10.30}
\end{equation*}
$$

for $t \in\left(t_{n}, t_{2 n}\right)$ and $t \neq t_{j}, j=n+1, \ldots, 2 n$.

### 10.1.3 Properties of Time-Optimal Solution

Some important properties of the time-optimal solution are briefly summarized here.

The time-optimal bang-bang solution for a rest-to-rest maneuver has an odd number of switches and is symmetric about $t_{f} / 2$. For the case of a rigid-body mode and one flexible mode, the time-optimal bang-bang solution has at most three switches. If modal frequencies are integer multiples of the fundamental frequency $\omega_{2}$ and

$$
\begin{equation*}
\omega_{2}=2 \ell \pi \sqrt{\frac{\phi_{1}}{y_{1}\left(t_{f}\right)}}, \quad \ell=1,2, \ldots \tag{10.31}
\end{equation*}
$$

then the time-optimal solution has only one switch and is equivalent to the solution of a rigidized case.

Consider a system with one rigid-body mode and one flexible-body mode described by

$$
\begin{gather*}
\ddot{y}_{1}=\phi_{1} u  \tag{10.32a}\\
\ddot{y}_{2}+\omega_{2}^{2} y_{2}=\phi_{2} u \tag{10.32b}
\end{gather*}
$$

The time-optimal solution for the rigidized model can be obtained as

$$
\begin{gather*}
t_{f}=2 \sqrt{\frac{y_{1}\left(t_{f}\right)}{\phi_{1}}}  \tag{10.33a}\\
u(t)=u_{s}(t)-2 u_{s}\left[t-\left(t_{f} / 2\right)\right]+u_{s}\left(t-t_{f}\right) \tag{10.33b}
\end{gather*}
$$

where the optimal control input has only one switch.
For the flexible-body mode, we can obtain

$$
\begin{array}{ll}
\left(\omega_{2} y_{2}-\frac{\phi_{2}}{\omega_{2}}\right)^{2}+\dot{y}_{2}=\left(\frac{\phi_{2}}{\omega_{2}}\right)^{2} & \text { if } u=1 \\
\left(\omega_{2} y_{2}+\frac{\phi_{2}}{\omega_{2}}\right)^{2}+\dot{y}_{2}=\left(\frac{\phi_{2}}{\omega_{2}}\right)^{2} & \text { if } u=-1 \tag{10.34b}
\end{array}
$$

which correspond to two circles on the $\left(\omega_{2} y_{2}, \dot{y}_{2}\right)$ plane, as shown in Fig. 10.1. The travel time along a full circle is $2 \pi / \omega_{2}$. Therefore, if the control input has only one switch, we must have

$$
\begin{equation*}
t_{f}=\frac{4 \ell \pi}{\omega_{2}}, \quad \ell=1,2, \ldots \tag{10.35}
\end{equation*}
$$

for a rest-to-rest maneuver.
Combining Eqs. (10.33a) and (10.35), we obtain Eq. (10.31). In this case, the solution given by Eq. (10.33) is also the optimal solution for the system described by Eqs. (10.32).

For the case of more than one flexible mode, if Eq. (10.31) is satisfied and

$$
\begin{equation*}
\omega_{i}=N_{i} \omega_{2}, \quad i=3,4, \ldots \tag{10.36}
\end{equation*}
$$



Fig. 10.1 Phase-plane trajectory.
where $N_{i}>1$ is any integer, then the optimal phase-plane trajectory for each flexible mode is similar to the one shown in Fig. 10.1. Therefore, the time-optimal solution is equivalent to the solution of rigidized case as given in Eq. (10.33).

The rigid-body optimal, phase-plane trajectory in the ( $y_{1}, \dot{y}_{1}$ ) plane is symmetric about the line $y_{1}=y_{1}\left(t_{f}\right) / 2$, and the $i$ th flexible-body mode phase-plane trajectory in the ( $\omega_{i} y_{i}, \dot{y}_{i}$ ) plane is symmetric about the line $\omega_{i} y_{i}=0$. It comes directly from the symmetry property of time-optimal bang-bang solution for a rest-to-rest maneuver. The time-optimal control input is independent of actuator location for a system described by Eq. (10.3) with a scalar input.

Note that $\phi_{i}(i=2, \ldots, n)$ do not appear in Eq. (10.16) due to the zero boundary conditions for the flexible modes; that is, the optimal solution to this problem is independent of the flexible mode shapes.

### 10.1.4 Example: Two-Mass-Spring System

Consider a simple example, shown in Fig. 10.2, which is a generic representation of a flexible spacecraft with a rigid-body mode and one flexible mode. It is assumed that the nominal parameters are $m_{1}=m_{2}=k=1$ with appropriate units, and time is in seconds. A control input force $u$, which is bounded as $|u| \leq 1$, is applied on body 1 .

Rigid-body time-optimal control. For a rigidized model of the nominal system shown in Fig. 10.2, the equation of motion is simply

$$
\begin{equation*}
\left(m_{1}+m_{2}\right) \ddot{y}=u \tag{10.37}
\end{equation*}
$$

The rest-to-rest, time-optimal solution for $y(0)=0$ and $y\left(t_{f}\right)=1$ can be found as

$$
\begin{equation*}
u^{*}(t)=u_{s}(t)-2 u_{s}\left[t-\left(t_{f} / 2\right)\right]+u_{s}\left(t-t_{f}\right) \tag{10.38}
\end{equation*}
$$

where $t_{f}=2 \sqrt{\left(m_{1}+m_{2}\right) y\left(t_{f}\right)}=2.828 \mathrm{~s}$.
If this time-optimal input force is exerted on the nominal system with a flexible mode, a significant residual structural vibration occurs, as shown in Fig. 10.3.


Fig. 10.2 Two-mass-spring example.

Flexible-body time-optimal control. Consider a time-optimal control problem for the flexible-body model shown in Fig. 10.2. The equations of motion are

$$
\begin{align*}
& m_{1} \ddot{x}_{1}+k\left(x_{1}-x_{2}\right)=u  \tag{10.39a}\\
& m_{2} \ddot{x}_{2}-k\left(x_{1}-x_{2}\right)=0 \tag{10.39b}
\end{align*}
$$

where $x_{1}$ and $x_{2}$ are the positions of body 1 and body 2 , respectively.
The boundary conditions for a rest-to-rest maneuver are given as

$$
\begin{array}{ll}
x_{1}(0)=x_{2}(0)=0, & x_{1}\left(t_{f}\right)=x_{2}\left(t_{f}\right)=1 \\
\dot{x}_{1}(0)=\dot{x}_{2}(0)=0, & \dot{x}_{1}\left(t_{f}\right)=\dot{x}_{2}\left(t_{f}\right)=0 \tag{10.40}
\end{array}
$$

The modal equations are

$$
\begin{gather*}
\ddot{y}_{1}=u / 2  \tag{10.41a}\\
\ddot{y}_{2}+\omega^{2} y_{2}=u / 2 \tag{10.41b}
\end{gather*}
$$



Fig. 10.3 Responses to rigid-body, time-optimal control input.
where $\omega=\sqrt{2} \mathrm{rad} / \mathrm{s}$ is the nominal flexible mode frequency. The corresponding boundary conditions for modal coordinates are

$$
\begin{array}{ll}
y_{1}(0)=y_{2}(0)=0, & y_{1}\left(t_{f}\right)=1, \quad y_{2}\left(t_{f}\right)=0  \tag{10.42}\\
\dot{y}_{1}(0)=\dot{y}_{2}(0)=0, & \dot{y}_{1}\left(t_{f}\right)=\dot{y}_{2}\left(t_{f}\right)=0
\end{array}
$$

Because there are three switches, the time-optimal switch pattern for the given boundary conditions is represented as

$$
\begin{aligned}
B & =\left\{B_{0}, B_{1}, B_{2}, B_{3}, B_{4}\right\} \\
& =\{1,-2,2,-2,1\} \\
T & =\left\{t_{0}, t_{1}, t_{2}, t_{3}, t_{4}\right\}
\end{aligned}
$$

with the symmetry conditions

$$
\begin{gathered}
t_{4}=2 t_{2} \\
t_{3}=2 t_{2}-t_{1}
\end{gathered}
$$

The time-optimal control problem is then formulated as the following constrained minimization problem:

$$
\begin{equation*}
\min J=2 t_{2} \tag{10.43}
\end{equation*}
$$

subject to

$$
\begin{gather*}
2+2 t_{1}^{2}+t_{2}^{2}-4 t_{1} t_{2}=0  \tag{10.44a}\\
1-2 \cos \omega\left(t_{2}-t_{1}\right)+\cos \omega t_{2}=0  \tag{10.44b}\\
t_{1}, t_{2}>0 \tag{10.44c}
\end{gather*}
$$

One can obtain a solution as $t_{1}=1.003$ and $t_{2}=2.109$. Substituting this solution into Eqs. (10.26) and (10.27), the costate vector at midmaneuver can be solved as

$$
\begin{align*}
\lambda\left(t_{2}\right) & =\left[p_{1}\left(t_{2}\right), q_{1}\left(t_{2}\right), p_{2}\left(t_{2}\right), q_{2}\left(t_{2}\right)\right]^{T} \\
& =[-1.0342,0,1.1438,0]^{T} \tag{10.45}
\end{align*}
$$

The switching function is then obtained from Eq. (10.30) as

$$
\begin{equation*}
S(t)=-0.5171\left(t-t_{2}\right)-0.5719 \sin \omega(t-2.109) \tag{10.46}
\end{equation*}
$$

which is shown in Fig. 10.4.
The computed solution satisfies the optimality conditions (10.30); i.e., the switching function vanishes only at $t=t_{1}, t_{2}$ and $t_{3}$, as shown in Fig. 10.4. Thus, the solution is indeed time-optimal, and it can be expressed as

$$
\begin{align*}
u(t) & =u_{s}(t)-2 u_{s}(t-1.003)+2 u_{s}(t-2.109) \\
& -2 u_{s}(t-3.215)+u_{s}(t-4.218) \tag{10.4}
\end{align*}
$$

It is noted that, for a different initial guess of the solution, it is also possible to find other solutions (for example, $t_{1}=1.737, t_{2}=5.481$ ), which also satisfy the


Fig. 10.4 Switching function.
constraints given in Eq. (10.44), but fail to meet the sufficient condition described by Theorem 10.1.

The maneuver time and switch pattern are plotted as functions of spring stiffness $k$ and maneuver distance $y_{1}\left(t_{f}\right)$ in Fig. 10.5. In general, the maneuver time decreases as $k$ increases and eventually converges to the rigid-body solution; however, it does not decrease monotonically. It is also observed that, at certain points satisfying Eq. (10.31), the flexible-body optimal solution coincides with the rigidbody solution.

The time responses of $x_{2}$ to the time-optimal control input (10.47) are shown in Fig. 10.6 for four different values of $k$. It can be seen that the resulting responses are very sensitive to variations in model parameter $k$.
In this section an approach has been described to transform the standard, timeoptimal control problem for flexible systems into a constrained parameter optimization problem. It has also been shown that the ideal time-optimal solutions are very sensitive to model parameter variations. In the next section, robustness constraints are augmented into the problem to generate robust time-optimal control inputs for flexible system subject to model parameter uncertainties.

### 10.2 Robust Time-Optimal Control

As shown in the preceding section, the standard, time-optimal control problem of flexible spacecraft requires an accurate mathematical model, and thus the resulting solution is often sensitive to variations in model parameters. Consequently, the development of a "robustified" open-loop approach is of practical interest; however, most open-loop approaches attempt to find a smooth, continuous forcing function, e.g., a versine function, that begins and ends with zero slope. The basic idea behind such approaches is that a smooth control input without sharp transitions is less likely to excite structural modes during maneuvers. Such an input function, however, does not fully utilize the available maximum maneuvering


Fig. 10.5 Maneuver time and switch pattern vs spring stiffness and maneuver distance.
force and results in a slower response time as well as residual structural vibrations even for a nominal system.

In this section, a new approach, expanding on the approach introduced in the preceding section, is described for generating robust time-optimal control inputs for the single-axis, rest-to-rest maneuvering problem of flexible spacecraft in the presence of structural frequency uncertainty. ${ }^{2}$ A parameter optimization problem, where the objective function to be minimized is the maneuvering time, is formulated with additional constraints for robustness with respect to structural frequency uncertainty. The resulting robustified, time-optimal solution is a multiswitch bangbang control that can be implemented for spacecraft equipped with on-off reaction jets.
$\times 2$


Fig. 10.6 Responses to flexible-body, time-optimal control input.

### 10.2.1 Robustness Constraints

Constraint equations (10.14) were derived earlier for each flexible mode under consideration to guarantee that no residual structural vibration occurs at the end of rest-to-rest maneuvers. Such constraints can be represented as a vector function as follows:

$$
\begin{equation*}
\mathbf{f}(T, \mathbf{p})=0 \tag{10.48}
\end{equation*}
$$

where $T$ represents a set of switching times as described by Eq. (10.5b) and $\mathbf{p}$ represents an uncertain parameter vector. For our problem, $\mathbf{p}$ consists of flexiblemode frequencies that are considered uncertain.

Expanding $\mathbf{f}(T, p)$ about its nominal value $\mathbf{p}^{\circ}$, we obtain

$$
\begin{equation*}
\mathbf{f}(T, \mathbf{p})=\mathbf{f}\left(T, \mathbf{p}^{\circ}\right)+\left.\frac{\partial \mathbf{f}}{\partial \mathbf{p}}\right|_{\left(T, \mathbf{p}^{\circ}\right)}\left(\mathbf{p}-\mathbf{p}^{\circ}\right)+\cdots \tag{10.49}
\end{equation*}
$$

and $T$ can then be redesigned to satisfy the following two sets of constraints:

$$
\begin{align*}
\mathbf{f}\left(T, \mathbf{p}^{\circ}\right) & =0  \tag{10.50a}\\
\left.\frac{\partial \mathbf{f}}{\partial \mathbf{p}}\right|_{\left(T, \mathbf{p}^{\circ}\right)} & =0 \tag{10.50b}
\end{align*}
$$

where the second restraint is called the first-order robustness constraint, because it limits the amplitude of residual structural vibrations caused by mismodeling of $\mathbf{p}$ to be second-order or higher in the modeling error ( $\mathbf{p}-\mathbf{p}^{\circ}$ ).

By taking the derivative of Eq. (10.12) with respect to $\omega_{i}$, we obtain

$$
\begin{equation*}
\frac{\mathrm{d} y_{i}(t)}{\mathrm{d} \omega_{i}}=\frac{\phi_{i}}{\omega_{i}^{2}} \cos \omega_{i}\left(t-\frac{t_{f}}{2}\right) \sum_{j=0}^{2 n}\left(t_{j}-\frac{t_{f}}{2}\right) B_{j} \sin \omega_{i}\left(t_{j}-\frac{t_{f}}{2}\right) \tag{10.51}
\end{equation*}
$$

for each flexible mode. Letting $\mathrm{d} y_{i}(t) / \mathrm{d} \omega_{i}=0$ for all $t \geq t_{f}$, we have

$$
\begin{equation*}
\sum_{j=0}^{2 n}\left(t_{j}-\frac{t_{f}}{2}\right) B_{j} \sin \omega_{i}\left(t_{j}-\frac{t_{f}}{2}\right)=0, \quad i=2, \ldots, n \tag{10.52}
\end{equation*}
$$

which is called the first-order robustness constraint.
Similarly, taking the derivative of Eq. (10.12) $r_{i}$ times with respect to $\omega_{i}$ results in the $r_{i}$ th-order robustness constraints for each flexible mode, as follows:

$$
\begin{array}{ll}
\sum_{j=0}^{2 n}\left(t_{j}-\frac{t_{f}}{2}\right)^{m} B_{j} \sin \omega_{i}\left(t_{j}-\frac{t_{f}}{2}\right)=0 & \text { for } m=1,3, \ldots \leq r_{i} \\
\sum_{j=0}^{2 n}\left(t_{j}-\frac{t_{f}}{2}\right)^{m} B_{j} \cos \omega_{i}\left(t_{j}-\frac{t_{f}}{2}\right)=0 & \text { for } m=2,4, \ldots \leq r_{i} \tag{10.53b}
\end{array}
$$

There are totally $r$ robustness constraints for $(n-1)$ flexible modes, where

$$
\begin{equation*}
r=\sum_{i=2}^{n} r_{i} \tag{10.54}
\end{equation*}
$$

If these robustness constraints are included in the constrained minimization problem formulation described by Eq. (10.16), the number of switches in the bang-bang control input, in most cases, must be increased to match the number of the constraint equations. Because of the symmetric nature of the rest-to-rest maneuvering problem, adding one robustness constraint will require, at the very least, two more switches.

### 10.2.2 Robust Time-Optimal Control

If $r$ robustness constraints are considered for a flexible system of $n$ modes, the corresponding robust bang-bang control input becomes

$$
\begin{equation*}
u(t)=\sum_{j=0}^{2(n+r)} B_{j} u_{s}\left(t-t_{j}\right) \tag{10.55}
\end{equation*}
$$

which has $2(n+r)$ unknown switching times. Because of the symmetry property of the optimal solution for the rest-to-rest maneuvering problem, we have

$$
\begin{equation*}
t_{j}=t_{2(n+r)}-t_{2(n+r)-j}, \quad j=1, \ldots, n+r \tag{10.56}
\end{equation*}
$$

Therefore, there are only ( $n+r$ ) unknowns to be determined in Eq. (10.55). These unknowns can be determined by minimizing $t_{f}$ subject to the ( $n+r$ ) constraint equations: one positioning constraint for the rigid-body mode, $(n-1)$ no-vibration constraints, and $r$ robustness constraints.

Although many theoretical issues, e.g., the uniqueness of the optimal solution, need to be discussed, a solution can be obtained by solving the following constrained parameter optimization problem:

$$
\begin{equation*}
\min J=t_{f}=t_{2(n+r)} \tag{10.57}
\end{equation*}
$$

subject to

$$
\begin{array}{cl}
\frac{\phi_{1}}{2} \sum_{j=0}^{2(n+r)}\left(t_{2(n+r)}-t_{j}\right)^{2} B_{j}-y_{1}\left(t_{f}\right)=0 \\
\sum_{j=0}^{2(n+r)} B_{j} \cos \omega_{i}\left(t_{j}-t_{n+r}\right)=0 \\
\sum_{j=0}^{2(n+r)}\left(t_{j}-t_{n+r}\right)^{m} B_{j} \sin \omega_{i}\left(t_{j}-t_{n+r}\right)=0, & \text { for } m=1,3, \ldots \leq r_{i} \\
\sum_{j=0}^{2(n+r)}\left(t_{j}-t_{n+r}\right)^{m} B_{j} \cos \omega_{i}\left(t_{j}-t_{n+r}\right)=0, & \text { for } m=2,4, \ldots \leq r_{i} \\
t_{j}>0, & j=1, \ldots, 2(n+r)
\end{array}
$$

for each flexible mode. The resulting bang-bang control input, which has $2 r$ more switches than the time-optimal bang-bang solution of the preceding section, will be called a robust (or robustified) time-optimal solution throughout this chapter.

### 10.2.3 Example: Two-Mass-Spring System

For the generic model of a flexible spacecraft shown in Fig. 10.2, the timeoptimal control is a three-switch bang-bang function, but the resulting response was shown to be very sensitive to variations in model parameter $k$. A robustified, timeoptimal solution of the same problem is now developed as follows. The switching pattern for a case with the first-order robustness constraint is assumed as

$$
\begin{align*}
B & =\left\{B_{0}, B_{1}, B_{2}, B_{3}, B_{4}, B_{5}, B_{6}\right\} \\
& =\{1,-2,2,-2,2,-2,1\}  \tag{10.58a}\\
T & =\left\{t_{0}, t_{1}, t_{2}, t_{3}, t_{4}, t_{5}, t_{6}\right\} \tag{10.58b}
\end{align*}
$$

with the symmetry conditions

$$
\begin{gather*}
t_{4}=2 t_{3}-t_{2} \\
t_{5}=2 t_{3}-t_{1}  \tag{10.59}\\
t_{6}=2 t_{3}
\end{gather*}
$$

The constrained optimization problem with the first-order robustness constraint can be formulated as

$$
\begin{equation*}
\min J=2 t_{3} \tag{10.60}
\end{equation*}
$$

subject to

$$
\begin{gather*}
2+2 t_{1}^{2}-2 t_{2}^{2}-t_{3}^{2}-4 t_{1} t_{3}+4 t_{2} t_{3}=0  \tag{10.61a}\\
\cos \omega t_{3}-2 \cos \omega\left(t_{3}-t_{1}\right)+2 \cos \omega\left(t_{3}-t_{2}\right)-1=0  \tag{10.61b}\\
t_{3} \sin \omega t_{3}-2\left(t_{3}-t_{1}\right) \sin \omega\left(t_{3}-t_{1}\right)+2\left(t_{3}-t_{2}\right) \sin \omega\left(t_{3}-t_{2}\right)=0 \tag{1}
\end{gather*}
$$

$$
t_{1}, t_{2}, t_{3}>0
$$

A robust time-optimal solution with five switches can be found as

$$
\begin{array}{ll}
t_{1}=0.7124, & t_{2}=1.6563 \\
t_{3}=2.9330, & t_{4}=4.2097 \\
t_{5}=5.1536, & t_{6}=5.8660
\end{array}
$$

The time responses of $x_{2}$ to this robust, time-optimal control input are shown in Fig. 10.7 for four different values of $k$. It can be seen that the resulting response is less sensitive to parameter variations compared to the responses to the ideal,
x2


Fig. 10.7 Responses to robust time-optimal control input with first-order robustness constraint.
time-optimal control input as shown in Fig. 10.6. The performance robustness has been increased at the expense of the increased maneuvering time of 5.866 s , compared to the ideal minimum time of 4.218 s . It is, however, emphasized that simply prolonging the maneuver time does not help to reduce residual structural vibrations caused by modeling uncertainty.

If the second-order robustness constraint is included in the parameter optimization problem, a solution for robust bang-bang control can be obtained as

$$
\begin{array}{ll}
t_{1}=0.5383, & t_{2}=1.4019 \\
t_{3}=2.6459, & t_{4}=3.8010 \\
t_{5}=4.9561, & t_{6}=6.2000 \\
t_{7}=7.0636, & t_{8}=7.6019
\end{array}
$$

Parameter robustness with respect to spring constant variations is compared in Fig. 10.8 for ideal time-optimal and robustified time-optimal control schemes. It is evident that the robustness has been improved by the robustness constraints, resulting in a zero slope for the dashed and dotted curves at a nominal value of $k$. Comparing with other robustified feedforward approaches, the approach described here provides a faster and more robust maneuver in the presence of model parameter uncertainty. Also, unlike other approaches, the resulting solution of this approach is a multiswitch bang-bang control, which can be implemented for spacecraft with on-off reaction jets.


Fig. 10.8 Comparison of parameter sensitivity.

### 10.3 Robust Time-Optimal Control Using One-Sided Control Inputs

In this section we consider a case, illustrated in Fig. 10.9, with two one-sided control inputs bounded as

$$
\begin{align*}
0 & \leq u_{1} \leq+1  \tag{10.62a}\\
-1 & \leq u_{2} \leq 0 \tag{10.62b}
\end{align*}
$$

### 10.3.1 Problem Formulation

Because the control inputs are one sided, each control input for the time-optimal solution need not be an odd function about the midmaneuver time. Thus, the problem with one-sided control inputs becomes much more difficult to solve than the standard problem with two-sided control inputs, and many theoretical issues, e.g., the uniqueness and structure of time-optimal solutions, need further consideration.
The modal equations of the system with nominal parameter values are obtained as

$$
\begin{gather*}
\ddot{y}_{1}=\frac{1}{2}\left(u_{1}+u_{2}\right)  \tag{10.63a}\\
\ddot{y}_{2}+\omega^{2} y_{2}=\frac{1}{2}\left(u_{1}-u_{2}\right) \tag{10.63b}
\end{gather*}
$$

where $\omega=\sqrt{2} \mathrm{rad} / \mathrm{s}$ is the nominal flexible mode frequency.
For the control input constraint given by Eq. (10.62), the control inputs can be expressed as

$$
\begin{align*}
u_{1} & =\sum_{j=0,2,4, \ldots}^{N-1}\left[u_{s}\left(t-t_{j}\right)-u_{s}\left(t-t_{j}-\Delta_{j}\right)\right]  \tag{10.64a}\\
u_{2} & =-\sum_{j=1,3,5, \ldots}^{N}\left[u_{s}\left(t-t_{j}\right)-u_{s}\left(t-t_{j}-\Delta_{j}\right)\right] \tag{10.64b}
\end{align*}
$$

which is in the form of one-sided pulse sequences as shown in Fig. 10.10. The $j$ th pulse starts at $t_{j}$ and ends at $\left(t_{j}+\Delta_{j}\right)$. Because of the symmetric nature of the rest-to-rest maneuvering problem, we assume that $u_{1}$ and $u_{2}$ have the same number of pulses, $(N+1) / 2$, where $N$ is defined as in Fig. 10.10.


$$
0 \leq u_{1} \leq 1 ;-1 \leq u_{2} \leq 0
$$

Fig. 10.9 Two-mass-spring example with two, one-sided control inputs.


Fig. 10.10 Pulse sequences.
Substituting Eq. (10.64) into Eq. (10.63) and solving for the time response of the rigid-body mode, we obtain

$$
\begin{equation*}
y_{1}\left(t \geq t_{f}\right)=\frac{1}{4} \sum_{j=0}^{N}(-1)^{j}\left[2 t \Delta_{j}-2 t_{j} \Delta_{j}-\Delta_{j}^{2}\right] \tag{10.65}
\end{equation*}
$$

For the desired boundary condition, $y_{1}\left(t \geq t_{f}\right)=1$, the following constraint must hold:

$$
\begin{equation*}
\sum_{j=0}^{N}(-1)^{j} \Delta_{j}=0 \tag{10.66}
\end{equation*}
$$

The positioning constraint for the rigid-body mode then becomes

$$
\begin{equation*}
\sum_{j=0}^{N}(-1)^{j}\left[2 t_{j} \Delta_{j}+\Delta_{j}^{2}\right]+4=0 \tag{10.67}
\end{equation*}
$$

Substituting Eq. (10.64) into Eq. (10.63b) and solving for the time response of the flexible mode, we obtain

$$
\begin{align*}
y_{2}(t) & =-\frac{1}{4} \cos \omega t \sum_{j=0}^{N}\left[\cos \omega t_{j}-\cos \omega\left(t_{j}+\Delta_{j}\right)\right] \\
& -\frac{1}{4} \sin \omega t \sum_{j=0}^{N}\left[\sin \omega t_{j}-\sin \omega\left(t_{j}+\Delta_{j}\right)\right] \tag{10.68}
\end{align*}
$$

for $t \geq t_{f}$.
Also, rest-to-rest maneuvering requires that $y_{2}(t)=0$ for $t \geq t_{f}$; i.e., we have

$$
\begin{align*}
& \sum_{j=0}^{N}\left[\cos \omega t_{j}-\cos \omega\left(t_{j}+\Delta_{j}\right)\right]=0  \tag{10.69a}\\
& \sum_{j=0}^{N}\left[\sin \omega t_{j}-\sin \omega\left(t_{j}+\Delta_{j}\right)\right]=0 \tag{10.69b}
\end{align*}
$$

which become the no-vibration constraints for the rest-to-rest maneuvering problem.

### 10.3.2 Time-Optimal Control

Let the time-optimal control inputs for the rest-to-rest maneuver problem be of the form

$$
\begin{gathered}
u_{1}=u_{s}(t)-u_{s}(t-\Delta) \\
u_{2}=-u_{s}\left(t-t_{1}\right)+u_{s}\left(t-t_{1}-\Delta\right)
\end{gathered}
$$

where each input has a single pulse with the same pulse width of $\Delta, t_{1}$ is defined as shown in Fig. 10.10, and the maneuver time $t_{f}=t_{1}+\Delta$.

The rest-to-rest maneuver constraints can be obtained from Eqs. (10.67) and (10.69) as

$$
\begin{gather*}
t_{f}-(2 / \Delta)-\Delta=0  \tag{10.70a}\\
\sin \frac{\omega t_{f}}{2}+\sin \omega\left(\Delta-\frac{t_{f}}{2}\right)=0 \tag{1.70b}
\end{gather*}
$$

which can be combined as

$$
\begin{equation*}
\sin \frac{\omega \Delta}{2} \cos \frac{\omega}{2 \Delta}=0 \tag{10.71}
\end{equation*}
$$

The time-optimal solution can then be obtained by solving the constrained minimization problem

$$
\begin{equation*}
\min J=t_{f}=(2 / \Delta)+\Delta \tag{10.72}
\end{equation*}
$$

subject to the constraint given by Eq. (10.71). The solution of this problem can be found as $\Delta=0.9003$ and $t_{f}=3.1218$.

The time responses of $x_{2}$ to the time-optimal control inputs are shown in Fig. 10.11 for four different values of $k$. The maneuver time and control on-time are, respectively, 3.12 and 1.8 s . As expected, the resulting solution is sensitive to parameter variations.

### 10.3.3 Robust Time-Optimal Control

We now consider the robustification of the time-optimal solution obtained earlier.

Letting the derivative of Eq. (10.68), with respect to $\omega$, be zero, we have

$$
\begin{align*}
\frac{\mathrm{d} y_{2}}{\mathrm{~d} \omega}= & -\frac{1}{4} \sin \omega t \sum_{j=0}^{N}\left[t_{j} \cos \omega t_{j}-\left(t_{j}+\Delta_{j}\right) \cos \omega\left(t_{j}+\Delta_{j}\right)\right] \\
& +\frac{1}{4} \cos \omega t \sum_{j=0}^{N}\left[t_{j} \sin \omega t_{j}-\left(t_{j}+\Delta_{j}\right) \sin \omega\left(t_{j}+\Delta_{j}\right)\right]=0 \tag{10.73}
\end{align*}
$$
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For this derivative to be zero for arbitrary $t \geq t_{f}$, we must have

$$
\begin{align*}
& \sum_{j=0}^{N}\left[t_{j} \cos \omega t_{j}-\left(t_{j}+\Delta_{j}\right) \cos \omega\left(t_{j}+\Delta_{j}\right)\right]=0  \tag{10.74a}\\
& \sum_{j=0}^{N}\left[t_{j} \sin \omega t_{j}-\left(t_{j}+\Delta_{j}\right) \sin \omega\left(t_{j}+\Delta_{j}\right)\right]=0 \tag{10.74b}
\end{align*}
$$

which are called the first-order robustness constraints.
Taking the derivative of Eq. (10.68) $r$ times with respect to $\omega$, we obtain the $r$ th-order robustness constraint equations for input pulse sequences, as follows:

$$
\begin{align*}
& \sum_{j=0}^{N}\left[\left(t_{j}\right)^{m} \cos \omega t_{j}-\left(t_{j}+\Delta_{j}\right)^{m} \cos \omega\left(t_{j}+\Delta_{j}\right)\right]=0  \tag{10.75}\\
& \sum_{j=0}^{N}\left[\left(t_{j}\right)^{m} \sin \omega t_{j}-\left(t_{j}+\Delta_{j}\right)^{m} \sin \omega\left(t_{j}+\Delta_{j}\right)\right]=0 \tag{10.76}
\end{align*}
$$

for $m=1,2, \ldots, r$.
As an example, we consider the first-order robustness constraint, incorporated with the rest-to-rest maneuver constraints, to construct robust time-optimal pulse
sequences. Assuming that each input has two pulses, we can represent the control inputs as follows:

$$
\begin{gather*}
u_{1}=u_{s}(t)-u_{s}\left(t-\Delta_{0}\right)+u_{s}\left(t-t_{2}\right)-u_{s}\left(t-t_{2}-\Delta_{2}\right)  \tag{10.77a}\\
u_{2}=-u_{s}\left(t-t_{1}\right)+u_{s}\left(t-t_{1}-\Delta_{1}\right)-u_{s}\left(t-t_{3}\right)+u_{s}\left(t-t_{3}-\Delta_{3}\right) \tag{10.77b}
\end{gather*}
$$

in which we have seven unknowns to be determined, and where $t_{j}$ and $\Delta_{j}$ are defined as shown in Fig. 10.10.

The robust time-optimal solution can then be obtained by solving the constrained parameter optimization problem:

$$
\begin{equation*}
\min J=t_{3}+\Delta_{3} \tag{10.78}
\end{equation*}
$$

subject to

$$
\begin{gather*}
\Delta_{0}-\Delta_{1}+\Delta_{2}-\Delta_{3}+\Delta_{4}=0 \\
\sum_{j=0}^{3}(-1)^{j}\left[2 t_{j} \Delta_{j}+\Delta_{j}^{2}\right]+4=0 \\
\sum_{j=0}^{3}\left[\cos \omega t_{j}-\cos \omega\left(t_{j}+\Delta_{j}\right)\right]=0 \\
\sum_{j=0}^{3}\left[\sin \omega t_{j}-\sin \omega\left(t_{j}+\Delta_{j}\right)\right]=0  \tag{10.79}\\
\sum_{j=0}^{3}\left[t_{j} \cos \omega t_{j}-\left(t_{j}+\Delta_{j}\right) \cos \omega\left(t_{j}+\Delta_{j}\right)\right]=0 \\
\sum_{j=0}^{3}\left[t_{j} \sin \omega t_{j}-\left(t_{j}+\Delta_{j}\right) \sin \omega\left(t_{j}+\Delta_{j}\right)\right]=0 \\
\Delta_{j} \geq 0 ; \quad j=0,1,2,3 \\
t_{1}, t_{2}, t_{3}>0
\end{gather*}
$$

The solution to this problem can be obtained as

$$
\begin{array}{ll}
t_{0}=0.0, & \Delta_{0}=0.4274 \\
t_{1}=2.3357, & \Delta_{1}=0.4329 \\
t_{2}=2.1132, & \Delta_{2}=0.4329  \tag{10.80}\\
t_{3}=4.4544, & \Delta_{3}=0.4274
\end{array}
$$

The time responses of $x_{2}$ to the robustified, time-optimal control inputs are shown in Fig. 10.12 for four different values of $k$. It can be seen that the robustness
$\times 2$
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has been increased at the expense of the increased maneuvering time of 4.882 s , compared with the ideal minimum time of 3.122 s . Note, however, that the control on-time is only 1.721 s , compared to the control on-time of 1.8 s of the ideal, time-optimal solution.

A most interesting feature of the optimal solutions for noncollocated jets is that the overall input shape shown in Figs. 10.11 and 10.12 is of a "bang-off-bang" type, resulting in the control on-time being significantly smaller than the maneuver time. For the case of collocated reaction jets, the maneuver time and jet on-time are the same, which is clearly undesirable from the viewpoint of fuel consumption (jet ontime). Therefore, the actuator configuration with noncollocated jets is considered to be optimal in the sense that it minimizes both the maneuver time and fuel consumption. ${ }^{3,4}$ Furthermore, the results also indicate that properly coordinated, on-off pulse sequences can achieve a fast maneuvering time with a minimum of structural residual vibrations, even in the face of plant modeling uncertainty.

### 10.4 Robust Fuel- and Time-Optimal Control

In the preceding sections, the problem of computing robustified, open-loop, time-optimal control inputs for uncertain flexible spacecraft has been considered. The primary control objective in such a robust time-optimal control problem is to achieve a fast maneuvering time with minimum structural vibrations during and/or after a maneuver in the face of modeling uncertainty. Two different cases, as


Fig. 10.13 Case 1.
summarized in Figs. 10.13 and 10.14, were considered to address such a challenging control problem. For case 1 (Fig. 10.13), both positive and negative jets are placed on body 1 , which represents a typical situation in which two opposing jets are collocated. For case 2 (Fig. 10.14), a positive jet is placed on body 1 and a negative jet on body 2 ; that is, two opposing jets are not collocated. This two-mass-spring model represents a generic model of spacecraft with one rigid-body mode and one dominant structural mode for the single-axis attitude control design.

For a certain case of noncollocated positive and negative jets, as shown in Fig. 10.14, the robustified time-optimal control inputs are of a bang-off-bang type, resulting in a control on-time that is much smaller than the total maneuver time. On the other hand, the robustified time-optimal control inputs for a case of collocated positive and negative jets are of a bang-bang type, resulting in a control on-time that is the same as the total maneuver time. Although a significant desensitization with respect to model uncertainty is possible, as demonstrated in the preceding sections, such bang-bang type solutions may not be acceptable from the practical viewpoint of fuel consumption.

In this section, as was covered in Ref. 5, we further study the feasibility of finding open-loop, on-off pulse control sequences for a robust time-optimal maneuver with less use of fuel. The ideal, fuel- and time-optimal control problem of flexible spacecraft without modeling uncertainty is first reviewed.

### 10.4.1 Fuel- and Time-Optimal Control

Problem formulation. Consider a flexible space structure described by the modal equation

$$
\begin{equation*}
\ddot{\mathbf{y}}+\Omega^{2} \mathbf{y}=\boldsymbol{\Phi} \mathbf{u} \tag{10.81}
\end{equation*}
$$

where $\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)$ is the modal coordinate vector, $\boldsymbol{\Omega}^{2}=\operatorname{diag}\left(\omega_{i}^{2}\right), \omega_{i}$ is the $i$ th modal frequency, $\boldsymbol{\Phi}$ is the modal input distribution matrix, and $\mathbf{u}$ is the control input vector.
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Fig. 10.15 Case 3.

Because we are interested in a typical, single-axis, rest-to-rest maneuvering control problem of flexible spacecraft, we consider a flexible spacecraft model with one rigid-body mode and a few dominant flexible modes in the corresponding axis. The boundary conditions of such a rest-to-rest maneuver problem are assumed to be of the form

$$
\begin{array}{ll}
y_{1}(0)=0, & y_{1}\left(t_{f}\right)=1 \\
\dot{y}_{1}(0)=0, & \dot{y}_{1}\left(t_{f}\right)=0 \\
y_{i}(0)=0, & y_{i}\left(t_{f}\right)=0  \tag{10.82}\\
\dot{y}_{i}(0)=0, & \dot{y}_{i}\left(t_{f}\right)=0
\end{array}
$$

for $i=2, \ldots, n$, and $n$ is the number of modes.
It is also assumed that we are given a positive jet $u^{+}$and a negative jet $u^{-}$

$$
\begin{align*}
0 & \leq u^{+} \leq+1  \tag{10.83a}\\
-1 & \leq u^{-} \leq 0 \tag{10.83b}
\end{align*}
$$

For case 1, shown in Fig. 10.13, both $u^{+}$and $u^{-}$are acting on body 1 , resulting in a typical case with a two-sided control input $u$ with $|u| \leq 1$. For case 2 , shown in Fig. 10.14, $u^{+}$is placed on body 1 and $u^{-}$is placed on body 2. Case 3, shown in Fig. 10.15 is similar to case 1 , in which both the positive and negative jets are acting on body 1 .

Pulse sequences for the control inputs $u^{+}$and $u^{-}$, shown in Fig. 10.16 can be expressed as a combination of unit-step function $u_{s}(t)$ as

$$
\begin{align*}
u^{+}(t) & =\sum_{j=0,2}^{N-1}\left[u_{s}\left(t-t_{j}\right)-u_{s}\left(t-t_{j}-\Delta_{j}\right)\right]  \tag{10.84a}\\
u^{-}(t) & =\sum_{j=1,3}^{N}\left[-u_{s}\left(t-t_{j}\right)+u_{s}\left(t-t_{j}-\Delta_{j}\right)\right] \tag{10.84b}
\end{align*}
$$

The $j$ th pulse starts at $t_{j}$ and ends at $\left(t_{j}+\Delta_{j}\right)$. The $j$ th pulse duration is denoted by $\Delta_{j}$. Because of the symmetric nature of the rest-to-rest maneuvering problem, we assume that $u^{+}$and $u^{-}$have the same number of pulses, $(N+1) / 2$, where $N$ is defined as in Fig. 10.16.

For a fuel- and time-optimal control problem, the objective function to be minimized is, in general, a weighted sum of the maneuvering time and the consumed
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fuel. We assume that the mass of the consumed fuel is small compared with the mass of the spacecraft, and that the consumed fuel is proportional to the jet ontime. We further assume that the structural flexibility and mass distribution of the vehicle are more uncertain than the total mass of the system. Consequently, we focus on the robust control problem of flexible spacecraft in the face of modal frequency uncertainty.

Consider the following objective function, which is simply a sum of the maneuvering time and the product of the weighting parameter $\alpha$ and the total jet on-time:

$$
\begin{equation*}
J=\int_{0}^{t_{f}}\left\{1+\alpha\left(\left|u^{+}\right|+\left|u^{-}\right|\right)\right\} \mathrm{d} t \tag{10.85}
\end{equation*}
$$

The problem is then to find the control inputs that minimize the performance index $J$ subject to the equations of motion. In the next section we study the preceding problem, but with additional robustness constraints with respect to plant modeling uncertainty.

Rigid-body fuel- and time-optimal control. First consider a rigidized model of case 1 and case 2 . The nominal parameters are assumed as $m_{1}=m_{2}=1$ with appropriate units, and time is in seconds. The equation of motion is simply given by

$$
\begin{equation*}
2 \ddot{x}=u \tag{10.86}
\end{equation*}
$$

where $x$ is the rigid-body displacement and the control input is bounded as $|u| \leq 1$. Given the fuel- and time-optimal control performance index

$$
J=\int_{0}^{t_{f}}\{1+\alpha|u|\} \mathrm{d} t
$$

the bang-off-bang type solution for a rest-to-rest maneuver with $x\left(t_{f}\right)=1$ can be found as

$$
\begin{gathered}
\Delta=\sqrt{2 /(2 \alpha+1)} \\
t_{f}=2 \Delta(\alpha+1)
\end{gathered}
$$

where $\Delta$ is the pulse width.


Fig. 10.17 Flexible body responses to the fuel- and time-optimal control inputs of rigidized case 1 with $\alpha=10$.

When a bang-off-bang solution with $\Delta=0.816 \mathrm{~s}$ and $t_{f}=3.27 \mathrm{~s}($ for $\alpha=1)$ is applied to the actual flexible model of case 1 , significant excitation of the flexible mode can be noticed. Even for a case with a shorter pulse width of $\Delta=0.308 \mathrm{~s}$ and a prolonged maneuver time of $t_{f}=7.35 \mathrm{~s}$ for $\alpha=10$, significant excitation of the flexible mode can be seen as shown in Fig. 10.17. Thus, simply prolonging the maneuver time and using short pulses does not help to reduce structural vibrations; a flexible-body model must be used in determining fuel- and time-optimal control inputs.

Flexible-body fuel- and time-optimal control. Substituting Eq. (10.84) into Eq. (10.81) and incorporating the boundary conditions (10.82), we obtain the time response of the rigid-body mode as

$$
\begin{align*}
& y_{1}(t\left.\geq t_{f}\right) \\
&=\frac{1}{2}\left[\phi_{11} \sum_{j=0,2}^{N-1}\left(2 t \Delta_{j}-2 t_{j} \Delta_{j}-\Delta_{j}^{2}\right)\right.  \tag{10.87}\\
&\left.-\phi_{12} \sum_{j=1,3}^{N}\left(2 t \Delta_{j}-2 t_{j} \Delta_{j}-\Delta_{j}^{2}\right)\right]
\end{align*}
$$

where $\phi_{i 1}$ and $\phi_{i 2}$ denote the elements of the modal input distribution matrix $\boldsymbol{\Phi}$ for the positive jet $u^{+}$and the negative jet $u^{-}$, respectively. For a given boundary
condition, $y_{\mathbf{1}}\left(t \geq t_{f}\right)=1$, we have the following constraint:

$$
\begin{equation*}
\phi_{11} \sum_{j=0.2}^{N-1} \Delta_{j}-\phi_{12} \sum_{j=1.3}^{N} \Delta_{j}=0 \tag{10.88}
\end{equation*}
$$

The rest-to-rest constraint for the rigid-body mode then becomes

$$
\begin{equation*}
2-\phi_{11} \sum_{j=0,2}^{N-1}\left[2 t_{j} \Delta_{j}-\Delta_{j}^{2}\right]+\phi_{12} \sum_{j=1.3}^{N}\left[2 t_{j} \Delta_{j}-\Delta_{j}^{2}\right]=0 \tag{10.89}
\end{equation*}
$$

Substituting Eq. (10.84) into Eq. (10.81) and solving for the time response of the $i$ th flexible mode, we obtain

$$
\begin{align*}
y_{i}(t) & =\frac{1}{\omega_{i}^{2}} \cos \left(\omega_{i} t\right)\left[-\phi_{i 1} \sum_{j=0,2}^{N-1} c_{i j}+\phi_{i 2} \sum_{j=1,3}^{N} c_{i j}\right] \\
& +\frac{1}{\omega_{i}^{2}} \sin \left(\omega_{i} t\right)\left[\phi_{i 1} \sum_{j=0,2}^{N-1} s_{i j}-\phi_{i 2} \sum_{j=1,3}^{N} s_{i j}\right] \tag{10.90}
\end{align*}
$$

where

$$
\begin{aligned}
c_{i j} & =\cos \left(\omega_{i} t_{j}\right)-\cos \left[\omega_{i}\left(t_{j}+\Delta_{j}\right)\right] \\
s_{i j} & =\sin \left(\omega_{i} t_{j}\right)-\sin \left[\omega_{i}\left(t_{j}+\Delta_{j}\right)\right]
\end{aligned}
$$

for $t \geq t_{f}$.
Also, rest-to-rest maneuvering requires $y_{i}(t)=0$ for $t \geq t_{f}$; i.e., we have the following flexible mode constraints for no-residual structural vibration:

$$
\begin{align*}
-\phi_{i 1} \sum_{j=0,2}^{N-1} c_{i j}+\phi_{i 2} \sum_{j=1,3}^{N} c_{i j} & =0  \tag{10.91a}\\
\phi_{i 1} \sum_{j=0,2}^{N-1} s_{i j}-\phi_{i 2} \sum_{j=1,3}^{N} s_{i j} & =0 \tag{10.91b}
\end{align*}
$$

for each flexible mode.
The fuel- and time-optimal control problem can then be formulated as a constrained parameter optimization problem as follows:

$$
\begin{equation*}
\min J=t_{f}+\alpha \sum_{j=0.1,2}^{N} \Delta_{j} \tag{10.9}
\end{equation*}
$$

subject to the constraints given by Eqs. (10.88), (10.89), and (10.91).
Case 1. Consider case 1 , in which two control inputs $u^{+}$and $u^{-}$are both acting on body 1 . The nominal parameters are $m_{1}=m_{2}=k=1$ with appropriate
units, and time is in seconds. The corresponding matrices $\boldsymbol{\Omega}^{2}$ and $\boldsymbol{\Phi}$ in Eq. (10.81) are

$$
\boldsymbol{\Omega}^{2}=\left[\begin{array}{ll}
0 & 0 \\
0 & 2
\end{array}\right], \quad \boldsymbol{\Phi}=\frac{1}{2}\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]
$$

The control inputs are assumed to have one pulse per jet with the same pulse width $\Delta$. The maneuver time is $t_{f}=t_{1}+\Delta$, where $t_{1}$ is defined as in Fig. 10.16. The constraint equations for a rest-to-rest maneuver with $y_{1}\left(t_{f}\right)=1$ are

$$
\begin{gather*}
t_{f}-\Delta-2 / \Delta=0  \tag{10.93a}\\
\cos \left(\omega t_{f} / 2\right)-\cos \left[\omega\left(t_{f} / 2-\Delta\right)\right]=0 \tag{10.93b}
\end{gather*}
$$

where $\omega=\sqrt{2} \mathrm{rad} / \mathrm{s}($ period $=4.44288 \mathrm{~s})$.
The fuel- and time-optimal solution for $\alpha=1$ can be obtained by solving the constrained minimization problem

$$
\min J=t_{f}+2 \Delta
$$

subject to the constraints. A solution to this problem can be obtained as

$$
\begin{aligned}
\Delta & =0.45016 \\
t_{1} & =4.44288 \\
t_{f} & =4.89304
\end{aligned}
$$

The time responses of $x_{2}$ (the position of body 2 ) to the bang-off-bang-type, fuel- and time-optimal control inputs are shown in Fig. 10.18 for four different values of spring stiffness $k$. For the nominal case with $k=1$, the flexible mode is perfectly controlled and the jet on-time is now significantly reduced by $79 \%$, whereas the maneuvering time is increased by only $18 \%$, compared to the timeoptimal control solution of this case. (The time-optimal solution for case 1 has both the maneuvering time and control on-time of 4.128 s .) It can be seen in Fig. 10.18, however, that the responses are quite sensitive to variations in the model parameter $k$. Significant residual structural vibrations caused by model uncertainty can be seen in this figure.

In an attempt to achieve a maneuver with less excitation of the structural mode, consider a case with a longer maneuver time by increasing the weighting parameter $\alpha$ in the performance index

$$
\min J=t_{f}+2 \alpha \Delta
$$

The solution of this problem for $\alpha=10$ can be obtained as

$$
\begin{aligned}
& \Delta=0.225 \\
& t_{1}=8.880 \\
& t_{f}=9.105
\end{aligned}
$$

The time responses of $x_{2}$ (the position of body 2 ) to the fuel- and time-optimal control inputs of a longer maneuver time of 9.11 s and a short pulse of 0.225 s are


Fig. 10.18 Fuel- and time-optimal control of case 1 with $\alpha=1$.
shown in Fig. 10.19 for four different values of spring stiffness $k$. The residual vibrations due to uncertain parameter variations are still significant; that is, simply prolonging the maneuver time and employing short pulses does not help to reduce residual structural mode vibration.

Case 2. To explore the effects of using a pair of noncollocated, one-sided jets on the maneuver time and the fuel consumption, consider case 2 shown in Fig. 10.14 with two control inputs $u^{+}$and $u^{-}$acting on body 1 and body 2 , respectively. The control inputs are assumed to have one pulse per jet and the maneuver time $t_{f}=t_{1}+\Delta$. The corresponding matrices $\Omega^{2}$ and $\Phi$ for this case are

$$
\boldsymbol{\Omega}^{2}=\left[\begin{array}{ll}
0 & 0 \\
0 & 2
\end{array}\right], \quad \boldsymbol{\Phi}=\frac{1}{2}\left[\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right]
$$

The constraint equations are

$$
\begin{gathered}
t_{f}-2 / \Delta-\Delta=0 \\
\sin \left(\omega t_{f} / 2\right)+\sin \left[\omega\left(\Delta-t_{f} / 2\right)\right]=0
\end{gathered}
$$

The fuel- and time-optimal solution for $\alpha=1$ is obtained by solving the constrained minimization problem

$$
\min J=t_{f}+2 \Delta
$$

subject to the preceding constraints.


Fig. 10.19 Fuel- and time-optimal control of case 1 with $\alpha=10$.

A solution is obtained as

$$
\begin{aligned}
& \Delta=0.9003 \\
& t_{1}=2.2215 \\
& t_{f}=3.1218
\end{aligned}
$$

The time responses of $x_{2}$ to this solution are shown in Fig. 10.20 for four different values of spring stiffness $k$. Compared to the time-optimal solution of case 1 , the jet on-time is now significantly reduced by $56 \%$, whereas the maneuvering time is also reduced by $24 \%$. This result indicates some important effect of jet placement in the fuel- and time-optimal control problem. As expected, however, significant residual structural vibrations can be still seen in Fig. 10.20 due to variations in the uncertain parameter $k$.

### 10.4.2 Robust Fuel- and Time-Optimal Control

Problem formulation. As illustrated in Figs. 10.19 and 10.20, a standard optimal control approach requires an accurate plant model, and, thus, the resulting solution is not robust to plant modeling uncertainty. To obtain robust, open-loop, fuel- and time-optimal control inputs for flexible spacecraft, we formulate a parameter optimization problem, where the objective function to be minimized is a weighted sum of the consumed fuel and the maneuvering time, with additional constraints for robustness with respect to structural frequency uncertainty.

To attenuate residual vibrations of the flexible modes, the energy of the residual vibrations should be minimized, where the residual vibration energy is proportional


Fig. 10.20 Fuel- and time-optimal control of case 2 with $\alpha=1$.
to the square of the amplitude. Thus, Eq. (10.90) can be written as

$$
\begin{align*}
y_{i}\left(t \geq t_{f}\right) & =A \sin \left(\omega_{i} t\right)+B \cos \left(\omega_{i} t\right) \\
& =C \sin \left(\omega_{i} t+\text { phase }\right) \tag{10.94}
\end{align*}
$$

where A and B are functions of $\omega_{i}$ and $\phi_{i j}$ and

$$
\begin{gather*}
C^{2}=A^{2}+B^{2}  \tag{10.95a}\\
\frac{\mathrm{~d} C^{2}}{\mathrm{~d} p_{i}}=\sum_{k} \frac{\mathrm{~d} C^{2}}{\mathrm{~d} \omega_{k}} \frac{\mathrm{~d} \omega_{k}}{\mathrm{~d} p_{i}} \tag{10.95b}
\end{gather*}
$$

where $p_{i}$ is the $i$ th uncertain parameter. For these derivatives to be zero ( $t \geq t_{f}$ ) when $\omega_{i}$ themselves are uncertain parameters, we obtain

$$
\begin{align*}
-\phi_{i 1} \sum_{j=0,2}^{N-1} g_{i j}+\phi_{i 2} \sum_{j=1,3}^{N} g_{i j} & =0  \tag{10.96a}\\
\phi_{i 1} \sum_{j=0.2}^{N-1} h_{i j}-\phi_{i 2} \sum_{j=1.3}^{N} h_{i j} & =0 \tag{10.96b}
\end{align*}
$$

where

$$
\begin{align*}
& g_{i j}=t_{j} \cos \left(\omega_{i} t_{j}\right)-\left(t_{j}+\Delta_{j}\right) \cos \left[\omega_{i}\left(t_{j}+\Delta_{j}\right)\right]  \tag{10.97a}\\
& h_{i j}=t_{j} \sin \left(\omega_{i} t_{j}\right)-\left(t_{j}+\Delta_{j}\right) \sin \left[\omega_{i}\left(t_{j}+\Delta_{j}\right)\right] \tag{10.97b}
\end{align*}
$$

Equations (10.96) are called the first-order robustness constraints. Similarly, the $r$ th order robustness constraints can be expressed as

$$
\begin{align*}
& g_{i j}=\left(t_{j}\right)^{m} \cos \left(\omega_{i} t_{j}\right)-\left(t_{j}+\Delta_{j}\right)^{m} \cos \left[\omega_{i}\left(t_{j}+\Delta_{j}\right)\right]  \tag{10.98a}\\
& h_{i j}=\left(t_{j}\right)^{m} \sin \left(\omega_{i} t_{j}\right)-\left(t_{j}+\Delta_{j}\right)^{m} \sin \left[\omega_{i}\left(t_{j}+\Delta_{j}\right)\right] \tag{10.98b}
\end{align*}
$$

for $m=1,2, \ldots, r$.
These robustness constraints are incorporated in the constrained parameter optimization problem formulation. Consequently, the number of pulses for each control input is changed to match the increased number of constraints. As an example, we consider the first-order robustness constraint, incorporated with the rest-to-rest maneuver constraints, to determine robust fuel- and time-optimal pulse sequences.

Case 1. The control inputs are assumed to have two pulses per jet, as defined in Fig. 10.16. The robust fuel- and time-optimal solution can then be obtained by solving the constrained parameter optimization problem

$$
\begin{equation*}
\min J=t_{3}+\Delta_{3}+\alpha\left(\Delta_{0}+\Delta_{1}+\Delta_{2}+\Delta_{3}\right) \tag{10.99}
\end{equation*}
$$

subject to

$$
\begin{gather*}
\Delta_{0}-\Delta_{1}+\Delta_{2}-\Delta_{3}=0 \\
\sum_{j=0}^{3}(-1)^{j}\left[2 t_{j} \Delta_{j}+\Delta_{j}^{2}\right]+4=0 \\
\sum_{j=0}^{3}(-1)^{j}\left[\cos \omega t_{j}-\cos \omega\left(t_{j}+\Delta_{j}\right)\right]=0 \\
\sum_{j=0}^{3}(-1)^{j}\left[\sin \omega t_{j}-\sin \omega\left(t_{j}+\Delta_{j}\right)\right]=0  \tag{10.100}\\
\sum_{j=0}^{3}(-1)^{j}\left[t_{j} \cos \omega t_{j}-\left(t_{j}+\Delta_{j}\right) \cos \omega\left(t_{j}+\Delta_{j}\right)\right]=0 \\
\sum_{j=0}^{3}(-1)^{j}\left[t_{j} \sin \omega t_{j}-\left(t_{j}+\Delta_{j}\right) \sin \omega\left(t_{j}+\Delta_{j}\right)\right]=0 \\
\Delta_{j} \geq 0 ; \quad j=0,1,2,3 \\
t_{1}, \quad t_{2}, t_{3}>0
\end{gather*}
$$

A solution to this problem for $\alpha=1$ is obtained as

$$
\begin{array}{ll}
t_{0}=0.0, & \Delta_{0}=0.2379 \\
t_{1}=4.1575, & \Delta_{1}=0.2489 \\
t_{2}=2.3732, & \Delta_{2}=0.2489 \\
t_{3}=6.5418, & \Delta_{3}=0.2379
\end{array}
$$

The time responses of $x_{2}$ to this robust fuel- and time-optimal control solution are shown in Fig. 10.21 for four different values of $k$. It can be seen that the robustness


Fig. 10.21 Robust fuel- and time-optimal control of case 1 with $\alpha=1$.
with respect to the uncertain parameter variations has been significantly increased and the jet on-time is only 0.97 s compared to the maneuver time of 6.7797 s .

Case 2. For case 2, we also assume that the control inputs have two pulses per jet. The problem is to minimize the following objective function:

$$
\begin{equation*}
\min J=t_{3}+\Delta_{3}+\alpha\left(\Delta_{0}+\Delta_{1}+\Delta_{2}+\Delta_{3}\right) \tag{10.101}
\end{equation*}
$$

A solution to this problem for $\alpha=1$ is obtained as

$$
\begin{array}{ll}
t_{0}=0.0, & \Delta_{0}=0.3762 \\
t_{1}=2.5918, & \Delta_{1}=0.4238 \\
t_{2}=1.9151, & \Delta_{2}=0.4238  \tag{10.102}\\
t_{3}=4.5545, & \Delta_{3}=0.3762
\end{array}
$$

The time responses of $x_{2}$ to this robust fuel- and time-optimal control solution are shown in Fig. 10.22 for four different values of $k$. From Fig. 10.22, we notice that a robust fuel- and time-optimal performance has been achieved, compared with Fig. 10.20. Because of the properly coordinated pulse sequences, the flexible modes are not significantly excited during maneuvers and the residual responses after the maneuvers are well desensitized.


Fig. 10.22 Robust fuel- and time-optimal control of case 2 with $\alpha=1$.

### 10.4.3 Summary

The robust fuel- and time-optimal control problem of flexible spacecraft in the face of modeling uncertainty has been presented in this section. It was shown that it is possible to generate a bang-off-bang type pulse sequence for the case of collocated jets, resulting in less use of fuel with robust time-optimal performance. Contrary to a common notion, the results further confirm the possible existence of on-off pulse sequences for robust fuel- and time-optimal maneuvering of flexible spacecraft. It is emphasized that simply prolonging the maneuver time and employing short pulses does not help to achieve robust performance; a proper coordination of pulse sequences satisfying the robustness constraints is necessary as demonstrated in this section.

## Problem

10.1. Consider the three-mass-spring model illustrated in Fig. 10.15 (case 3). The nominal parameter values are assumed as $m_{1}=m_{2}=m_{3}=k_{1}=k_{2}=1$ with appropriate units, and time is in seconds. The modal equations for this case are

$$
\begin{gathered}
\ddot{y}_{1}=0.3333\left(u^{+}+u^{-}\right) \\
\ddot{y}_{2}+\omega_{2}^{2} y_{2}=0.5\left(u^{+}+u^{-}\right) \\
\ddot{y}_{3}+\omega_{3}^{2} y_{3}=0.1667\left(u^{+}+u^{-}\right)
\end{gathered}
$$

where $\omega_{2}=1$ and $\omega_{3}=\sqrt{3}$.


Fig. 10.23 Flexible body responses to the fuel- and time-optimal control inputs of rigidized case 3 with $\alpha=1$.
(a) Verify the time responses shown in Fig. 10.23 of the fuel- and time-optimal control solution for a rigidized case with $\alpha=1$.
(b) Find a fuel- and time-optimal control solution of the flexible model for $\alpha=1$ as

$$
\begin{array}{ll}
t_{1}=4.536, & \Delta_{0}=0.400 \\
t_{2}=2.582, & \Delta_{1}=0.135 \\
t_{3}=6.854, & \Delta_{2}=0.135 \\
t_{f}=7.251, & \Delta_{3}=0.400
\end{array}
$$

Also verify the time responses of $x_{3}$ shown in Fig. 10.24 for four different values of $k=k_{1}=k_{2}$.
(c) In an attempt to achieve a maneuver with less excitation of structural modes, consider a case with a longer maneuver time by increasing the weight $\alpha$ on the fuel in the cost function. Find a solution of this problem for $\alpha=14$ as

$$
\begin{array}{ll}
t_{1}=11.762, & \Delta_{0}=0.153 \\
t_{2}=2.152, & \Delta_{1}=0.092 \\
t_{3}=13.854, & \Delta_{2}=0.092 \\
t_{f}=14.007, & \Delta_{3}=0.153
\end{array}
$$

with the total jet on-time of 0.49 s .


Fig. 10.24 Fuel- and time-optimal control of case 3 with $\alpha=1$.

Also verify the time responses of $x_{3}$ shown in Fig. 10.25 to the fuel and timeoptimal control inputs. Note that the residual vibrations are still significant and are not reduced by simply increasing the maneuver time.
(d) Find a robust fuel- and time-optimal solution for $\alpha=1$ as

$$
\begin{array}{ll}
t_{1}=6.6158, & \Delta_{0}=0.1209 \\
t_{2}=2.3022, & \Delta_{1}=0.1411 \\
t_{3}=9.0502, & \Delta_{2}=0.2018 \\
t_{4}=4.7973, & \Delta_{3}=0.2018 \\
t_{5}=11.433, & \Delta_{4}=0.1411 \\
t_{f}=11.554, & \Delta_{5}=0.1209
\end{array}
$$

Note that the jet on-time is only 0.9276 s , compared to the maneuvering time of 11.554 s .

Also verify the time responses of $x_{3}$ shown in Fig. 10.26 to the robust fuel- and time-optimal control inputs for four different values of $k=k_{1}=k_{2}$.

Note: Because of the properly coordinated pulse sequences, the flexible modes are not significantly excited during maneuvers and the residual responses after the maneuvers are well desensitized. It should be noted that the preceding solution to case 3 with the switching times truncated to two decimal places also provides robust fuel- and time-optimal responses very similar to those of Fig. 10.26. Responses similar to those of Fig. 10.26 can also be observed for arbitrarily combined variations of $k_{i}$ and $m_{i}$, but with the total mass kept constant ( $m_{1}+m_{2}+m_{3}=3$ ).


Fig. 10.25 Fuel- and time-optimal control of case 3 with $\alpha=14$.


Fig. 10.26 Robust fuel- and time-optimal control of case 3 with $\alpha=1$.

### 10.5 Robustified Feedforward and Feedback Control

One of the difficult control design objectives of flexible spacecraft is to achieve a fast settling time with minimum structural mode vibrations in the presence of limited actuator capability and plant modeling uncertainty. In the preceding sections, a method was described to precompute the robustified time-optimal, bang-bang control logic for flexible spacecraft subject to plant modeling uncertainties. It is, however, emphasized that one of the primary motivations for the use of closedloop rather than open-loop control systems in practice is to cope with unexpected disturbances, which an open-loop controller cannot do.

In this section we study a preshaped feedforward command generator and a robustified feedback controller with nonzero set-point command for a referenceinput tracking problem. We then consider an alternative approach of control design, which attempts to combine the advantages of the robust $H_{\infty}$ feedback control technique presented in Chapter 2 and the robust time-optimal, feedforward control approach presented in the preceding sections. The approach taken here is to design a controller that uses robustified open-loop control for fast maneuvering and vibration suppression, followed by robustified feedback control for damping and disturbance rejection. The simple two-mass-spring model shown in Fig. 10.2 is again used to illustrate the control concepts and methodologies developed in Ref. 6.

### 10.5.1 Preshaped Time-Optimal Control

The so-called impulse-sequence preshaping technique developed by Singer and Seering ${ }^{7}$ is briefly described here. It will be shown that the preshaping technique simply utilizes a tapped-delay filter with proper weightings and time delays.

Consider a sequence of $m$ impulses expressed in time domain as

$$
\begin{equation*}
f(t)=\sum_{i=1}^{m} A_{i} \delta\left(t-t_{i}\right) \tag{10.103}
\end{equation*}
$$

with the following normalization:

$$
\begin{equation*}
\sum_{i=1}^{m} A_{i}=1 \tag{10.104}
\end{equation*}
$$

where $A_{i}$ is the magnitude of the $i$ th impulse at $t=t_{i}$ and the last impulse occurs at $t=t_{m}$.

A bang-bang function with $(n-2)$ switches can be represented as

$$
\begin{equation*}
u(t)=\sum_{j=1}^{n} B_{j} u_{s}\left(t-t_{j}\right) \tag{10.105}
\end{equation*}
$$

where $B_{j}$ is the magnitude of a step function at $t=t_{j}$. This bang-bang function ends at $t=t_{n}$.

The convolution of $u(t)$ and $f(t)$ will result in a new multiswitch, multilevel, bang-bang function

$$
\begin{equation*}
\tilde{u}(t)=\sum_{i=1}^{n} \sum_{j=1}^{m} A_{i} B_{j} u_{s}\left(t-t_{i}-t_{j}\right) \tag{10.106}
\end{equation*}
$$

This function has $(m n-2)$ switching times and ends at $t=\left(t_{m}+t_{n}\right)$.

A proper sequence of impulses, whose power spectrum has a notch at a structural resonant frequency, can be found as follows. If a sequence of $m$ impulses in Eq. (10.103) is applied to an undamped second-order system with natural frequency of $\omega$, the system response for $t>t_{m}$ can be represented as

$$
\begin{equation*}
\sum_{i=1}^{m} A_{i} \omega \sin \omega\left(t-t_{i}\right)=A \sin (\omega t-\phi) \tag{10.107}
\end{equation*}
$$

where

$$
\begin{gathered}
A=\sqrt{\left(\sum_{i=1}^{m} A_{i} \omega \cos \omega t_{i}\right)^{2}+\left(\sum_{i=1}^{m} A_{i} \omega \sin \omega t_{i}\right)^{2}} \\
\phi=\tan ^{-1}\left\{\frac{\sum_{i=1}^{m} A_{i} \sin \omega t_{i}}{\sum_{i=1}^{m} A_{i} \cos \omega t_{i}}\right\}
\end{gathered}
$$

If $A_{i}$ and $t_{i}$ are chosen such that $A=0$, i.e.,

$$
\begin{gather*}
A_{1} \cos \omega t_{1}+A_{2} \cos \omega t_{2}+\cdots+A_{m} \cos \omega t_{m}=0  \tag{10.108a}\\
A_{1} \sin \omega t_{1}+A_{2} \sin \omega t_{2}+\cdots+A_{m} \sin \omega t_{m}=0 \tag{10.108b}
\end{gather*}
$$

then the residual vibration will not occur after $t=t_{m}$.
Taking derivatives of the preceding two equations for ( $m-2$ ) times with respect to $\omega$, we obtain the following $2(m-2)$ robustness constraint equations:

$$
\begin{gather*}
A_{1}\left(t_{1}\right)^{j} \sin \omega t_{1}+A_{2}\left(t_{2}\right)^{j} \sin \omega t_{2}+\cdots+A_{m}\left(t_{m}\right)^{j} \sin \omega t_{m}=0  \tag{10.109a}\\
A_{1}\left(t_{1}\right)^{j} \cos \omega t_{1}+A_{2}\left(t_{2}\right)^{j} \cos \omega t_{2}+\cdots+A_{m}\left(t_{m}\right)^{j} \cos \omega t_{m}=0 \tag{10.109b}
\end{gather*}
$$

where $j=1, \ldots, m-2$. For an $m$-impulse sequence with $t_{1}=0$, we now have ( $2 m-1$ ) equations for ( $2 m-1$ ) unknowns.
Figure 10.27 illustrates three different impulse-sequences with proper $A_{i}$ and the time-delay interval of $\Delta T=\pi / \omega$, where $\omega$ is the natural frequency of the flexible mode under consideration. Note that the magnitudes of $A_{i}$ are independent of $\omega$.

The frequency response characteristics of this impulse-sequence shaping technique can be analyzed simply by taking the Laplace transform of an $m$-impulse sequence as follows:

$$
\begin{align*}
\mathcal{L}[f(t)] & =\sum_{i=1}^{m} A_{i} e^{-t_{i} s} \\
& =\sum_{i=1}^{m} A_{i} e^{-\Delta T(i-1) s} \tag{10.110}
\end{align*}
$$

which can be interpreted as a tapped-delay filter as illustrated in Fig. 10.28. The frequency responses of this tapped-delay filter for $m=2,3,4$ and $\omega=\sqrt{2} \mathrm{rad} / \mathrm{s}$ are shown in Fig. 10.29. It can be seen that the frequency component around the resonant frequency is notched out. The wider notch width indicates more robustness to frequency uncertainty, but a longer response time.




$$
\Delta T=\frac{\pi}{\omega}
$$

Fig. 10.27 Impulse-sequence shaping.
For example, the flexible-body time-optimal input of the two-mass-spring model (Fig. 10.2) is preshaped using a tapped-delay filter with $m=3$, resulting in the preshaped control input command

$$
\begin{align*}
\tilde{u}(t) & =0.25 u_{s}(t)-0.5 u_{s}(t-1.003)+0.5 u_{s}(t-2.109) \\
& +0.5 u_{s}(t-2.221)-0.5 u_{s}(t-3.215) \\
& -u_{s}(t-3.224)+0.25 u_{s}(t-4.218) \\
& +u_{s}(t-4.330)+0.25 u_{s}(t-4.442) \\
& -u_{s}(t-5.436)-0.5 u_{s}(t-5.445) \\
& +0.5 u_{s}(t-6.439)+0.5 u_{s}(t-6.551) \\
& -0.5 u_{s}(t-7.657)+0.25 u_{s}(t-8.660) \tag{10.111}
\end{align*}
$$



Fig. 10.28 Tapped-delay filter.


Fig. 10.29 Frequency responses of tapped-delay filters with $\boldsymbol{m}=\mathbf{2 , 3 , 4}$.

This preshaped input takes values of $\pm 0.25, \pm 0.5$, and $\pm 0.75$, as illustrated in Fig. 10.30. The time responses of the system to this preshaped input are shown in Fig. 10.31 for four different values of $k$. It is evident that the performance robustness with respect to flexible mode frequency variations has been significantly increased, but at the expense of increased maneuver time of 8.66 s , compared with the ideal minimum time of 4.218 s .

The performance robustness with respect to model parameter variations for the preshaped inputs are also very comparable to that of robustified, time-optimal inputs. However, the preshaped inputs take some intermediate values and switch more times. For more recent advances in this subject, see Refs. 8-15.

### 10.5.2 Robust Nonzero Set-Point Control

As discussed in Chapter 2, a nonminimum-phase compensation is particularly useful for practical tradeoffs between performance and robustness for a certain class of noncollocated structural control problems. It is, however, often criticized because of its sluggish response and its loop gain limitation. In this section, a robust $H_{\infty}$ feedback compensator design is discussed with special emphasis on a proper implementation of a nonminimum-phase compensator, incorporating a nonzero set-point control scheme. It is shown that a properly designed feedback controller with a nonzero set-point command performs well compared with a time-optimal, open-loop controller with special preshaping for robustness.

Consider a single-input single-output (SISO) control system as illustrated in Fig. 10.32, which is the most commonly used configuration for a two-degree-of-freedom controller. The plant and compensator transfer functions are


Fig. 10.30 Three-impulse preshaped control input ( $m=3$ ).


Fig. 10.31 Responses to the three-impulse preshaped control input.


Fig. 10.32 Conventional feedforward/feedback control system configuration.
represented as

$$
\begin{align*}
K(s) & =\frac{N_{c}(s)}{D_{c}(s)}  \tag{10.112a}\\
G(s) & =\frac{N(s)}{D(s)} \tag{10.112b}
\end{align*}
$$

where $N_{c}(s), D_{c}(s), N(s)$, and $D(s)$ are polynomials of the Laplace transform variable $s$. The closed-loop transfer function from the desired output command $y^{*}$ to the actual output $y$ is then

$$
\begin{align*}
\frac{y(s)}{y^{*}(s)} & =\frac{K(s) G(s)}{1+K(s) G(s)} F(s) \\
& =\frac{N_{c} N}{D_{c} D+N_{c} N} F(s) \tag{10.113}
\end{align*}
$$

Thus, for the conventional feedback control system of Fig. 10.32, the zeros of the closed-loop transfer function are identical with the zeros of the loop transfer function $K(s) G(s)$. These zeros sometimes cause an excessive, transient peak overshoot even when the closed-loop poles are properly selected. In this case, a prefilter $F(s)$ is often used for the cancellation of the undesirable zeros of the closed-loop transfer function. (Of course, the nonminimum-phase zeros cannot be canceled.)

If the compensator is placed in the feedback path, the closed-loop transfer function becomes

$$
\begin{align*}
\frac{y(s)}{y^{*}(s)} & =\frac{G(s)}{1+K(s) G(s)} F(s) \\
& =\frac{D_{c} N}{D_{c} D+N_{c} N} F(s) \tag{10.114}
\end{align*}
$$

where the compensator zeros do not appear as zeros of the closed-loop transfer function and a prefilter $F(s)$ must be properly designed for the generation of a control input command.

Next, we show a proper way of implementing a compensator to minimize such excessive, transient peak overshoot caused by the compensator zeros. A nonzero set-point control scheme for an $H_{\infty}$-based controller will be presented, followed by an example design.

The separation principle of the conventional linear-quadratic-Gaussian (LQG) technique does not hold for an $H_{\infty}$ controller. Consequently, the nonzero set-point


Fig. 10.33 Control system configuration with LQG type controller.
control scheme, which has been well established for LQG control synthesis, needs some minor modification, as is discussed next.

A block diagram representation of a SISO closed-loop system for a conventional LQG type controller with a nonzero set-point command is illustrated in Fig. 10.33. For this configuration, the control input command $u^{*}$ corresponding to the desired (constant) output command $y^{*}$ is simply given as

$$
\begin{equation*}
u^{*}=-\left[\mathbf{C}(\mathbf{A}-\mathbf{B K})^{-1} \mathbf{B}\right]^{-1} y^{*} \tag{10.115}
\end{equation*}
$$

which is independent of the estimator gain matrix $\mathbf{L}$. In this case, it can be shown that for dynamic systems having a rigid-body mode, $u^{*}$ depends only on the regulator parameters (not on the plant parameters such as $m_{1}, m_{2}$, and $k$ of the example model shown in Fig. 10.2). Hence, the nonzero set-point control scheme is inherently robust to plant parameter uncertainty for a certain class of dynamic systems with at least one pole at the origin, i.e., a type one system.

Now consider a closed-loop control system with an $H_{\infty}$ controller as shown in Fig. 10.34, which is described in state-space form as

$$
\begin{gather*}
{\left[\begin{array}{c}
\dot{\mathbf{x}} \\
\dot{\mathbf{x}}_{c}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A} & -\mathbf{B}_{2} \mathbf{K} \\
\mathbf{L} \mathbf{C}_{2} & \mathbf{A}_{c}
\end{array}\right]\left[\begin{array}{c}
\mathbf{x} \\
\mathbf{x}_{c}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{B}_{2} \\
\mathbf{B}_{2}
\end{array}\right] u^{*}} \\
y=\left[\begin{array}{ll}
\mathbf{C}_{2} & 0
\end{array}\right]\left[\begin{array}{c}
\mathbf{x} \\
\mathbf{x}_{c}
\end{array}\right] \tag{10.116}
\end{gather*}
$$

An $H_{\infty}$ suboptimal controller that satisfies $\left\|\mathbf{T}_{z w}\right\|_{\infty}<\gamma$, where $\gamma$ is a design variable specifying an upper bound of the perturbed closed-loop performance


Fig. 10.34 Control system configuration with $\boldsymbol{H}_{\infty}$ type controller.
$\mathbf{T}_{z w}$, can be obtained as

$$
\begin{equation*}
u(s)=-\mathbf{K}\left[s \mathbf{I}-\mathbf{A}_{c}\right]^{-1} \mathbf{L} y(s) \tag{10.117}
\end{equation*}
$$

or

$$
\begin{gather*}
\dot{\mathbf{x}}_{c}=\mathbf{A}_{c} \mathbf{x}_{c}+\mathbf{L} y  \tag{10.118a}\\
u=-\mathbf{K} \mathbf{x}_{c} \tag{10.118b}
\end{gather*}
$$

where

$$
\begin{gather*}
\mathbf{K}=\mathbf{B}_{2}^{T} \mathbf{X}  \tag{10.119a}\\
\mathbf{L}=\left(\mathbf{I}-\frac{1}{\gamma^{2}} \mathbf{Y} \mathbf{X}\right)^{-1} \mathbf{Y C}_{2}^{T}  \tag{10.119b}\\
\mathbf{A}_{c}=\mathbf{A}+\frac{1}{\gamma^{2}} \mathbf{B}_{1} \mathbf{B}_{1}^{T} \mathbf{X}-\mathbf{B}_{2} \mathbf{K}-\mathbf{L} \mathbf{C}_{2} \tag{10.119c}
\end{gather*}
$$

The input command $u^{*}$ corresponding to the desired output $y^{*}$ can be simply found as

$$
\begin{equation*}
u^{*}=-\left[\overline{\mathbf{C}} \overline{\mathbf{A}}^{-1} \overline{\mathbf{B}}\right]^{-1} y^{*} \tag{10.120}
\end{equation*}
$$

where

$$
\begin{gather*}
\overline{\mathbf{A}}=\left[\begin{array}{cc}
\mathbf{A} & -\mathbf{B}_{2} \mathbf{K} \\
\mathbf{L \mathbf { C } _ { 2 }} & \mathbf{A}_{c}
\end{array}\right], \quad \overline{\mathbf{B}}=\left[\begin{array}{l}
\mathbf{B}_{2} \\
\mathbf{B}_{2}
\end{array}\right]  \tag{10.121}\\
\overline{\mathbf{C}}=\left[\begin{array}{ll}
\mathbf{C}_{2} & 0
\end{array}\right]
\end{gather*}
$$

Similar to the LQG case, it can be shown that for dynamic systems having a rigidbody mode, $u^{*}$ for an $H_{\infty}$ controller depends only on the controller parameters (not on the plant parameters such as $m_{1}, m_{2}$, and $k$ of the example model shown in Fig. 10.2). However, $u^{*}$ now depends on both the gain matrices $\mathbf{K}$ and $\mathbf{L}$, not just on the regulator gain matrix $\mathbf{K}$ as it does for the LQG case.

We now consider the two-mass-spring model shown in Fig. 10.2 with nominal values of $m_{1}=m_{2}=k=1$. A control input force $u$ acts on body 1 and the position of body 2 is measured as $y$. The output command is $y^{*}=1$ and the control input is bounded as $|u| \leq 1$.

A robust $H_{\infty}$ controller with the following gain matrices $K$ and $L$ are considered here

$$
\begin{array}{r}
\mathbf{K}=\left[\begin{array}{llll}
1.506 & -0.494 & 1.738 & 0.932
\end{array}\right] \\
\mathbf{L}=\left[\begin{array}{llll}
0.720 & 2.973 & -3.370 & 4.419
\end{array}\right]^{T} \tag{10.122b}
\end{array}
$$

which result in a nonminimum-phase compensator.
The time response of the closed-loop system implemented as in Fig. 10.32, for $F(s)=1$ and $y^{*}=1$, is shown in Fig. 10.35. A nonminimum-phase behavior of the closed-loop system is evident and the nominal system has a peak overshoot of about $80 \%$ and a settling time oí 15 s . When compared with the response of a feedforward controller, shown in Fig. 10.31, the overall response is not acceptable.


Fig. 10.35 Time responses of conventional control system configuration.

It can be shown that the excessive overshoot is due to the compensator zero at $s=-0.145$. This zero may be canceled by a prefilter $F(s)$, but the resulting slower settling time may not be desirable.

Figure 10.36 shows the closed-loop responses for four different values of $k$ to an output command of $y^{*}=1$ (consequently, $u^{*}=0.9959$ ), when the same controller is implemented as in Fig. 10.34. Clearly, the responses no longer have excessive overshoot and the settling time is quite short, as compared with the response in Fig. 10.35. The overall responses are also comparable with those of a three-impulse preshaped feedforward controller, shown in Fig. 10.31. The control input $u(t)$ is always within the saturation limit of one.

It may be concluded that a feedback controller, when implemented properly, could achieve good performance and robustness, for both command following as well as disturbance rejection problems. The feedforward/feedback control approach described in this section is robust for a certain class of uncertain dynamic systems, because the control input command computed for a given desired output does not depend on the plant parameters.

### 10.5.3 Summary

In this section, both feedforward and feedback control approaches for rapid maneuvering control of uncertain flexible spacecraft have been presented and compared. It was shown that a time-optimal control input, preshaped using a tappeddelay filter, provides a rapid maneuver and robust suppression of residual structural vibrations. A proper implementation of a nonminimum-phase compensator with a nonzero set-point control command was discussed. It was demonstrated that a


Fig. 10.36 Time responses of nonzero set-point control configuration.
properly implemented feedback controller performs well, when compared with a time-optimal, open-loop controller with special preshaping for performance robustness. To achieve a fast settling time for a constant output command and robust performance with respect to plant modeling uncertainty, a robustified feedforward/feedback control approach has been presented.
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centrifugal, 18
centripetal, 18
Coriolis, 18
normal,267
tangential,267
Active nutation control system (ANC), 387-389
Activity radius, 274
A/D converter, see Analog-to-digital converter
Advanced control evaluation for structures (ACES), 574
Advanced gimbal system (AGS), 575
Aerodynamic coefficients, 266
Aerodynamic drag, 263
Aerodynamic drag torque,422
Aerodynamic forces, 265
Aerodynamic normal force, 265
Algebraic Riccati equation, 168,202
Analog-to-digital (A/D) converter, 145
ANC system, see Active nutation control system
Angle of attack, 265
Angular momentum, 29,38
absolute, 29, 38, 332
ellipsoid, 347
equation, 39
relative, 30, 39, 331
Angular velocity
Lyapunov function, 414
vector, 24
Aphelion, 218
Apogee, 218
Approach hyperbola, 278
Apsidal line, 233
regression of,236
rotation rate of, 239
Apsides, 218
Areal velocity, 220
Argument of the perigee, 226
ARMA filter, see Auto regressive moving average filter
Asphericity, 233
Asymmetric rigid body, 355
Attitude acquisition 391
Attitude error quaternions, 403
Attractor, 110
Auto regressive moving average filter, 146
Axial thruster, 382
Axis of symmetry, 382
Axisymmetric rigid body, 343-344
Axisymmetric spin-stabilized spacecraft, 382

Bandpass filter, 131-133
Bandwidth, $100-101$
Barycenter, 242
Base excitation table (BET), 575
Bases, 4
Basis, 154
Basis vectors, 4 49 307
contra covariant, 19
covariant, 10
nonorthogonal, 19
orthogonal, 4
Bass-Gura method, 166
Benchmark problems,203-205
Bendixon's criterion, 7]
Bessel function, 495
BET, see base excitation table
Bias-momentum stabilized spacecraft, 374
attitude control design for, 514-526
BIBO stability, see Bounded-input
bounded-output stability
Bifurcation, 69
Bilinear transformation, 149
Binder,262
Bode plot, 121
Body-axis rotation, 310
Bounded-input bounded-output (BIBO) stability, 94
Burnout point, 268
Candidate optimal groups (COGs), 45]
Canonical form
controllability, 90
controller, 90
Jordan, 90,157
observability, 90
observer,9]
Cantilever frequency, $109,518,529$
Cantilever modal coordinates, 109,529
Cart with an inverted pendulum, 42, 162
Cascade-saturation controller,407-409
Cascaded system, 407
Cayley-Hamilton theorem, 155
Centaur upper stage, 262, 281
Center, 110
of mass, 37
of pressure distance, 266
Central force motion, 211
Characteristic equation, $93,94,155,338$
Characteristic polynomial, 88,155
Circular velocity, 22]
Cislunar $L_{1}$ point, 245, 286
Clohessy-Wiltshire equations, 104, 282
Closed cable loops 59

Closed-loop characteristic equation, 116-117 125, 165
Closed-loop system, 116
Clothoid, 385
CMG gain, 442
CMGs, see Control moment gyros
CMG momentum dynamics, 423
COFS, see Control of flexible structure
COFS Mast flight system, 557-558
COGs, see Candidate optimal groups
Collinear equilibrium points, 244
stability of, 247
Column
matrix, 5
orthonormality condition, 310,314
vector, 5
Compensator, 166
Complementary sensitivity function, 116
Complex matrix, 157
positiveness of, 157
Complex variable, 83
Composite (or heterogeneous) propellants,262
Condition number, 160
Conic sections, 216-219
Coning speed, 346
Conservation of angular momentum,212 principle of, 30, 332
Conservation of energy, 211 principle of, 31
Conservative holonomic system,52,
Conservative vector field, $17,23,46$
Consistent-mass matrix, 470
Constant of integration, 24, 41
Control logic, 115
Control moment gyros (CMGs), 419, 436-437
Control of flexible structure (COFS), 557
Control structure interaction (CSI), 562
Controllability, 160466,474
grammian, 161
matrix, 161, 167
Controller, 115
Convex cover, 154
Convex hull, 154
Convex set, 154
Convolution integral, 85
Coordinate system, 4
Coordinate transformation, 230,307
Corner, 154
direction, 178
Cornu spiral, 385
Cosine law of trigonometry, 18,271
Costate equation, 394
Coupling numerator polynomial, 89, 119
Coupling scalar, 109, 518, 529
Cramer's rule, 8
Critical frequency, 177
Critical gain, 177
Critical parameter vector, 177
Critical point, 68
Critical polynomial equation, 178
Critical tension, 498

Cryogenic propellants, 262
CSI, see Control structure interaction
CSI Guest Investigator program $\sqrt[562,574]{575}$
Current attitude quaternions, 403]
Cycloid, 391
D/A converter, see Digital-to-analog converter
D'Alembert's principle, 29
Damping matrix, 94
Dashpot, 32
Degenerate frequency, 187
Del vector, 17
Delta-v maneuver, 270,505
Derived-rate modulator,454-455
duty cycle of, 455
minimum pulse width of,455
pulse frequency of, 455
pulse width of, 455
Describing function (DF), 535
Describing function (DF) plot,536
Desired or commanded attitude quaternions, 403
Differentiation
matrices, 10
scalar function of a vector, 11
vector function, 12
vectors, 16
Digital PID controller, 149
Digital-to-analog (D/A) converter, 145
Dipole, 144
Dirac delta function, 83
Direct precession, 346
Direction cosine, 307
Direction cosine matrix, 231, 307-310, 322-323
Directrix, 216
Discrete-time system, 145
Disk-shaped body, 346, 377
Distributed parameter system,463
Distributive property, 14
Disturbance accommodating control,290-292
Divergent nutation dynamics, 389
Divergent time constant, 389
Double-gimbal CMGs, 436-437, 444-445
Double integrator plant, 123-124, 170,396
Double pendulum problems, 43-44
Dual-spin stabilized spacecraft, 374
Dual-spinner, 376
Duffing equation, 349
Duffing oscillator
damped, 11
undamped, 111
Dynamic constants, 218
Earth-moon system, 242, 275
equilibrium points of, 244
Earth-satellite system,211
Eccentric anomaly,222
Eccentricity, 213
Eccentricity vector, 213
Eigenaxis, 313

Eigenvalues and eigenvectors, $\mathbf{Q}$ [03, 155
Eigenvectors, 9
left, 155-156
right, 155-156
unitary, 158
Ellipse, 216-218
Elliptic point, 10
Elliptical flyaround trajectory, 285
Energy
dissipation, 285,389
equation, 211
Epicycloid, 354
Epoch, 228
Equilateral equilibrium points, 245
stability of,247
Equilateral hyperbola, 224
Equilibrium condition, 69
Equilibrium point, 68, 77, ,87, [109]
isolated, 74
globally asymptotically stable, 72
linear stability of, 356
locally asymptotically stable, 72
Lyapunov stable, [7]
uniformly Lyapunov stable, 72
Error signal, 115
Escape hyperbola, 277
Escape velocity, 221
Estimate-error characteristic equation, 165
Estimate-error covariance matrix, 168
Estimate-error equation, 165
Estimated-state feedback controller, 165
Estimator, 165
Estimator gain matrix, 165
Euler
angles, $311,324-326$
axis, 313
eigenaxis rotation theorem, $312-314$ parameters, 318
(rotational) equations of motion, 76, 77, 340-342
Euler-Lagrange equation, 169
Exit velocity, 261
External force, 37
External viscous damping,481
Extreme point, 154
Feedback control systems, $W$
Fictitious disturbance input,201
Fictitious output, 201
Finite impulse response filter (FIR), 146
First-order system, 100
First-order tensor, 5
Fixed point, 68
Flat-spin recovery maneuver, 391
Flat-spin transition maneuver, 385-387
Flight-path angle, 215, 265, 267
Flexible toroid,491-493
Focus, 216
Four-mass-spring system, 142
Fourier coefficients, 148
Free-body diagram,28

Frequency response function, 121
Fresnel integrals, 383
Gain-crossover frequency, 122
Gain margin, 118,122
Gain matrix, 164,168
Gain-phase stabilization, 129
Gain stabilization, 129
Galileo spacecraft,281
General binomial theorem, 246,283
Generalized coordinates, 29, 45, 110
Generalized force, 49
Generalized form of Newton's second law of motion, 37
Generalized momentum, 51
Generalized second-order filters, 130-131
Generalized velocities, 110
Geocentric distance, 236
Geocentric-equatorial reference frame, 226
Geocentric latitude, 236
Geometric constants,218
Geostationary satellite, 232
Geosynchronous communications satellite, 514-515
Geosynchronous orbit, 232
Geosynchronous satellite, 233
Gibbs
parameters, 320
vector, 320,328
Gimbal angle, 266
Global asymptotic stability, 72
Global Positioning System (GPS), 328
GPS-based attitude determination, 328
Gradient, 17
Gradient vector, 1 of a scalar field,16-17
Grain,262
Gravitational force field, 23
Gravitational parameter,23,211
Gravitational potential, 23
Gravitational slingshot maneuver,281
Gravity
assist maneuver, 281
force, 23
loss,505
turn maneuver, 266-267
turn trajectory, 266-267] 504
Gravity-gradient
stability plot, 371
torque, 366-367
in vector/dyadic form, 367
Greatest lower bound, 1.54
Ground track, 232
Gyroscopic coupling matrix, 94
Gyrostat 374
reorientation of, 389-391
Halo orbit, 254
determination and control, 286-302
Hamiltonian, 5], 393
function,51

Hamiltonian (cont.)
matrix, 169
system, 70
autonomous, 70
Hamilton's canonical equations of motion, 51,69
Hamilton's principle, 46, 482
Harmonic balance equation, 536
Heliocentric-ecliptic reference frame, 226
Heliocentric (Hohmann) transfer orbit, 277-278
Hermite-Bieler theorem, 96
Hermitian matrix, 157
Hessian matrix, [1]
Hill's equations, 282
$H_{\infty}$ suboptimal controller, 202
Hohmann transfer, 271-274
optimality of, 273
orbit, 277-278
Holonomic system, 46
Homogeneous propellants, 262
Homogeneous system,75
Hubble Space Telescope (HST),547
Hurwitz
matrix, 97
polynomial, 97
determinants, 96
Hybrid coordinate model, 517-518
Hybrid coordinates, 108
Hyperbola, 219
Hyperbolic eccentric anomaly, 224
Hyperbolic excess velocity, 221
Hyperbolic point, 110
Hypersphere, 397
IIR filter, see Infinite impulse response filter
Image motion compensation (IMC), 573
Impulse
response function, [10]
response matrix, 102
Impulse-sequence shaping, 625
In-plane characteristic equation, 250
Inclination of the orbital plane, 226
Independent generalized coordinates, 54
Inertia

dyadic, | $332-336$ |
| :---: |
| 1023 |

matrix, 332-336
Inertial acceleration,21
Inertial position, 22
Inertial reference frame, 2, 21, 22, 25
Inertial upper stage (IUS), 262, 281
Inertial velocity, 22
Inertially symmetric body, 398
Infimum, 154
Infinite impulse response filter (IIR), 146
INSAT
spacecraft, 57-58, 520
solar array deployment, 61-67
Instability,72
Integral control, 125
time constant of, 125

Integrals of motion,4]
INTELSAT III spacecraft, 376
INTELSAT IV spacecraft, 374
INTELSAT V
spacecraft, 57-58, 374, 463-464, 541
solar array deployment, 57-61
INTELSAT VI spacecraft, 374
INTELSAT VII spacecraft, 374
Intermediate axis 338,348
constant torque about, $362-365$
Internal energy dissipation, 79, 385
Internal force, 37
Internal model principle, 141
Internal uncertainty loop,20]
International Space Station, 419-420,465
International Sun-Earth Explorer-3 spacecraft (ISEE) 241, 297-302
Interval ploynomial, 98,189
Irrotational (or lamellar) vector field, 17 23,46
IUS, see Inertial upper stage
Jacobian matrix, 12, 72, 438
Jacobi's integral, 243
Jordan canonical form, 90,157
Kepler's first law, 213
Kepler's laws of planetary motion, $20-21,209$
Kepler's second and third laws,[219-220]
Kepler's time equation,222-224
hyperbolic form of,225
Kharitonov's polynomials, 08,99
Kharitonov's theorem, 98 , 191
Kinematic differential equations, 322-328
Kinematics, 24, 322-328
particle, 26
rotational, 307
Kinetic energy, 30, 33, 40, $42,48-49,21], 214$
Kinetic energy ellipsoid, 347
Kronecker delta,6
Lagrange multiplier, 50, 65, 393,
Lagrange's equations of motion,44-5]
for holonomic systems, 47-49
for nonholonomic systems, 50
Lagrange's form of D'Alembert principle, 47
Lagrangian function, 49, 65
Lagrangian points, 244-248
Lamellar force field,46
Laplacian, 18
Laplace transformation, 83-85
differentiation theorem of, 84
final value theorem of,84
Laplace's equation, 18
Latitude, 232
Latus rectum, 218
Launch azimuth, 232
Law of cosines, 18,271
Leading-side flyby, 280-281
Least common denominator, 88
Least upper bound, 154

Libration points, 245
Lienard and Chipart criterion, 98
Limit cycle, 536,545
Limit cycle stability, 536
Line of apsides, 233
Linear algebraic equations, 154
Linear independence, 154
Linear momentum, 29
principle of conservation of, 29
Linear momentum exchange devices (LMED), 575
Linear oscillatory systems, 104
Linear programming problem,448-451
basic feasible solution to, 449
basic solution to,449
feasible solution to, 449
optimal solution to, 449
Linear-quadratic-estimator (LQE) method, 167-168
Linear-quadratic-Gaussian (LQG) compensator, 167-168
Linear-quadratic-regulator (LQR) method, 167-168
Linear stability diagram, 359
Linear system, 100-109
stability, 72
uncertainty modeling of, 197
Linear time-invariant system, 82
linear stability of,94
Linear vector space
dimension of, 154
Linearization, 81
Linearized equations, 82,109
Linearized system
equilibrium point of, $72 \boxed{\square 10}$
infinitesimally asymptotically stable, 72
Liquid-bipropellant (MMH/NTO) upper stage, 503
Liquid propellants, 262
Liquid rocket engine,261
Liouville theorem, 13
Lissajous trajectory, 253 large, 292-294
LMED, see Linear momentum exchange devices
Local asymptotic stability, 72
Local vertical and local horizontal reference frame (LVLH), 365, 421
Loop transfer function, 116 poles and zeros of, 117
Lorenz
equations, $78, \boxed{12}$
system, 78, 112
LQE method, see Linear-quadratic-estimator method
LQG compensator, see Linear-quadraticGaussian compensator
LQR method, see Linear-quadratic-regulator method
LQR/LQE method, 167
Lumped-mass matrix, 469

Lumped-parameter system, 105,463
LVLH reference frame, see Local vertical and local horizontal reference frame
Lyapunov, 96
direct (or second) method of, 73-74
function, 74
indirect (or first) method of, 73
matrix equation of,96
stability, 71
Lyapunov's first stability theorem, 73
Lyapunov's second stability theorem, 73-74
Lyapunov's theorem, 73-74
Mach number, 263
Major axis, 338, 348, 351
constant torque about, 357-362
Manifold, 110, 358
equilibrium, 358
Mapping, 121
Markov parameters, 92,93
Mass matrix, 94, 105
Mass-spring-damper systems, $31,85,95$
Mathieu equation, 35
Matrix,3-8, 10-1]
adjoint, 8
cofactor of, 7
column, 4
complex conjugate transpose of, 157
determinant of, 7
Hermitian, 157
Hessian, 1
identity, 8
inverse of, 8
Jacobian, 12
orthogonal, 8
orthonormal, 8
quadratic form of, 10
row, 4
minor of, 7
normal, 157
sign-definiteness of, 10
skew-symmetric, 319, 341
skew-Hermitian, 157
square, 3,6
symmetric, 7
trace of, 8
transpose of,5-6
unitary, 157
Matrix addition and multiplication, 6
Matrix Riccati equation, 169,202
Mean anomaly, 223
Mean motion, 223
MIMO system, see Multi-input multi-output system
square, 80
Mini-Mast system,562-563
Minimum-phase lead or lag filter, 131
Minimum-phase notch or bandpass filter, 131
Minor axis, 338 , 348, 351 constant torque about, $357-362$
Mir space station,419,437

Modal analysis,464-466, 472-474
Modal coordinates, 105
Modal decomposition, 155
Modal equations, 104-105
Modal frequency, 105
Modal matrix, 105156 unitary, 158
Modal transformation, 104-105 156
Modal truncation, $466-467$
Modal vector, 105
Molniya communications satellite, 239-240
Moment of external forces, 39
Moment of momentum, 38
Moments of inertia, 42, 333
Momentum transfer, 391
Monopropellants, 262
Multi-input multi-output (MIMO) system, 88
Multilinearly uncertain polynomial, 180,193
Multistage rockets, 262
$n$-dimensional vector space, 12
Nabla vector, 17
Navier-Stokes equations, 20
Newton-Euler formulation, 36
Newtonian reference frame, 21, 25
Newton's laws of gravity, 23
Newton's second law of motion, 22 generalized form of, 37
Newton's three laws of motion, 21-22
Nichols plot, 121
Nodal regression rate, 239
Node line
precession of, 236
Nonholonomic system, 45
Non-Keplerian orbit,233
Nonlinear (dynamic) system, 68, 71, 81
autonomous, 68,74
control input variables of, 68
control input vector of, 68
equilibrium point of, 68, 71, 109
nonautonomous, 68
phase-plane analysis of, 109
state variables of, 68
state vector of, 68
Nonlinear system stability,71-75
Nonlinear phase margin, 544
Nonminimum-phase all-pass filter, 134
Nonminimum-phase bandpass filter, 135
Nonminimum-phase high-pass filter, 135
Nonminimum-phase low-pass filter, 135
Nonminimum-phase notch filter, 135
Norm
Euclidean, $9,71,159$
Frobenius, 160
induced, 160
spectral, 9,159
two-, 9159
Norm-invariant system, 75, 77, 397
Notch (or bandreject) filter, 131-133
Nullity, 155
Null motion, 441

Null space, 15544
Null vector, 441
Nutation, 391
angle, 345,389
dynamics, 519
Nutational amplitude, 354
Nutational frequency, 354
Nyquist plot, 121
Oblate body, 346, 377
Oblate Earth
gravitational potential of, 236
Observability, 161, 466, 474
Observability grammian, 161
Observability matrix, 162167
Observer, 164
Optimal LQR solution, 169
Optimality condition, 394
Orbit
equation, 212-213
inclination, 232
injection,267-269
Orbital decay, 240
Orbital elements,225-226
modified classical 228
six classical, 226
Orbital period,220
Orbital perturbations 233
Orbital plane, 212
Orbital rendezvous,282-283
Orthogonal unit vectors, $\sqrt{4}, 14$
Osculating orbital plane 233
OSO-8 spacecraft, 131
Out-of-plane characteristic equation, 250
Overall loop gain, $\amalg 7$

Parabola, 218
Parallel-axis theorem, 42, 336
Parameter 213, 218
margin, 179
optimization problem, 588
Partial fraction expansion, 466
Particle, 21, 351
Patched conic method, 275-279
Payload assist module, 262
PD control, see Proportional-derivative control
Pendulum, 33
compound, 42
double, 43-44
inverted, 43, 82, 89
simple, 33, 69, 75,82
Performance robustness, 202
Periapsis,218
Perifocal reference frame, 228
Perigee, 218
Perigee passage time, 228
Perihelion, 218
Periodic functions, 85
Persistent (or quasi-periodic) disturbance, 142
Persistent disturbance rejection, 141-144, 171-174

Perturbing acceleration, 233
Phase-crossover frequency, 122
Phase-lag filter, 131
Phase-lead
compensator, 125
filter, 131
Phase margin, 122
Phase-plane
analysis, 109
trajectories, 361
Phase stabilization, 120
PID control, see Proportional-integralderivative control
Planetary capture, 281
Planetary flyby, 280-281
Plant transfer function, 115
Point mass, 21, 351
Polar coordinates, 216
Polar flattening, 233
Polar plot,12]
Pole-placement method, 166
Pole-zero
cancellation, 89,162
mapping, 151
modeling, 558-561
Poles and zeros, 87,117
Polhode, 347
equation, 348
projection, 348
Polytopic polynomial, 192
Pontryagin's minimum principle, 395
Potential energy, 24, 30, 40, 46, 49, 211
Potential function, 17
Precession, 391
Precession rate, 346
Precessional amplitude, 354
Precessional frequency, 354
Preshaped time-optimal control, 623
Preshaping technique, 623
Pretensioned membrane, 485-491
Prewarping frequency, 150
Principal axes, 337
Principal minors 7
leading, 7, 96,339
Principal moments of inertia, 337
Principia, 2]
Principle
of conservation of angular momentum, 30 . 40, 332
of conservation of linear momentum, 38
of conservation of energy, 31,53
of inertia, 21
Product, 9
cross $9,14-15$
dot, 13
inner or scalar, 9
of inertia, 334
outer, 9
scalar triple, 15
vector tripe, 16
Prograde orbit,227

Projection matrix, 442
Prolate body, 346,377
Propellant sloshing, 506-509
Proportional-derivative (PD) control, 124
Proportional-integral-derivative (PID) control, 123-125
Pseudoinverse steering logic,439-440
Pseudoinverse transformation matrix 415
Pulse functions, 85
Pulse-width modulator, 455-456
Pulse-width pulse-frequency (PWPF) modulator, 453-454, 530-532
duty cycle of 454 531-532
minimum pulse width of, 454, 531
pulse frequency of 454
pulse width of, 453,530
Pyramid mounting arrangement,439
Quadratic performance index,167-168
Quasi-periodic orbits,250
Quaternion kinematic differential equation, 326-328,403
Quaternion Lyapunov function, 414
Quaternion matrix, 320
Quaternion multiplication rule, 320
Quaternion transmuted matrix, 320
Quaternion vector, 319,407
Quaternions, 318-320, 326-328
Range space, 155
Rank, 155
Rational function, 88
Reactance function, 96
Reaction control system (RCS),446
Reaction wheels, 436
Real critical constraints, 186-187
Real $\mu$ measure, 187
Real parameter margin, 179-180
Real parameter robustness measure, 180,186
Real structured singular value measure, 186
Rectangular (orthogonal) Cartesian coordinate system, 4
Reduced mass, 214
Reference frame 4
Regulator, 165
Regulator gain matrix, 165
Relative motion
equation of $210-211$
Relative spin rate, 344,346
Repeated eigenvalues, 73, 157
Repeller, 110
Restricted three-body problem
circular, 240-255
elliptic, 256-260, 294-297
Retrograde orbit,227
Retrograde precession, 346
Riccati equation, 168,202
Rigid body, 40, 331, 35
Robust eigenstructure assignment, 167
Robust $H_{\infty}$ control 200-203, 432, 553-556
Robust nonzero set-point control,626-631

Robustified feedforward and feedback control, 623
Rocket thrust, 261
Rod-shaped body, 346, 377
Rodrigues parameters, 320
Root locus method
Evans's, 117
Rotating circular hoop, 36
Rotating reference frame 24
Rotation matrix, 307
Rotational kinetic energy, 336, 342
Routh-Hurwitz criterion, 96
Row-orthonormality condition, 310
Saddle, 110
Sampled-data system, 145
Sampling and zero-order hold,147-149
Sampling period, 145
Saturation function, 408
normalized, 408
Scalar, 3
Scalar operator, 17
Schmitt trigger,452-453
limit cycle amplitude of, 453
limit cycle period of,453
minimum pulse width of, 453
Second-order filter, 131
Second-order matrix differential equation,93
Second-order ordinary differential equation, 32
Second-order system 32100
bandwidth of,101
damped natural frequency of,101
damping ratio of, 100
natural frequency of, 100
time constant of, 101
underdamped, 101
Second-order tensor,5
Semilatus rectum, 216, 218
Semimajor axis, 218
Semiminor axis, 218
Sensitivity function, 116
Separation property, 166
Separatrix, 110, 348
Separatrix surface, 362-363
Set, 154
Setting time, 101
Sl units 21-22
Siderial day, 232
Signum function, 396,408
Similarity transformation, 104, 156
Single-axis reaction control system, 452
Single-degree-of-freedom system, 30,45
Single-gimbal CMGs,436-437
Single-impulse maneuvers, 270
Single-input single-output (SISO) system, 85
Singular point, 68
Singular states, 440-441
Singular value decomposition, 1158
Singular values, 158,159
Singular vectors, 158
Singularity measure, 442
Singularity robust inverse algorithm,443

SISO conservative system, 1178
SISO control, 129
SISO system, see Single-input single-output system
Skew-symmetric matrix, 319,34]
Skylab,419,437
Slew rate constraint,415
Soft landing, 279
Solid propellants, 262
Solid rocket motor, 261
Solid sphere,24
Space-axis rotation, 310, 317
Space Shuttle RCS, 445-448
phase-plane logic of,447
Specific angular momentum, 212
Specific energy, 211
Specific impulse, 262
Spectral decomposition, 156
Spectral density matrix, 168
Speed, 212
Sphere of influence 274-275
Spherical fuel slug, 385
Spin axis, 381
precession, 389
Spin rate, 344
Spin-up maneuver, 382-385
Square-root damping, 481
Stability robustness, 202
Stabilized conservative plants, 176-180
Stabilized nonconservative plants,180-181
Stable focus, 110
Stable node, 110
Standard $H_{\infty}$ control, 196 -197
Standoff position, 285
State estimator, 164
asymptotic, 164
State feedback control, 164
State space, 12
equations, $81-82$
State transition matrix, 102, 15
State vector, 12
Static buckling, 498
Stationary point, 68
Stationkeeping attitude control,526-534
Steady state
error, 117
gain, 87
point, 68
Stiffness matrix, 24, 105
Storable propellant, 262
Strange attractor, 112
Strapdown inertial reference system, 327
Strain-rate damping, 481
Structural damping, 480
Structural dynamic system uncertainty modeling of, 199
Structured singular values $\mu, \boxed{176}$
Summation convention, $\varsigma$
Suborbital flight, 270
Sun-Earth system, 275
Sun-Earth-moon system, 300
Sun-planet system,211

Sun-synchronous orbit, 239
Supremum, 154
Sympletic property, 169
System of particles,37
System type, 117
Tangential steering, 504
Tapped-delay filter,624-625
frequency responses of, 626
Taylor series expansion, D
TEA, see Torque equilibrium attitude
Tensor of first order, [5]
Thin uniform bar, 43
Third-order dynamic system, 32
Three-dimensional vector space, 5
Three-mass-spring system, 107, 128, 163, 144-145, 619
Thrust vector
angle, 265
control (TVC) design,509-513
Time
constant, 100-101
delay, 85
Toeplitz matrix, 167
Torque equilibrium attitude (TEA),424
Torque-free motion, 343
general, 347-348
Torque wheel actuators (TWA),562
TOS, see Transfer orbit stage
TPBVP, see Two-point boundary-value problem
Trailing-side flyby,280-281
Trajectory-dependent disturbances, 290
Trans-Earth $L_{3}$ point, 245
Transcendental transfer function, 471-472, 476-479 483-484
Transfer function, $85-87$
closed-loop, 116
matrix, 88
minimum-phase, 87
nonminimum-phase, 87
open-loop, $\amalg 6$
residues of, 90
zeros, physical interpretation of,479
Transfer orbit stage (TOS),503
Transfer time, 276
Translunar $L_{2}$ point, 245 286
Transmission zeros, 89, 429-430
Transversality condition, 394
Transverse angular rate, 388-389
Transverse angular velocity, 344
Transverse axes 382
Triangle inequalities, 339
Triaxiality,240
True anomaly, 213
Turn-over trajectory, 264-266
Tustin transformation, 149
TVC design, see Thrust vector control design
TWAs, see Torque wheel actuators
Two-body problem, 209-216
Two-impulse elliptic transfer, 271-272
Two-link manipulator,43, 55

Two-mass-spring-damper system, 181
Two-mass-spring system, 106, 127, 138, 144, [74, 204, 592 [599, 602
Two-point boundary-value problem (TPBVP), 395
Type 1 system, $\square$
Type 2 system, $\bar{W}$
U.S. customary units $\sqrt{2]-22}$

Uniform free-free bar, 8-9
Uniform free-free beam,472-483
Unit
dyadic, 335
impulse function, 83
impulse response, 100
step function, 84
step response, 100-101
Universal gravitational constant, 23
van der Pol oscillator, Ш-1 12
Vector, 3
addition and subtraction of, 13
column, 5
components of, 5
del, 17
differentiation of, 6
gradient, 11, 16
nabla, 17
norm of 9
representation of,4-5
row 5
Vector and matrix norms, $159-160$
Vector differential equation, 12
Vector field, $D^{2}$
curl of, $\square 7$
divergence of, 17
Vector function, 12
curl of, 10
differentiation of, 12
divergence of, [2, 17
Vector space, 4
Vectrix, 5
Vectrix operation, 15
Velocity,212
Velocity vector angle, 265
Vernal equinox, 226
Vertical ascent, 263-264]
Virtual displacement, 45
Virtual work,45
principle of,45
Vis-viva equation, 220-221
White noise processes, $\square 68$
X-ray Timing Explorer (XTE) spacecraft, 152 , 402418
$z$ transformation, $145-146$
theorems of, 146
Zero-input response $\sqrt[86]{867}$
Zero-order hold (ZOH),147
Zero-order tensor,5]
Zero-state response,86
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[^0]:    *Matrix algebra, presently of fundamental importance in various fields of engineering and science, was first introduced by Arthur Cayley (1821-1895), whereas three-dimensional vector algebra was developed by John Gibbs (1839-1903).
    ${ }^{\dagger}$ The terms "scalar" and "vector" are attributable to William Hamilton (1805-1865).

[^1]:    ${ }^{\dagger}$ Throughout this book, most functions are assumed to be differentiable, unless otherwise stated.

[^2]:    *The terms covariant, contravariant, and invariant were introduced by James Sylvester (1814-1897).

[^3]:    *Tycho Brahe (1546-1601) was the greatest astronomical observer before the introduction of the telescope.
    $\dagger$ Johannes Kepler (1571-1630), who was a contemporary of Galileo Galilei (1564-1642), was the first astronomer to uphold openly the heliocentric theory of Nicholas Copernicus (1473-1543).

[^4]:    ${ }^{*}$ In Principia, Newton made no attempt to provide a physical explanation of gravitation, and the nature of gravitation still remains mysterious today.

[^5]:    * An overdot often denotes the time derivative measured in an inertial or Newtonian reference frame. It is called the Newtonian "dot" notation.

[^6]:    *The term "Coriolis acceleration" was named after the French military engineer G. Coriolis (17921843), who first disclosed its existence.

[^7]:    *A dashpot, also called a viscous damper, is a device that provides viscous friction or damping. It consists of a piston and oil-filled cylinder. Any relative motion between the cylinder and the piston is resisted by the oil, and the resulting damping force is proportional to the relative velocity between the cylinder and the piston. Consequently, the energy is dissipated as heat.

[^8]:    ${ }^{*}$ Leonhard Euler (1707-1783), who introduced such mathematical symbols as $\pi, e, \sum, e^{x}, \log x$, $\sin x, \cos x$, and $f(x)$, established the foundations for mathematical physics and analytical dynamics. Later, Jean D'Alembert (1717-1783), Joseph Lagrange (1736-1813), and William Hamilton (18051865) further developed the theory of analytical dynamics, and Henri Poincaré (1854-1912) further established the foundations for a theory of dynamic systems.

[^9]:    *The Russian mathematician Aleksandr Lyapunov (1857-1918) established the foundations for the stability theory of dynamic systems. Lyapunov was a contemporary of the French mathematician Henri Poincare (1854-1912), who established the foundations for a theory of dynamic systems. Later, George David Birkhoff (1884-1944) further developed the theory of dynamic systems and published a monograph entitled Dynamical Systems in 1926.

[^10]:    ${ }^{\text {a }}$ It is assumed that $\zeta_{i}=0.001$ for all of the flexible modes.

[^11]:    *The terms "orbital dynamics," "astrodynamics," "orbital mechanics," "spaceflight dynamics," and "astronautics" are often used interchangeably in the literature.
    †The term "celestial mechanics" was introduced by Pierre-Simon de Laplace (1749-1827). He showed that the secular variation of Jupiter and Saturn, which was observed by Edmond Halley (16561742 ) in 1695 , was actually periodic, with Jupiter and Saturn returning to their initial positions every 929 years.

[^12]:    *Apollonius, known as "the Great Geometer," was born in about 262 B.C. In his masterpiece, Conics, he showed that conic sections, such as ellipses, parabolas, and hyperbolas could be generated by taking sections of a circular cone by varying the inclination of the cutting plane.

[^13]:    ${ }^{*} 1 \mathrm{ft} / \mathrm{s}=0.3048 \mathrm{~m} / \mathrm{s}$ and $1 \mathrm{mph}=0.44704 \mathrm{~m} / \mathrm{s}$.

[^14]:    *Carl Gustav Jacob Jacobi (1804-1851), who was a great admirer of Euler and a contemporary of Gauss and Bessel, is remembered for his contributions to mathematics and mechanics.

[^15]:    *In this chapter, the symbol $\otimes$ is used to denote a target planet, although such a symbol is not one of the astronomical symbols such as $\odot$ and $\oplus$.

[^16]:    *Leonard Euler (1707-1783), who was the leading mathematician and theoretical physicist of the 18th century, first introduced the concept of three successive rotations to describe the orientation of an orbit plane using the three angles $\Omega, i$, and $\omega$.

[^17]:    *The notation $\mathbf{C}_{1}\left(\theta_{1}\right) \leftarrow \mathbf{C}_{2}\left(\theta_{2}\right) \leftarrow \mathbf{C}_{3}\left(\theta_{3}\right)$, which, in fact, denotes the same rotational sequence as denoted by the notation $\mathbf{C}_{3}\left(\theta_{3}\right) \rightarrow \mathbf{C}_{2}\left(\theta_{2}\right) \rightarrow \mathbf{C}_{1}\left(\theta_{1}\right)$, is introduced in this book to emphasize the resulting structure of the total rotation matrix $\mathbf{C}^{B / A}=\mathbf{C}_{1}\left(\theta_{1}\right) \mathbf{C}_{2}\left(\theta_{2}\right) \mathbf{C}_{3}\left(\theta_{3}\right)$.

[^18]:    *William Hamilton (1805-1865) regarded his discovery of quaternions as his greatest achievement, whereas we may consider his contributions to analytical dynamics as his greatest achievement.

[^19]:    *The term "moments of inertia" is attributed to Euler.

[^20]:    *In most textbooks on dynamics, the symbol I is commonly used to denote an inertia matrix; however, throughout this book, the symbol $J$ indicates an inertia matrix and the symbol I indicates an identity matrix.

[^21]:    *In 1750 Euler discovered the existence of principal axes and principal moments of inertia of a rigid body.

[^22]:    *The term "spin axis" is ambiguous; however, it is used in this chapter to denote the axis of symmetry of a spinning axisymmetric spacecraft.

[^23]:    * $\mathbf{A}^{+}$is also called the Moore-Penrose inverse of $\mathbf{A}$, or a generalized inverse of $\mathbf{A}$.

[^24]:    ${ }^{*}$ A symmetric matrix $\mathbf{P}$ is called a projection matrix if $\mathbf{P}^{2}=\mathbf{P}$.

[^25]:    *The proof-mass force actuator was developed mainly through the active control of space structures (ACOSS) project in the late 1970s. For example, see "ACOSS Five Phase IA," Final Technical Report RADC-TR-82-21, Lockheed Missiles \& Space Co., March 1982.

